University of

"1l Kent Academic Repository

Zhang, Kangkang, Jiang, Bin, Yan, Xinggang and Mao, Zehui (2016) Sliding
Mode Observer Based Incipient Sensor Fault Detection with Application

to High-Speed Railway Traction Device. ISA Transactions, 63 . pp. 49-59.
ISSN 0019-0578.

Downloaded from
https://kar.kent.ac.uk/56003/ The University of Kent's Academic Repository KAR

The version of record is available from
https://doi.org/10.1016/j.isatra.2016.04.004

This document version
Author's Accepted Manuscript

DOI for this version

Licence for this version
UNSPECIFIED

Additional information

Versions of research works

Versions of Record
If this version is the version of record, it is the same as the published version available on the publisher's web site.
Cite as the published version.

Author Accepted Manuscripts

If this document is identified as the Author Accepted Manuscript it is the version after peer review but before type
setting, copy editing or publisher branding. Cite as Surname, Initial. (Year) 'Title of article'. To be published in Title

of Journal , Volume and issue numbers [peer-reviewed accepted version]. Available at: DOI or URL (Accessed: date).

Enquiries

If you have questions about this document contact ResearchSupport@kent.ac.uk. Please include the URL of the record
in KAR. If you believe that your, or a third party's rights have been compromised through this document please see

our Take Down policy (available from https://www.kent.ac.uk/quides/kar-the-kent-academic-repository#policies).



https://kar.kent.ac.uk/56003/
https://doi.org/10.1016/j.isatra.2016.04.004
mailto:ResearchSupport@kent.ac.uk
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies

1

Sliding Mode Observer Based Incipient Sensor

Fault Detection with Application to
High-Speed Railway Traction Device

Kangkang Zhant?, Bin Jiang-**, Xing-Gang Yan, Zehui Mad-?

Abstract

This paper considers incipient sensor fault developmetection issue for a class of nonlinear
systems with “observer unmatched” uncertainties. A paldicFD (fault detection) sliding mode observer
is designed for the augmented system formed by the origisiem and incipient sensor faults. The
parameters are obtained using LMI and line filter techniqoeguarantee that the generated residuals
are robust to uncertainties and that sliding motion is nattrdged by faults. Then, three levels of
novel adaptive thresholds (incipient sensor fault thr&gosensor fault thresholds and sensor failure
thresholds) are proposed based on the reduced order stithdg dynamics, which effectively improve
the incipient sensor fault development detectability.eCstsidy of on the traction system in CRH (China
Railway High-speed) is presented to demonstrate the eféeetss of the proposed incipient sensor fault
development and senor faults detection schemes.

Keywords: Incipient sensor fault, sliding mode observer, adaptiveshold, fault development
detection.

I. INTRODUCTION

Modern control systems have become more complex in orderetet the increasing require-
ment for high levels of performance. Control engineers aeed with increasingly complex
systems for which both the reliability and safety are verypamant. However, component
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incipient faults, such as electrolyte loss effectivendssl@ctrolytic capacitor, mechanical wears
and bears etc., may induce drastically changes and reautesirable performance degradation,
even instability. These are life-critical for safety anduate critical systems such as aircrafts,
spacecrafts, nuclear power plants, chemical plants psowgsazardous materials and high-
speed railways. Therefore, incipient fault detection aadetbpment detection techniques are of
practical significance. And, the most important issue ofabd¢ system operation is to detect
and isolate incipient faults as early as possible, which giaa operators enough information

and time to take proper measures to prevent any serious GuOEIsEes on systems.

Typically, abrupt faults affect safety-relevant systemiich have to be detected early enough
so that catastrophic consequences can be avoided by eatbnsyeconfiguration. Such faults
normally have larger effect on detection residuals thar tfianodeling uncertainties, which
can be detected by choosing appropriate thresholds. Atttiex end, incipient faults are closely
related to maintenance problems and early detection of eguipment is necessary. In this case,
the amplitude of incipient faults are typically small. Thilie detection presents challenges to
model-based FDI techniques due to the inseparable mixaiveden incipient fault and modeling
uncertainty. Therefore, it is important to improve the desil robustness to system uncertainties
and select more proper thresholds to improve the deteityabfl fault detection mechanism.

There are many methods proposed in last few decades to enti@cobustness in observer
based fault detection, such as perfect unknown input déicaud], [2], [3], [4], optimal Hs, H o
schemes [5], [6], [7], [8], total measurable fault informoat residual [9], and projection method
[10]. Fault detection schemes for switching systems [11I3] pnd semiconductor manufacturing
processes [13] have also been proposed. It has been reeddrom general existence condition
in [2] that, for a residual generator perfectly decouplemhfrunknown input, it is only possible
when enough output signals are available. Different fromfgaé decoupling approach, the
robust residual generators are designed in the context iafde-bff between robustness against
disturbances and sensitivity to faults [5]. When perfeatadspling is not possible, the decision
functions determined by residuals will be corrupted by wwmn inputs. The common practice
to evaluate the decision functions is to define appropriatesholds, with which the decision
functions are compared [1]. Therefore, the robustnessluals and proper selected thresholds
are two important factors to improve detectability of irieipt fault detection mechanism.

During the past decades, sliding mode observers have beshfas FDI extensively [14],
[15], [16], [17], [18], [19], [20], [21], [22]. The referere [14] uses a sliding mode observer
to detect faults by disruption of sliding motion which is dfidult problem and motivate much
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research in the area. In [15], [16], [17], [18] and [19], tregtiivalent output injection” concept
is used to explicitly construct fault signals to detect asalate the faults, including sensor faults
and actuator faults. In [18], uncertainties and disturleanare considered, which need the so
called “matched uncertainty” in [23] assumption on the riisition matrices of the modeling
uncertainties and disturbances. Also, [17] studies theadled “unmatched uncertainty” case
based on the robust., to enhance the robustness. Based on different structurestiodtion
matrices of faults and uncertainties, [20] and [22] comldleeLuenberger observer with sliding
mode observer to detect faults, which needs perfect deicgupétween faults and uncertainties.
Therefore, sliding mode observer based FDI framework i §d [21] mainly focus on robust
residual generator design to get a trade-off between robsstagainst disturbances and sensitivity
to faults. In reality, fault detectability can also be imped by selecting proper thresholds and
the adaptive threshold is intuitive (see, e.g. [24]). Hogrewadaptive threshold design based on
sliding mode observers has not been available.

In this paper, a nonlinear sliding mode observer with noesighed sliding surface is proposed
for incipient sensor fault detection. The parameters obtbserver are particular designed relying
on L, gain, guaranteeing residual robustness to uncertaimtiethe same time, proper adaptive
thresholds are obtained based on the reduced order slidatigrm which effectively improves
incipient sensor fault detectability. Furthermore, diffiet levels of detection decision schemes
for incipient sensor fault development are proposed. Tha roantribution of this paper is as
follows:

1) anovel FD sliding mode observer framework is proposecetqpgoper adaptive thresholds

to improve incipient fault detectability.

2) incipient sensor fault development detection schemesstudied and levels of detection

decisions are proposed.

The remainder of this paper is organized as follows. In $adti, preliminaries and assump-
tions are presented. In Section lll, the FDE sliding mode=ole is proposed with parameters of
observer being designed based on LMI and linear filter teghes. In Section 1V, the sensor fault
adaptive thresholds (for incipient fault, fault and fadurare designed and the continuous and
piecewise continuous incipient sensor fault developmeteation decisions are made. In section
V, case study of an application to the traction system in CRHirfa Railway High-speed) is
presented to demonstrate the obtained results. Sectiomndludes this paper.
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[I. PROBLEMS FORMULATION
A. System Description and incipient sensor fault Modeling
Consider a class of linear systems with sensor faults destiy

i = Az + gla,u) + (e, u,w,0), "
1
y=Ca+ Ff(zut),

wherez € R" is state vectory € R™ is control,w € R" represent external disturbance vector,
f:R"xR™x R — R?is a nonlinear smooth vector representing the incipiens@efaults.
g(z,u) : R" x R™ — R" is a known nonlinear smooth vector andr, u,w,t) : R" x R™ X
R" x R — R™ is a nonlinear smooth vector representing the lumped diahge, which is a
generalized concept, possibly including external distndes, un-modelled dynamics, parameter
variations, and complex nonlinear dynamics. Matriges R"*", C' € RP*™ and ' € RP*? are
known with C' being full row rank andF full column rank.

Assuming thatn > p > ¢. Without loss of generality, it is assumed that the outpdtthe
system (1) have been reordered (and scaled if necessarlgatsthe matrixF' has the structure

0

F= : (2)
]q

A lemma for piecewise continuous signals to establish giffgal dynamic model is given as

follows:

Lemma 1. [29] For any piecewise continuous vector functipn R+ — R?, and a stable x ¢
matrix Ay, there will exists an input vectaf € R? such thatf = Arf + €.

Based on the continuous developing way of incipient fauttalyzed in [26] and [28], this
paper considers the incipient sensor fat(lt) which is modeled by

f:Aff+§(x7u7t)v f(O) =0, (3)

whereA; is a stable matrix with appropriate dimensions gnd [¢], - - - ,é’qT]T € R?is unknown
vector. Taking the Laplace transformation of Eq.(3), itlesac to see that in the frequency domain,
f(s) = (sI — Ay)~*&, which shows that the fault signglis determined by (z, u, t) completely.
It should be noted thati; is not a designed parameter. Such a class of incipient faakseen
studied in [26] and [28].

Generally speaking, the amplitudes of the incipient faates small. With time going on, the
incipient faults may continuously develop to faults, anéitremplitudes are bigger than that
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Fig. 1. Incipient sensor faults develop process.

of incipient faults. If no actions is taken, faults may comtusly evolve into failures, which
means that output signals are meaningless. The incipieisbsdault develops in a continuous
way shown as Fig.1. For the considered continuous devejdjpmt signalsf in system (1), it
can be divided into three stages: incipient sensor fautts@efault and sensor failure. As seen
from Fig.1, the following terms can be givef: < ||£(z,u,t)|| < &, called “incipient sensor
fault”; € < ||&(z, u,t)|| < &, called “sensor fault”; and < [|¢(z, u, )| < +oo called “sensor
failure”. The “sensor failure” can be further divided intdight sensor failure” and “severe

sensor failure” by the bouné, that is€ < ||&(z, u,t)| < gcalled “light sensor failure” and

£ < ||é(z,u,t)|| < +oo called “light sensor failure”. In addition, four time instis 7p, 77,
T, and T3 are defined, which represent incipient sensor fault ocoggdime, incipient sensor
fault developing to sensor fault time (i.e., the time wiieaurpassing), incipient sensor fault
developing to sensor failure time (i.e., the time wkiesurpassing) respectively.

Remark 1. For mechanical components such as bears, wears andbfgcicapacitors¢, E and

§ represent differnet damage levels which can be obtaineddlyexperiences and/or statistical
data. To some extené,gandg are determined by the requirement of system performanes lev
An example of linear state feedback closed-loop system thighonly pole ab = a is given in
Fig.2 to illustrate how to choose these bounds. Assuminigdtfter incipient sensor faults occur,
the linear system performance will degrade and the placésl il go to right direction in S
plane. As shown in Fig.2, when the linear system performaecgade to a level where the pole
§ = b, the value of¢(-) = £. Also the linear system performance degrade to a level wiiere
pole § = d, the value of(-) = £. Moreover, when the linear system is marginal stable, that i
the poles = 0, the value of¢(-) = §
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Fig. 2. The sketch for the selection &f ¢ and &

B. Preliminaries and Assumptions
Consider system (1) with the outputpartitioned as

Y1 01 O
y= =Cz+ Ff(z,u,t), C= , F= ; (4)
Y2 02 ]q
where(C, € RP=9x" and C, € RI*™.
From (4), the system (1) and incipient sensor faults (3) camepresented in an augmented

form as follows:

T A 0 x g(x,u,t) n(x,u,w,t) 0
| T + + + §a(q,u,t),
i 0 A || f 0 0 I,
—_— ~ - ~~ -~
Tq Aq Tq ga(Ta,u,t) Na(Ta,u,w,t) D, (5)
x
y=1[C,F] :
Y /
Ca

where z, := col(z, f), A, € RUtoxta ¢ ¢ Rp*(+0) and D, € RM"+9*7 with C, being
full row rank and D, being full column rank. Notice that the tripled,, D, C,) is inherently
relative degree one sinee, D, = I, and rankD, ) = ¢. From [31] and relative degree one fact,
there exists a coordinate transformatiBnsuch that, without loss of generality that system (5)
is transformed into the following form

&1 = A1 + A2 + Ga1 (Ta, u, t) + 11 (Ta, u, w, t),

By = Ag2121 + Aa22%2 + G2 (Ta, U, t) + Na2(Ta, u, w, t) + Dol (x, u, t), (6)

y = Caaa,
wherez, = col(zy,xs), 11 € R"P, 25 € RP, Asi1, Aaizs As21y Aa22y Doz, Cazy gar(+), Jaz(+)
na1(+) andn,s () can be got based on [31]. Moreovél,, is nonsingular.
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Assumption 1. The triple(A,, D,, C,) is minimum phase (The invariant zeros (if any) of the
triple (A,, D,, C,) lie in the left half plane).

Remark 2. Assumption 1 is necessary for the sliding mode observsigdeor systems with
unknown inputs [15], [17], [31]. It has proved in [36] thatetinobservable modes of the pair
(A, C) are the invariant zeros of the triplel,, D,, C,,). Therefore, in order to check Assumption
1, it is only required to find the unobservable modes of the @&iC') and check whether all
the unobservable modes lie in the left half plane. \Y%

[1l. FDE SLIDING MODE OBSERVER DESIGN

In this section, the sliding mode observer with designatirglj surface as FDE (fault detection
estimator) will be designed to guarantee that fegain from uncertainties to output estimation
errors are minimized. Both the healthy and faulty systentsreinto the sliding surface before
the incipient sensor fault developing to severe sensaurtaifi.e.,& > §).

From [18], there exist another linear transformatibrdescribed by
Lyigp L
T — +q-p (7)
0o I,

with L = [L;,0] with L; € R(+e»xw-9) sych thatA,;; = Au; + LA is stable, and
Aal? = (Aai1 +LAw1) L+ (Asi2+ LAw22)s Ga1 = a1+ LGa2 = Intq—ps L1Ga, a1 = Na1 + Ljaz =
[I+q—p LIna. Therefore, in the new coordinates= T'z,, system (6) can be described by

21 - Aallzl + Aa1222 + gal (T7127 u, t) + 7Q]al (T7127 u,w, t))
Zor = ALy 2 + Al 2oy + A2 200 + gL (T2 ust) + 0l (T2, u,w, t),
222 - Ac212121 + Ac2152221 + A¢2152222 + 922(T7127 u, t) + 7722(T7127 u,w, t) + Da22§ (T7127 u, t) )

y = Cu21201+Ca22222,
)
where z = col(z1, z) with z; € R" P, 2z, € RP, and zy = col(zy1, z02) = C,5y With
2z € RP71 and zop € RY. Moreover,zy, = [I, ,,0]C.5'y and 2y = [0, I,]C.5'y-

Assumption 2. The modeling uncertainties, representedybly) in (5), 7.1(-) andn.z () in (6),
satisfy thatv(z,,y,u,w) € X, x Y xU x W, Vt > 0,

Hna(an u7w7t)” S 777 ”nal(xad u7w7t)” S ﬁl(y7 u? t>7 HnCLQ(xa7u7w7 t)” S ﬁQ(y7 u’ t) (9)
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whereij is known constanty, (-) andij,(-) are known functions, and, ¢ R"™ W C R".U C
R™ and) C RP are compact sets.

Assumption 3. The known nonlinear termg,; (z,, u,t) and g,s (x,, u,t) in (6) are uniformly
Lipschitz inu e U, i.e., z,, T, € X,,

Hgal (xaa u, t) — Jal (iaa u, t)H S gl Hxa - ia" 9
(10)
Hga2 (xaa u, t) — Ja2 (i‘aa u, t)” S 9%2 Hxa - :i‘aH

where %, and.%, are the known Lipschitz constants foy (x,,u,t) and g, (., u,t), respec-
tively.

Remark 3. Assumption 2 requires that bounds on uncertainties iard)(6) are known, which is
important to obtain the proper adaptive thresholds [343].[B this paper, there is no constraint
on the distribution matrices of uncertainties and faultswidver, in some sliding mode observer
based fault diagnosis papers [20] and [22], additional tts on the distribution matrices are
necessary to completely decouple faults and uncertainties \Y%

Since z, is known, thenz, can be used to construct observers. Denofing col (%1, C.5'y),
then the sliding mode observer for system (8) is chosen as
2%1 - Aallél + AalZCa_Qly + gal (T71§7 u, t)a
Zo1 = Alg 21+ AlboZa + Al + 900 (T2, u,t) + Ky ([, 01C50'y — 21)
+ K ([0, I)Coty — 299) + v,
| (10, 4, ) _ 1)
Zog = ALy 21+ ALy i + A2y 200 + g2 (T2, ust) + Koy [Ty, 0]C.5'y — Z1)
+ Ko ([07 [q]Ca_gly - 7322) )
7 = Ca21221+Caz2%22

where K;; and K, are chosen such that'l, — K, and A%, — K, are stable, and from [18],
K5, will not effect the observer stability and can be any matrishvappropriate dimension. The
function v is defined by

v=M(")sgn([I,_q,0]Cny — Z21) (12)

where M (-) is a positive scalar function to be determined.
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Lete; = 21 — 21, €91 = 291 — 21 and€22 = Z99 — Z99. Then from (8) and (11), before inCipient
sensor faults occur (i.e., far< T;), the state estimation error dynamics are described by

él — Aallel +ga1(Tilzau7t> - §a1<T71§7u7t) +ﬁa1<T7127u7w7t>7 (13)
én = Alyer+ (A}é2 — Kll) €21 + (A, — Ki2)ex
+gé2(T_1zu u, t) - 9;2(T_1§7 u, t) + nclLQ(T_lzv u,w, t) -V, (14)

o = Alyer+ (A2 — Koex + (AZ%Q — K22) €22

+02 (T 2 u,t) — g2 (T2, u,t) + n2y(T 2, u,w, t), (15)
ey, = Care21+Cg0e9. (16)
Note that
r_pzo | e b R B (17)
0 I, 2 — Coly 0

For error dynamics (13)-(16), the sliding surface is choagn
Y - {(61,621,622) €y = O} (18)

Remark 4. In [34] and [35], the output estimation errarg (including e;; ande,;) are chosen

as residuals. However, from error dynamics (13)-(16), i ¢ seen thaty, reflects fault
information directly,e; ande,; reflect fault information througl,, indirectly. Therefore, only
eg2 IS chosen as residual can arrive the same results compaitinghat choosing:, as residual

in [34] and [35]. Furthermore, choosirg, as residual facilitates to design more proper adaptive
threshold to improve detectability. \Y%

Remark 5. In [15], [16], [18] and [30], the hyperplang, = 0 is chosen as sliding surface,
in which faults are completely rejected by “equivalent autpgejection function”. In this paper,
based on the chosen sliding surface (18), the faults wilbeatejected by designed discontinuous
rejection functionv in (12), which facilitates to generate residuals to detacit§. Moreover,
the designed adaptive thresholds are more proper than dpiea thresholds in [34] and [35]
because of the reduced order sliding motion. \Y

Then the following conclusion is ready to presented.

Proposition 1. Under Assumptions 1-3, the sliding motion of system (18)-¢lithout lumped
uncertainties,; andn?, associated with the surface (18) is asymptotically stabl€ = A%,
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10

and there exist SPD matriceB, and P,, L defined in (7) andK,, such that for the given
positive constants,, s, €3, 7, -Z1 and.%, (Lipchitz constants fog,; (z,, u,t) and gus(x,., u, t)
with respect tar,) such that the matrix inequalities

_ o 1 - _
(aArhfﬂﬂ+gfuf+a&%yhﬂw+f¢%yhﬂw

1 1
+¥aa+¥amﬁpmﬂﬁﬁm<(x (19)
A AT pT 1 1 1 2 T
(PA, + AJP)) + - + - + b Py +CL,Chn < 0 (20)
with &, = 4 + % is solvable, where

_ _ Aall _ 22

Pl = Pl [[nJrq,p, L] 7A1 = 1 7142 = Aa22 — KQQ. (21)
a2l

Furthermore, with lumped uncertaintigs, andn?,, under Assumption 2, the error systems (13)
and (15) are ISS (input-to-state stable), and thegain fromn,;(-) and 7,:(-) to ey Satisfies
that

/Ot €32C2Camreandt < 7 /Ot (7751%1 + 2776257722) dr + e (22)
wheree is defined later.
Proof: Consider a Lyapunov candidate function
V= elTPlel + egngegg. (23)

If K, = A2, the time derivative of’ along the trajectories of the systems (13) and (15) is
given by

V=el (P1 (Aair + LAgor) + (Aarr + LAa21)TP1> €1
+2€1 Pi Lyt q—p, L] (ga (T7127U7t) — YJa (Tﬁlga u, t)) + 2e] Pina1(+) + 2¢1 Py Lnga ()
+ehy (P2 (A% — Kao) + (A%, — Kin) ' B2) e + 26, A% 00
+ 2¢el, P, (gg2 (T’lz, u, t) — g2 (T’lg, u, t)) + 2ed, Poan?y(+).

Note that, from.%, = %, + %, it can be obtained thdtg, (T 'z, u,t) — g, (T2, u, t)| <
Hgal (T_IZ,U,t) — Yal (T_1§7u7t) H—l_Hg(ﬁ (T_lza U, t) — Ya2 (T_1§7u7t) H S Zl HT_lz - T_lé

_l_
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11

L || T2 - = £ ||T2 = T7'2|| = Zllei|, then from the well-known inequality
2XTY <1XTX 4 eYTY for any scalar > 0, it follows that

V+ 65203220@2@22 - 72 (7751%1 + 27722T7722)

_ o 1 _ _
= 6’{ (PlAl + A’{PlT) e+ €—1€?P1P1T€1 + €1(,§/ﬂa)2€?61 + 62(,,%2)26?61
1 1 1 r
+ ¥€1TP1P1€1 — <’Y77a1 — ;elTpl) <’Y77a1 - §€1TP1) (24)

1 1 r
elTPlLLTPlel — (*maQ — ;elTplL) (’W?az — §€{P1L)

1 1
+ €3y (P2As + AT P) ) €22 + 622P2P2622 + 622P2P2622 + egel A2D A2, e

1 1 1 r
+ 622Ca220a22€22 + 2 622P2P2€22 - (W??m - ;62TQP2) (777222 - ;62TQP2) .

Then

V+ €3,CLCanneny — 2 (7751%1 + 27722T7732)

< €1T ((Pllel + A{PlT) + %PlplT + 51($a) Iniqp+ 62(0%2) ntq—p + P1P1>
(25)
—|—€1 €3Aa21Aa2161 -+ 261 PlLL P1€1

ey (P + ATPT) + (3 + L + 5 ) B3 + ClhnCimm ) €32 <0,
Thus the inequality (22) is satisfied with= V (0) = el (0)Pre;(0) + €2,(0) Pae2o(0), which
only depends on the initial estimation errar0) and e, (0).
Hence the result follows. [

Note that inequalities (19) and (20) can be transformed tinéofollowing LMI problem: for
the given positive constants, &, 3, v, £ and. %, solving P;, P,, Y7, Y such that

= (P, Y1) P Y) Py Vi (AT
* E1lntq—p 0 0 0 0
* * —81]p 0 0 0
<0, (26)
* * * _72[n+q P 0 0
* * * * —WQIP 0
* * * * * —e3l,
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12

(2, (PY,) P, Py Py CL, ]
% —eI, 0 0 0
* x  —esl, 0 0 | <0, (27)
* * * -, 0

i * * * * -1, ]

where=; (P1,Y1) = PiAa + AL Pr+ Y1 Ao + AL YT 4+ e1( L) i gp +62(L) 2 L gy
Y, = PiL with P, > 0, Z, (P,,Ys) = PyA%, + (A2,)T P, — Y, — Y, Yy = Py Ky, with Py > 0.
The estimation errog,, is the residual used to detect the fault occurrence. Thectwgehere
is to choose the gai. and K5, such that minimizing the effect of the lumped disturbances
a1 (-) @and n2,(-) on ey, that is, to minimize thel, gain v > 0. Therefore an optimization
problem can be posed with regard B, P, Y;, Y and~?, i.e., Minimize~? s.t. (26) and (27)
with P, > 0 and P, > 0.

Remark 6. From Proposition 1, it can be seen that the Lyapunov mairi§23) of the error
dynamics (13) and (15) is block diagonal matrix, which ireplithatA,;; and A%, are stable
and hence the sliding motion (13) and (15) associated witlingl surface (18) is ISS with the
lumped uncertaintieg,; (-) andn2,(-). \Y

To design gainV/(-) in (12), the bound of; in (13) with Lipchitz nonlinear term should be
calculated. Therefore, the following lemmas are introdiice

Lemma 2. (Bellman-Gronwall Lemma [33]). Let), ¢, ¢; andc, be nonnegative constants, and
x(t) be a nonnegative piecewise continuous functiori(H) satisfies the inequality

t
h(t) < coe 270 e 4 02/ e N (7) b () dr, Yt > 1o,

to

then .
¢
h (t) < (CO + Cl) e—A(t—tO)GCQ fto k(s)ds + Cl/\/ e—)\(t—r)ecg f: n(s)dsdT7 Vit > to.

to

Lemma 3. Consider the error dynamic system described by (13) With being stable. Let;
< koe~?t. Assume that\y > ko (1 + ||L]|) Z,
where. %, is given in Proposition 1. Then the state estimation ee;¢t) satisfies:

lex (B)F < x (¢) - (28)

and )\, be positive constants such tlﬁaetfiallt

June 20, 2016 DRAFT



13

kol ko o 2, :
Whel’ex (t) £ m + (k’owl — WM) e (Ro—ko(1+[| LI} Za)t andw1 IS a constant

bound for||z;(0)]|.

Proof: From (13), it is obtained that

t _
ey = eatite (0) +/ gAan(t=7) (ntqps L] (90 (T7'2,u,t) = g0 (T7'2,u,t) +140)) d7. (29)
0
By using (9), (10) and (17) and applying the triangle ineduait is got that

kon t _
fedl < 524 1+ D) 2 [ M0 el k(- L) e (30)
0

wherek, and )\, are positive constants satisfying t%ﬁiaﬂt < kge=™!, andw; is a (possibly

conservative) constant bound fey(0), such that||e; (0)|| = ||z1(0)|| < wy, which always exist
as in [34].

Now, by applying Lemma 2 to (30) with, = k& <w1 - %) c = ’“0—0” o =ko (14 ||L]]) Z,
and k(t) = 1. The inequality (28) follows. [ |

Proposition 2. Under Assumptions 1-3, before sensor fault develop to ssmsor failure, i.e.,
¢ < £, the error dynamics (13)-(16) are driven to the sliding sue.s given in (18) in finite
time and remain on it ifX;; and K, in (14) are chosen a&;; = AL, — AlL with AL, being
stable andK';, = Al%, respectively, and the gaif/(-) in (12) satisfies

M(-) > (HAclmH + 31) X(t) +72() + HDa22§H + w, (31)
wherew is a positive constanty (¢) is defined in Lemma 3.

Proof: Let V = el e,;. From the expression of (14) arfd;; = AlL, — All. where All, is
stable, andk, = Al3,, it follows after faults occur that
1% :egl (Acléz + (Acléz)T> €21 + 2€2T1Da22f(') (32)

+ 26?1 (A;Qlel + g;Q(T_lz, u,t) — giQ(T_l,?, u,t) + n;Q(T_lz, U, W, t)) — 26;17/.

Since Al}, is symmetric negative definite by designing appropriatg, it follows that AL, +
(AIL)T < 0. Then by applying (12),

V <2 exl ((HAclzle "‘-31) lex]] + 72(-) + Hme(‘)H) —2M(-)|lea]|- (33)

From (31) and (33), it follows that’ < —2w||es || < —2V!/2, which means that a reachability
condition is satisfied. Hence the conclusion follows. [ ]
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A

Sensor failure threshold

Sensor fault threshold

Incipient sensor fault threshold

Fig. 3. Linesa, b: continuous incipient fault developments; Linesl: piecewise continuous faults.

Remark 7. Propositions 1 and 2 show that the error dynamical sys{&éB8)s(15) are asymptot-
ically stable. It should be noted that this paper mainly g@sion fault detection by designing
proper thresholds. The observer designed here may not eetlgiused to estimate/reconstruct
fault as in [15]- [18]. \Y%

IV. SENSORFAULT DETECTION DECISION SCHEMES

In this paper, the faults considered are generated by difted equation (3), which represents
two types of faults: continuous faults and piecewise camtirs faults, shown as Fig 3. Therefore,
the general sensor fault detection decision schemes, pedpa this paper, are divided into two
types:

1) incipient sensor fault development detection decis@reme, which is used to decide what
time the incipient sensor faults are developed into seradtsfand what time the incipient
faults are developed into sensor failures.

2) fault detection decision scheme, which is used to detestincipient faults, faults and
failures occurrence.

Decision Principles: Corresponding to above two types fault detection schemeégram Fig.3,
there are also two decision principles:

1) Incipient Sensor Fault Development Detection Decision Principle: For incipient sensor
fault developing to sensor fault detection, if the estimaterrorse, are continuous, and
there is a time instant such that there is at least one of agtimerrorse, surpassing
incipient fault threshold and another time instant surpas$ault threshold. Then the
development is considered as completed, such as the eurvEig.3; For incipient sensor
fault developing to sensor failure detection, the estioragrrorse, are also required to
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be continuous, excepting above two time instants, ther@aoshar time instant to surpass
sensor failure threshold, such as the cusia Fig.3.

2) Fault Detection Decision Principle: If there is at least one of estimation eregrsurpasses
incipient fault threshold, the incipient sensor fault imsmered occurrence. The detections
on sensor fault and failure are the same with incipient sefasdt detection. Curves and
d in Fig.3 have provided two examples.

Remark 8. It should be pointed out that Principle 2) is for tradisbriault detection scheme,
which has been discussed in, [25], [27], [28], [34], and &lple 1) is a novel development
detection decision scheme, which is mainly used to detedt datide the development of
continuous incipient fault.

A. Fault Detection Decision Schemes

1) Incipient Sensor Fault Developing Detection Decision Schemes. When sliding motion
takes place and maintains aff given by (18),e5; = é5; = 0. Therefore, each component of
the output estimation errar,;(¢),7 = 1,2, ,p can be expressed ag;(t) = Cyazje22 Where
Clago; 1s the jth row vector of matrixClgs.

a) Incipient Sensor Fault developing to Sensor Fault Decision Scheme: By applying

(14), it is obtained that
t
|€yj‘ S kj/ G_Aj(t_T) [(HA?ﬂlH + gg) Hel” + 772} dr —+ knge_’\jt (34)
0

wherek; and )\, are positive constants satisfyi#@agzjef‘iiézt < kje~%* andw, is a bound on
HZQQ(O)”, that |SH€22(O)H = ”ZQQ(O)H < W2 (nOte thatZAJQQ(O) = O)
Based on (28) and (34), it follows that

t
ley;] < kj/ e M=) [(HAZle + .Zg) X(T) + 772] dr + kjwge " (35)
0
where (t) is defined in Lemma 3. Then incipient sensor fault threshg)ds given by
t
61 (1) = kj/ e i (t=7) [(||AZ1 || + 22) X(7) + 712] dT + Kjwaoe " (36)
0

Based on Proposition 2, before incipient sensor fault isstigped to severe sensor failure,
(i.e., ||€]| < €), the sliding motion maintains or’. In presence of incipient sensor faults, by
using similar reasoning as in (36), the sensor fault thriesbyg is given by

t
025 (t) 2k; /0 e D (|| A% || + 22) x(7) + 712 + | DazaIE] dr + kjwse™". (37)
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According to (36) and (37), the decision scheme on incipsemisor fault developing to sensor

fault is derived as follows:

I If output estimation errors, are continuous all the time and there exists at leastjone
with j € {1,2,---,p} such thate,; exceeds incipient sensor fault thresheld given
by (36), then the decision that there exists at least ongigm sensor fault developing
to sensor fault is made at the time whej) exceeds sensor fault threshalg given
in (37).

The detection time instarity;; is defined as the first time instant such thag (7. r:)| >

025 (Tyitse) for someTy s > Tp and somej € {1,2,--- ,p}, that is,

A
Tiege =inf 0 {t > Tolley; (1) > by (1)} (38)

b) Incipient Sensor Fault Developing to Sensor Failure Decision Scheme: After sensor
failures occur (i.e.f > T3), the sliding motion on sliding surface” may be disrupted. Based
on Proposition 2, there exists a bougduch that wher@f <&< 5 the sliding motion maintains
on sliding surface. In addition, whef > E the sliding motion is destroyed, which is easy to
decide sensor failures occurrence [14].

When the sensor failure signals are not big enough to disdugite sliding motion, that is

§< ¢ < § in presence of sensor faults, by using similar reasoning &37), the sensor failure
thresholdds; is given by

t _
g (1) 2y [ €D (|42 ]) + ) )+ o+ 1Dl -+ by ™. (@9)

According to (37) and (36), the decision scheme on incipsentsor fault developing to sensor
failure is as follows:

I If output estimation errors;, are continuous and there exists at least gvith j ¢
{1,2,---,p} such thate,; exceeds incipient sensor fault threshéld given by (36)
and sensor fault threshold; given by (37), then the decision that there exists at least
one incipient sensor fault developing to sensor failure &&lenwhere,; exceeds sensor
failure thresholds; given in (39).

It is emphasized that the sensor failure detection timeamsty;,;. should be the first time
instant such thafe,; (Tuitfe)| > 93; (Taiese) for someTyre > Ty and somej € {1,2,--- ,p}.
Therefore,

Taege £ inf 0 {t > To|ley; (0] > 8, (1)} (40)

2) Fault Detection Decision Scheme:
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a) incipient sensor fault Detection Decision Scheme: According to (35), the decision
scheme on incipient sensor fault detection is derived devist
1l The decision on the occurrence of an incipient sensolt isgumade when the modulus
of at least one component of the output estimation erroes, ¢,;) exceeds incipient
sensor fault threshold,; given by (36). The incipient sensor fault detection tiffig
is given by
Ty émfjgl {t> Tolley; (B)] > 04, (£)} . (41)

b) Sensor Fault Detection Decision Scheme: Based on Proposition 2, after a sensor fault
occurrence and before developing to sensor severe fatheesliding motion maintains ory’.
According to (37), sensor fault detection decision schesngiven as follows:

IV The decision on the occurrence of a sensor fault is madenvitie modulus of at least
one component of the output estimation errors (kg) exceeds sensor fault threshold
d2; given by (37). The sensor fault detection time instépt is given by

Ty = inf JQI {t> Ty |ley; (B)] > ba; (£)} . (42)

c) Sensor Failure Decision Scheme: If the sensor failure signals are not big enough to
destroy the sliding motion, that 'Es< ¢ < E the decision on sensor failure is given as follows:
Vv The decision on the occurrence of a sensor failure is madenwhe modulus of at
least one component of the output estimation errors @g), exceeds sensor failure

thresholdds; given by (39). The sensor failure detection tiffig. is given by

Tge £ inf O {t> Tolley; ()] > s (1)} (43)

Remark 9. When the sliding motion of observer (11) on sliding suef&€ is disrupted by failure
signals, the sensor failure occurrence decision can alsmdme [14]. However, for incipient
sensor fault developing to sensor failure, the detectiow iiy;.,, whereTy. is the time instant
that the sliding motion of observer (11) is destroyed, igybigthan’ . given by (43) since the
period of the continuous sensor failufe< ¢ < § is ahead of the period th§t< €.

Therefore, the following theorem about fault detection as: g

Theorem 1. For the nonlinear system (8), the fault detection decisiohesnes (1), (ll) with
adaptive thresholds (36), (37) and (39), guarantee thateth® no false alarms before incipient
sensor fault developing to sensor fault and sensor fail@spectively. Furthermore, the fault
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detection decision schemes (Ill), (IV), (V) characteribgdadaptive thresholds (36), (37) and
(39) guarantee that there is no false alarms before incipgamsor fault, sensor fault and sensor
failure occurrence respectively.

Remark 10. It should be pointed out that, all the detection decwsiifVV) are made after that
e91 = 0, that is after sliding motion takes place, which means thaseé decisions require that
sliding motion takes place earlier than that faults occuswklver, compared with the abrupt
fault, an incipient fault (for example, the fault caused bgamanical wear) usually takes long
time to cause system failure. Moreover, the reachabilitystant can be adjusted to guarantee
that the sliding motion occurs at the very initial stage. refi@re, the developed results can be
applied to a majority of cases in reality. \Y

B. Fault Detectability Schemes

In presence of incipient sensor fault and sensor fault, (Iie< ¢ < T5), based on Proposition
2, the sliding motion of error dynamics (13)-(16) maintaors. defined in (18), and each
component,; of the output estimation error is given by

¢ A —
ey;(t) = /T Cuggyeta2 =7 [g2 (T2 u, 1) — 2 (T~ 2, u,7)] dr
0

t R
+/ CaggjeAi%Q(t_T) [Afmel + 7732(T_1z,u,w,7')] dr
To

t . .
+ / CagzjeA%Q(tiT)Dazgf (Tﬁlz, u, 7') dr + Ca22jeA§%2(t7To)€22 (To) . (44)

To
By applying the triangular inequality, it follows that

|€yj| Z ’f;o CaggjeAi%Q(t*T)DGQQS (T’lz, u, ’7') dT’ — k?j |€22 (T0)| efAj(thO)

by Jgy e (| A2l + 22) X (7) + 7] dr
Corresponding to |-V fault detection decision schemeggtlage five fault detectability schemes.

(45)

1) Incipient Sensor Fault Developing to Sensor Fault Detectability Scheme: The incipient
sensor fault threshold;(¢) given by (35) fort > T}, can be written as

t
(51]‘ (t) ék’j/ G_Aj(t_T) [(HA221 H + Zg) X(T) + ﬁg} dr + 51j (T()) G_Aj(t_To). (46)

0

Therefore, based on (45) and (46), if there eflisk T, < 17 such that

iy ooy B0 Do (T2, 7) dr | 2 2y [ 0= [(| Ay | + o) x () + ] dr

+ [kj leas (To)| + 6; (Tp)] e~ Tas=T0),
(47)
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thenle,;| > d1;, and the incipient sensor fault will be detected at titne Ty;, i.e., |e,; (T4)| >
91 (Ty;) before it develops to sensor fault.

Using the similar reasoning as in (46), the sensor fault @a@phresholds,; for ¢ > 7; can
also be written as

bgj (1) 2k; /Tt e M (|| A2 || + ) X(7) + Tlo+ | Dazal| €] dr + 625 (T1) T (48)
1
Based on (45) and (48), if there exists < Ty;5, < 75 such that
1" Caaj e 807 Dot (T2, 0, 7) dr | 2
kj de”” 9 (Tair=7) [2 (|| A2y, || + %) x (7) + %) + || Dagafll] dr (49)

[k |€22 (Tl)‘ —|—(5 (Tl)] (Tdn’ﬁ T1)

then|e,;| > d2;, and if incipient sensor fault has been detected at flipgincipient sensor fault
developing to sensor fault is detected at time Ty ¢+, i.€.)ey; (Tuitst)| > 095 (Tuirse) before it
develops to sensor failure.

Therefore, the following theorem is got:

Theorem 2. For the nonlinear system (8) with the fault decision schepuetined by the fault
detection estimator (11) and adaptive thresholds (36),),(87there exist some time instants
To < Ty < Ty and Ty < Tyipe < 15, and somej € {1,2,--- ¢}, such that the unknown input
function& (T2, u,t) satisfies (47) and (49), then incipient sensor fault devatppo sensor
fault will be detected at tim&@;, ;.

2) Incipient Sensor Fault Developing to Sensor Failure Detectability Scheme: The sensor
failure adaptive thresholds; for ¢ > 75 can be written as
83 (t) =k; /Tt e Nl [(HA o || +22) X(7) 4 2+ || Dazz | E] dr + 035 (Tp) e M~ (50)
Based on (45) and (50), if there existg, ;. > 15 such that
‘ Td”fe 022 e D € (T 2 u, 7 dT’ >
By [ e 12((| A2, ]| + 2) x (7) + i) + | Daaa €] dr (51)
oy eza (T3)] + 65 (Ty)] e TanreT2),

then |e,;| > d3;, and if incipient sensor fault developing to sensor faulttiate 7y, the
incipient sensor fault developing to sensor failure is ciete at time = Ty, 7., 1.€. /ey (Taitse)| >

035 (Tuitfe)-
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In addition, the sensor failure can also be detected if the@efailure signals are big enough
(e, & > E) to destroy the sliding motion of observer (11) on the shdsurface”. Comparing
with (51), the detectability is weaker than using the adepthreshold method since it is not
requireé > E :

Theorem 3. For the nonlinear system (8) with the fault decision schemealéfined by the
fault detection estimator (11) and adaptive thresholds),(387) and (39), if there exist some
time instantsTy; < Ty s < T and Tyipe > T, and somej € {1,2,--- ¢}, such that the
unknown input functiog (7'z, u, t) satisfies (47), (49) and (51), then the incipient sensortfaul
developing to sensor failure will be detected at time T, ..

Fault detection decision schemes IlI-V are traditionalpiva threshold decision schemes for
piecewise continuous faults. For sensor fault detectibieise, if there exist$; < Ty, such that
(49) holds, withTy; s, replaced byly;, then the sensor fault is detected at time Tj,. Also,
for sensor failure detection scheme, if there exists< T, such that (51) holds, withl ;.
replaced byTy., then the sensor failure is detected at titne 7,.. Therefore the following
result is ready to presented.

Theorem 4. For the nonlinear system (8) with the fault decision schem¥,|defined by the
fault detection estimator (11) and adaptive thresholds),(387) and (39), if there exist some
time instants’y < Ty, 11 < Ty, and Ty, < Ty, and somej € {1,2,--- ¢}, such that the
unknown input functio (7'z,u, t) satisfies (47), (49) witl ., replaced byT,, and (51)
with Ty;.s. replaced byly., then the incipient sensor fault, sensor fault and sensiturgawill
be detected at time= Ty;, t = Ty 5 andt = Ty, 5. respectively.

Remark 11. It can be seen when sliding mode takes plasge,= 0 ande,; = Cuojea,j =
1,---,p, which means that the fault detection detectability of sgdd FD mechanism is
improved. However, in [34] and [35},; will never be zero. Therefore, the proposed adaptive
thresholds (36), (37) and (39) are more proper than thesgdihgnd [35]. \Y%

V. CASE STUDY. APPLICATION TO TRACTION SYSTEM

A typical ac/dc/ac power system, with a single phase PWM boadifier and a three phase
PWM inverter, used for electrical traction drives is shownFig.4. The topology structure of
three phase PWM voltage source inverter is shown in Fig.Se8an the Kirchoff current and
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Fig. 4. Railway Traction circuit schematic diagram
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Fig. 5. Three phase PWM inverter topology

voltage lemma, it can be got that

Ved = Cifid + Woleq — C%"ild’ (52)
Veq = Cifiq — WoUed — C’ifilq’ (53)
ig = Lifvd + woly — Lifvcd, (54)
iy = Lifvd — Wolq — L—fch, (55)

whereL; andC' are filter inductor, capacitor respectively,andv, ared—g-axis inverter output
voltages,v.; andv,, ared — g-axis capacitor voltages, and:, ared — g-axis inverter output
currents,i;; andq;,, ared — g-axis load currents, and, is operation source angle frequency.

Furthermore, an instantaneous power balance between phe and output terminals of LC
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filters, which can improve the dynamical response [32], iontuced as follows:

. woL ¢ (i2+442
i1g = % + woClfveg — wch,
cd cq cd cq
= Pt o ek (65) (56)
lg — (Ugd+vgq) 0% flced (U?(frvgq) cds

wherep; andq; are calculated with measured voltages and currents.
Considering the measurement noises of voltages and csyrethich leads to the lumped
uncertainties)(-) given in (1), then Egs. (52)-(55) can be described by

& = Ax + Bu+ Eij(z,u) + n(z,u,w,t),

(57)
y=Crx+Ff,
wherez = [veg, Veg, iy ig) "5 u = [va, vg)T, i = [i1a, 11g]" With 4,4 and iy, given in (56),
i 1 } [ i [ 1 T
0 wWo C_f 0 0 0 _C_f 0
—wy 0 0 A 0 0 0 —=
1 T c
=0 - w e 0 0
r Ve
| 0w | 0 I | 0 0]
[ 20sin (VedVeq) + [2, 5]u |
08 (Veqlq)
1 0 00
C = andn (z,u,w,t) = 0.2 sin (10v.474)
01 00
2 cos (i2)
0

Assuming that the sensor fault occurs in the measured \&)kbéggq, then F = [0, 1]7. The
incipient sensor fault considered is generated by (3j as—1000f +£(x, u, t), f(0) = 0. There
are many different fault modes depended&m, u,t) to detect. In this simulation, three fault
modes will be considered.
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Fig. 6.
detection ind — g-axis.

Incipient sensor fault developing to sensor faultFig. 7. Incipient sensor fault developing to sensor fauledigon
in A — B — C-axis.

A. Continuous incipient sensor fault developing to senaaitfdetection
In first case, the(z,u,t) is given by

([ B0te2) | 20sin(20x(1)) + 3cos(10sin(xz(3)))+

20sin(1000t) + 20cos(102(5)x(3)) + [0.2, 20]u, t < 0.16;
5(1%, u? t) -

66086_25 + QOSZH(QOI'(l)) + 3008(1082n($(3)))

| +205in(2000t) + 20cos(102(5)x(3)) + [0.2,20]u, s = 0.16,0.16 < ¢ < 0.2.

(58)
which is continuous. Fig.6 and Fig.7 show the continuousduad (solid and red line) and
adaptive thresholds (including incipient sensor faulegimoldd; (dash and blue line), sensor
fault threshold), (dash and cyan line) and sensor failure threstgl@dash and black line)). It
can be seen that the incipient sensor fault is detected atitistant7};, and its development to
sensor fault is detected at time instaif ;.
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Fig. 8. Piecewise continuous fault developing detection ifrig. 9. Piecewise continuous fault developing detectiod in

d — g-axis.

B — C-axis.

B. Continuous incipient sensor fault developing to senadure detection

In this case{(x,u,t) is given by

E(x,u,t) =

(

™) 1 205in(202(1)) + 3cos(10sin(z(3)))+
20sin(1000t) + 20cos(102(5)x(3)) + [0.2, 20]u, t < 0.16;
e855¢ ™" 1 205in(20x(1)) + 3cos(10sin(z(3)))

+20sin(2000t) + 20cos(10x(5)z(3)) + [0.2,20]u, s = 0.16,0.16 < t < 0.2.
(59)

which is also continuous. Comparing with the first case, tiegpient fault with input signal (59)
develops faster than the fault drove by (56) demonstrate8i@gpy8 and Fig.9. As can be seen,

the incipient sensor fault develops to sensor failure aetinstantZy; ..
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Fig. 10. Piecewise continuous fault developing detectiofrig. 11. Piecewise continuous fault developing detection i
d — g-axis. A — B — C-axis.

C. Piecewise continuous sensor fault detection

In this case, the sensor fault also expressed as—1000f + &(x,u,t), f(0) =0 where
e Ean 20sin(20x(1)) + 3cos(10sin(x(3))) + 20sin(1000t)
+20cos(10x(5)x(3)) + [0.2, 20]u, t < 0.12;
e + exp(40t) + 20sin(20x(1)) + 3cos(10sin(z(3))) + 30sin(1000¢)
{(z,u,t) = (60)
+20c0s(10x(5)x(3)) + [0.2,20]u, s = 0.12,0.12 < ¢t < 0.16;

%% + 200 + 20sin(20x(1)) + 3cos(10sin(x(3))) + 20sin(1000¢)

| +20c0s(102(5)2(3)) + [0.2,20]u, s = 0.12,0.16 < t < 0.2,

which is piecewise continuous and has jumps at time instants0.12s andt = 0.16s. As
shown in Fig.10 and Fig.11, incipient sensor fault is de@ctt time instant ;. After first jump
at timet = 0.12s, the incipient sensor fault develops to sensor fault wheclletected at this
time instantTy; = 0.12s. Then the sensor fault develops to sensor failure and ictetet

time instantZ ..

VI. CONCLUSION

This paper has proposed a sliding mode observer based FDEh whused to generate
levels of residuals for the Lipchitz nonlinear systems aidaim levels of proper adaptive
thresholds. As shown in the paper, the levels of proper agaphresholds are effectively
improve incipient fault detectability. Furthermore, theipient sensor fault detection decision
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schemes have been studied, including continuous incigensor faults developing to sensor
fault, continuous incipient sensor faults developing tosee failures and piecewise continuous
sensor fault detection. At last, an application exampleht traction system in CRH (China
Railway High-speed) example is presented to demonstrateftbctiveness of proposed incipient
sensor fault development detection schemes.
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