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#### Abstract

Let $k$ be a field of characteristic $p$ and let $V$ be a $k$-vector space. In Chapter 2 of this thesis we classify all unipotent groups $G \leq G L(V)$ consisting of bireflections for $p \neq 2$ : we show that unipotent groups consisting of bireflections are either tworow groups, two-column groups, hook groups or one of two types of exceptional group.

The well known theorem of Chevalley-Shephard-Todd shows the importance of (pseudo-)reflection groups to invariant theory. Our interest in bireflection groups is motivated by the theorem of Kemper which tells us if $G \leq \operatorname{GL}(V)$ is a $p$-group and the invariant ring $k[V]^{G}$ is Cohen-Macaulay then $G$ is generated by bireflections. We use our classification to investigate which groups consisting of bireflections have Cohen-Macaulay or complete intersection invariant rings.

In Chapter 3 we introduce techniques and notation which we use later to find invariant rings of groups by viewing them as subgroups of Nakajima groups. In Chapter 4 we show that for $k=\mathbb{F}_{p}$ there is a family of hook groups, including all non-abelian hook groups, which have complete intersection invariant rings.

It is well known that Cohen-Macaulay invariant rings of $p$-groups in characteristic $p$ are Gorenstein. There has been speculation by experts in the area, that they might in fact be complete intersections. In Chapter 5 we settle this negatively by giving an example of a $p$-group which has Cohen-Macaulay but non complete intersection invariant ring. To the best of our knowledge this is the first example of that kind.

Finally in Chapter 6 we show that when $k=\mathbb{F}_{p}$ both types of exceptional group have complete intersection invariant rings.
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## Chapter 1

## Introduction

The results in this thesis can be divided into two sections. Chapter 2, although motivated by invariant theory, deals only with unipotent groups consisting of bireflections, their structure and classification. Later on we look at the invariant rings of some of these groups. This first chapter gives an introduction to invariant theory and why we are interested in unipotent bireflection groups. We start by defining the objects we are interested in.

Definition 1.0.1. Let $k$ be a field and $V$ an $n$-dimensional $k$-vector space. We denote the vectors fixed (pointwise) by a group $G \in \mathrm{GL}(V)$ :

$$
V^{G}=\{v \in V \mid g(v)=v, \text { for all } g \in G\},
$$

and for any $g \in \mathrm{GL}(V)$ we define:

$$
V^{g}=\{v \in V \mid g(v)=v\} .
$$

An element $g \in \mathrm{GL}(V)$ is called a reflection (sometimes a pseudoreflection) if

$$
\operatorname{dim}_{k}\left(V^{g}\right)=n-1 .
$$

If

$$
\operatorname{dim}_{k}\left(V^{g}\right) \geq n-2
$$

then $g$ is called a bireflection. A subgroup $G \leq \mathrm{GL}(V)$ is called a reflection group if it is generated by reflections. Similarly $G$ is called a bireflection group if it is generated by bireflections.

Let $R$ be a commutative ring on which a group $G$ acts. In invariant theory we are interested in the subset of a ring $R$ which remains invariant under the group action

$$
R^{G}=\{f \in R \mid g(f)=f, \text { for all } g \in G\}
$$

Let $k$ be a field, later we shall always consider a finite field $k$ with positive characteristic $p$, so $k=\mathbb{F}_{q}$ where $q=p^{r}$ for some $r \in \mathbb{N} \backslash 0$. Let $V$ be an $n$-dimensional $k$-vector space with basis $\left\{e_{1}, \ldots, e_{n}\right\}$. We can choose a respective dual basis for $W=V^{*}$ by choosing $\left\{x_{1}, \ldots, x_{n}\right\}$ such that

$$
x_{i}\left(e_{j}\right)=\left\{\begin{array}{l}
1 \text { if } i=j \\
0 \text { otherwise }
\end{array}\right.
$$

For any finite group $G$ we look at a fixed representation $\rho: G \rightarrow \mathrm{GL}(V)$ giving a left action of $G$ on $V$. We will use the same convention as in Campbell and Wehlau's book ([10]) that $G$ also acts on the left on $W$ by the dual representation. The following lemma will be used to relate the two:

Lemma 1.0.2. [10, 1.1.1] For a group $G$ let $\rho: G \rightarrow \mathrm{GL}(V)$ be a fixed representation, $\rho^{*}: G \rightarrow \mathrm{GL}(W)$ the dual representation. Then for $g \in G$ the matrix representing $\rho(g) \in \mathrm{GL}(V)$ with respect to a fixed basis is the transpose inverse of the matrix representing $\rho^{*}(g)$ with respect to the dual basis.

We will see that faithful representations of the same group can have very different invariant rings, so we will mainly view the groups we are interested in as subgroups of $\mathrm{GL}(V)$ with the natural representation. If we have a matrix $M$ of $g \in \operatorname{GL}(V)$ with respect to a basis $e_{1}, \ldots, e_{n}$ for $V$, then we can read off the action of $g$ on this basis by looking at the columns of $M$. To find the action of $g^{-1}$ on the corresponding dual basis we can read across the rows of $M$.

From here we can extend the action of $G$ on $W$ to an action on the polynomial ring

$$
k[V]=S(W)=k\left[x_{1}, \ldots, x_{n}\right] .
$$

We do this by setting:

$$
g\left(f\left(x_{1}, \ldots, x_{n}\right)\right)=f\left(g\left(x_{1}\right), \ldots, g\left(x_{n}\right)\right)
$$

for all $f \in k[V], g \in G$. In invariant theory we are interested in the fixed space of this action, the invariant ring:

$$
k[V]^{G}=\{f \in S(V) \mid g(f)=f \text { for all } g \in G\} .
$$

Example 1.0.3. Let $k=\mathbb{R}, n=2$ with $\{x, y\}$ a basis for $W$. Let $G=\langle g, h\rangle$ where

$$
g=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), h=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \in \mathrm{GL}(V)
$$

Let $X=x^{2}$ and $Y=y^{2}$ then

$$
\begin{aligned}
& g(X)=g\left(x^{2}\right)=(-x)^{2}=X=h(X), \\
& h(Y)=h\left(y^{2}\right)=(-y)^{2}=Y=g(Y),
\end{aligned}
$$

so $X, Y \in k[V]^{G}$, furthermore we will see later that $X, Y$ generate the whole ring of invariants, so $k[V]^{G}=k[X, Y]$.

Invariant theory of finite groups can be split into the modular case (where the characteristic of the field $k$ divides the order of the group) and non-modular case. We will mainly be interested in the modular case where many of the questions that are answered in the non-modular case are still open.

Definition 1.0.4. Let $A$ be the $k$-algebra generated by $f_{1}, \ldots, f_{n}$ so $A=$ $k\left[f_{1}, \ldots, f_{n}\right]$. If the $f_{i}$ are algebraically independent then we say that $A$ is a regular or polynomial ring.

In the Example 1.0.3 we see that the invariant ring is polynomial, and so $k[V]^{G} \cong k[V]$. In invariant theory we are interested in when this happens, when is the ring of invariants a polynomial ring? We will use the following hierarchy to describe how far away a ring is from being a polynomial ring:

Regular $\Rightarrow$ Complete Intersection $\Rightarrow$ Gorenstien $\Rightarrow$ Cohen-Macaulay.
These terms will be defined in the next section.
The groups that we will be interested in will be $p$-groups with $k$ a finite field of characteristic $p$. Motivated by Theorems 1.3.6 and 1.3.7 we will look at groups which consist of bireflections, and the structure of their invariant rings. Our main groups of interest will be:

- two-column groups which are subsets of

$$
\left\{\left.\left(\begin{array}{ccc}
1 & 0 & \mathbf{0} \\
c & 1 & \mathbf{0} \\
\mathbf{a} & \mathbf{b} & \mathrm{I}_{n-2}
\end{array}\right) \right\rvert\, \mathbf{a}, \mathbf{b} \in k^{n-2}, c \in k\right\}
$$

(see Section 2.3).

- two-row groups which are subsets of

$$
\left\{\left.\left(\begin{array}{ccc}
\mathrm{I}_{n-2} & \mathbf{0} & \mathbf{0} \\
\mathbf{a} & 1 & 0 \\
\mathbf{b} & c & 1
\end{array}\right) \right\rvert\, \mathbf{a}, \mathbf{b} \in\left(k^{n-2}\right)^{T}, c \in k\right\}
$$

(see Section 2.3).

- hook groups which are subsets of

$$
\left\{\left.\left(\begin{array}{ccc}
1 & \mathbf{0} & 0 \\
\mathbf{b} & \mathrm{I}_{n-2} & \mathbf{0} \\
c & \mathbf{a} & 1
\end{array}\right) \right\rvert\, \mathbf{a} \in\left(k^{n-2}\right)^{T}, \mathbf{b} \in k^{n-2}, c \in k\right\}
$$

(see Section 2.4).

- exceptional groups of type one. These are distinct from the above groups. They are subgroups of a group consisting of bireflections which is isomorphic to

$$
\operatorname{Syl}_{p}\left(\mathrm{SL}_{3}(q)\right)=\left\{\left.\left(\begin{array}{ccc}
1 & m & n \\
0 & 1 & l \\
0 & 0 & 1
\end{array}\right) \right\rvert\, m, n, l \in k\right\}
$$

(see Section 2.5).

- exceptional groups of type two. These are subgroups of an elementary abelian group of order $q^{3}$ consisting of bireflections. These are distinct from hook groups but each pair of elements generates a hook group (see Section 2.6).

In section 2.2 we give a full classification of finite unipotent groups consisting of bireflections in characteristic $p>2$.

Theorem 1.0.5. Let $G \leq \operatorname{GL}(V)$ be a p-group consisting of bireflections with $p \neq 2$ then one of the following must hold:

- $G$ is a two-row group.
- $G$ is a two-column group.
- G is a hook group.
- $G$ is an exceptional group of type one.
- $G$ is an exceptional group of type two.

The remainder of Chapter 2 is spent looking at the properties of these groups. This allows us to draw some more general conclusions in Section 2.7, for example showing that all unipotent groups conisisting of bireflections have class less than or equal to two for $p \neq 2, n \geq 3$ (see Corollary 2.7.3).

For $k=\mathbb{F}_{p}$ it turns out that a lot of these representations do have CohenMacaulay rings of invariants, many of which are also complete intersection rings.

Theorem 1.0.6. Let $G \leq \mathrm{GL}(V)$ be a unipotent group consisting of bireflections, as above let $W=V^{*}$. If $k=\mathbb{F}_{p}$ and $k[V]^{G}$ is not a complete intersection ring then one of the following must hold

- $G$ is a non-abelian two-column group.
- $G$ is a two-column group which cannot be generated by reflections.
- $G$ is an abelian hook group with $[G,[G, W]] \neq\{0\}$.
- $G$ is a two-row group.

If $k=\mathbb{F}_{p}$ and $k[V]^{G}$ is not a Cohen-Macaulay ring then one of the following must hold:

- $G$ is an abelian hook group with $[G,[G, W]] \neq\{0\}$.
- $G$ is a two-row group.

In Chapter 2 we formally define these groups and prove Theorem 1.0.5. In Chapter 4 we show that certain hook groups have complete intersection invariant rings for $k=\mathbb{F}_{p}$ (see Theorem 4.2.8). In Chapter 6 we show that the exceptional groups have complete intersection invariant rings, again for $k=\mathbb{F}_{p}$. Combining these with existing results about two-column groups we will prove Theorem 1.0.6.

In Chapter 5 we will find the invariant ring of a two-column group which has Cohen-Macaulay but non complete intersection ring of invariants. This is a
counter example to speculation by experts that if $k$ is a field of characteristic $p, G$ a $p$-group, then $k[V]^{G}$ Cohen-Macaulay implies that $k[V]^{G}$ is a complete intersection ring.

Firstly though we need more of an introduction to invariant theory.

### 1.1 The invariant ring $k[V]^{G}$

The ring of invariants $k[V]^{G}$ is a subring of $k[V]$ and has some of the same nice properties, for example being finitely generated. This is a classical result of David Hilbert from 1890 ([19]) in the non-modular case and was proved later in 1915 by Emmy Noether in the modular case ([29]). One consequence of this is that the invariant ring is Noetherian which means that any chain of ascending ideals eventually terminates. Another nice property of $k[V]^{G}$ is that it is graded.

Definition 1.1.1. A ring $R$ is called (positively) graded if we can find additive groups $R_{i} \leq R$ for $i \in \mathbb{N}$ such that

$$
R=\bigoplus_{i \in \mathbb{N}} R_{i}
$$

and if $r_{i} \in R_{i}, r_{j} \in R_{j}$ then $r_{i} r_{j} \in R_{i+j}$. We call $r \in R$ homogeneous if $r \in R_{i}$ for some $i \in \mathbb{N}$. A graded algebra $R$ is called connected if $R_{0}=k$. An $R$-module $M$ is called a graded module if we can find additive groups $M_{i} \leq M$ for $i \in \mathbb{N}$ such that

$$
M=\bigoplus_{i \in \mathbb{N}} M_{i}
$$

and if $r_{i} \in R_{i}, m_{j} \in M_{j}$ then $r_{i}\left(m_{j}\right) \in M_{i+j}$.
We say that a monomial $x_{1}^{a_{1}} x_{2}^{a_{2}} \ldots x_{n}^{a_{n}}$ has degree $d=a_{1}+a_{2}+\ldots+a_{n}$. For a polynomial ring $R=k\left[x_{1}, \ldots, x_{n}\right]$ we let $R_{d}$ be the subspace spanned by monomials of degree $d$. In this way we see that polynomial rings have a natural positive grading given by degree, as the degree zero part is the field itself they are also connected. By the way we have defined the group action we can see that it respects this grading, and all elements in degree zero (elements of the
field $k$ ) are fixed. If $f, g \in k[V]^{G}$, so are $f g$ and $f+g$ so $k[V]^{G}$ is a graded connected $k$-algebra. An ideal in a graded ring $R$ is called homogeneous if it can be generated by homogeneous elements. In the case of a graded connected ring there is a unique maximal homogeneous ideal $R_{+}$, generated by all elements of positive degree. In some situations we can use this to treat the ring similarly to a local ring and refer to it as *-local.

Let $R$ be a ring with subring $S$. If for some element $a \in R$ we can find a monic polynomial $f$ with coefficients in $S$ such that $f(a)=0$ then we say that $a$ is integral over $S$. If every $a \in R$ is integral we say that $R$ is integral over $S$ or that $R$ is an integral extension of $S$.

Theorem 1.1.2. [10, 3.0.4] Let $G \leq \mathrm{GL}(V)$ be a finite group, then $k[V]$ is an integral extension of $k[V]^{G}$.

Proof. For any $h \in k[V]$ we can construct the monic polynomial

$$
F(t)=\prod_{g \in G}(t-g(h))=t^{|G|}+f_{|G|-1} t^{|G|-1}+\ldots+f_{0} .
$$

As at least the identity in $G$ fixes $h$ we must have $F(h)=0$. We can extend the action of $G$ on $R=k[V]$ to an action on $R[t]$ by letting $g(t)=t$ for all $g \in G$. As all elements of the group simply permute the factors of $F(t)$ we find that $F(t) \in R[t]^{G}$. This means that for any $\sigma \in G$ :

$$
t^{|G|}+\sigma\left(f_{|G|-1}\right) t^{|G|-1}+\ldots+\sigma\left(f_{0}\right)=t^{|G|}+f_{|G|-1} t^{|G|-1}+\ldots+f_{1} t+f_{0} .
$$

As all the $f_{i}$ 's are of different degrees this means that $f_{i} \in k[V]^{G}$ for $0 \leq i \leq$ $|G|-1$, and so $k[V]$ is integral over $k[V]^{G}$.

Definition 1.1.3. Let $R$ be a Noetherian ring and let $p$ be a prime ideal of $R$. If we can find a chain of prime ideals

$$
p_{0} \subsetneq p_{1} \subsetneq \ldots \subsetneq p_{i}=p
$$

which is of maximal length, $i$, then we call $i$ the height of $p$. The Krull dimension of $R$ is the maximum height of proper prime ideals in $R$.

For a polynomial ring $R=k\left[x_{1}, \ldots, x_{n}\right]$ it's Krull dimension is $n$ : we can find the chain of prime ideals:

$$
(0) \subsetneq\left(x_{1}\right) \subsetneq\left(x_{1}, x_{2}\right) \subsetneq \ldots \subsetneq\left(x_{1}, \ldots, x_{n}\right)
$$

and this is the maximal possible length of a chain of prime ideals in $R$.
As $k[V]$ is integral over $k[V]^{G}$ we can use the Lying Over, Going-Up and Going-Down Theorems to relate prime ideals in $k[V]^{G}$ with prime ideals in $k[V]$ (see [10] Theorem 2.5.2). This tells us that $k[V]$ and $k[V]^{G}$ have the same Krull dimension. From here on for any ring $R$ we shall mean the Krull dimension of $R$ when we refer to its dimension or write $\operatorname{dim}(R)$ and will specifically state in any instances when we mean the dimension of $R$ as a $k$-vector space (and write $\left.\operatorname{dim}_{k}(R)\right)$.

We know that $k[V]^{G}$ is finitely generated, suppose for some $m \in \mathbb{N}$ it is generated by homogeneous elements $f_{1}, \ldots, f_{m} \in k[V]_{+}^{G}$. There is a canonical surjective homomorphism of $k$-algebras $\phi$ from the polynomial ring $k\left[y_{1}, \ldots, y_{m}\right]$ onto $k[V]^{G}$, mapping $y_{i}$ to $f_{i}$ for $1 \leq i \leq m$. For a graded connected ring $R$ the minimal number of generators $m$ for $R_{+}$is called the embedding dimension of $R(\operatorname{Emb} \operatorname{dim}(R))$.

Definition 1.1.4. Let $R$ be a commutative graded $k$-algebra of Krull dimension $n$ with homogeneous elements $f_{1}, \ldots, f_{n}$ of $R$ and let $A=k\left[f_{1}, \ldots, f_{n}\right]$. We say that the $f_{i}$ 's form a homogeneous system of parameters (or HSOP) for $R$ if $R$ is finitely generated as an $A$-module: there exists $h_{1}, \ldots, h_{m}$ for some $m \in \mathbb{N}$ such that

$$
R=\sum_{i=1}^{m} A h_{i} .
$$

In the case that $R=k[V]^{G}$ a HSOP is often referred to as a set of primary invariants and the module generators (the $h_{i}$ 's) are the respective secondary invariants.

As $k[V]^{G}$ is a graded connected $k$-algebra Noether's Normalisation Lemma (see [14, Theorem A1]) tells us that we can always find such a system for the invariant ring $k[V]^{G}$. As $k[V]$ is integral over $k[V]^{G}$ any HSOP for $k[V]^{G}$ also forms a HSOP for $k[V]$. In example 1.0.3 $\{X, Y\}$ can be shown to be a homogeneous system of parameters for $k[V]^{G}$ and in general a HSOP is not too difficult to find.

Lemma 1.1.5. [10, 2.6.3] Let $k[V]^{G}$ have Krull dimension $n$ and $f_{1}, \ldots, f_{n} \in$ $k[V]^{G}$. Let $\bar{k}$ be the algebraic closure of $k$, and let

$$
\bar{V}=V \otimes_{k} \bar{k}
$$

Then $\left\{f_{1}, \ldots, f_{n}\right\}$ forms a HSOP for $k[V]^{G}$ if and only if $\mathcal{V}_{\bar{V}}\left(f_{1}, \ldots, f_{n}\right)=\{0\}$, where

$$
\mathcal{V}_{\bar{V}}\left(f_{1}, \ldots, f_{n}\right)=\left\{\mathbf{x} \in \bar{V}: 0=f_{1}(\mathbf{x})=f_{2}(\mathbf{x})=\ldots=f_{n}(\mathbf{x})\right\}
$$

Example 1.1.6. Let $k=\mathbb{F}_{q}, R=k[V]$ and let $G=\mathrm{GL}(V)$. We can form the following homogeneous polynomial over $R[t]$ :

$$
F^{W}(t)=\prod_{w \in W}(t-w)=\sum_{i=0}^{n} d_{i, n} t^{q^{i}}
$$

We can see that $F^{W}(t) \in R^{G}[t]$, and as the $d_{i, n}$ all have different degrees we must have $d_{i, n} \in R^{G}$ for $1 \leq i \leq n$. These are known as the Dickson Invariants.

The smallest non-trivial case is $k=\mathbb{F}_{2}$ and $W=\langle x, y\rangle_{k}$. Here we have

$$
F^{W}(t)=t(t+x)(t+y)(t+x+y)=t^{4}+\left(x^{2}+x y+y^{2}\right) t^{2}+\left(x^{2} y+y^{2} x\right)
$$

so $d_{1,2}=x^{2}+x y+y^{2}, d_{0,2}=x^{2} y+y^{2} x$. We see that

$$
d_{0,2}=x y(x+y)
$$

so if $\left(c_{1}, c_{2}\right) \in \mathcal{V}_{\bar{V}}\left(d_{0,2}\right)$ either $c_{1}=0, c_{2}=0$ or $c_{1}=-c_{2}$. Substituting these into $d_{1,2}$ shows that

$$
\mathcal{V}_{\bar{V}}\left(d_{1,2}, d_{0,2}\right)=\{0\}
$$

and so we have found a HSOP for $k[V]^{G}$.
As $k[V]$ is integral over $k[V]^{G}$ if $H \leq G$ then $k[V]^{H}$ is integral over $k[V]^{G}$, so a HSOP for $k[V]^{G}$ is also a HSOP for $k[V]^{H}$. The Dickson Invariants can always be shown to form a HSOP for GL $(V)$. As we are only interested in groups $G$ which are subgroups of $\mathrm{GL}(V)$, this means that the Dickson Invariants always form a HSOP for $k[V]^{G}$ (though not usually the most convenient one to work with). They also have some other nice properties which we will make use of later.

Lemma 1.1.7. [10, 3.3.1] Let $x_{1}, \ldots, x_{n}$ be a basis for $W$. For $1 \leq i \leq n$ define subspaces of $W$ by

$$
W_{i}=\left\langle x_{1}, \ldots, x_{i}\right\rangle
$$

and as above let

$$
F_{i}(t)=F^{W_{i}}(t)=\prod_{w \in W_{i}}(t-w)
$$

Then

1. $F_{i}(t)=F_{i-1}(t)^{q}-F_{i-1}\left(x_{i}\right)^{q-1} F_{i-1}(t)$;
2. $d_{j, i}=d_{j, i-1}^{q}-d_{j-1, i-1} F_{n-1}^{q-1}\left(x_{i}\right)$.

The following can be used to check if a HSOP generates the whole invariant ring.

Theorem 1.1.8. [22, 16] If $\left\{f_{1}, \ldots, f_{n}\right\}$ are a HSOP for $k[V]^{G}$ then

$$
\prod_{i=1}^{n} \operatorname{deg}\left(f_{i}\right)=|G|
$$

if and only if $k[V]^{G}=k\left[f_{1}, \ldots, f_{n}\right]$ so $k[V]^{G}$ is a polynomial ring.
In the case of the Dickson Invariants we can see that $\operatorname{deg}\left(d_{i, n}\right)=q^{n}-q^{i}$ for $1 \leq i \leq n$ and then can check that

$$
\prod_{i=1}^{n} \operatorname{deg}\left(d_{i, n}\right)=\prod_{i=0}^{n-1} q^{n}-q^{i}=|\mathrm{GL}(V)|
$$

So $k[V]^{G}=k\left[d_{1, n}, \ldots, d_{n, n}\right]$. In Example 1.0.3 we also find that

$$
\operatorname{deg}(X) \operatorname{deg}(Y)=4=|G|
$$

however this is not always the case.
Example 1.1.9. Let $k=\mathbb{R}, n=2$ and $x, y$ be a basis for $W$. Let $G$ be as in Example 1.0.3 and $H=\langle t\rangle \leq \mathrm{GL}(V)$ where

$$
t=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

We see that $H$ is a subgroup of $G$ and so $X, Y$ form a HSOP for $k[V]^{H}$, however they don't generate the whole ring: $x y \in k[V]^{H}$ but $x y \notin k[X, Y]$. It can be shown that $k[V]^{H}=k[V]^{G}[x y]$ and we cannot find a HSOP, $f_{1}, f_{2}$ such that $k[V]^{G}=k\left[f_{1}, f_{2}\right]$ and so $k[V]^{G}$ is not regular.

When we can find a HSOP $f_{1}, \ldots, f_{n}$ such that $k[V]^{G}=k\left[f_{1}, \ldots, f_{n}\right]$ then $k[V]^{G} \cong k[V]$ and we say $k[V]^{G}$ is a polynomial or regular ring. In the nonmodular case the well known theorem of Chevalley ([11]), Shephard and Todd([30]) tells us which groups have polynomial invariant rings.

Theorem 1.1.10 (Chevalley, Shephard-Todd). If $|G| \in k^{*}$ then $k[V]^{G}$ is polynomial if and only if $G$ is generated by reflections

In the modular case Serre's theorem (see [10, Corollary 12.2.5]) tells us that for $k[V]^{G}$ to be polynomial, $G$ must be generated by reflections. However the converse is false.

### 1.2 How far away is $k[V]^{G}$ from being polynomial?

When a ring fails to be a polynomial ring we can ask how far away it is from being regular. In Example 1.1 .9 we said that $k[V]^{H}=k[V]^{G}[x y]$ where $k[V]^{G}$ is a polynomial ring. This is an example where the invariant ring $R=k[V]^{H}$ is a hypersurface- this means that

$$
\operatorname{Emb} \operatorname{dim}(R) \leq \operatorname{dim}(R)+1
$$

In this section we will define other ring classifications that we will use later on.

### 1.2.1 Cohen-Macaulay rings and depth

Definition 1.2.1. Let $R$ be a ring, $M$ an $R$-module, and

$$
\mathbf{x}=x_{1}, x_{2}, \ldots, x_{n}
$$

a sequence of elements in $R$. The sequence $\mathbf{x}$ is called an $\mathbf{M}$-regular sequence or M-sequence of length $n$ if the following are satisfied:

- $M / \mathrm{x} M \neq 0$;
- $x_{i}$ is not a zero divisor of $M /\left(x_{1}, \ldots, x_{i-1}\right) M$ for $1 \leq i \leq n$.

When $R$ is taken to be a module over itself this is simply called a regular sequence.

A regular sequence is maximal if it cannot be extended to a longer regular sequence. If $R$ is a Noetherian ring, $M$ an $R$-module and $I$ an ideal in $R$ with $I M \neq M$, then all maximal regular $M$-sequences in $I$ have the same length (see [14] Chapter 17). For a local (or *-local) ring with maximal ideal $m$ (or maximal homogeneous ideal $R_{+}$) we call the depth of $M$ the length of a maximal regular
$M$-sequence in $m$ (or $R_{+}$). We shall denote the depth of $M$ (as an $R$-module) by $\operatorname{depth}_{R}(M)$, or just $\operatorname{depth}(M)$ where the ring is clear. Most often we will be interested in the depth of $R$ as an $R$-module (this is the maximal length of homogeneous regular sequences in $R$ ). A ring is called Cohen-Macaulay if depth is equal to Krull dimension, in which case any HSOP is a regular sequence (see [10, 2.8.1]).

Theorem 1.2.2. [3, 4.3.5] If $R$ is a graded connected Noetherian $k$-algebra then the following are equivalent:

1. $R$ is Cohen-Macaulay of dimension $n$;
2. $R$ has a $\operatorname{HSOP} f_{1}, \ldots, f_{n}$ such that if $A=k\left[f_{1}, \ldots, f_{n}\right]$ then $R$ is free as an $A$-module;
3. for any $\operatorname{HSOP} f_{1}, \ldots, f_{n}$ for $R, A=k\left[f_{1}, \ldots, f_{n}\right], R$ is free as an $A$-module.

This means that if $R$ is Cohen-Macaulay with $\operatorname{HSOP} f_{1}, \ldots, f_{n}$ then we can find a set of secondary invariants $h_{1}, \ldots, h_{m} \in R$ for some $m \in \mathbb{N}$ such that if $A=k\left[f_{1}, \ldots, f_{n}\right]$ then

$$
R=\oplus_{i=1}^{m} A h_{i} .
$$

If we have a set of generators for $R=k[V]^{G}$ then we have a simple way to check if the ring is Cohen-Macaulay.

Theorem 1.2.3. [13, 3.7.1] Let $G \leq \mathrm{GL}(V)$, and let $k[V]^{G}$ have a set of primary invariants $f_{1}, \ldots, f_{n}$, and a minimal set of secondary invariants $h_{1}, \ldots, h_{m}$. Then

$$
\prod_{i=1}^{n} \operatorname{deg}\left(f_{i}\right) \leq m|G|
$$

with equality if and only if $k[V]^{G}$ is Cohen-Macaulay.
In the non-modular case $k[V]^{G}$ is always Cohen-Macaulay ([20]), however this is not true in the modular case. We can use the Cohen-Macaulay defect to
give a measure of how far away a ring $R$ is from being Cohen-Macaulay:

$$
\operatorname{CMdef}(R)=\operatorname{Krull} \operatorname{dim}(R)-\operatorname{depth}(R) .
$$

We introduce a little homological algebra which will allow us to put a lower bound on the depth of an invariant ring.

Let $R$ be a ring. An $R$-module $P$ is called projective if it is a direct summand of a free module or equivalently if for all maps $f: P \rightarrow N$, and all surjections $g: N \rightarrow M$ with $M, N$ both $R$-modules there exists $h$ such that the following diagram commutes:


For a graded module $M$ over a graded connected ring $R$, free and projective are equivalent (see [14] Theorem A3.2). Suppose $M$ is a finitely generated $R$ module, with generators $m_{1}, \ldots, m_{r}$. We can always find a surjection from the free $R$-module

$$
M_{0}=\oplus_{i=1}^{r} R r_{i}
$$

onto $M$ by mapping $r_{i}$ to $m_{i}$. Using this surjection we obtain the following exact sequence:

$$
0 \longrightarrow I \longrightarrow M_{0} \xrightarrow{p_{0}} M \longrightarrow 0
$$

where $I$ is the kernel of the map. The kernel $I$ may not be free, but as above we can find an $M_{1}$ which is free and surjects onto $I$, and continue in this manner to find the exact sequence of free modules (and $M$ ):

$$
\ldots \xrightarrow{p_{3}} M_{2} \xrightarrow{p_{2}} M_{1} \xrightarrow{p_{1}} M_{0} \xrightarrow{p_{0}} M \longrightarrow 0 .
$$

The above sequence is called a free resolution for $M$. If we have an exact sequence as above, but with the $M_{i}$ merely projective (not necessarily free) then
this is called a projective resolution for $M$. If we can find some $l$ such that $M_{l} \neq 0$ but $M_{i}=0$ for $i>l$ then we say that the resolution terminates and has length $l$. A projective resolution of $M$ is minimal if it has minimal length $l$, in this case we call $l$ the projective dimension of $M\left(\operatorname{projdim}_{R}(M)\right)$. If it is not possible to find a projective resolution which terminates we say that $M$ has infinite projective dimension.

Let $R$ be a ring with $R$-modules $M$ and $N$. Suppose that we have a projective resolution $\mathbf{P}$ for $M$ :

$$
\ldots \xrightarrow{p_{3}} M_{2} \xrightarrow{p_{2}} M_{1} \xrightarrow{p_{1}} M_{0} \xrightarrow{p_{0}} M \xrightarrow{\longrightarrow} .
$$

For $i \geq 1$ we can define maps

$$
f_{i}: \operatorname{Hom}_{R}\left(M_{i-1}, N\right) \rightarrow \operatorname{Hom}\left(M_{i}, N\right)
$$

such that for $m \in \operatorname{Hom}\left(M_{i-1}, N\right), m^{\prime} \in M_{i}$

$$
f_{i}(m)\left(m^{\prime}\right)=m\left(\rho_{i}\left(m^{\prime}\right)\right) .
$$

We can form the following complex $\operatorname{Hom}(\mathbf{P}, N)$ :

$$
0 \longrightarrow \operatorname{Hom}\left(M_{0}, N\right) \xrightarrow{f_{1}} \operatorname{Hom}\left(M_{1}, N\right) \xrightarrow{f_{2}} \operatorname{Hom}\left(M_{2}, N\right) \xrightarrow{f_{3}} \ldots
$$

Unlike the projective resolution this is not necessarily an exact sequence. We measure how far away this sequence is from being exact by defining

$$
\operatorname{Ext}_{R}^{i}(M, N)=H^{i}(\mathbf{P}, N)=\operatorname{ker}\left(f_{i}\right) / \operatorname{Im}\left(f_{i+1}\right)
$$

In the case that we have a finite group $G$ with $k G$-module $A$ we define

$$
H^{i}(G, A)=\operatorname{Ext}_{\mathbb{Z} G}^{i}(\mathbb{Z}, A)
$$

We call the smallest $i>0$ such that $H^{i}(G, A) \neq 0$ the cohomological connectivity of $A$ and denote it by $c c_{G}(A)$.

Theorem 1.2.4. [16, 1.2] Let $R=k[V], G \leq \operatorname{GL}(V)$ then

$$
\operatorname{depth}\left(R^{G}\right) \geq \min \left\{\operatorname{dim}_{k}\left(V^{p}\right)+c c_{G}(R)+1, \operatorname{dim}_{k}(V)\right\} .
$$

The representation $V$ of a group $G$ is called flat if

$$
\operatorname{depth}\left(R^{G}\right)=\operatorname{dim}_{k}\left(V^{G}\right)+c c_{G}(R)+1
$$

For $p$-groups and $k$ of characteristic $p$, where $c c_{G}(R)=1$, this is a particularly useful theorem.

Theorem 1.2.5. [15, 4] Let $G$ be a group with Sylow-p-subgroup P. Let $V$ be a finite $k G$-module, $R=k[V]$, and $m=c c_{G}(R)$. Suppose that $0 \neq \tau \in H^{m}(G, R)$ is a cohomology class such that

$$
\operatorname{res}_{N}^{P}(\tau)=0
$$

for each maximal subgroup $N<P$. Then $V$ is flat.
Let $G$ be a $p$-group. For a maximal subgroup $M$ of $G$ let

$$
\mathcal{X}_{M}:=(1-g) W^{M}
$$

where $g \in G \backslash M$. For some $u_{N} \in N \backslash M$ for $N \triangleleft_{\max } G$ let

$$
\mathcal{Y}_{M}:=\bigcap_{\substack{N \wedge_{\max } G \\ N \neq M}}\left(1-u_{N}\right) W^{N \cap M}
$$

Theorem 1.2.6. [15, 6] For a non-cyclic p-group $G$ the following are equivalent:

1. $\cap_{M \triangleleft \max P} \operatorname{ker}\left(\left.\operatorname{res}_{M}^{G}\right|_{H^{1}(G, W)}\right) \neq 0$;
2. for some $M \triangleleft G$ maximal $\mathcal{X}_{M}<\mathcal{Y}_{M} \cap W^{M}$;
3. for all $M \triangleleft G$ maximal $\mathcal{X}_{M}<\mathcal{Y}_{M} \cap W^{M}$.

From the above we see that homology is useful when looking at the depth of invariant rings. Another useful tool when looking at regular sequences is the Koszul complex. Let $R$ be a commutative Noetherian ring with $M$ an $R$-module. Let

$$
\bigotimes^{i} M=\underbrace{M \otimes M \otimes \ldots \otimes M}_{i \text {-times }}
$$

so $\otimes^{0} M=R, \otimes^{1} M=M$ and $\otimes^{2} M=M \otimes M$. The tensor algebra of $M$, $\otimes M$, is defined to be

$$
\bigotimes M=\bigoplus_{i \geq 0} \bigotimes^{i} M
$$

where the multiplication of $x_{1} \otimes \ldots \otimes x_{m} \in \otimes^{m} M$ and $y_{1} \otimes \ldots \otimes y_{l} \in \otimes^{l} M$ is given by

$$
x_{1} \otimes \ldots \otimes x_{m} \times y_{1} \otimes \ldots \otimes y_{l}=x_{1} \otimes \ldots \otimes x_{m} \otimes y_{1} \otimes \ldots \otimes y_{l} \in \bigotimes^{l+m} M
$$

From here we can define the exterior algebra

$$
\wedge M=\bigotimes M / J
$$

where $J$ is the ideal of $\otimes M$ generated by the elements $x \otimes x$ and $x \otimes y-y \otimes x$ for all $x, y \in M$.

The tensor algebra is graded by the $\otimes^{i} M$ 's, and this naturally leads to a grading on $\wedge M$ by letting

$$
\wedge^{i} M=\bigotimes^{i} \bar{M}
$$

for $i \geq 0$ where $\otimes^{i} \bar{M}$ is the image of $\otimes^{i} M$ in $\wedge M$.
Let $\mathbf{x}=x_{1}, \ldots, x_{m}$ be a sequence in $R$ and let $N$ be the free $R$-module of rank $m$ with $e_{1}, \ldots, e_{m}$ a basis for $N$. We can see that

$$
\wedge^{i} N \cong R^{\binom{m}{i}}
$$

as $R$-modules for $1 \leq i \leq m$ and $\wedge^{i} N=0$ otherwise. Let $f: N \mapsto R$ be the map defined by $f\left(e_{i}\right)=x_{i}$ for $1 \leq i \leq m$. The Koszul complex of $\mathbf{x}, K(\mathbf{x})$, is defined to be:

$$
0 \longrightarrow \wedge^{m} N \xrightarrow{d_{m}} \wedge^{m-1} N \xrightarrow{d_{m-1}} \ldots \xrightarrow{d_{2}} \wedge^{1} N \xrightarrow{d_{1}} R \longrightarrow 0
$$

where for $1 \leq i \leq m$ the map $d_{i}: \wedge^{i} N \mapsto \wedge^{i-1} N$ maps $a_{1} \wedge \ldots \wedge a_{i}$ to

$$
d_{i}\left(a_{1} \wedge . . \wedge a_{i}\right)=\sum_{j=1}^{i}(-1)^{j} f\left(a_{j}\right) a_{1} \wedge \ldots \wedge \widehat{a}_{j} \wedge \ldots \wedge a_{i}
$$

where $\widehat{a}_{j}$ signifies that this term has been omitted.
Theorem 1.2.7. [14, 17.4] Let $M$ be a finitely generated module over the ring $R$ and let $\mathbf{x}=x_{1}, \ldots, x_{n}$ be a sequence in $R$. If

$$
H^{j}(M \otimes K(\mathbf{x}))=0 \text { for } j<m
$$

while

$$
H^{m}(M \otimes K(\mathbf{x})) \neq 0
$$

then every maximal $M$-sequence in $I=(\mathbf{x}) \subset R$ has length $m$.

### 1.2.2 Gorenstein rings and free resolutions

We are always interested in $R$ a graded connected finitely generated $k$-algebra, and in this case the Hilbert Syzygy Theorem tells us that any $R$-module $M$ has finite projective dimension. The following relates projective dimension and depth.

Theorem 1.2.8. Let $R$ be a graded connected Noetherian $k$-algebra generated by $f_{1}, \ldots, f_{s}$ and let $B=k\left[y_{1}, \ldots, y_{s}\right]$ be a polynomial ring. Then

$$
\operatorname{depth}(R)+\operatorname{projdim}_{B}(R)=\operatorname{dim}(B)
$$

Proof. This is contained in [3] but not stated specifically: the ring $R$ meets the criterion of Hypothesis 4.3 .2 (of [3]) so by Theorem 4.4.3 (of [3]) depth $(R)=$ $\operatorname{hcodim}_{B}(R)$. By Theorem 4.4.4 (of [3])

$$
\operatorname{hcodim}_{B}(R)+\operatorname{projdim}_{B}(R)=\operatorname{dim}(B)
$$

and so

$$
\operatorname{depth}(R)+\operatorname{projdim}_{B}(R)=\operatorname{dim}(B)
$$

This is a graded connected version of the Auslander-Buchsbaum Theorem which holds in the local case. Let $R$ be a graded connected Cohen-Macaulay $k$-algebra, with Krull dimension $n$, which can be generated by $f_{1}, \ldots, f_{s}$ and let $B=k\left[y_{1}, \ldots, y_{s}\right]$ be a polynomial ring with canonical surjection $\phi$ onto $R$.

If $l$ is the projective dimension of $R$ as a $B$-module then using the above $l=s-n$. Let

$$
0 \longrightarrow M_{l} \xrightarrow{\rho_{l}} \ldots \xrightarrow{\rho_{1}} M_{0} \longrightarrow R \longrightarrow 0
$$

be a projective resolution for $R$. For $1 \leq i \leq l$ let $M_{i}^{*}=\operatorname{Hom}_{B}\left(M_{i}, B\right)$ and $\rho_{i}^{*}: M_{i-1}^{*} \rightarrow M_{i}^{*}$ such that for $m \in M_{i-1}^{*}, n \in M_{i}$

$$
\rho_{i}^{*}(m)(n)=m\left(\rho_{i}(n)\right) .
$$

Using [3] Corollary 4.5.2

$$
\operatorname{Ext}_{B}^{i}(M, B)=0
$$

for $i \neq s-n=l$ so if we let $\Omega_{B}(M)=M_{l}^{*} / \operatorname{Im}\left(\rho_{l}\right)$ then

$$
0 \longrightarrow M_{0}^{*} \xrightarrow{\rho_{1}^{*}} \ldots \xrightarrow{\rho_{l}^{*}} M_{l}^{*} \longrightarrow \Omega_{B}(R) \longrightarrow 0
$$

is an exact sequence.

It can be shown that $\Omega_{B}(R)$ doesn't depend on the choice of generators $f_{1}, \ldots, f_{s}$ : for any $f_{1}^{\prime}, \ldots, f_{s^{\prime}}^{\prime}$ and regular ring $B^{\prime}=k\left[y_{1}^{\prime}, \ldots, y_{s^{\prime}}^{\prime}\right]$ we find that $\Omega_{B}(R)=\Omega_{B^{\prime}}(R)$ is a free $R$-module (see Section 4.5 of [3]). We call $\Omega(R)=$ $\Omega_{B}(R)$ the canonical module of $R$ and say that the type of $R$ is the rank of $\Omega(R)$ as a free $R$-module.

Definition 1.2.9. Let $R$ be a graded connected $k$-algebra. Then $R$ is a Gorenstein ring if it is a Cohen-Macaulay ring of type one (or equivalently CohenMacaulay such that $\Omega(R) \cong R$ as $R$-modules).

If $k[V]^{G}$ is a Gorenstein ring with $\operatorname{HSOP} f_{1}, \ldots, f_{n}, I=\left(f_{1}, \ldots, f_{n}\right)$ then we know a that $k[V]^{G} / I$ has a particularly nice form, described by the definition below.

Definition 1.2.10. Let $R$ be a zero dimensional graded connected $k$-algebra with top degree $d$, then $R$ is called a Poincaré duality algebra if $\operatorname{dim}_{k}\left(R_{d}\right)=1$ and for all $i \leq d / 2$ there exists a bilinear form

$$
\begin{aligned}
R_{i} \otimes_{k} R_{d-i} & \rightarrow R_{d}, \\
a \otimes_{k} b & \mapsto a b,
\end{aligned}
$$

which is non-singular: if $a \in R_{i}$ then $a=0$ if and only if $a \otimes_{k} b \mapsto 0$ for all $b \in R_{d-i}$.

If $R$ is a Gorenstein ring with a $\operatorname{HSOP} f_{1}, \ldots, f_{n}$ then $R /\left(f_{1}, \ldots, f_{n}\right)$ is a Poincaré duality algebra (see [28] Corollary 5.7.4).

### 1.2.3 Complete intersection rings

Definition 1.2.11. Let $R$ be a finitely generated $k$-algebra such that there is a polynomial ring $A=k\left[y_{1}, \ldots, y_{n+s}\right]$ and some homogeneous ideal $I$ with

$$
R=A / I=k\left[\bar{y}_{1}, \ldots, \bar{y}_{n+s}\right] .
$$

We call $R$ a complete intersection ring if it has dimension $n$ and we can find a homogeneous regular sequence $a_{1}, \ldots, a_{s}$ which generates $I$.

This can be shown to be a ring property for $R$ independent on the choice of $A$ and $I$. We can also show that if $R=A / I$ is a complete intersection it must be Cohen-Macaulay: as $A$ is a Cohen-Macaulay ring $a_{1}, \ldots, a_{s}$ can be extended to a regular sequence $a_{1}, \ldots, a_{n+s}$ which is a HSOP for $A$. From the definition of a regular sequence we see $a_{s+1}, \ldots, a_{n+s}$ must be a regular sequence of length $n$ in $A / I$. This means that the depth of $R$ is at least $n$, however as depth is bounded above by the Krull dimension, the depth of $R$ must be equal to $n$ and so $R$ is a Cohen-Macaulay ring.

Proposition 1.2.12. [32, 9.4] Let $S=k\left[y_{1}, \ldots, y_{n+s}\right]$ be a polynomial ring, $I=\left(a_{1}, \ldots, a_{m}\right) A$ an ideal of $A$ and $R=A / I$. Then $R$ is a complete intersection ring if and only if the Koszul complex, $K\left(r_{1}, \ldots, r_{m}\right)$, is a free resolution for $R$.

The Koszul complex is self dual ([6, Proposition 1.6.10]) so from this we can see that if $R$ is a complete intersection ring then $R$ is Gorenstein. The next result gives us a practical way to check if a ring is a complete intersection.

Proposition 1.2.13. [25] Let $G \leq \mathrm{GL}(V)$ and let $f_{1}, \ldots, f_{n}$ be a HSOP for $k[V]^{G}$. Let $A=k\left[f_{1}, \ldots, f_{n}\right]$ and $h_{1}, \ldots, h_{s}$ be a set of module generators for $k[V]^{G}$ over $A$. Let $J$ be the kernel of the map

$$
A\left[y_{1}, \ldots, y_{s}\right] \rightarrow A\left[h_{1}, \ldots, h_{s}\right]=k[V]^{G}, \quad y_{i} \mapsto h_{i}
$$

where the degree of the $y_{i}$ are shifted such that $\operatorname{deg}\left(h_{i}\right)=\operatorname{deg}\left(y_{i}\right)$. If $S \subset J$ is the set containing

- generators for the $A$ linear relations between the $h_{i}$, elements of $J \cap$ $\left(\oplus_{i=1}^{m} A y_{i}\right)$,
- for each $1 \leq i \leq j \leq s$ a relation of the form $y_{i} y_{j}-f_{i, j}$ with $f_{i, j} \in \oplus_{i=1}^{m} A y_{i}$, then the elements of $S$ form a generating set for the ideal $J$ in $A\left[y_{1}, \ldots, y_{s}\right]$.

Note that in the above as the HSOP is algebraically independent we do not need to worry about relations between them. Even if we have found a set of relations, showing that they are minimal can be difficult, so it can be useful to move the question to a ring with smaller Krull dimension.

Proposition 1.2.14. Let $R=k\left[f_{1}, \ldots, f_{n+s}\right] \subseteq k\left[x_{1}, \ldots, x_{n}\right]$ be a complete intersection ring of dimension $n$. If $\mathbf{t}=t_{1}, \ldots, t_{m}$ is a regular sequence in $R$ then $R / \mathbf{t} R$ is a complete intersection ring.

Proof. We will first show that if $t_{1} \in R$ is a not a zero divisor then $R /\left(t_{1}\right)$ is a complete intersection ring. Let $B=k\left[y_{1}, \ldots, y_{n+s}\right]$, then

$$
\begin{aligned}
& \phi: B \rightarrow R \\
& \phi\left(y_{i}\right) \mapsto f_{i} \text { for } 1 \leq i \leq n+s
\end{aligned}
$$

is a surjection. As $R$ is a complete intersection ring we can find a regular sequence $h_{1}, \ldots, h_{s}$ which generate the ideal $J=\left(h_{1}, \ldots, h_{s}\right)$ such that $\operatorname{ker}(\phi)=J$.

Let $t^{\prime} \in B$ such that $\phi\left(t^{\prime}\right)=t_{1}$. As $t_{1}$ is not a zero divisor in $R, \bar{t}^{\prime}$, the image of $t^{\prime}$ in $B / J$, is not a zero divisor. This means that $h_{1}, \ldots, h_{s}, t^{\prime}$ form a regular sequence, and so

$$
B /\left(h_{1}, \ldots, h_{s}, t^{\prime}\right) \cong R /\left(t_{1}\right)
$$

is a complete intersection ring.
Our result is true for a regular sequence of length one, we can easily extend to a regular sequence of length $m$ by induction. If $t_{1}, \ldots, t_{m}$ are a regular sequence, by the induction hypothesis we assume that $S=R /\left(t_{1}, \ldots, t_{m-1}\right)$ is a complete intersection ring. By the property of regular sequences $\bar{t}_{m}$, the image of $t_{m}$ in $S$, is not a zero divisor in $S$, and so

$$
S / \bar{t}_{m} \cong R /\left(t_{1}, \ldots, t_{m}\right)
$$

is a complete intersection ring.

### 1.3 Unipotent groups

Let $k$ be a field of characteristic $p, V$ a $k$-vector space and $G \leq \mathrm{GL}(V)$ a finite group. We will mainly be interested in finite $p$-groups, so $|G|=p^{s}$ for some $s \in \mathbb{N}$.

Definition 1.3.1. The lower central series of a group $G$, is a series of subgroups, $L_{1}, L_{2}, \ldots$, of $G$, defined by $L_{1}(G)=G$, and

$$
L_{i}(G)=\left[L_{i-1}(G), G\right] \text { for } i \geq 2
$$

so $L_{2}(G)=[G, G]=G^{\prime}$. If $L_{m}(G)=1$ for some $m$, then $G$ is called nilpotent. If $m=n+1$ is the smallest integer such that $L_{m}(G)=1$ then $n$ is known as the class of $G$.

Let now $G$ be a finite $p$-group. We can always find a normal subgroup $N$ of $G$ such that $G / N$ is elementary abelian, the smallest such subgroup is known at the Frattini subgroup $\Phi(G)$, which can also be characterised by

$$
\Phi(G)=\bigcap_{M<\max G} M
$$

By the definition of $[G, G]$ if $g, h \in G$ then $[g, h] \in[G, G]$ so $G /[G, G]$ is abelian (this also means any subgroup of $G$ containing $[G, G]$ is normal). To find an elementary abelian group we need to eliminate any non identity $g^{p} \in G$, so we see that

$$
\Phi(G)=G^{p}[G, G] .
$$

A $p$-group is called special if it is either i)elementary abelian or ii)the Frattini subgroup is given by

$$
\Phi(G)=Z(G)=[G, G]
$$

in which case it is elementary abelian. A non-abelian special group such that $\Phi(G)$ is cyclic is called extraspecial. The extraspecial groups of order $p^{3}$ for $p=2$
are the dihedral group, $D_{8}$, and the quaternions, $Q_{8}$, where

$$
\begin{aligned}
Q_{8} & =\left\langle x, y \mid x^{4}=y^{4}=1,[x, y]=x^{2}=y^{2}\right\rangle, \\
D_{8} & =\left\langle x, y \mid y^{4}=x^{2}=1, x y x^{-1}=y^{-1}\right\rangle .
\end{aligned}
$$

For $p \neq 2$ the extraspecial groups of order $p^{3}$ are $M(p)$ and $N(p)$, where

$$
\begin{aligned}
M(p) & =\left\langle x, y, z \mid x^{p}=y^{p}=z^{p}=1,[x, z]=[y, z]=1,[x, y]=z\right\rangle, \\
N(p) & =\left\langle x, y \mid x^{p^{2}}=y^{p}=1, y x y^{-1}=x^{p+1}\right\rangle
\end{aligned}
$$

(see [17] Theorem 5.1). All extraspecial groups can be written as a central product of copies of extraspecial groups of order $p^{3}$ (see [17] Theorem 5.2). Later we shall see some representations of these groups consisting of bireflections.

Let $B=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be an ordered basis for $W$, and

$$
U_{B}=\left\{g \in \mathrm{GL}(V) \mid g\left(x_{i}\right)-x_{i} \in\left\langle x_{1}, \ldots, x_{i-1}\right\rangle\right\}
$$

We can see that $U_{B}$ (and hence subgroups) are $p$-groups, furthermore for any $p$-group $G \leq \mathrm{GL}(V)$ we can find a basis $B^{\prime}$ such that $G \leq U_{B^{\prime}}$ (see [10, Lemma 4.0.2]). So we will be looking at groups which are generated by triangular matrices with 1's along the diagonal, we call these unipotent groups.

Definition 1.3.2. For $g \in \operatorname{GL}(V)$, we write $\delta_{g} \in \operatorname{End}_{k}(V)$ for the map which takes $v \in V$ to $(g-1)(v)$.

For a unipotent element $g \in \operatorname{GL}(V)$ the index of $g, \operatorname{ind}(g)$, is the nilpotenceindex of $\delta_{g}$, that is $c \in \mathbb{N}$ such that $\delta_{g}^{c}=0, \delta_{g}^{c-1} \neq 0$. The index of a group $G \leq \mathrm{GL}(V)$ is defined to be $\operatorname{ind}(G):=\max \{\operatorname{ind}(g) \mid g \in G\}$.

Let $G \leq \mathrm{GL}(V), w \in W$. We define the stabilizer (or isotropy) subgroup of $w$ to be

$$
G_{w}=\{g \in G \mid g(w)=w\}
$$

The following invariants appear frequently in future sections and are especially important for unipotent groups:

Definition 1.3.3. The orbit product of $w$ is defined to be

$$
O(w)=\prod_{g \in G / G_{x_{i}}} g\left(x_{i}\right) .
$$

For a given basis $B=\left\{x_{1}, \ldots, x_{n}\right\}$ for $W$ we denote:

$$
\mathbf{N}_{i}^{G}=\mathbf{N}_{i}=O\left(x_{i}\right)
$$

As applying any element $g \in G$ only permutes it's factors, for any $w \in W$ we see that $O_{G}(w) \in k[V]^{G}$. If $G \leq U_{B}$ then $\mathbf{N}_{1}^{G}, \ldots$, mathbf $N_{n}^{G}$ form a homogeneous system of parameters for $k[V]^{G}$ ([10, Proposition 4.0.3]). We can ask for which groups does this HSOP generate the whole invariant ring? These groups are known as Nakajima groups, and we shall see more about them in Chapter 3.

In the non-modular case Nakajima characterised the groups with hypersurface invariant rings as subgroups of reflection groups (with polynomial rings of invariants), see [27]. There are several papers which investigate when the invariant ring is a hypersurface in the modular case (including [5], [21], [8]). The following result can be used to show that all maximal subgroups of Nakajima groups have hypersurface invariant rings:

Proposition 1.3.4. [10, 11.0.1] Let $R$ be an integral domain of characteristic $p$ and suppose the finite group $G$ acts faithfully on $R$. Suppose $H \leq G$ is a maximal subgroup of index less than or equal to $p$. Let $\sigma \in G \backslash H$. If there exists $f \in R^{H}$ such that if $x:=(\sigma-1) f \in R^{G}$ then $(\sigma-1)\left(R^{H}\right) \subseteq R x$, then $R^{H}=R^{G}[f]$.

In their thesis Yinglin Wu proved the following which is useful in showing when invariant rings are complete intersections.

Proposition 1.3.5. [33, 3.1.1] Let $G \leq \mathrm{GL}(V)$ be a p-group such that $k[V]^{G}$ is a complete intersection, and let $H$ be a maximal proper subgroup of $G$. Then if $k[V]^{H}=k[V]^{G}[a]$ for some homogeneous element $a \in k[V]^{H}$, then $k[V]^{H}$ is a complete intersection.

Invariant rings of $p$-groups are always unique factorisation domains (see [10, Theorem 3.8.1]), so if they are Cohen-Macaulay they are also Gorenstein ([6, Corollary 3.3.19]). This has led to the speculation that maybe Cohen-Macaulay invariant rings of $p$-groups (characteristic $p$ ) are complete intersection rings (we shall see a counter example to this in Chapter 5).

A result of Gordeev, Kac and Watanabe (see [28, Proposition 5.7.7]) says that if $k[V]^{G}$ is a complete intersection then $G$ is generated by bireflections. The following Theorem by Kemper is stronger in our case where we restrict to unipotent groups.

Theorem 1.3.6. [23, 3.7] If $G$ is a p-group and $k[V]^{G}$ is Cohen-Macaulay then $G$ is generated by bireflections.

The next Theorem from the same paper can be used even for some groups generated by reflections to show their invariant rings are not Cohen-Macaulay.

Theorem 1.3.7. [23, 3.9] Let $G \leq \mathrm{GL}(V)$ and $N \unlhd G$ such that $G / N$ is an elementary abelian p-group. Suppose there exists $\sigma_{0} \in G \backslash N$ not a bireflection, such that for all bireflections $\sigma \in G \backslash N$ we have

$$
V^{\sigma_{0}} \nsubseteq V^{\sigma}
$$

Then $k[V]^{G}$ is not Cohen-Macaulay.

The theorems above motivate our interest in groups consisting of bireflections. Before we start to look at the classification of these groups we briefly review some tools which will will want to use later to find their invariant rings.

### 1.3.1 Monomial orders and SAGBI basis

A monomial in a polynomial ring $R=k\left[x_{1}, \ldots, x_{n}\right]$ is a term of the form $x_{1}^{a_{1}} \ldots x_{n}^{a_{n}}$ where $a_{i} \in \mathbb{N}$ for $1 \leq i \leq n$. A monomial order is a total ordering of monomials satisfying the following additional hypothesis: for monomials $m_{1}, m_{2}, m, m_{1}>m_{2}$ implies $m m_{1}>m m_{2}$. There are many types of monomial
ordering, but throughout this thesis we will only use graded reverse lexicographical ordering with $x_{i}<x_{j}$ if $i<j$.

Definition 1.3.8. Let $R=k\left[x_{1}, \ldots, x_{n}\right]$ and order the $x_{i}: x_{1}<x_{2}<\ldots<x_{n}$. Let $m_{1}, m_{2} \in R$ be monomials with

$$
\begin{aligned}
m_{1} & =x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \\
m_{2} & =x_{1}^{b_{1}} \ldots x_{n}^{b_{n}}
\end{aligned}
$$

In graded reverse lexicographical ordering $m_{1}<_{\text {GREVLEx }} m_{2}$ if and only if one of the following holds

- $a_{1}+a_{2}+\ldots+a_{n}<b_{1}+\ldots+b_{n}$.
- $a_{1}+a_{2}+\ldots+a_{n}=b_{1}+\ldots+b_{n}$ and we can find some $1 \leq j \leq n$ such that $a_{i}=b_{i}$ for $1 \leq i<j$ and $a_{j}>b_{j}$.

For any non-zero polynomial $f \in R$ we can write $f$ uniquely in the form

$$
f=d_{1} m_{1}+d_{2} m_{2}+\ldots+d_{s} m_{s}
$$

where the $m_{i}$ 's are monomials in $R$ with $m_{i}>_{\text {GRevLex }} m_{i+1}$ for $1 \leq i \leq s-1$ and for $1 \leq i \leq s$ we have coefficients $d_{i} \in k \backslash\{0\}$. We call $d_{1} m_{1}$ the lead term of $f$, denoted $\operatorname{LT}(f)$, and $m_{1}$ the lead monomial of $f$, denoted $\operatorname{LM}(f)$.

Lemma 1.3.9. Let $f \in k\left[x_{1}, \ldots, x_{n}\right]$ be homogeneous, then $x_{1}$ divides $\operatorname{LT}(f)$ if and only if $x_{1}$ divides $f$.

Proof. If $x_{1}$ divides $f$ then it divides each non-zero term including $\operatorname{LT}(f)$.
Let

$$
f=d_{1} m_{1}+d_{2} m_{2}+\ldots+d_{s} m_{s}
$$

and assume $x_{1}$ divides $\operatorname{LT}(f)$ so

$$
m_{1}=x_{1}^{a_{1,1}} x_{2}^{a_{2,1}} \ldots x_{n}^{a_{n, 1}}
$$

with $a_{1,1} \geq 1$. For all

$$
m_{l}=x_{1}^{a_{1, l}} x_{2}^{a_{2, l}} \ldots x_{n}^{a_{n, l}}
$$

with $l>1$ we can find some $1 \leq j \leq n$ such that $a_{i, 1}=a_{i, l}$ for $1 \leq i<j$ and $a_{j, 1}<a_{j, l}$. Either $j=1$ and

$$
a_{1, l}>a_{1,1} \geq 1
$$

or $j>1$ and

$$
a_{i, l}=a_{i, 1} \geq 1
$$

for all $i<j$, in particular $i=1$. This means that $x_{1}$ divides each monomial $m_{l}$, and so $x_{1}$ divides $f$.

A Gröbner basis for an ideal $I$ is a generating set $f_{1}, \ldots, f_{m}$ for $I$ such that for any $h \in I$ the lead monomial of $h$ can be written as a multiple of the lead monomial of some $f_{i}$. It can be shown that we can find such a generating set for any ideal $I \in R$ using the Buchberger algorithm (see $[2,5.3]$ ), and that this can be used to answer the ideal membership problem.

The acronym SAGBI stands for Subalgebra Analogue of Gröbner Basis for Ideals: we want to find a generating set $f_{1}, \ldots, f_{m}$ for a subalgebra $A \subseteq R$ such that for any $h \in A$

$$
\operatorname{LM}(h)=\operatorname{LM}\left(f_{1}\right)^{a_{i}} \ldots \operatorname{LM}\left(f_{m}\right)^{a_{m}}
$$

with $a_{i} \in \mathbb{N}$ for $1 \leq i \leq m$. For any $h \in R$ we can perform a subduction of $h$ using a set $\mathbf{f}=\left\{f_{1}, \ldots, f_{m}\right\}$ and the following algorithm:

```
Algorithm 1 Subduction
    1: function \(\operatorname{Subdt}(h, \mathbf{f})\)
        \(H:=h ;\)
        \(S:=0 ;\)
        TEST:= true
        while TEST = true do
            if \(\exists a_{1}, \ldots, a_{m} \in \mathbb{N}\) such that \(\operatorname{LM}(H)=\operatorname{LM}\left(f_{1}\right)^{a_{1}} \ldots \operatorname{LM}\left(f_{m}\right)^{a_{m}}\) then
                \(c:=\operatorname{LT}(H) / \operatorname{LT}\left(f_{1}^{a_{1}} \ldots f_{m}^{a_{m}}\right) ;\)
                \(H:=H-c f_{1}^{a_{1}} \ldots f_{m}^{a_{m}}\);
                    \(S:=S+c f_{1}^{a_{1}} \ldots f_{m}^{a_{m}} ;\)
                if \(H=0\) then
                    TEST:= false;
            else
                TEST:=false;
        return \(H\);
```

In this algorithm we find $S \in k\left[f_{1}, \ldots, f_{m}\right]$ such that

$$
h=S+\operatorname{Subdt}(h, \mathbf{f}),
$$

so if $\operatorname{Subdt}(h, \mathbf{f})=0$ then $h \in k\left[f_{1}, \ldots, f_{m}\right]$.
Lemma 1.3.10. Let $\mathbf{f}=\left\{f_{1}, \ldots, f_{r}\right\}$ with $f_{1}, \ldots, f_{r} \in R$. Let

$$
h=\sum_{i=1}^{m} c_{i} h_{i}
$$

where $c_{i} \in k \backslash 0$ and $h_{i}=f_{1}^{a_{1, i}} \ldots f_{r}^{a_{r, i}}$ for $a_{1, i} \in \mathbb{N}$. If

$$
\operatorname{LM}\left(h_{i}\right) \neq \operatorname{LM}\left(h_{j}\right)
$$

for $i \neq j$ then $\operatorname{Subdt}(h, \mathbf{f})=0$.
Proof. If

$$
\mathrm{LM}\left(h_{i}\right) \neq \mathrm{LM}\left(h_{j}\right)
$$

for $i \neq j$, then we can assume that the $h_{i}$ are ordered so that

$$
\operatorname{LM}\left(h_{i}\right)<_{\operatorname{GRevLex}} \operatorname{LM}\left(h_{j}\right)
$$

for $i<j$.
We prove by induction on $m$ : if $m=1$ then

$$
h=c_{1} f_{1}^{a_{1, q}} \ldots f_{r}^{a_{r, q}}
$$

so clearly

$$
\operatorname{LM}(h)=\operatorname{LM}\left(f_{1}^{a_{1, q}} \ldots f_{r}^{a_{r, q}}\right)
$$

The first stage in the subduction process then is to find

$$
h-c_{1} f_{1}^{a_{1, q}} \ldots f_{r}^{a_{r, q}}=0
$$

so after the first iteration we find $\operatorname{Subdt}(h, f)=0$.
Suppose $m>1$ and let

$$
h^{\prime}=\sum_{i=1}^{m-1} c_{i} h_{i} .
$$

We see that

$$
\operatorname{LM}(h)=\operatorname{LM}\left(h_{m}\right)
$$

so the first step of the subduction algorithm is to find

$$
h-c_{m} h_{m}=h^{\prime} .
$$

The next step of the algorithm is to reiterate the process with $h^{\prime}$, however by induction we can assume that $\operatorname{SUBDT}\left(h^{\prime}, \mathbf{f}\right)=0$, and so we find that $\operatorname{Subdt}(h, \mathbf{f})=0$.

Let $\mathbf{f}=\left\{f_{1}, \ldots, f_{m}\right\}$ with $f_{i} \in R$ as above. A tête-á-tête in $\mathbf{f}$ is a pair $\left\{F_{1}, F_{2}\right\}$ where

$$
\begin{aligned}
& F_{1}=f_{1}^{a_{1}} f_{2}^{a_{2}} \ldots f_{m}^{a_{m}}, \\
& F_{2}=f_{1}^{b_{1}} f_{2}^{a_{2}} \ldots f_{m}^{b_{m}}
\end{aligned}
$$

for some $a_{i}, b_{i} \in \mathbb{N}$ for $1 \leq i \leq m$, such that $\operatorname{LM}\left(F_{1}\right)=\operatorname{LM}\left(F_{2}\right)$. A tête-átête is called trivial if $F_{1}$ and $F_{2}$ share a common factor greater than one. If $B=\left\{f_{1}, \ldots, f_{m}\right\}$ generates an algebra $A \subseteq k[V]$, then the SAGBI algorithm can be used to find a SAGBI basis for $A$.

```
Algorithm 2 SAGBI
    function \(\operatorname{SAGBI}(B)\)
        \(\mathcal{B}=B ;\)
        \(\mathcal{B}^{\prime}=B ;\)
        while \(\mathcal{B}^{\prime} \neq \emptyset\) do
            \(\mathcal{B}^{\prime}=\emptyset ;\)
            for \(\left\{F_{1}, F_{2}\right\}\) a non-trivial tête-á-tête in \(\mathcal{B}\) do
            \(c:=\operatorname{LT}\left(F_{1}\right) / \operatorname{LT}\left(F_{2}\right) ;\)
            \(H:=\operatorname{Subdt}\left(F_{1}-c F_{2}\right) ;\)
                if \(H \neq 0\) then
                    \(\mathcal{B}^{\prime}=\mathcal{B}^{\prime} \cup\{H\} ;\)
        return \(\mathcal{B}\);
```

This algorithm may not terminate: unlike a Gröbner basis for an ideal it is not always possible to find a finite SAGBI basis for a subalgebra. Fortunately in the case we are interested in, where the subalgebra $A$ is the invariant ring of some unipotent group, we can always choose a basis and monomial order such that the algorithm terminates.

Theorem 1.3.11. [10, 5.2.3] If $G \leq \mathrm{GL}(V)$ is triangular, then $k[V]^{G}$ has a finite SAGBI basis.

### 1.3.2 The invariant field and SAGBI/divide-by- $x$ algorithm

For $G \leq \mathrm{GL}(V)$, it is often easier to find the field of fractions, $\operatorname{Quot}\left(k[V]^{G}\right)$, than to find the ring $k[V]^{G}$. We will write

$$
k(V)^{G}=\operatorname{Quot}\left(k[V]^{G}\right)
$$

and refer to $k(V)^{G}$ as the invariant field.
Let $G \leq \mathrm{GL}(V)$ be a $p$-group which is triangular with respect to a basis $x_{1}, \ldots, x_{n}$ for $W$. As in the paper by Campbell and Chuai ([7]) we define $R[m]=k\left[x_{1}, \ldots, x_{m}\right]$ for $m=1, \ldots, n$, and let $R[0]=k$.

Theorem 1.3.12. [7, 2.4] Let $G \leq \operatorname{GL}(V)$ be a p-group. For $1 \leq i \leq n$ let $\phi_{i} \in R[i]^{G}$ be homogeneous of smallest positive degree in $x_{i}$, then

$$
k(V)^{G}=k\left(\phi_{1}, \ldots, \phi_{n}\right)
$$

and further more we can find $f \in k[V]^{G}$ such that

$$
k[V]_{f}^{G}=k\left[\phi_{1}, \ldots, \phi_{n}\right]_{f} .
$$

Once we have found a set $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ we view each $\phi_{i}$ as a polynomial in $x_{i}$ with coefficients in $R[i-1]$ and let $c_{i}$ be the coefficient of the highest power of $x_{i}$ in $\phi_{i}$. We can use the $c_{i}$ to find $f$ in the above Theorem.

Lemma 1.3.13. [7, 2.1] For any $h \in R[m]^{G}$, there exists an integer $r$ such that $c_{m}^{r} h \in R[m-1]^{G}\left[\phi_{m}\right]$.

When we have the invariant field or localised invariant ring, the next Theorem helps us to find the invariant ring, which is not generally an easy task.

Proposition 1.3.14. [10, 10.0.8] Let $A:=k\left[f_{1}, \ldots, f_{m}\right] \subseteq k[V]^{G}$. Suppose that

1. $k[V]$ is integral over $A$,
2. $\operatorname{Quot}(A)=k(V)^{G}$,
3. there exists $h \in A$ such that $h A$ is a prime ideal of $A$ and $A_{h}$ is a unique factorisation domain.

Then $A=k[V]^{G}$.
Proof. If $h A$ is a prime ideal and $A_{h}$ is a unique factorisation domain then $A$ is a unique factorisation domain by $[3,6.3 .1]$. If $A$ is integral over $A$ and a unique factorisation domain then $A$ is integrally closed by [10, Proposition 3.0.2]. If $f \in k[V]^{G}$ then $f \in \operatorname{Quot}(A)$ as $\operatorname{Quot}(A)=k(V)^{G}$, as $A$ is integrally closed this means that $f \in A$.

Finding a ring $A$ that meets the first two conditions is not usually too difficult: if $A$ contains a HSOP for $k[V]^{G}$ then we know it is integral over $A$ and we can use Theorem 1.3.12 to find a ring such that $\operatorname{Quot}(A)=k(V)^{G}$. Checking that $A$ fulfils the third condition is usually more difficult and here it helps to have a SAGBI basis using the graded reverse lexicographical ordering. The following theorem is proved by combining Lemma 1.3.9 and Proposition 1.3.14.

Proposition 1.3.15. [9, 1.1] Let $G \leq \operatorname{GL}(V), x_{1}, \ldots, x_{n}$ a basis for $W$ and let $f_{1}, \ldots, f_{r} \in k[V]^{G}$ be homogeneous. Let $A=k\left[x_{1}, f_{1}, \ldots, f_{r}\right]$ such that $A_{x_{1}}=k[V]_{x_{1}}^{G}$. Suppose that the following hold

- $A$ is integral over $k[V]^{G}$;
- $x_{1}, f_{1}, \ldots, f_{r}$ are a SAGBI basis for $A$;
- $x_{1}$ doesn't divide $\operatorname{LM}\left(f_{i}\right)$ for $1 \leq i \leq r$.

Then $A=k[V]^{G}$.
Example 1.3.16. Let $G=\langle\sigma\rangle$ where

$$
\sigma=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 0 & 1
\end{array}\right)
$$

with respect to the natural basis $B=\left\{x_{1}, x_{2}, x_{3}\right\}$ for $W$. As $k x_{1}=W^{G}$, we can choose $\phi_{1}=x_{1}$. G acts as a Nakajima group on $\left\langle x_{1}, x_{2}\right\rangle$, so we can choose $\phi_{2}=\mathbf{N}_{2}$. Let

$$
d=x_{2}^{2}-x_{1} x_{3}
$$

then as $\operatorname{deg}_{x_{3}}(d)=1$, we can choose $\phi_{3}=d$. Using Theorem 1.3.12 if $A^{\prime}=$ $k\left[\phi_{1}, \phi_{2}, \phi_{3}\right]$ then

$$
\operatorname{Quot}\left(A^{\prime}\right)=k(V)^{G}
$$

If we view the $\phi_{i}$ as polynomials in $x_{i}$ and let $c_{i}$ be the coefficient of the highest degree term of $x_{i}$, then

$$
c_{1}=1, \quad c_{2}=1, \quad c_{3}=-x_{1} .
$$

Using Lemma 1.3.13 this means that

$$
A_{x_{1}}^{\prime}=k[V]_{x_{1}}
$$

Let $A=A^{\prime}\left[\mathbf{N}_{3}^{G}\right]$, then $A$ contains a HSOP for $k[V]^{G}$ and so is integral over $k[V]^{G} . A s \mathbf{N}_{3}^{G} \in k[V]^{G}$

$$
A_{x_{1}}=A_{x_{1}}^{\prime}=k[V]_{x_{1}} .
$$

$G$ is a specific example of a symmetric square representation of $(k,+)$ as in Section 3 of [9]. They show that all tête-á-têtes in $\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, d$ subduct to zero and so using Theorem 1.3.14

$$
A=k[V]^{G}
$$

If we find $A$ with generating set $B$ such that $A$ contains a HSOP for $k[V]^{G}$ and $A_{x_{1}}=k[V]_{x_{1}}^{G}$ then we can perform the SAGBI/divide-by- $x$ algorithm as introduced in Section 1 of [9] in order to get to a new ring $A^{\prime}$ with generating set $B^{\prime}$ which meet the criteria of Proposition 1.3.15.

```
Algorithm 3 SAGBI/divide-by- \(x\)
    function SAGBI Divide \((B, x)\)
        \(\mathcal{B}=B ;\)
        while \(\exists f \in B\) such that \(x\) divides \(L T(f)\) do
            \(f^{\prime}=f / x\)
            \(\mathcal{B}=\left(\mathcal{B} \cup\left\{f^{\prime}\right\}\right) \backslash\{f\}\)
        \(\mathcal{B}^{\prime}=B ;\)
        while \(\mathcal{B}^{\prime} \neq \emptyset\) do
        \(\mathcal{B}^{\prime}=\emptyset ;\)
        for \(\left\{F_{1}, F_{2}\right\}\) a non-trivial tête-á-tête in \(\mathcal{B}\) do
            \(c:=\operatorname{LT}\left(F_{1}\right) / \operatorname{LT}\left(F_{2}\right) ;\)
            \(H:=\operatorname{Subdt}\left(F_{1}-c F_{2}\right) ;\)
            if \(H \neq 0\) then
                if \(x\) divides \(\operatorname{LM}(x)\) then \(H:=H / x\);
                    \(\mathcal{B}^{\prime}=\mathcal{B}^{\prime} \cup\{H\} ;\)
                    \(\mathcal{B}=\mathcal{B} \cup\{H\} ;\)
                else
17:
                    \(\mathcal{B}^{\prime}=\mathcal{B}^{\prime} \cup\{H\} ;\)
                        \(\mathcal{B}=\mathcal{B} \cup\{H\} ;\)
        return \(\mathcal{B}\);
```


### 1.4 Reflection and bireflection groups

As we have seen reflection and bireflection groups are important in invariant theory, however they are also interesting in their own right. For a reflection $g \in \mathrm{GL}(V)$ we call the fixed space $V^{g}$ the hyperplane of $g$ and the one-dimensional vector space $\operatorname{Im}(1-g)$ the direction of $g$. There are two types of reflections: diagonalisable reflections of order coprime to the characteristic of the field and transvections. Transvections only have finite order when the field $k$ has positive characteristic $p$ in which case they have order $p$.

A diagonalisable reflection $g$ has one as an eigenvalue with multiplicity $n-1$ and another eigenvalue $\lambda_{g}$ which is a root of unity. The second eigenvalue, $\lambda_{g}$ is called the root of $g$. The linear transformation $g$ is called a real reflection, in the case that $k=\mathbb{R}$, and $\lambda_{g}=-1$. The finite groups generated by real reflections are called Coxeter groups and were classified by Coxeter in [12] using ideas from the theory of Lie algebras (e.g. root systems) and the theory of hyperplane arrangements. Later similar techniques were extended to $k=\mathbb{C}$ by G.C.Shephard and J.A.Todd, who showed that these also had polynomial invariant rings ([30]).

The study of real reflection groups is important to Lie Theory and is very well developed. Whilst we don't have the same descriptions with roots for modular reflection groups a classification for the irreducible representations can be found in [24] where it is then used to prove the following.

Theorem 1.4.1. Suppose $V$ is an irreducible representation of the modular group $G$. Then $k[V]^{G}$ is a polynomial ring if and only if $G$ is generated by reflections and if $W$ is any non-trivial subspace of $V$, then $k[V]^{G_{W}}$ has a polynomial ring of invariants.

A classification for the irreducible bireflection groups can be found in [18] by Guralnick and Saxl, however in the modular case we are interested in reducible bireflection groups.

In [31, 8.2] Smith looks at the modular groups consisting entirely of reflections.
Proposition 1.4.2. [31, 8.2.18] Let $k$ be a field of characteristic $p \neq 0, G \leq$ $\mathrm{GL}(V)$ such that every non identity element of $G$ is a reflection. Either $V^{G}$ has dimension $n-1$ or $\left(V^{*}\right)^{G}$ has dimension $n-1$.

Using this it can be shown that all groups consisting of reflections have polynomial rings of invariants. In the next chapter we will see that finding even just the unipotent groups consisting of bireflections becomes more complicated.

From Theorems 1.3.6 and 1.3.7 we may hope that these would all have CohenMacaulay rings of invariants, however this is not true in general. Let $G=\langle g, h\rangle$
where

$$
g:=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{array}\right), \quad h:=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

with respect to a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ for $V$. In [15] they show that $k[V]^{G}$ is flat for $p=2$ and so

$$
\operatorname{depth}\left(k[V]^{G}\right)=4<\operatorname{dim}\left(k[V]^{G}\right) .
$$

Therefore $G$ is a group consisting of bireflections (an example of a two-row group) which has non Cohen-Macaulay invariant ring. There is a class of unipotent groups consisting of bireflections where the invariant ring is always Cohen-Macaulay:

Theorem 1.4.3. [10, 3.9.1] Let $G \leq \mathrm{GL}(V), \operatorname{dim}_{k}(V)=n$ then:

1. if $\operatorname{dim}_{k}\left(V^{G}\right)=n-1$, then $k[V]^{G}$ is a polynomial ring.
2. if $\operatorname{dim}_{k}\left(V^{G}\right)=n-2$, then $k[V]^{G}$ is Cohen-Macaulay.

Due to the form of their matrix representations on $V$ we shall call a group $G$ with $\operatorname{dim}_{k}\left(V^{G}\right) \geq n-2$ a two-column group. In his thesis ([33]) Yinglin Wu investigates the invariant rings of these groups, however considering the matrices on $W=V^{*}$ rather than $V$ he calls them two-row groups. Wu studies the conjecture that these groups always have complete intersection invariant rings and in the modular case where $k=\mathbb{F}_{p}$ he shows that if $G$ is an abelian $p$-group generated by reflections with $\operatorname{dim}_{k}\left(V^{G}\right) \geq n-2$, then $k[V]^{G}$ is a complete intersection ring. In the non-modular case he finds the conjecture to be false, by finding a two-column group $G$ such that $k[V]^{G}$ is not Gorenstein, and hence not complete intersection. We will see in Chapter 5 that it is not true in the modular case either. Our example $G$ is a $p$-group, so $k[V]^{G}$ is Gorenstein. This
example also shows that Cohen-Macaulay does not imply complete intersection for invariant rings of unipotent groups.

## Chapter 2

## Bireflection Groups

From here onwards we need a field of characteristic $p$ so we set $k=\mathbb{F}_{q}$ where $q=p^{r}$. We will let $V$ be a $k$-vector space, and later, when we start to look for invariant rings, we will need $W=V^{*}$. In this chapter we will classify all unipotent groups consisting of bireflections for $p \neq 2$. We will look at the different types of unipotent bireflections and their properties, but first we want to look at the correspondence between the properties of the group action on $V$ and its action on $W$. We start with a definition linking subspaces of $V$ with subspaces of $W$.

Definition 2.0.4. Let $V$ be a vector space, $U \subseteq V$. We define

$$
U^{\perp}=\left\{\lambda \in V^{*} \mid \lambda(u)=0 \text { for all } u \in U\right\} \subseteq V^{*} .
$$

The next lemma will be used many times in this thesis to move between groups and their dual representations.

Lemma 2.0.5. Let $V$ be a finite-dimensional $k$-vector space and $G \leq \mathrm{GL}(V)$. Then the following hold:

1. $\left[G, V^{*}\right]^{\perp}=V^{G}$ and $[G, V]^{\perp}=\left(V^{*}\right)^{G}$.
2. $\operatorname{dim}_{k}\left(\left[G, V^{*}\right]\right)=\operatorname{dim}_{k}(V)-\operatorname{dim}_{k}\left(V^{G}\right)=\operatorname{codim}\left(V^{G}\right)$.
3. $V^{G} \leq[G, V]$ if and only if $\left(V^{*}\right)^{G} \leq\left[G, V^{*}\right]$.
4. the canonical map $V \rightarrow V / V^{G}$ induces an isomorphism

$$
[G, V] /[G, V]^{G} \cong\left[G, V / V^{G}\right] .
$$

Proof. 1. If $v \in\left[G, V^{*}\right]^{\perp}$ then for all $\lambda \in V^{*}, g \in G$

$$
(g(\lambda)-\lambda)(v)=0
$$

If $v \in V^{G}$ then $g(v)-v=0$ for all $g \in G$. For $\lambda \in V^{*}, v \in V$ and $g \in G$ we have

$$
(g(\lambda)-\lambda)(v)=\lambda(g v-v)
$$

hence the claim.
2. As $\left[G, V^{*}\right]^{\perp}=V^{G}$,

$$
\operatorname{dim}_{k}(V)=\operatorname{dim}_{k}\left(V^{G}\right)+\operatorname{dim}_{k}\left(\left[G, V^{*}\right]\right)
$$

Rearranging gives the result.
3. $V^{G} \leq[G, V] \Longleftrightarrow\left(V^{G}\right)^{\perp} \geq[G, V]^{\perp} \Longleftrightarrow\left[G, V^{*}\right] \geq\left(V^{*}\right)^{G}$.
4. $\left[V / V^{G}, G\right]=\left([V, G]+V^{G} \cong[V, G] /\left([V, G] \cap V^{G}\right)=[V, G] /[V, G]^{G}\right.$.

### 2.1 Bireflections

Definition 2.1.1. For $u \in V$ and $0 \neq \gamma \in u^{\perp}$ we set $t_{u}^{\gamma} \in \mathrm{GL}(V)$ to be the transvection mapping $s \in V$ to $s+\gamma(s) u$.

In a field of characteristic $p$, transvections are reflections of order $p$. It isn't hard to see that $V^{t_{u}^{\gamma}}=\operatorname{ker}(\gamma)$ and $\left[V, t_{u}^{\gamma}\right]=\langle u\rangle$. We start by proving some other general results for transvections which will be useful later on.

Lemma 2.1.2. For $u_{1}, u_{2} \in V, \gamma_{1} \in u_{1}^{\perp}, \gamma_{2} \in u_{2}^{\perp}$ :

1. if $u_{2} \in \operatorname{ker}\left(\gamma_{1}\right)$ then

$$
\left|t_{u_{1}}^{\gamma_{1}} u_{u_{2}}^{\gamma_{2}}\right|= \begin{cases}p^{2} & \text { if } p=2 \text { and } u_{1} \notin \operatorname{ker}\left(\gamma_{2}\right) \\ p & \text { otherwise }\end{cases}
$$

2. if $u_{1} \in \operatorname{ker}\left(\gamma_{2}\right)$, then $t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}=t_{u_{2}^{\prime}}^{\gamma_{2}} t_{u_{1}}^{\gamma_{1}}$ where $u_{2}^{\prime}=t_{u_{1}}^{\gamma_{1}}\left(u_{2}\right)$.
3. $\left|t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}\right|$ is a power of $p$ if and only if either $\gamma_{1}\left(u_{2}\right)=0$ or $\gamma_{2}\left(u_{1}\right)=0$.
4. if $u_{1} \in \operatorname{ker}\left(\gamma_{2}\right)$ then $t_{u_{1}}^{\gamma_{1}} t_{u_{1}}^{\gamma_{2}}=t_{u_{1}}^{\gamma_{1}+\gamma_{2}}$.
5. if $u_{2} \in \operatorname{ker}\left(\gamma_{1}\right)$ then $t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{1}}=t_{u_{1}+u_{2}}^{\gamma_{1}}$.
6. $t_{u_{1}}^{c \gamma_{1}}=t_{c u_{1}}^{\gamma_{1}}$ for all $c \in k$.

Proof. 1. Let $t=t_{u_{1}}^{\gamma_{1}} \psi_{u_{2}}^{\gamma_{2}}$. For $p \neq 2$ we will show that if $u_{2} \in \operatorname{ker}\left(\gamma_{1}\right)$ then for $a \in \mathbb{N}, w \in V:$

$$
t^{a}(w)=w+a \gamma_{1}(w) u_{1}+a \gamma_{2}(w) u_{2}+\frac{a(a-1)}{2} \gamma_{1}(w) \gamma_{2}\left(u_{1}\right) u_{2}
$$

We do this by induction, it is clear for $a=1$, and then:

$$
\begin{aligned}
t^{a}(w) & =t t^{a-1}(w) \\
& =t\left(w+(a-1) \gamma_{1}(w) u_{1}+(a-1) \gamma_{2}(w) u_{2}+\frac{(a-1)(a-2)}{2} \gamma_{1}(w) \gamma_{2}\left(u_{1}\right) u_{2}\right) \\
& =w+a \gamma_{1}(w) u_{1}+a \gamma_{2}(w) u_{2}+\frac{a(a-1)}{2} \gamma_{1}(w) \gamma_{2}\left(u_{1}\right) u_{2}
\end{aligned}
$$

so $|t|=p$. If $p=2$ we can see that:

$$
t^{2}(w)=w+\gamma_{1}(w) \gamma_{2}\left(u_{1}\right) u_{2}
$$

so either $t^{2}=1$ or $t^{2}$ is a transvection with order 2 , and so $\left(t^{2}\right)^{2}=t^{4}=1$ and $t$ has order $p^{2}$.
2. Let $w \in V$ so:

$$
\begin{aligned}
t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}(w) & =t_{u_{1}}^{\gamma_{1}}\left(w+\gamma_{2}(w) u_{2}\right) \\
& =w+\gamma_{1}(w) u_{1}+\gamma_{2}(w) u_{2}+\gamma_{2}(w) \gamma_{1}\left(u_{2}\right) u_{1} \\
& =\left(w+\gamma_{1}(w) u_{1}\right)+\gamma_{2}(w)\left(u_{2}+\gamma_{1}\left(u_{2}\right) u_{1}\right) \\
& =t_{u_{2}^{\prime}}^{\gamma_{2}} t_{u_{1}}^{\gamma_{1}}(w)
\end{aligned}
$$

where $u_{2}^{\prime}$ is as given above.
3. We can see using the first two parts that if $\gamma_{1}\left(u_{2}\right)=0$ or $\gamma_{2}\left(u_{1}\right)=0$ then $\left|t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}\right|$ is a power of $p$. Let $t=t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}$, if $|t|$ is a power of $p$, then $[t, V]^{t} \neq\{0\}$. If $u_{2} \in k u_{1}$ then we already know that:

$$
\gamma_{1}\left(u_{2}\right)=\gamma_{2}\left(u_{1}\right)=0
$$

so assume $u_{1}, u_{2}$ linearly independent. We can see that $[t, V] \leq\left\langle u_{1}, u_{2}\right\rangle$, so we can find $a_{1}, a_{2} \in k$ not both zero such that $a_{1} u_{1}+a_{2} u_{2} \in[t, V]^{t}$ :

$$
\begin{aligned}
a_{1} u_{1}+a_{2} u_{2} & =t\left(a_{1} u_{1}+a_{2} u_{2}\right) \\
& =\left(a_{1}+a_{2} \gamma_{1}\left(u_{2}\right)+a_{1} \gamma_{2}\left(u_{1}\right) \gamma_{1}\left(u_{2}\right)\right) u_{1}+\left(a_{2}+a_{1} \gamma_{2}\left(u_{1}\right)\right) u_{2}
\end{aligned}
$$

comparing $u_{2}$ terms we see that $a_{1} \gamma_{2}\left(u_{1}\right)=0$, so either $\gamma_{2}\left(u_{1}\right)=0$ or $a_{1}=0$. If $a_{1}=0$ then $a_{2} \neq 0$ and comparing $u_{2}$ terms $a_{2} \gamma_{1}\left(u_{2}\right)=0$ so $\gamma_{1}\left(u_{2}\right)=0$.
4. For all $v \in V$

$$
\begin{aligned}
t_{u_{1}}^{\gamma_{1}} t_{u_{1}}^{\gamma_{2}}(v) & =t_{u_{1}}^{\gamma_{1}}\left(v+\gamma_{2}(v) u_{1}\right) \\
& =v+\left(\gamma_{1}(v)+\gamma_{2}(v)\right) u_{1} \\
& =v+\left(\gamma_{1}+\gamma_{2}\right)(v) u_{1} \\
& =t_{u_{1}}^{\gamma_{1}+\gamma_{2}}(v)
\end{aligned}
$$

so $t_{u_{1}}^{\gamma_{1}} t_{u_{1}}^{\gamma_{2}}=t_{u_{1}}^{\gamma_{1}+\gamma_{2}}$.
5. Similarly for all $v \in V$

$$
\begin{aligned}
t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{1}}(v) & =t_{u_{1}}^{\gamma_{1}}\left(v+\gamma_{1}(v) u_{1}\right) \\
& =v+\gamma_{1}(v) u_{1}+\gamma_{1}(v) u_{2} \\
& =v+\gamma_{1}(v)\left(u_{1}+u_{2}\right) \\
& =t_{u_{1}+u_{2}}^{\gamma_{1}}
\end{aligned}
$$

so $t_{u_{1}}^{\gamma_{1}} \hat{u}_{u_{2}}^{\gamma_{1}}=t_{u_{1}+u_{2}}^{\gamma_{1}}$.
6. For any $c \in k$ and $v \in V$

$$
\begin{aligned}
t_{u_{1}}^{c \gamma_{1}}(v) & =v+c \gamma_{1}(v)\left(u_{1}\right) \\
& =v+\gamma_{1}(v)\left(c u_{1}\right) \\
& =t_{c u_{1}}^{\gamma_{1}}
\end{aligned}
$$

Later we will want to write bireflections as products of transvections. The next lemma will be useful when rewriting and comparing them.

Lemma 2.1.3. Let $m \in \mathbb{N}, \gamma_{1}, \ldots, \gamma_{m} \in V^{*}$ and $u_{1}, \ldots, u_{m}$ such that $\gamma_{i}\left(u_{j}\right)=0$ for $1 \leq i \leq j \leq m$. Let

$$
g=t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}} \ldots t_{u_{m}}^{\gamma_{m}}
$$

then

1. if $\gamma_{1}, \ldots, \gamma_{m}$ are linearly independent and

$$
h=t_{u_{1}^{\prime}}^{\gamma_{1}} t_{u_{2}^{\prime}}^{\gamma_{2}^{\prime}} \ldots t_{u_{m}^{\prime}}^{\gamma_{m}}
$$

such that $\gamma_{i}\left(u_{j}^{\prime}\right)=0$ for $1 \leq i \leq j \leq m$. Then $g=h$ if and only if $u_{i}^{\prime}=u_{i}$ for $1 \leq i \leq m$.
2. if $u_{1}, \ldots, u_{m}$ are linearly independent and

$$
h=t_{u_{1}}^{\gamma_{1}^{\prime}} t_{u_{2}}^{\gamma_{2}^{\prime}} \ldots t_{u_{m}}^{\gamma_{m}^{\prime}}
$$

such that $\gamma_{i}^{\prime}\left(u_{j}\right)=0$ for $1 \leq i \leq j \leq m$. Then $g=h$ if and only if $\gamma_{i}^{\prime}=\gamma$ for $1 \leq i \leq m$.

Proof. Part 1) is equivalent to Lemma 3.0.3. Part 2) is dual to part 1), which we can see from Lemma 2.0.5.

The following can be used to check the commutator and fixed spaces of elements of $\mathrm{GL}(V)$ to see if they are bireflections.

Lemma 2.1.4. Let $g, h \in \mathrm{GL}(V)$ be unipotent, $w \in V$. Then:

$$
\begin{aligned}
\delta_{g h}(w) & =\delta_{g}(w)+\delta_{h}(w)+\delta_{g} \delta_{h}(w), \\
\delta_{g^{i}}(w) & =\sum_{j=1}^{i}\binom{i}{j} \delta_{g}^{j}(w)
\end{aligned}
$$

If $g$ is a bireflection then

$$
\delta_{g^{i}}(w)=i \delta_{g}(w)+\frac{i(i-1)}{2} \delta_{g}^{2}(w) .
$$

Proof. For $g, h \in G, w \in V$ :

$$
\begin{aligned}
g h(w) & =g\left(w+\delta_{h}(w)\right) \\
& =w+\delta_{g}(w)+\delta_{h}(w)+\delta_{g} \delta_{h}(w)
\end{aligned}
$$

so the first result holds

$$
\delta_{g h}(w)=\delta_{g}(w)+\delta_{h}(w)+\delta_{g} \delta_{h}(w) .
$$

For the second result

$$
\begin{aligned}
\delta_{g^{i}}(w) & =\left(g^{i}-1\right)(w)=\left(((g-1)+1)^{i}-1\right)(w) \\
& =\left(\sum_{j=0}^{i}\binom{i}{j}(g-1)^{j}(w)\right)-w=\sum_{j=1}^{i}\binom{i}{j}(g-1)^{j}(w) \\
& =\sum_{j=1}^{i}\binom{i}{j} \delta_{g}^{j}(w)
\end{aligned}
$$

If $g$ is a bireflection then $\delta_{g}^{j}(v)=0$ for any $j>2$ and $v \in V$ and so we get:

$$
\delta_{g^{i} h}(w)=i \delta_{g}+\frac{i(i-1)}{2} \delta_{g}^{2}(w)
$$

From this we find the following:

Lemma 2.1.5. Let $G \leq G L(V)$. If $[G, V] \leq V^{G}$ then $[G, G]=1$ and $G$ is elementary abelian. If $G$ is a unipotent transvection group then $[G, G]=1$ implies $[G, V] \leq V^{G}$.

Proof. By the above, for all $g, h \in G, w \in V$

$$
\delta_{g h}(w)=\delta_{g} \delta_{h}(w)+\delta_{g}(w)+\delta_{h}(w)
$$

If $[G, V] \leq V^{G}$ then $\delta_{g} \delta_{h}(w)=0$ and so

$$
\delta_{g h}(w)=\delta_{g}(w)+\delta_{h}(w)=\delta_{h g}(w)
$$

which means that $[G, G]=1$.
Since $(g-1)^{2}=0$, for all $g \in G$, we see that $0=(g-1)^{p}=g^{p}-1$ so all elements of $G$ have order $p$ and $G$ is elementary abelian.

Let $G=\left\langle t_{i} \mid i=1, \cdots, \ell\right\rangle$ where $t_{i}=t_{v_{i}}^{\gamma_{i}}$ for $1 \leq i \leq \ell$. If $G$ is unipotent then for $1 \leq i, j \leq \ell$ either $\gamma_{i}\left(v_{j}\right)=0$ or $\gamma_{j}\left(v_{i}\right)=0$ (otherwise $\left|t_{i} t_{j}\right|$ is not a power of $p$ by Lemma 2.1.2(3)). Suppose that $\gamma_{i}\left(v_{j}\right)=0$ then by Lemma 2.1.2(2)

$$
t_{v_{i}}^{\gamma_{i}} t_{v_{j}}^{\gamma_{j}}=t_{v_{j}^{\prime}}^{\gamma_{j}} t_{v_{i}}^{\gamma_{i}}
$$

where $v_{j}^{\prime}=t_{i}\left(v_{j}\right)$. If $G$ is abelian then $v_{j}=t_{i}\left(v_{j}\right)$. This means that

$$
\left\langle v_{1}, \ldots, v_{l}\right\rangle=[G, V] \leq V^{t_{1}} \cap \ldots \cap V^{t_{\ell}}=V^{G}
$$

Definition 2.1.6. All reflections are bireflections (and so also all reflection groups are bireflection groups), so unipotent bireflections include transvections:

$$
\left(\begin{array}{cc}
\mathrm{J}_{2} & \mathbf{0} \\
\mathbf{0} & \mathrm{I}_{n-2}
\end{array}\right)
$$

as well as those elements of $\mathrm{GL}(V)$ conjugate to one of

$$
\begin{array}{ll}
\left(\begin{array}{cc}
\mathrm{J}_{3} & 0 \\
0 & \mathrm{I}_{n-3}
\end{array}\right) & \text { index } 3 \text { bireflection } \\
\left(\begin{array}{ccc}
\mathrm{J}_{2} & 0 & 0 \\
0 & \mathrm{~J}_{2} & 0 \\
0 & 0 & \mathrm{I}_{n-4}
\end{array}\right) & \text { double transvection }
\end{array}
$$

where $\mathrm{J}_{2}, \mathrm{~J}_{3}$ are Jordan 2 and 3 blocks respectively. If $g$ is a unipotent bireflection it can be written as either $t_{u}^{\gamma}$ for some $u \in V$ with $\gamma \in u^{\perp}$ in the case of a transvection, or as $t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}$ for some $u_{1}, u_{2} \in V, \gamma_{1} \in u_{1}^{\perp}, \gamma_{2} \in u_{2}^{\perp}$ with $\gamma_{1}\left(u_{2}\right)=0$. If $\gamma_{2}\left(u_{1}\right) \neq 0$ it is an index 3 bireflection, if $\gamma_{2}\left(u_{1}\right)=0$ then it is a double transvection.

### 2.2 Groups consisting of bireflections

We now look for the $p$-groups $G$ which are not only generated by bireflections, but $g$ is a bireflection for all elements $g \in G$, we shall call these pure bireflection groups. We define certain classes of group with this property.

Definition 2.2.1. Let $G=\left\langle g_{1}, \ldots, g_{l}\right\rangle \leq \mathrm{GL}(V)$. Then:

- If $\operatorname{dim}_{k}\left(\cap_{i=1}^{l} V^{g_{i}}\right) \geq n-2$ or equivalently $\operatorname{dim}_{k}\left(V^{G}\right) \geq n-2$ then $G$ is a two-column group on $V\left(\right.$ if $\operatorname{dim}_{k}\left(V^{G}\right) \geq n-1$ then $G$ is a one-column group).
- If $\operatorname{dim}_{k}\left(\sum_{i=1}^{l}\left[g_{i}, V\right]\right) \leq 2$ or equivalently $\operatorname{dim}_{k}([G, V]) \leq 2$ then $G$ is a two-row group on $V$ (if $\operatorname{dim}_{k}([G, V]) \leq 1$ then $G$ is a one-row group).
- If there exists $U \subset V$ such that $\operatorname{dim}_{k}(U)=n-1$ and $[G, U] \leq k v$ for some $v \in U^{G}$, then $G$ is a hook group on $V$ with hyperplane $U$ and line $k v$.

Looking at the unipotent groups consisting of reflections (see Proposition 1.4.2) we might expect these to be the only types of unipotent pure bireflection group, however we shall see that there are some exceptional types.

Definition 2.2.2. Let $n \geq 5$ and $G \leq \operatorname{GL}(V)$ a unipotent group. Let $g, h \in G$ be bireflections and $U=V^{g}+V^{h}$. We call $g, h$ a special pair if we can find $r_{1}, r_{2}, v \in V$ linearly independent such that the following hold:

$$
\begin{aligned}
& \operatorname{dim}_{k}(U)=n-1, \quad \operatorname{dim}_{k}\left(V^{g} \cap V^{h}\right)=n-3, \\
& v \notin U, \quad r_{1}, r_{2} \in V^{g} \cap V^{h}
\end{aligned}
$$

and:

$$
\begin{array}{ll}
\delta_{g}(U)=k v, & \delta_{g}(v)=r_{2} \\
\delta_{h}(U)=k\left(v+r_{1}\right), & \delta_{h}(v)=2 r_{1}+r_{2}
\end{array}
$$

If $g, h \in G$ are a special pair and $G$ is a pure bireflection group then we call $G$ an exceptional pure bireflection group (or exceptional group) of type one, and $g, h$ an exceptional pair (for a matrix example see Chapter 6.1).

Lemma 2.2.3. For $g, h \in \mathrm{GL}(V)$ the following are equivalent:

1. $g$, $h$ are a special pair;
2. $g=t_{\hat{v}}^{\zeta_{1}} \hat{\hat{r}}_{\hat{r}_{2}}^{\hat{*}^{*}}$ for $\zeta_{1}, \hat{v}^{*} \in V^{*}$ linearly independent, $\hat{r}_{2}, \hat{v} \in \operatorname{ker}\left(\zeta_{1}\right)$ such that

$$
\hat{v}^{*}\left(\hat{r}_{2}\right)=0, \quad \hat{v}^{*}(\hat{v})=1
$$

and we can find $a, b \in k$, $\hat{r}_{1} \in \operatorname{ker}\left(\zeta_{1}\right) \cap \operatorname{ker}\left(\hat{v}^{*}\right)$ and some $\zeta_{2} \in V^{*}$ linearly independent to $\zeta_{1}$ and $\hat{v}^{*}$ such that

$$
\zeta_{2}\left(\hat{r}_{2}\right)=\zeta_{2}\left(\hat{r}_{1}\right)=\zeta_{2}(\hat{v})=\zeta_{1}\left(\hat{r}_{1}\right)=0
$$

and $h=t_{\beta_{1}}^{\zeta_{1}} t_{\beta_{2}}^{\zeta_{2}} t_{\beta_{3}}^{\hat{v}^{*}}$ where

$$
\begin{aligned}
& \beta_{1}=b \hat{v}+(a-a b) \hat{r}_{2}+(2 a+b) \hat{r}_{1}, \\
& \beta_{2}=v-a \hat{r}_{2}+\hat{r}_{1}, \\
& \beta_{3}=2 \hat{r}_{1}+\hat{r}_{2}
\end{aligned}
$$

3. we can find some $\gamma_{1}, \gamma_{2}, v^{*} \in V^{*}$ linearly independent, and

$$
r_{1}, r_{2}, v \in \operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(\gamma_{2}\right)
$$

linearly independent with

$$
\begin{aligned}
v^{*}\left(r_{1}\right) & =v^{*}\left(r_{2}\right)=0, \\
v^{*}(v) & =1
\end{aligned}
$$

such that $g=t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}}$ and $h=t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+r_{2}}^{v^{*}}$.
Proof. 1) $\Rightarrow$ 2) Suppose $g, h$ are a special pair. This means $g$ is an index 3 bireflection so we can find $\zeta_{1}, \hat{v}^{*} \in V^{*}$ linearly independent, $\hat{r}_{2}, \hat{v} \in \operatorname{ker}\left(\gamma_{1}\right)$ such that $\hat{v}^{*}\left(\hat{r}_{2}\right)=0, \hat{v}^{*}(\hat{v})=1$ and $g=t_{\hat{v}}^{\zeta_{1}} t_{\hat{r}_{2}}^{*}$. Let $u_{1} \in \operatorname{ker}\left(\hat{v}^{*}\right)$ such that $\zeta_{1}\left(u_{1}\right)=1$.

As $g, h$ are a special pair if $U=V^{g}+V^{h}$ then $\operatorname{dim}_{k}(U)=n-1$. As $V^{g}$ is $n-2$ dimensional and $\hat{v}, u_{1} \notin V^{g}$ are linearly independent we can see that

$$
V=k u_{1}+k \hat{v}+V^{g} .
$$

This means we can find some $a^{\prime}, a \in k$ such that if $u=a^{\prime} u_{1}-a \hat{v}$ then $U=k u+V^{g}$. As $\delta_{g}(U) \not \leq V^{g}$ and $\delta_{g}(\hat{v}) \in V^{g}$, we see $a^{\prime} \neq 0$ and so we can assume $a^{\prime}=1$.

We can now find $v=\delta_{g}(U)$, let

$$
v=\delta_{g}(u)=\delta_{g}\left(u_{1}-a \hat{v}\right)=\hat{v}-a \hat{r}_{2} .
$$

By the definition of a special pair we can find $\hat{r}_{1} \in V^{g} \cap V^{h}$ such that

$$
\delta_{h}(U)=k\left(v+\hat{r}_{1}\right) .
$$

Since

$$
\delta_{g}(v)=\delta_{g}\left(\hat{v}-a \hat{r}_{2}\right)=\delta_{g}(\hat{v})
$$

we know that $\hat{r}_{2} \in V^{g} \cap V^{h}$ and

$$
\delta_{h}(v)=\delta_{h}\left(\hat{v}-a \hat{r}_{2}\right)=\delta_{h}(\hat{v})=2 \hat{r}_{1}+\hat{r}_{2} .
$$

Let $u_{2} \in \operatorname{ker}\left(\zeta_{1}\right) \cap \operatorname{ker}\left(\hat{v}^{*}\right)$ such that $\delta_{h}\left(u_{2}\right)=v+\hat{r}_{1}$. We know

$$
u_{2} \in U \backslash V^{h}
$$

so

$$
U=k u_{2}+V^{h} .
$$

We know that

$$
u=u_{1}-a \hat{v} \in U
$$

so we can find some $b \in k$ such that $u_{1}-a \hat{v}-b u_{2} \in V^{h}$ and

$$
\delta_{h}\left(u_{1}-a \hat{v}-b u_{2}\right)=0 .
$$

This means that

$$
\delta_{h}\left(u_{1}\right)=b v+(a-a b) r_{2}+(2 a+b) r_{1} .
$$

Let $\zeta_{2} \in V^{*}$ such that $\operatorname{ker}\left(\zeta_{2}\right)=V^{g} \cap V^{h}+k u_{1}+k \hat{v}$ and $\zeta_{2}\left(u_{2}\right)=1$. Let

$$
\begin{aligned}
& \beta_{1}=b \hat{v}+(a-a b) \hat{r}_{2}+(2 a+b) \hat{r}_{1} \\
& \beta_{2}=v-a \hat{r}_{2}+\hat{r}_{1} \\
& \beta_{3}=2 \hat{r}_{1}+\hat{r}_{2}
\end{aligned}
$$

and $\tilde{h}=t_{\beta_{1}}^{\zeta_{1}} t_{\beta_{2}} t_{\beta_{3}}^{\hat{t}_{3}^{*}}$. We find

$$
\begin{aligned}
\delta_{\tilde{h}}\left(u_{1}\right) & =u_{1}+b \hat{v}+(a-a b) \hat{r}_{2}+(2 a+b) \hat{r}_{1}=\delta_{h}\left(u_{1}\right), \\
\delta_{\tilde{h}}\left(u_{2}\right) & =u_{2}+\hat{v}-a \hat{r}_{2}+\hat{r}_{1}=\delta_{h}\left(u_{2}\right), \\
\delta_{\tilde{h}}(\hat{v}) & =\hat{v}+2 \hat{r}_{1}+\hat{r}_{2}=\delta_{h}(\hat{v}),
\end{aligned}
$$

and

$$
\delta_{\tilde{h}}\left(V^{g} \cap V^{h}\right)=0=\delta_{h}\left(V^{g} \cap V^{h}\right)
$$

so $h=\tilde{h}$ as required.
$2) \Rightarrow 3)$ Let $g, h$ be as described in part 2). Then we see that $\beta_{1}=b \beta_{2}+a \beta_{3}$ and:

$$
\begin{aligned}
& g=t_{\hat{v}}^{\zeta_{1}} t_{\hat{r}_{2}}^{\hat{v}^{*}}=t_{\hat{v}}^{\zeta_{1}} t_{-a \hat{r}_{2}}^{\zeta_{1}} t_{a \hat{r}_{2}}^{\zeta_{1}} t_{\hat{r}_{2}}^{\hat{v}^{*}}=t_{\hat{v}-\hat{r}_{2}}^{\zeta_{1}} t_{\hat{r}_{2}}^{\hat{v}^{*}+a \zeta_{1}}, \\
& h=t_{b \beta_{2}+a \beta_{3}}^{\zeta_{1}} \zeta_{\beta_{2}}^{\zeta_{2}} \hat{\beta}_{\beta_{3}}^{\hat{t_{2}}}=t_{\beta_{2}}^{b \zeta_{1}} t_{\beta_{3}}^{a \zeta_{1}} t_{\beta_{2}}^{\zeta_{2}} t_{\beta_{3}}^{\hat{v_{2}}}=t_{\beta_{2}}^{\zeta_{2}+b \zeta_{1}} t_{\beta_{3}}^{\hat{v}^{*}+a \zeta_{1}}
\end{aligned}
$$

(using Lemma 2.1.2).

Let

$$
\begin{array}{ll}
\gamma_{1}=\zeta_{1}, & \gamma_{2}=\zeta_{2}+b \zeta_{1}, \quad v^{*}=\hat{v}^{*}+a \zeta_{1} \\
r_{1}=\hat{r}_{1}, \quad r_{2}=\hat{r}_{2}, \quad v=\hat{v}-a \hat{r}_{2}
\end{array}
$$

then we can write

$$
\begin{aligned}
& g=t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}} \\
& h=t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+r_{2}}^{v^{*}}
\end{aligned}
$$

so they are in the form required.
$3) \Rightarrow 1)$ Let $g, h$ be as described in part 3). As $v, r_{2}$ and $v+r_{1}, 2 r_{1}+r_{2}$ are linearly independent, $V^{g}=\operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(v^{*}\right)$ and $V^{h}=\operatorname{ker}\left(\gamma_{2}\right) \cap \operatorname{ker}\left(v^{*}\right)$ so

$$
\begin{aligned}
V^{g}+V^{h} & =\operatorname{ker}\left(v^{*}\right) \cap \operatorname{ker}\left(\gamma_{1}\right)+\operatorname{ker}\left(v^{*}\right) \cap \operatorname{ker}\left(\gamma_{2}\right) \\
& =\operatorname{ker}\left(v^{*}\right) \cap\left(\operatorname{ker}\left(\gamma_{1}\right)+\operatorname{ker}\left(\gamma_{2}\right)\right) \\
& =\operatorname{ker}\left(v^{*}\right) \cap V=\operatorname{ker}\left(v^{*}\right)
\end{aligned}
$$

which has dimension $n-1$. We can also find

$$
V^{g} \cap V^{h}=\operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(\gamma_{2}\right) \cap \operatorname{ker}\left(v^{*}\right)
$$

and check it has the correct dimension

$$
\begin{aligned}
\operatorname{dim}_{k}\left(V^{g} \cap V^{h}\right) & =\operatorname{dim}_{k}\left(V^{g}\right)+\operatorname{dim}_{k}\left(V^{h}\right)-\operatorname{dim}_{k}\left(V^{g}+V^{h}\right) \\
& =n-2+n-2-n+1=n-3 .
\end{aligned}
$$

We can see that

$$
\begin{aligned}
& \delta_{g}(U)=k v, \quad \delta_{g}(v)=r_{2}, \\
& \delta_{h}(U)=k\left(v+r_{1}\right), \quad \delta_{h}(v)=2 r_{1}+r_{2}
\end{aligned}
$$

so $g, h$ are a special pair.
We now check that exceptional groups of type one exist.

Lemma 2.2.4. If $G$ is generated by a special pair then $G$ is an exceptional group of type one. Moreover, for $p \neq 2, G \cong M(p)$ is an extraspecial group of order $p^{3}$. Proof. Let $g, h \in \mathrm{GL}(V)$ be a special pair and $G=\langle g, h\rangle$. By Lemma 2.2.3 we can find some $\gamma_{1}, \gamma_{2}, v^{*} \in V^{*}$ linearly independent, and $r_{1}, r_{2}, v \in \operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(\gamma_{2}\right)$ linearly independent with

$$
\begin{aligned}
v^{*}\left(r_{1}\right) & =v^{*}\left(r_{2}\right)=0, \\
v^{*}(v) & =1,
\end{aligned}
$$

such that we can write:

$$
\begin{aligned}
& g=t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}} \\
& h=t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+r_{2}}^{t^{*}}
\end{aligned}
$$

Using this and Lemma 2.1.2 we can find the commutator $z=g h g^{-1} h^{-1}$ :

$$
\begin{aligned}
g h g^{-1} h^{-1} & =t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}} t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+r_{2}}^{v^{*}} t_{-r_{2}}^{v^{*}} t_{-v}^{\gamma_{1}} t_{-2 r_{1}-r_{2}}^{v^{*}} t_{-v-r_{1}}^{\gamma_{2}} \\
& =t_{v}^{\gamma_{1}} t_{-v-2 r_{1}-r_{2}}^{\gamma_{1}} t_{v+r_{1}+r_{2}}^{\gamma_{2}} t_{-v-r_{1}}^{\gamma_{2}} t_{r_{2}}^{v^{*}} t_{2 r_{1}}^{v^{*}} t_{-2 r_{1}-r_{2}}^{v^{*}} \\
& =t_{-2 r_{1}-r_{2}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}
\end{aligned}
$$

and see that $z$ commutes with $g$ and $h$. As $G$ is a $p$-group

$$
\Phi(G)=G^{p}[G, G] .
$$

Suppose $p \neq 2$. As $g$ and $h$ are index 3 bireflections $g^{p}=h^{p}=1$ and so

$$
\langle z\rangle=Z(G)=\Phi(G) .
$$

Knowing this and using Lemma 2.1.2 we see that any $\sigma \in G$ can be written as:

$$
\begin{aligned}
\sigma & =g^{l} h^{m} z^{n} \\
& =\left(t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}}\right)^{l}\left(t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+r_{2}}^{v^{*}}\right)^{m}\left(t_{-2 r_{1}-r_{2}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}\right)^{n} \\
& =t_{\alpha_{1}}^{\gamma_{1}} t_{\alpha_{2}}^{\gamma_{2}} v_{\alpha_{3}}^{v^{*}}
\end{aligned}
$$

for some $0 \leq l, m, n \leq p-1$, where:

$$
\begin{aligned}
& \alpha_{1}=l v-2 n r_{1}+\frac{l(l-1)-2 n}{2} r_{2}, \\
& \alpha_{2}=m v+m^{2} r_{1}+\frac{m(m-1+2 l)+2 n}{2} r_{2} \\
& \alpha_{3}=2 m r_{1}+(m+l) r_{2}
\end{aligned}
$$

We find that:

$$
0=2 m \alpha_{1}-2 l \alpha_{2}+(2 n-l m) \alpha_{3}
$$

and so $G$ is an extra special group consisting of bireflections with $|G|=p^{3}$. As all $\sigma \in G$ have order $p$, we see that $G \cong M(p)$.

For $p=2$ we find that

$$
\begin{aligned}
& g=t_{v}^{\gamma_{1}} t_{r_{2}}^{v^{*}} \\
& h=t_{v+r_{1}}^{\gamma_{2}} t_{r_{2}}^{v^{*}}
\end{aligned}
$$

are still index 3 bireflections and so

$$
g h g^{-1} h^{-1}=g^{2} h^{2}=t_{r_{2}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}} \in Z(G)
$$

Let $z_{1}=g^{2}$ and $z_{2}=h^{2}$ then $z_{1}, z_{2} \in Z(G)$. This means that for any $\sigma \in G$ can be written as

$$
\sigma=g^{a_{1}} h^{a_{2}} z_{1}^{a_{3}} z_{2}^{a_{4}}=t_{\alpha_{1}}^{\gamma_{1}} \hat{\alpha}_{\alpha_{2}}^{\gamma_{2}} v_{\alpha_{3}}^{v^{*}}
$$

where $a_{1}, \ldots, a_{4} \in \mathbb{F}_{2}$ and

$$
\begin{aligned}
& \alpha_{1}=a_{1} v+a_{3} r_{2}, \\
& \alpha_{2}=a_{2} v+a_{2} r_{1}+a_{4} r_{2}, \\
& \alpha_{3}=\left(a_{1}+a_{2}\right) r_{2} .
\end{aligned}
$$

We see that if $a_{1}=a_{2}$ then $\alpha_{3}=0$, otherwise we must have $a_{i}=0$, for either $i=1$ or $i=2$, in which case

$$
\alpha_{i} \in k \alpha_{3} .
$$

In any of these cases we see that $\sigma$ is a bireflection, and $G$ is a pure bireflection group.

We see from the above that exceptional groups of type one look quite different when $p=2$ : they are abelian groups generated by elements of order $p^{2}$ unlike in the case that $p$ is odd, where they are non abelian groups and all elements have order $p$. This isn't the case for our next type of exceptional pure bireflection group.

Definition 2.2.5. Let $G \leq \mathrm{GL}(V)$ be a unipotent group with $g_{1}, g_{2}, g_{3} \in G$. We call $g_{1}, g_{2}, g_{3}$ a special triple if there exists $r_{1}, r_{2}, r_{3} \in V, \gamma_{1}, \gamma_{2}, \gamma_{3} \in r_{1}^{\perp} \cap r_{2}^{\perp} \cap r_{3}^{\perp}$ with

$$
\operatorname{dim}_{k}\left(r_{1}, r_{2}, r_{3}\right)=\operatorname{dim}_{k}\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=3
$$

and we can find $f \in k$ such that

$$
g_{1}=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}, \quad g_{2}=t_{r_{3}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{3}}, \quad g_{3}=t_{f r_{3}}^{\gamma_{2}} t_{-f r_{1}}^{\gamma_{3}} .
$$

If $G$ is a pure bireflection group then we call $G$ an exceptional pure bireflection group (or exceptional group) of type two, and $g_{1}, g_{2}, g_{3}$ an exceptional triple. For a matrix example see Chapter 6.2.

We see that special triples $g_{1}, g_{2}, g_{3}$ have the nice property that the group generated by any pair $\left\langle g_{i}, g_{j}\right\rangle$ with $1 \leq i<j \leq 3$ is a hook group, so they are not
an extension on exceptional groups of type one. Again with exceptional groups of type two we need to check that these groups exist.

Proposition 2.2.6. If $G$ is generated by a special triple then $G$ is an exceptional group of type 2, moreover $G$ is elementary abelian of order $p^{3}$.

Proof. Let $g_{1}, g_{2}, g_{3}$ be a special triple, so for some $r_{1}, r_{2}, r_{3} \in V, \gamma_{1}, \gamma_{2}, \gamma_{3} \in$ $r_{1}^{\perp} \cap r_{2}^{\perp} \cap r_{3}^{\perp}, f \in k:$

$$
g_{1}=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}, \quad g_{2}=t_{r_{3}}^{\gamma_{1}} \gamma_{r_{2}}^{\gamma_{3}}, \quad g_{3}=t_{f r_{3}}^{\gamma_{2}} t_{-f r_{1}}^{\gamma_{3}} .
$$

From their definitions we can see $g_{1}, g_{2}, g_{3}$ commute, so for any $\sigma \in G$ :

$$
\sigma=g_{1}^{a} g_{2}^{b} g_{3}^{c}=t_{\alpha_{1}}^{\gamma_{1}} t_{\alpha_{2}}^{\gamma_{2}} t_{\alpha_{3}}^{\gamma_{3}}
$$

with

$$
\alpha_{1}=a r_{1}+b r_{3}, \quad \alpha_{2}=a r_{2}+c f r_{3}, \quad \alpha_{3}=b r_{2}-c f r_{1}
$$

So

$$
c f \alpha_{1}=b \alpha_{2}-a \alpha_{3}
$$

and for all $\sigma \in G, \sigma$ is a bireflection. This means $G$ is an exceptional group of type two, which is an abelian group of order $p^{3}$.

If $G \leq \mathrm{GL}(V)$ is a pure bireflection group then the dual representation is also a pure bireflection group. Using Lemma 1.0.2 the dual representation of a hook group is also a hook group, and similarly for exceptional groups of types 1 and 2, however the dual of a two-row group is a two-column group (and visa versa).

We will show that the above are the only types of pure unipotent bireflection groups for $p \neq 2$, to do this we will make regular use of Proposition 2.1.4. First we show that an index 3 bireflection defines a unique hyperplane and line for any hook group containing it.

Lemma 2.2.7. Let $G \leq \mathrm{GL}(V)$, and $g \in G$ an index three bireflection so we can find $\gamma_{1}, \gamma_{2} \in V^{*}$ and $u_{1}, u_{2} \in V$ linearly independent such that

$$
\gamma_{1}\left(u_{1}\right)=\gamma_{1}\left(u_{2}\right)=\gamma_{2}\left(u_{2}\right)=0
$$

$\gamma_{2}\left(u_{1}\right) \neq 0$ and $g=t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}}$. If $G$ is a hook group then it has hyperplane $U=\operatorname{ker}\left(\gamma_{1}\right)$ and line $k u_{2}=[g,[g, V]]$.

Proof. Let $G$ be a hook group with hyperplane $U$. If $v \notin \operatorname{ker}\left(\gamma_{1}\right)$ then $\delta_{g}(v) \notin V^{g}$ so $v \notin U$, so $U \leq \operatorname{ker}\left(\gamma_{1}\right)$. As

$$
\operatorname{dim}_{k}(U)=n-1=\operatorname{dim}_{k} \operatorname{ker}\left(\gamma_{1}\right)
$$

we see that $U=\operatorname{ker}\left(\gamma_{1}\right)$. As $\delta_{g}(U)=k u_{2}$ we see that the line of $G$ must be $k u_{2}$. As $[g, V]=\left\langle u_{1}, u_{2}\right\rangle$ we see that $[g,[g, V]]=k u_{2}$.

We now begin to look at pure bireflection groups generated by two elements.

Lemma 2.2.8. Let $G=\langle g, h\rangle$ be a pure unipotent bireflection group which is not a two-column or two-row group. Then $U=V^{g}+V^{h}<V$ is a hyperplane with codimension one, and $\operatorname{dim}_{k}\left(\delta_{g}(U)\right)=\operatorname{dim}_{k}\left(\delta_{h}(U)\right)=1$. Furthermore $G$ is a hook group if and only if

$$
\delta_{g}(U)=\delta_{h}(U) \leq U
$$

Proof. As $h$ is a bireflection $\operatorname{dim}_{k}\left(V^{h}\right) \geq n-2$, however as $G$ isn't a two-column group

$$
\operatorname{dim}_{k}\left(V^{g} \cap V^{h}\right)<n-2
$$

This means that $V^{h} \neq V^{g} \cap V^{h}$ and so $V^{h} \notin V^{g}$. As $g$ is also a bireflection

$$
1 \leq \operatorname{dim}_{k}\left(\delta_{g}\left(V^{h}\right)\right) \leq 2
$$

Suppose $\operatorname{dim}_{k}\left(\delta_{g}\left(V^{h}\right)\right)=2$ then $\delta_{g}\left(V^{h}\right)=[g, V] \leq[g h, V]$. For any $w \in V$

$$
\delta_{g h}(w)=\delta_{g}(w)+\delta_{h}(w)+\delta_{g} \delta_{h}(w) \in[g h, V] .
$$

As $\delta_{g}(w), \delta_{g} \delta_{h}(w) \in[g, V]$ this means that $\delta_{h}(w) \in[g h, V]$ and so $[h, V] \leq[g h, V]$. However as $G$ is not a two-row group this would mean that

$$
\operatorname{dim}_{k}([g h, V])=\operatorname{dim}_{k}([g, V]+[h, V])>2
$$

and $g h$ is not a bireflection. So $\operatorname{dim}_{k}\left(\delta_{g}\left(V^{h}\right)\right)=\operatorname{dim}_{k}\left(\delta_{h}\left(V^{g}\right)\right)=1$.
Let $U=V^{g}+V^{h}$, then $\left(\delta_{g}(U)+\delta_{h}(U)\right) \leq 2$ and so $U \neq V$. We can also see that:

$$
\begin{aligned}
\operatorname{dim}_{k}\left(V^{g}+V^{h}\right) & =\operatorname{dim}_{k}\left(V^{g}\right)+\operatorname{dim}_{k}\left(V^{h}\right)-\operatorname{dim}_{k}\left(V^{g} \cap V^{h}\right) \\
& >(n-2)+(n-2)-(n-2)=n-2
\end{aligned}
$$

so $\operatorname{dim}_{k}(U)=n-1$.
If $\delta_{g}(U)=\delta_{h}(U) \leq U$ then $G$ is a hook group with hyperplane $U$ and line $\delta_{g}(U)$. Suppose $G$ is a hook group with hyperplane $U^{\prime}$ and line $k v \leq U^{\prime}$. If $V^{g} \not \leq U^{\prime}$ we can find some $u \in V^{g} \backslash U^{\prime}$ such that $V=U^{\prime}+k u$. Then

$$
\begin{aligned}
& {[g, V]=\left[g, U^{\prime}\right]=k v,} \\
& {[h, V]=[h, k u]+\left[h, U^{\prime}\right]=k \delta_{h}(u)+k v .}
\end{aligned}
$$

This would mean that

$$
[G, V]=[g, V]+[h, V]=k \delta_{h}(u)+k v
$$

but $G$ is not a two-row group and so we must have $V^{g} \leq U^{\prime}$. Similarly $V^{h} \leq U^{\prime}$ and so

$$
V^{g}+V^{h}=U \leq U^{\prime}
$$

As $\operatorname{dim}_{k}(U)=\operatorname{dim}_{k}\left(U^{\prime}\right)$ this means that $U=U^{\prime}$ and

$$
\delta_{g}(U)=\delta_{h}(U)=k v \leq U
$$

The next two lemmas look at conditions under which a group generated by two elements is either a two-row, two-column or hook group. It is here we start restricting to characteristic $p \neq 2$.

Lemma 2.2.9. Let $G=\langle g, h\rangle$ be a pure unipotent bireflection group, $p \neq 2$, $U=V^{g}+V^{h}$. If $\delta_{h}(U) \leq U$ then $G$ is either a hook, two-row or two-column group.

Proof. Assume $G$ is not a two-row or two-column group. We have shown in Lemma 2.2.8 that $U=V^{g}+V^{h}<V$ is a hyperplane with codimension 1, and $\operatorname{dim}_{k}\left(\delta_{g}(U)\right)=\operatorname{dim}_{k}\left(\delta_{h}(U)\right)=1$. Let $u_{1}, u_{2} \in V$ such that:

$$
\delta_{g}(U)=k u_{1}, \quad \delta_{h}(U)=k u_{2}
$$

and choose some $v \in V \backslash U$ so $V=U+k v$. Assume $\delta_{h}(U) \subseteq U, u_{2} \in U$. This means that $\delta_{h}\left(u_{2}\right)=a_{1} u_{2}$ for some $a_{1} \in k$. Since $\delta_{h}$ is nilpotent $a_{1}=0$ and $u_{2} \in V^{h}$. Similarly if $\delta_{h}(v)=a_{2} v+r$ with $a_{2} \in k$ and $r \in U$ then $a_{2}=0$, $\delta_{h}(v) \in U$ so $[h, V] \leq U$.

We look at $g h \in G$. Let $u \in V^{h} \backslash V^{g}$ and $u^{\prime} \in V^{g} \backslash V^{h}$, then:

$$
\begin{aligned}
\delta_{g h}(u) & =\delta_{g}(u), \\
\delta_{g h}\left(u^{\prime}\right) & =\delta_{g} \delta_{h}\left(u^{\prime}\right)+\delta_{h}\left(u^{\prime}\right) .
\end{aligned}
$$

We can see that $\delta_{g}(u), \delta_{g} \delta_{h}\left(u^{\prime}\right) \in k u_{1}$ and $\delta_{h}\left(u^{\prime}\right) \in k u_{2}$. Since $\delta_{g}(u)$ and $\delta_{h}\left(u^{\prime}\right)$ are non-zero

$$
k u_{1}+k u_{2} \subseteq[g h, V] .
$$

Suppose that $\operatorname{dim}_{k}\left(k u_{1}+k u_{2}\right)=1$. Then $k u_{1}=k u_{2} \leq V^{g} \cap V^{h}$ and $G$ is a hook group with hyperplane $U$ and line $k u_{1}$. Assume $\operatorname{dim}_{k}\left(k u_{1}+k u_{2}\right)=2$. Then:

$$
[g h, V]=k u_{1}+k u_{2} .
$$

From this we know:

$$
\delta_{g h}(v)=\delta_{g}(v)+\delta_{h}(v)+\delta_{g} \delta_{h}(v) \in k u_{1}+k u_{2} .
$$

As $[h, V] \leq U$, we must have $\delta_{g} \delta_{h}(v) \leq k u_{1}$ and so for some $c_{1}, c_{2} \in k$ :

$$
\begin{aligned}
\delta_{g}(v)+\delta_{h}(v) & =c_{1} u_{1}+c_{2} u_{2}, \\
\delta_{h}(v) & =c_{1} u_{1}+c_{2} u_{2}-\delta_{g}(v) .
\end{aligned}
$$

As $[G, V]=[g, V]+[h, V]=\left\langle u_{1}, u_{2}, \delta_{g}(v), \delta_{h}(v)\right\rangle$ has dimension greater than two $\left\{u_{1}, u_{2}, \delta_{g}(v)\right\}$ must be linearly independent.

Looking at the action of $g h^{i}$ on $U$ for $2 \leq i \leq p-1$ we find that:

$$
\begin{aligned}
\delta_{g h^{i}}(u) & =\delta_{g}(u) \\
\delta_{g h^{i}}\left(u^{\prime}\right) & =i \delta_{h}\left(u^{\prime}\right)+i \delta_{g} \delta_{h}\left(u^{\prime}\right) .
\end{aligned}
$$

We see that $\delta_{g}(u), \delta_{g} \delta_{h}\left(u^{\prime}\right) \in k u_{1}$ and $\delta_{h}\left(u^{\prime}\right) \in k u_{2}$ so:

$$
\left[g^{i} h, V\right]=k u_{1}+k u_{2}
$$

Using Lemma 2.1.4 we find

$$
\begin{aligned}
\delta_{g h^{i}}(v) & =\delta_{g}(v)+i \delta_{h}(v)+\frac{i(i-1)}{2} \delta_{h}^{2}(v)+i \delta_{g} \delta_{h}(v)+\frac{i(i-1)}{2} \delta_{g} \delta_{h}^{2}(v) \\
& \in k u_{1}+k u_{2} .
\end{aligned}
$$

As $[h, V] \leq U$ we can see that:

$$
\delta_{h}^{2}(v) \in k u_{2}, \quad \delta_{g} \delta_{h}(v), \delta_{g} \delta_{h}^{2}(v) \in k u_{1}
$$

so for some $b_{1}, b_{2} \in k$

$$
\delta_{g}(v)+i \delta_{h}(v)=b_{1} u_{1}+b_{2} u_{2} .
$$

Substituting in $\delta_{h}(v)=c_{1} u_{1}+c_{2} u_{2}-\delta_{g}(v)$,

$$
(i-1) \delta_{g}(v)=\left(b_{1}-c_{1}\right) u_{1}+\left(b_{2}-c_{2}\right) u_{2}
$$

but then $\delta_{g}(v), u_{1}, u_{2}$ are not linearly independent and we have a contradiction.

Now we note what happens if our group generated by two elements is not a two-row, two-column or hook group.

Lemma 2.2.10. Let $G=\langle g, h\rangle$ be a p-group consisting of bireflections which is not a two-row, two-column or hook group, $p \neq 2$. Then $U=V^{g}+V^{h}$ has codimension one, $\delta_{h}(U), \delta_{g}(U) \nsubseteq U$ and $v \in V \backslash U, r \in U$ such that $\delta_{g}(U)=k v$, $\delta_{h}(U)=k(v+r)$. We can find $c \in k$ such that either:

$$
\delta_{g}(v)=-c r+(c-1) \delta_{h}(v+r)
$$

or

$$
\delta_{h}(v+r)=c r+(c-1) \delta_{g}(v) .
$$

Proof. Using Lemma 2.2.8 we know that if $G$ is not a two-row or two-column group then $U$ has codimension one. By Lemma 2.2.9 if $G$ is not a hook group then $\delta_{h}(U), \delta_{g}(U) \nsubseteq U$.

Let $v \in V$ such that $k v=\delta_{g}(U)$. As $\delta_{g}(U) \nsubseteq U$ we can write $V=U+k v$. As $\delta_{h}(U) \nsubseteq U$ we can find some $r \in U$ such that $\delta_{h}(U)=k(v+r)$.

We look at $g h \in G$. Let $u \in V^{h} \backslash V^{g}, u^{\prime} \in V^{g} \backslash V^{h}$ :

$$
\begin{aligned}
\delta_{g h}(u) & =\delta_{g}(u) \in k v, \\
\delta_{g h}\left(u^{\prime}\right) & =\delta_{h}\left(u^{\prime}\right)+\delta_{g} \delta_{h}\left(u^{\prime}\right) \in k\left(v+r+\delta_{g}(v+r)\right) .
\end{aligned}
$$

As $r \in U, \delta_{g}(r) \in k v$ so:

$$
k v+k\left(v+r+\delta_{g}(v)\right) \subseteq[g h, V] .
$$

Suppose

$$
\operatorname{dim}_{k}\left(k v+k\left(v+r+\delta_{g}(v)\right)=1\right.
$$

then:

$$
k\left(v+r+\delta_{g}(v)\right) \leq k v
$$

which would mean that $r+\delta_{g}(v) \in k v$. As $g$ is a bireflection and $v \in[g, V]$ we know that $\delta_{g}(v) \in \delta_{g}^{2}(V) \leq V^{g}$. Since $r, \delta_{g}(v) \in U$ this tells us $\delta_{g}(v)=-r$, so

$$
\delta_{g}(v)=-c r+(c-1) \delta_{h}(v+r)
$$

for $c=1$.
Suppose

$$
\operatorname{dim}_{k}\left(k v+k\left(v+r+\delta_{g}(v)\right)=2\right.
$$

then as $g h$ is a bireflection

$$
k v+k\left(v+r+\delta_{g}(v)\right)=[g h, V]
$$

and

$$
\begin{aligned}
\delta_{g h}(v+r) & =\delta_{g}(v+r)+\delta_{h}(v+r)+\delta_{g} \delta_{h}(v+r) \\
& \in k v+k\left(r+\delta_{g}(v)\right) .
\end{aligned}
$$

As $h$ is a bireflection $\delta_{h}(v+r) \in V^{h} \subseteq U$ and so $\delta_{g} \delta_{h}(v+r), \delta_{g}(r) \in k v$. We can find $c_{1}, c_{2} \in k$ such that:

$$
\delta_{h}(v+r)=c_{1}\left(r+\delta_{g}(v)\right)+c_{2} v-\delta_{g}(v) .
$$

As $v$ is the only term not in $U$, we can see $c_{2}=0$ and so if $c=c_{1}$ we have:

$$
\delta_{h}(v+r)=c r+(c-1) \delta_{g}(v)
$$

Lemma 2.2.11. Let $p \neq 2$ and let $G=\langle g, h\rangle \leq \operatorname{GL}(V)$ be a $p$-group. Then $G$ is a pure bireflection group if and only if one of the following holds:

- G is a hook group.
- $G$ is a two-row group.
- $G$ is a two-column group.
- $G$ is an exceptional group of type one, and $g$ and $h$ are a special pair.

Proof. If $G$ is a two-column, two-row or hook group then we can easily check it consists of bireflections (see Lemmas 2.5.2, 2.4.2 and 2.3.3) and exceptional groups consist of bireflections by definition. Suppose $G=\langle g, h\rangle$ isn't a two-row, two-column, hook or exceptional group. Using Lemma 2.2.10 $U=V^{g}+V^{h}$ has
codimension one, $\delta_{h}(U), \delta_{g}(U) \nsubseteq U$ and $v \in V \backslash U, r \in U$ such that $\delta_{g}(U)=k v$, $\delta_{h}(U)=k(v+r)$. We can choose $g, h$ such that:

$$
\delta_{h}(v+r)=c r+(c-1) \delta_{g}(v) .
$$

As we are assuming our group is not a two-row group this means that $v, r, \delta_{g}(v)$ are linearly independent.

As $r \in U$ we can find $s, t \in k$ such that:

$$
\delta_{h}(r)=s(v+r), \quad \delta_{g}(r)=t v .
$$

We will show that either:

- $c \neq 0$ and $s=t=0$,
- $c=0$ and $t=0$, or
- $c=0$ and $s=0$.

We do this by looking at the descending commutator series. Firstly we find that

$$
[G, V]=\left\langle v, r, \delta_{g}(v)\right\rangle
$$

We want to find $[G,[G, V]]$, so we look at

$$
\begin{aligned}
& \delta_{g}(v)=\delta_{g}(v) \\
& \delta_{g}(r)=t v \\
& \delta_{g}^{2}(v)=0 \\
& \delta_{h}(v)=(c-1) \delta_{g}(v)+c r-s(v+r), \\
& \delta_{h}(r)=s(v+r)
\end{aligned}
$$

This gives us

$$
[G,[G, V]] \geq\left\langle\delta_{g}(v), t v, c r, s(v+r)\right\rangle .
$$

As $G$ is a $p$-group we know that $\operatorname{dim}_{k}([G, V])>\operatorname{dim}_{k}([G,[G, V]]$, so two of $c, s, t$ must equal 0 .

First assume $c \neq 0, s=t=0$ so $r \in V^{G}$. We look at $g^{i} h \in G$ for $1<i \leq p-1$. Let $u \in U \backslash V^{g}, u^{\prime} \in U \backslash V^{h}$ then using Lemma 2.1.4:

$$
\begin{aligned}
\delta_{g^{i} h}(u) & =i \delta_{g}(u)+\frac{i(i-1)}{2} \delta_{g}^{2}(u), \\
\delta_{g^{i} h}\left(u^{\prime}\right) & =\delta_{h}\left(u^{\prime}\right)+i \delta_{g} \delta_{h}\left(u^{\prime}\right)+\frac{i(i-1)}{2} \delta_{g}^{2} \delta_{h}\left(u^{\prime}\right) .
\end{aligned}
$$

We have already found $\delta_{g}(v), v, r$ to be linearly independent, and

$$
\begin{aligned}
& i \delta_{g}(u)+\frac{i(i-1)}{2} \delta_{g}^{2}(u) \in k\left(2 v+(i-1) \delta_{g}(v)\right), \\
& \delta_{h}\left(u^{\prime}\right) \in k(v+r), \\
& i \delta_{g}(v+r)+\frac{i(i-1)}{2} \delta_{g}^{2}(v+r)=i \delta_{g}(v)
\end{aligned}
$$

so we can see that:

$$
\left[g^{i} h, V\right]=k\left(2 v+(i-1) \delta_{g}(v)\right)+k\left(v+r+i \delta_{g}(v)\right)
$$

This means that

$$
\begin{aligned}
\delta_{g^{i} h}(v) & =i \delta_{g}(v)+\delta_{h}(v)+i \delta_{g} \delta_{h}(v)+\frac{i(i-1)}{2} \delta_{g}^{2}(v)+\frac{i(i-1)}{2} \delta_{g}^{2} \delta_{h}(v) \\
& \in k\left(2 v+(i-1) \delta_{g}(v)\right)+k\left(v+r+i \delta_{g}(v)\right)
\end{aligned}
$$

We know that:

$$
\delta_{h}(v)=c r+(c-1) \delta_{g}(v), \quad \delta_{g}^{2}(v)=\delta_{g}(r)=0
$$

so for some $\alpha_{1}, \alpha_{2} \in k$ :

$$
(i+c-1) \delta_{g}(v)+c r=\alpha_{1}\left(2 v+(i-1) \delta_{g}(v)\right)+\alpha_{2}\left(v+r+i \delta_{g}(v)\right)
$$

Comparing $r$ terms $\alpha_{2}=c$, then comparing $v$ terms $\alpha_{1}=-\frac{c}{2}$. Looking at the $\delta_{g}(v)$ terms:

$$
\begin{aligned}
i+c-1 & =-\frac{c}{2}(i-1)+c i, \\
c(i-1) & =2(i-1), \\
c & =2 .
\end{aligned}
$$

Now we can see that:

$$
\operatorname{dim}_{k}(U)=n-1, \quad \operatorname{dim}_{k}\left(V^{g} \cap V^{h}\right)=n-3,
$$

and if we let $r_{1}=r, \delta_{g}(v)=r_{2}$ then:

$$
\begin{array}{ll}
\delta_{g}(U)=k v, & \delta_{g}(v)=r_{2} \\
\delta_{h}(U)=k\left(v+r_{1}\right), & \delta_{h}(v)=2 r_{1}+r_{2}
\end{array}
$$

and so $g, h$ are a special pair and $G$ is as described in Lemma 2.2.4 and is an exceptional group of type one.

Now suppose $c=0$. If $t=0$ we have:

$$
\delta_{h}(v+r)=-\delta_{g}(v+r) .
$$

As above let $u \in U \backslash V^{g}, u^{\prime} \in U \backslash V^{h}$ then:

$$
\begin{aligned}
\delta_{g^{i} h}(u) & =i \delta_{g}(u)+\frac{i(i-1)}{2} \delta_{g}^{2}(u), \\
\delta_{g^{i} h}\left(u^{\prime}\right) & =\delta_{h}\left(u^{\prime}\right)+i \delta_{g} \delta_{h}\left(u^{\prime}\right)+\frac{i(i-1)}{2} \delta_{g}^{2} \delta_{h}\left(u^{\prime}\right) .
\end{aligned}
$$

We know that

$$
\begin{aligned}
& i \delta_{g}(u)+\frac{i(i-1)}{2} \delta_{g}^{2}(u) \in k\left(2 v+(i-1) \delta_{g}(v)\right), \\
& \delta_{h}\left(u^{\prime}\right) \in k(v+r), \\
& \delta_{g}(r)=\delta_{g}^{2}(v)=0
\end{aligned}
$$

so we find:

$$
\left[g^{i} h, V\right]=k\left(2 v+(i-1) \delta_{g}(v)\right)+k\left(v+r+i \delta_{g}(v)\right)
$$

This means

$$
\begin{aligned}
\delta_{g^{i} h}(v) & =i \delta_{g}(v)+\delta_{h}(v)+i \delta_{g} \delta_{h}(v)+\frac{i(i-1)}{2} \delta_{g}^{2}(v)+\frac{i(i-1)}{2} \delta_{g}^{2}(v) \\
& \in k\left(2 v+(i-1) \delta_{g}(v)\right)+k\left(v+r+i \delta_{g}(v)\right)
\end{aligned}
$$

We know

$$
\begin{aligned}
& \delta_{h}(v)=-\delta_{g}(v)-s v-s r, \\
& \delta_{g}^{2}(v)=0, \\
& \delta_{g}(r)=0
\end{aligned}
$$

so for some $\alpha_{1}, \alpha_{2} \in k$ :

$$
(i-1-i s) \delta_{g}(v)-s v-s r=\alpha_{1}\left(2 v+(i-1) \delta_{g}(v)\right)+\alpha_{2}\left(v+r+i \delta_{g}(v)\right)
$$

Comparing $V$ and $r$ terms $\alpha_{2}=-s, \alpha_{1}=0$, but comparing $\delta_{g}(v)$ terms

$$
i-1-i s=-i s
$$

which only holds for $i=1$, so we have a contradiction.
If $s=0$ then we have:

$$
\delta_{h}(v)=-\delta_{g}(v)
$$

which can be dealt with using the symmetric argument to the one above where $t=0$.

We need to exclude $p=2$ in the above proposition as we can find additional groups, which don't exist in the odd $p$ case.

Example 2.2.12. Let $H:=\left\langle g_{1}, g_{2}\right\rangle$ where:

$$
g_{1}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right), \quad g_{2}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right) .
$$

We find that $H \cong C_{2} \times C_{2}$ so it is an abelian group of order four. This just leaves one non-identity element not given explicitly. As

$$
g_{1} g_{2}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right),
$$

we see that $H$ consists of bireflections but isn't a two-row, two-column or hook group.

Let

$$
h=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right) .
$$

The group $H$ is a maximal subgroup of the Nakajima group $G:=\left\langle g_{1}, g_{2}, h\right\rangle$ (see Chapter 3). Using Theorem 1.3.4 H has hypersurface invariant ring.

We now want to see what happens if our group has more than two generators. First we want to find non-transvection bireflections.

Lemma 2.2.13. Let $g_{1}, \ldots, g_{l}$ be bireflections such that $G=\left\langle g_{1}, \ldots, g_{l}\right\rangle$ is a p-group which isn't a one-row or one-column group. Then we can find $g \in G$ such that $V^{g}$ has codimension two.

Proof. By Proposition 8.2.12 of [31] $G$ consists of transvections if and only if it is either a one-row or one-column group. This means that either $g_{i}$ is not a transvection for some $1 \leq i \leq l$ or there exists $g \in G$ not a transvection which is a product of two transvections. Suppose for some $\gamma_{1}, \gamma_{2} \in V^{*}, u_{1}, u_{2} \in V$

$$
g=t_{u_{1}}^{\gamma_{1}} t_{u_{2}}^{\gamma_{2}} .
$$

If either $\gamma_{1} \in k \gamma_{2}$ or $u_{1} \in k u_{2}$ we see that $g$ is a transvection. Otherwise $V^{g}$ has codimension 2.

We want to be able to use Lemma 2.2.11 to help us with pure bireflection groups with more than two generators. The next lemma allows us to find a useful subgroup with two generators for groups which are not two-row or two-column groups.

Lemma 2.2.14. Let $G$ be a unipotent bireflection group which isn't a two-row or two-column group. Then we can find $g_{1}, g_{2} \in G$ such that $H=\left\langle g_{1}, g_{2}\right\rangle$ isn't a two-row or two-column group.

Proof. By the previous lemma we can pick $g \in G$ such that $V^{g}$ has codimension 2.

As $G$ is not a 2 -column group we can find $\sigma_{1} \in G$ such that $V^{g} \not \leq V^{\sigma_{1}}$. If also $\left[\sigma_{1}, V\right] \not \leq[g, V]$ then choose $g_{1}=g, g_{2}=\sigma_{1}$ and we are done. Otherwise, as $G$ is not a 2 -row group, we can find $\sigma_{2} \in G$ such that:

$$
\left[\sigma_{2}, V\right] \not \leq[g, V] .
$$

Either:

- $V^{g} \not \leq V^{\sigma_{2}}$, then pick $g_{1}=g, g_{2}=\sigma_{2}$,
- $V^{g} \leq V^{\sigma_{2}}$ and $\operatorname{dim}_{k}\left(V^{\sigma_{1}}\right)=\operatorname{dim}_{k}\left(V^{\sigma_{2}}\right)=n-2$, then $V^{g}=V^{\sigma_{2}}$ so $V^{\sigma_{2}} \not \leq V^{\sigma_{1}}$ so pick $g_{1}=\sigma_{1}, g_{2}=\sigma_{2}$, or
- $V^{g} \leq V^{\sigma_{2}}$ and either $\operatorname{dim}_{k}\left(V^{\sigma_{1}}\right)>n-2$ or $\operatorname{dim}_{k}\left(V^{\sigma_{2}}\right)>n-2$.

In the third case, as $V^{g} \not \leq V^{\sigma_{1}}, V^{g} \leq V^{\sigma_{2}}$ we can find $u \in V^{g} \backslash V^{\sigma_{1}}$ so:

$$
\sigma_{1} \sigma_{2}(u)=\sigma_{1}(u)
$$

so $u \notin V^{\sigma_{1} \sigma_{2}}$.
As $\left[\sigma_{1}, V\right] \leq[g, V]$ and $\left[\sigma_{2}, V\right] \not \leq[g, V]$ we can find some $v, r \in V$ such that $r \notin[g, V]:$

$$
\begin{aligned}
\sigma_{2}(v) & =v+r \\
\sigma_{1} \sigma_{2}(v) & =v+r+\delta_{\sigma_{1}}(v+r) .
\end{aligned}
$$

We know that $\delta_{\sigma_{1}}(v+r) \in\left[\sigma_{1}, V\right] \leq[g, V]$ and so $r+\delta_{\sigma_{1}}(v+r) \notin[g, V]$ therefore $V^{g} \not \leq V^{\sigma_{1} \sigma_{2}}$ and $\left[\sigma_{1} \sigma_{2}, V\right] \not \leq[g, V]$ so choose $g_{1}=g, g_{2}=\sigma_{1} \sigma_{2}$.

Now we are able to move up to looking at groups with three generators.

Lemma 2.2.15. Suppose $p$ is odd. Suppose $G=\left\langle g_{1}, g_{2}, h\right\rangle$ is a pure bireflection group such that $H=\left\langle g_{1}, g_{2}\right\rangle$ is a hook group with hyperplane $U$ and line $k v$ which isn't a two-row or two-column group. Then either:

- $G$ is a hook group with hyperplane $U$ and line $k v$,
- $G$ is an exceptional group of type one and either $g_{1}, h$ or $g_{2}, h$ are a special pair,
- $G$ is an exceptional group of type two and $g_{1}, g_{2}, h$ are double transvections.

Proof. Let $G_{1}=\left\langle g_{1}, h\right\rangle$ and $G_{2}=\left\langle g_{2}, h\right\rangle$. Suppose that neither $g_{1}, h$ or $g_{2}, h$ are special pairs (in which case $G$ is an exceptional group of type one). As both $G_{1}$ and $G_{2}$ must consist of bireflections up to duality we only need to consider the following four cases:

1. $G_{1}$ and $G_{2}$ two-column groups,
2. $G_{1}$ a two-row group, $G_{2}$ a two-column group,
3. $G_{1}$ a two-column group, $G_{2}$ a hook group but not a two-column or two-row group,
4. $G_{1}$ and $G_{2}$ hook groups which aren't two-column or two-row groups.

We will use that as $H$ is not a two-column or two-row group we can see by Lemma 2.2.8 that $U=V^{g_{1}}+V^{g_{2}}$, and we can find

$$
u_{1} \in V^{g_{1}} \backslash V^{g_{2}}, \quad u_{2} \in V^{g_{2}} \backslash V^{g_{1}}
$$

such that

$$
\delta_{g_{1}}\left(u_{2}\right)=\delta_{g_{2}}\left(u_{1}\right)=v .
$$

As $U$ is of codimension one there exists some $w \notin U$ such that

$$
\operatorname{dim}_{k}\left(k \delta_{g_{1}}(w)+k \delta_{g_{2}}(w)\right)=2
$$

Case 1 If $G_{1}$ and $G_{2}$ are two-column groups, then $V^{g_{1}} \leq V^{h}$ and $V^{g_{2}} \leq V^{h}$ and so

$$
V^{g_{1}}+V^{g_{2}}=U \leq V^{h}
$$

This means that $\delta_{h}(U)=\{0\}<k v$ and $G$ is a hook group with hyperplane $U$ and line $k v$.

Case 2 If $G_{1}$ is a two-row group and $G_{2}$ is a two-column group then

$$
[h, V] \leq\left[g_{1}, V\right] \leq U
$$

and $V^{g_{2}} \leq V^{h}$. We see that

$$
\begin{aligned}
& g_{1} g_{2} h(w)=w+\delta_{g_{1}}(w)+\delta_{g_{2}}(w)+\delta_{h}(w)+c_{1} v, \\
& g_{1} g_{2} h\left(u_{1}\right)=u+\delta_{h}\left(u_{1}\right)+c_{2} v, \\
& g_{1} g_{2} h\left(u_{2}\right)=u^{\prime}+v
\end{aligned}
$$

for some $c_{1}, c_{2} \in k$. As $G_{1}$ is a two-row group:

$$
\delta_{h}\left(u_{1}\right) \in\left\langle v, \delta_{g_{1}}(w)\right\rangle
$$

Suppose that $G$ not a hook group. Then $v, \delta_{h}\left(u_{1}\right)$ are linearly independent, so in order for $g_{1} g_{2} h$ to be a bireflection:

$$
\left[g_{1} g_{2} h, V\right]=\left\langle v, \delta_{h}\left(u_{1}\right)\right\rangle=\left\langle v, \delta_{g_{1}}(w)\right\rangle .
$$

This would mean that

$$
\begin{aligned}
& \delta_{g_{1}}(w)+\delta_{g_{2}}(w)+\delta_{h}(w)+c_{1} v \in\left\langle v, \delta_{g_{1}}(w)\right\rangle \\
& \delta_{g_{2}}(w) \in\left\langle v, \delta_{g_{1}}(w)\right\rangle
\end{aligned}
$$

and $G$ (and therefore $H$ ) is a two-row group, which is a contradiction.
Case 3 If $G_{2}$ is a hook group but not a two-row or two-column group then by Lemma 2.2 .8 it has hyperplane $U^{\prime}=V^{g_{2}}+V^{h}$. Suppose the line of $G_{2}$ is $k v^{\prime}$. If $G_{1}$ is a two-column group $V^{g_{1}} \leq V^{h}$ and so

$$
U=V^{g_{1}}+V^{g_{2}} \leq V^{h}+V^{g_{2}}=U^{\prime}
$$

As $\operatorname{dim}_{k}(U)=\operatorname{dim}_{k}\left(U^{\prime}\right)$ this means that $U=U^{\prime}$. As $\delta_{g_{2}}(U)=k v$ we see that $k v^{\prime}=k v$ and so $G$ is a hook group with hyperplane $U$ and line $k v$.

Case 4 Suppose $G_{1}$ and $G_{2}$ are both hook groups which are not two-row or twocolumn groups. Let $U_{1}=V^{g_{1}}+V^{h}, U_{2}=V^{g_{2}}+V^{h}$ be the hyperplanes of $G_{1}$ and $G_{2}$ with lines $k v_{1}$ and $k v_{2}$ respectively. If there exists $u \in\left(V^{h} \cap U\right) \backslash V^{g_{1}}$ then $u \in U_{1}$ so $U_{1}=V^{g}+k u=U, k v_{1}=k v$ and $\left\langle g_{1}, g_{2}, h\right\rangle$ is a hook group. Similarly if there exists $u \in\left(V^{h} \cap U\right) \backslash V^{g_{2}}$.

Assume this is not the case. If we take $u_{1}, u_{2}$ as defined above then $u_{1} \in U_{1} \backslash U_{2}$ and $u_{2} \in U_{2} \backslash U_{1}$. We can see

$$
U_{1}+U_{2}=U+U_{1}=U+U_{2}=V
$$

and by definition $\operatorname{dim}_{k}\left(U_{1}\right)=\operatorname{dim}_{k}\left(U_{2}\right)=\operatorname{dim}_{k}(U)=n-1$. From this we see that

$$
\operatorname{dim}_{k}\left(U_{1} \cap U_{2}\right)=n-2, \quad \operatorname{dim}_{k}\left(U \cap U_{1} \cap U_{2}\right)=n-3
$$

As $V^{h} \leq U_{1}, V^{h} \leq U_{2}$ and $\operatorname{dim}_{k}\left(V^{h}\right) \geq n-2$ we see that $U_{1} \cap U_{2}=V^{h}$. Similarly

$$
V^{g_{1}}=U \cap U_{1}, \quad V^{g_{2}}=U \cap U_{2} .
$$

We can assume $w \in V^{h} \backslash U$, and as $H$ not a two-row or two-column group, $\delta_{g_{1}}(w), \delta_{g_{2}}(w), v$ are linearly independent. Since $w \in U_{1} \cap U_{2}$ and we can see that $k v_{1}=k \delta_{g_{1}}(w) \in V^{h}, k v_{2}=k \delta_{g_{2}}(w) \in V^{h}$. Let $a_{1}, a_{2} \in k$ such that

$$
\delta_{h}\left(u_{1}\right)=a_{1} \delta_{g_{1}}(w), \quad \delta_{h}\left(u_{2}\right)=a_{2} \delta_{g_{2}}(w) .
$$

We now look at $G_{3}=\left\langle g_{1} g_{2}, h\right\rangle$ and see that

$$
\begin{aligned}
& g_{1} g_{2}(w)=w+\delta_{g_{1}}(w)+\delta_{g_{2}}(w)+\delta_{g_{1}} \delta_{g_{2}}(w) \\
& g_{1} g_{2}\left(u_{1}\right)=u_{1}+v \\
& g_{1} g_{2}\left(u_{2}\right)=u_{2}+v
\end{aligned}
$$

As

$$
\left[g_{1} g_{2}, V\right]=\left\langle\delta_{g_{1}}(w)+\delta_{g_{2}}(w), v\right\rangle \neq\left\langle\delta_{g_{1}}(w), \delta_{g_{2}}(w)\right\rangle=[h, V]
$$

we know that $G_{3}$ is not a two-row group. As

$$
\operatorname{dim}_{k}\left(V^{g_{1} g_{2}}\right)=\operatorname{dim}_{k}\left(V^{h}\right)=n-2
$$

and $w \in V^{g_{1} g_{2}} \backslash V^{h}$, we see that $G_{3}$ is not a two-column group either. By Lemma 2.2.8 this means that $U_{3}=V^{h}+V^{g_{1} g_{2}}$ has codimension one. As

$$
u_{1}-u_{2} \in V^{g_{1} g_{2}} \leq U_{3}
$$

and

$$
\delta_{h}\left(u_{1}-u_{2}\right)=\delta_{h}\left(u_{1}\right)-\delta_{h}\left(u_{2}\right)=a_{1} \delta_{g_{1}}(w)-a_{2} \delta_{g_{2}}(w) \in V^{h} .
$$

by Lemma 2.2 .9 we see that $G_{3}$ must be a hook group with line

$$
k\left(a_{1} \delta_{g_{1}}(w)-a_{2} \delta_{g_{2}}(w)\right)
$$

As $w \in V^{h} \leq U$ we find:

$$
k\left(a_{1} \delta_{g_{1}}(w)-a_{2} \delta_{g_{2}}(w)\right)=k\left(\delta_{g_{1}}(w)+\delta_{g_{2}}(w)+\delta_{g_{1}} \delta_{g_{2}}(w)\right)
$$

As $\delta_{g_{1}}(w), \delta_{g_{2}}(w), v$ are linearly independent and $\delta_{g_{1}} \delta_{g_{2}}(w) \in k v$ we see that

$$
\delta_{g_{1}} \delta_{g_{2}}(w)=\delta_{g_{2}} \delta_{g_{1}}(w)=0
$$

and $a_{1}=-a_{2}$.
Let $\gamma_{0}, \gamma_{1}, \gamma_{2} \in V^{*}$ such that:

$$
\begin{array}{ll}
\gamma_{0}(w)=1, & \operatorname{ker}\left(\gamma_{0}\right)=U \\
\gamma_{1}\left(u_{2}\right)=1, & \operatorname{ker}\left(\gamma_{1}\right)=U_{1} \\
\gamma_{2}\left(u_{1}\right)=1, & \operatorname{ker}\left(\gamma_{2}\right)=U_{2}
\end{array}
$$

Let $G^{\prime}=\left\langle\tilde{g_{1}}, \tilde{g_{2}}, \tilde{h}\right\rangle$ where

$$
\tilde{g_{1}}=t_{\delta_{g_{1}}(w)}^{\gamma_{0}} t_{v}^{\gamma_{1}}, \quad \tilde{g_{2}}=t_{\delta_{g_{2}}(w)}^{\gamma_{0}} t_{v}^{\gamma_{2}}, \quad \tilde{h}=t_{a_{1} \delta_{g_{2}}(w)}^{\gamma_{1}} t_{-a_{1} \delta_{g_{1}}(w)}^{\gamma_{2}},
$$

then $G^{\prime}$ is an exceptional group of type two. We can see that for $i=1,2$

$$
V^{\tilde{g_{i}}}=U \cap U_{i}=V^{g_{i}}
$$

and

$$
V^{\tilde{h}}=U_{1} \cap U_{2}=V^{h}
$$

We know that

$$
V=V^{g_{1}} \oplus k u_{2} \oplus k w=V^{g_{2}} \oplus k u_{1} \oplus k w=V^{h} \oplus k u_{1} \oplus k u_{2} .
$$

From the definition of $\tilde{g_{1}}$

$$
\begin{aligned}
\tilde{g}_{1}\left(u_{2}\right) & =u_{2}+v=g_{1}\left(u_{2}\right) \\
\tilde{g}_{1}(w) & =w+\delta_{g_{1}}(w)=g_{1}(w)
\end{aligned}
$$

and so $\tilde{g_{1}}=g_{1}$, similarly $\tilde{g_{2}}=g_{2}$ and $\tilde{h}=h$. This means that $G=G^{\prime}$ is an exceptional group of type two, and $g_{1}, g_{2}, h$ are double transvections.

We can finally now prove our main result of this section, the full classification of unipotent pure bireflection groups for $p \neq 2$.

Proof. (of Theorem 1.0.5) Suppose $G$ is not a two-row, two-column group or an exceptional group. By Lemma 2.2 .14 we can find $g_{1}, g_{2} \in G$ such that $\operatorname{dim}_{k}\left(V^{g_{1}} \cap V^{g_{2}}\right)<n-2$ and $\operatorname{dim}_{k}\left(\left[g_{1}, V\right]+\left[g_{2}, V\right]\right)>2$. Let $N:=\left\langle g_{1}, g_{2}\right\rangle$.

As $G$ (and therefore $N$ ) consists of bireflections by Lemma 2.2.11 $N$ must be a hook group with hyperplane $U$ for some $U \subset V$, and line $k v$ for some $v \in U^{N}$. As $G$ is not an exceptional group by Lemma 2.2.15 for any $g \in G,\langle g, N\rangle$ is a hook group with hyperplane $U$ and line $k v$. This means that

$$
[G, U] \leq k v \leq V^{G}
$$

and so $G$ is a hook group with hyperplane $U$ and line $k v$.

### 2.3 Two-column and two-row groups

Now that we know the groups consisting of bireflections for $p \neq 2$ we can start to look at them in more detail. Although we don't have the same classification
of pure bireflection groups, two-row, two-column and hook groups are still of interest for $p=2$, so we don't restrict to $p \neq 2$ for these sections. We start by looking at two-row groups.

Definition 2.3.1. Let $r_{1}, r_{2} \in V$ be linearly independent, $\zeta \in V$ be such that $\zeta\left(r_{1}\right)=1, \zeta\left(r_{2}\right)=0$. Then for all $\gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}, c \in k$ define $\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}, \zeta}=t_{r_{1}}^{\gamma_{1}} \tau_{r_{2}}^{\gamma_{2}} \zeta_{c r_{2}}^{\zeta}$. Let

$$
\begin{aligned}
K^{r_{1}, r_{2}, \zeta} & =\left\{\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}} \mid \gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}, c \in k\right\}, \\
L^{r_{1}, r_{2}} & =\left\{\kappa_{0, \gamma, 0}^{r_{1}, r_{2}, \zeta} \mid \gamma \in r_{1}^{\perp} \cap r_{2}^{\perp}\right\} .
\end{aligned}
$$

Where $r_{1}, r_{2}, \zeta$ are fixed in context we will write $\kappa_{\gamma_{1}, \gamma_{2}, c}$ for $\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}, \zeta}$.
We will see that for any two-row group $G$ we can choose $r_{1}, r_{2}$ and $\zeta$ such that $G \leq K^{r_{1}, r_{2}, \zeta}$, and that $Z\left(K^{r_{1}, r_{2}, \zeta}\right)=L^{r_{1}, r_{2}}$.

Lemma 2.3.2. Let $r_{1}, r_{2} \in V$ and $\zeta_{1}, \zeta_{2} \in V^{*}$ such that

$$
\begin{aligned}
& \zeta_{1}\left(r_{1}\right)=\zeta_{2}\left(r_{1}\right)=1, \\
& \zeta_{1}\left(r_{2}\right)=\zeta_{2}\left(r_{2}\right)=0 .
\end{aligned}
$$

Then

$$
K^{r_{1}, r_{2}, \zeta_{1}}=K^{r_{1}, r_{2}, \zeta_{2}}
$$

Proof. Let

$$
g=\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}, \zeta_{1}} \in K^{r_{1}, r_{2}, \zeta_{1}} .
$$

As $\zeta_{1}$ and $\zeta_{2}$ agree on $r_{1}$ and $r_{2}$ we can find $\gamma_{3} \in r_{1}^{\perp} \cap r_{2}^{\perp}$ such that

$$
\zeta_{1}=\zeta_{2}+\gamma_{3} .
$$

This means

$$
g=\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}, \zeta_{1}}=\kappa_{\gamma_{1}, \gamma_{2}+c \gamma_{3}, c}^{r_{1}, r_{2}, \zeta_{2}} \in K^{r_{1}, r_{2}, \zeta_{2}} .
$$

So $K^{r_{1}, r_{2}, \zeta_{1}} \leq K^{r_{1}, r_{2}, \zeta_{2}}$. A symmetric argument tells us that $K^{r_{1}, r_{2}, \zeta_{1}} \leq K^{r_{1}, r_{2}, \zeta_{1}}$ and so

$$
K^{r_{1}, r_{2}, \zeta_{1}}=K^{r_{1}, r_{2}, \zeta_{2}}
$$

From here on we shall write $K^{r_{1}, r_{2}}=K^{r_{1}, r_{2}, \zeta}$. we look at multiplication between the elements of this set.

Lemma 2.3.3. If we fix $r_{1}, r_{2}, \zeta$ then

1. $\kappa_{\gamma_{1}, \gamma_{2}, c}=\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}} \Leftrightarrow \gamma_{1}=\gamma_{1}^{\prime}, \gamma_{2}=\gamma_{2}^{\prime}$ and $c=c^{\prime}$.
2. $\kappa_{\gamma_{1}, \gamma_{2}, \kappa} \kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}=\kappa_{\hat{\gamma}_{1}, \hat{\gamma}_{2}, \hat{c}}$ where:

- $\hat{\gamma}_{1}=\gamma_{1}+\gamma_{1}^{\prime}$,
- $\hat{\gamma_{2}}=\gamma_{2}+\gamma_{2}^{\prime}+c \gamma_{1}^{\prime}$,
- $\hat{c}=c+c^{\prime}$.

3. $\kappa_{\gamma_{1}, \gamma_{2}, c}$ and $\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}$ commute iff $c \gamma_{1}^{\prime}=c^{\prime} \gamma_{1}$.
4. $\kappa_{\gamma_{1}, \gamma_{2}, c}^{-1}=\kappa_{-\gamma_{1}, c \gamma_{1}-\gamma_{2},-c}$.
5. $\kappa_{\gamma_{1}, \gamma_{2}, c} \kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}} \kappa_{\gamma_{1}, \gamma_{2}, c}^{-1} \kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}^{-1}=\kappa_{c \gamma_{2}^{\prime}-c^{\prime} \gamma_{2}, 0,0} \in L^{r_{1}, r_{2}}$.
6. For any $\kappa_{\gamma_{1}, \gamma_{2}, c} \in \mathrm{GL}(V)$ :

$$
\left|\kappa_{\gamma_{1}, \gamma_{2}, c}\right|= \begin{cases}p^{2}, & \text { if } p=2 \text { and } c \neq 0 \\ p, & \text { otherwise }\end{cases}
$$

Proof. 1. If $\kappa_{\gamma_{1}, \gamma_{2}, c}=\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}$ then:

$$
t_{r_{1}}^{\gamma_{1}} \hat{r}_{r_{2}}^{\gamma_{2}} t_{c r_{2}}^{\zeta}=t_{r_{1}}^{\gamma_{1}} t_{r_{2}^{\prime}}^{\gamma_{2}^{\prime}} t_{c^{\prime}}^{\zeta}
$$

As $r_{1}, r_{2}$ are linearly independent by Lemma 2.1.3

$$
\gamma_{1}=\gamma_{1}^{\prime}, \quad \gamma_{2}+c \zeta=\gamma_{2}^{\prime}+c^{\prime} \zeta^{\prime}
$$

$$
\text { so } \gamma_{2}-\gamma_{2}^{\prime}=\left(c-c^{\prime}\right) \zeta \text {. As } \gamma_{2}-\gamma_{2}^{\prime} \in r_{2}^{\perp}, \zeta \notin r_{2}^{\perp} \text { we see } c=c^{\prime} \text { and } \gamma_{2}=\gamma_{2}^{\prime} \text {. }
$$

2. If $g=\kappa_{\gamma_{1}, \gamma_{2}, c}$ and $h=\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}$ then

$$
\begin{aligned}
g h=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}} t_{c r_{2}}^{\zeta} r_{r_{1}}^{\gamma_{1}^{\prime}} \gamma_{r_{2}}^{\gamma_{2}^{\prime}} & =t_{r_{1}}^{\gamma_{1}} t_{r_{1}+c r_{2}}^{\gamma_{1}^{\prime}} t_{r_{2}}^{\gamma_{2}+\gamma_{2}^{\prime}} t_{\left(c+c^{\prime}\right) r_{2}}^{\zeta} \\
& =t_{r_{1}}^{\gamma_{1}+\gamma_{1}^{\prime}} t_{r_{2}}^{\gamma_{2}+\gamma_{2}^{\prime}+c \gamma_{1}^{\prime}} t_{\left(c+c^{\prime}\right) r_{2}}^{\zeta} .
\end{aligned}
$$

3.,4.,5. and 6. follow from 2 ..

We now move from looking at a set to looking at a group and its properties. Proposition 2.3.4. Let $G=\left\langle\kappa_{\gamma_{1}, \gamma_{2}, c} \mid \gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}, c \in k\right\rangle$. Then $G=K^{r_{1}, r_{2}}$ and $|G|=q^{2 n-3}$.

Proof. We know that $K^{r_{1}, r_{2}} \subseteq G$. By Proposition 2.3.3(2) all elements of the group can be written as $\kappa_{\gamma_{1}, \gamma_{2}, c}$ for some $\gamma_{1}, \gamma_{2}, c$, so $G=K^{r_{1}, r_{2}}$.

By Proposition 2.3.3(1) $\kappa_{\gamma_{1}, \gamma_{2}, c}=\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}$ if and only if $\gamma_{1}=\gamma_{1}^{\prime}, \gamma_{2}=\gamma_{2}^{\prime}$ and $c=c^{\prime}$. This means that

$$
\left|K^{r_{1}, r_{2}}\right|=\left|r_{1}^{\perp} \cap r_{2}^{\perp}\right|^{2} \cdot|k|=\left(q^{n-2}\right)^{2} q=q^{2 n-3} .
$$

We want to see when different choices of $r_{1}, r_{2}$ determine different groups.
Lemma 2.3.5. Let $r_{1}, r_{2}, u_{1}, u_{2} \in V, G=K^{r_{1}, r_{2}}$ and $H=K^{u_{1}, u_{2}}$. Then $G=H$ if and only if $k r_{2}=k u_{2}$ and

$$
\left\langle r_{1}, r_{2}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle .
$$

Proof. Let $\zeta_{1}, \zeta_{2} \in V^{*}$ such that $\zeta_{1}\left(r_{2}\right)=\zeta_{2}\left(u_{2}\right)=0$ and $\zeta_{1}\left(r_{1}\right)=\zeta_{2}\left(u_{1}\right)=1$.
Suppose to start with that $k r_{2}=k u_{2}$ and

$$
\left\langle r_{1}, r_{2}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle .
$$

Firstly we note that this means $r_{1}=a_{1} u_{1}+a_{2} u_{2}$ and $r_{2}=a_{3} u_{2}$ with $a_{1}, a_{3} \neq 0$. Also

$$
r_{1}^{\perp} \cap r_{2}^{\perp}=u_{1}^{\perp} \cap u_{2}^{\perp} .
$$

For any $g \in G$ we can write $g=\kappa_{\gamma_{1}, \gamma_{2}, c}^{r_{1}, r_{2}, \zeta_{1}} \in K^{r_{1}, r_{2}}$ for some $\gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}$, $c \in k$. Using Lemma 2.1.2 this means that

$$
g=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}} t_{c r_{2}}^{\zeta_{1}}=t_{a_{1} u_{1}+a_{2} u_{2}}^{\gamma_{1}} t_{a_{3} r_{2}}^{\gamma_{2}} t_{c r_{2}}^{\zeta_{1}}=t_{u_{1}}^{a_{1} \gamma_{1}} t_{u_{2}}^{a_{3} \gamma_{2}+a_{2} \gamma_{1}} t_{c a_{3} u_{2}}^{\zeta_{1}} .
$$

As $k r_{2}=k u_{2}$ we can see that $\zeta_{1}\left(u_{2}\right)=0$. Then

$$
\zeta_{1}\left(a_{1} u_{1}+a_{2} u_{2}\right)=a_{1} \zeta_{1}\left(u_{1}\right)=1
$$

and $\zeta_{1}\left(u_{1}\right)=1 / a_{1}$. Let $b=1 / a_{1}$. As $\zeta_{1}$ and $b \zeta_{2}$ agree on $r_{1}, r_{2}$ we can find some $\gamma_{3} \in r_{1}^{\perp} \cap r_{2}^{\perp}$ such that $\zeta_{1}=\gamma_{3}+b \zeta_{2}$. Using Lemma 2.1.2

$$
\begin{aligned}
g & =t_{u_{1}}^{a_{1} \gamma_{1}} t_{u_{2}}^{a_{3} \gamma_{2}+a_{2} \gamma_{1}} t_{c r_{2}}^{\zeta_{1}} \\
& =t_{u_{1}}^{a_{1} \gamma_{1}} t_{u_{2}}^{a_{3} \gamma_{2}+a_{2} \gamma_{1}} t_{c a_{3} u_{2}}^{\gamma_{3}+b \zeta_{2}} \\
& =t_{u_{1}}^{a_{1} \gamma_{1}} t_{u_{2}}^{a_{3} \gamma_{2}+a_{1} \gamma_{1}} t_{c c_{3} u_{2}}^{\gamma_{3}} t_{b b_{3} u_{3} u_{2}}^{\zeta_{2}} \\
& =t_{u_{1}}^{a_{1} \gamma_{1}} t_{u_{2}}^{a_{3} \gamma_{2}+a_{1} \gamma_{1}+c a_{3} \gamma_{3}} t_{b c a_{3} u_{2}}^{\zeta_{2}} \\
& =\kappa_{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, c^{\prime}}^{u_{1}, \zeta_{2}} H,
\end{aligned}
$$

where

$$
\begin{aligned}
\gamma_{1}^{\prime} & =a_{1} \gamma_{1}, \\
\gamma_{2}^{\prime} & =a_{3} \gamma_{2}+a_{1} \gamma_{1}+c a_{3} \gamma_{3} \\
c^{\prime} & =b c a_{3} .
\end{aligned}
$$

This means for any $g \in G, g \in H$. We can use the symmetric argument to show that for any $h \in H, h \in G$ and so $G=H$.

Suppose that

$$
\left\langle r_{1}, r_{2}\right\rangle \neq\left\langle u_{1}, u_{2}\right\rangle .
$$

This means that

$$
[G, V] \neq[H, V]
$$

and so $G \neq H$. Suppose that

$$
\left\langle r_{1}, r_{2}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle
$$

but $k r_{2} \neq k u_{2}$. This means that

$$
k r_{2}=[G, V]^{G} \neq[H, V]^{H}=k u_{2}
$$

so $G \neq H$.
Clearly $K^{r_{1}, r_{2}}$ is a two-row group for any $r_{1}, r_{2} \in V$. We check that any two-row group can be written as a subgroup of $K^{r_{1}, r_{2}}$ for some $r_{1}, r_{2} \in V$.

Lemma 2.3.6. Let $H$ be a two-row group. If

$$
[H, V]^{H}=[H, V]
$$

then $H \leq K^{r_{1}, r_{2}}$ for any $r_{1}, r_{2} \in V$ such that

$$
[H, V]=\left\langle r_{1}, r_{2}\right\rangle
$$

If

$$
k v=[H, V]^{H}<[H, V]
$$

then $H \leq K^{r_{1}, r_{2}}$ for any $r_{2} \in k v$ and $r_{1} \in V$ such that

$$
[H, V]=\left\langle r_{1}, r_{2}\right\rangle
$$

Proof. Suppose $H$ is a two-row group with

$$
[H, V]^{H}=[H, V] .
$$

If we choose any $r_{1}, r_{2} \in V$ such that

$$
[H, V] \leq\left\langle r_{1}, r_{2}\right\rangle
$$

then any $h \in H$ can be written as

$$
h=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}
$$

for some $\gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}$. Then for any $\zeta \in V^{*}$ such that $\zeta\left(r_{1}\right)=1$ and $\zeta\left(r_{2}\right)=0$

$$
h=t_{r_{1}}^{\gamma_{1}} \gamma_{r_{2}}^{\gamma_{2}}=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}} t_{0}^{\zeta}=\kappa_{\gamma_{1}, \gamma_{2}, 0}^{r_{1}, r_{2}, \zeta} \in K^{r_{1}, r_{2} .}
$$

This means that $H \leq K^{r_{1}, r_{2}}$.
Suppose that $H$ is a two-row group with

$$
k v=[H, V]^{H}<[H, V] .
$$

If we choose any $r_{2} \in k v$ and $r_{1} \in V$ such that

$$
[H, V]=\left\langle r_{1}, r_{2}\right\rangle
$$

then we can write and $h \in H$ as

$$
h=t_{r_{1}}^{\gamma_{1}} \hat{r}_{r 2}^{\gamma_{2}}
$$

for some $\gamma_{1} \in r_{1}^{\perp} \cap r_{2}^{\perp}, \gamma_{2} \in V^{*}$. If $\gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp}$ then $h \in K^{r_{1}, r_{2}}$ by the above argument. If $\gamma_{2}\left(r_{1}\right)=c \neq 0$ then let $\zeta=\frac{1}{c} \gamma_{2}$ and write

$$
h=t_{r_{1}}^{\gamma_{1}} t_{r_{2}}^{0} t_{c r_{2}}^{\zeta}=\kappa_{\gamma_{1}, 0, c}^{r_{1}, r_{2}, \zeta}
$$

so $h \in K^{r_{1}, r_{2}}$ and $H \leq K^{r_{1}, r_{2}}$.
Proposition 2.3.7. For $n \geq 3$ if $G=K^{r_{1}, r_{2}}$ then it is a special group with:

$$
Z(G)=\Phi(G)=[G, G]=L^{r_{1}, r_{2}}
$$

Proof. As $G$ is a $p$-group we know that $\Phi(G)=G^{p}[G, G]$. We have shown in Proposition 2.3.3 that $[G, G] \leq L^{r_{1}, r_{2}}$, and that $G^{p}=\{e\}$ for $p$ odd and $G^{p} \leq L^{r_{1}, r_{2}}$ for $p$ even. Putting this together we find that $\Phi(G) \leq L^{r_{1}, r_{2}}$.

For $\gamma \in r_{1}^{\perp} \cap r_{2}^{\perp}$ take $g_{1}=\kappa_{\gamma, 0,0}$ and $g_{2}=\kappa_{0,0,1}$ then $g_{1} g_{2} g_{1}^{-1} g_{2}^{-1}=\kappa_{0, \gamma, 0}$ so

$$
[G, G]=L^{r_{1}, r_{2}}=\Phi(G)
$$

If $g \in L^{r_{1}, r_{2}}$ then it commutes with all elements $\kappa_{\gamma_{1}, \gamma_{2}, c}$ so $L^{r_{1}, r_{2}} \leq Z(G)$. If we choose $\kappa_{\gamma_{1}, \gamma_{2}, c} \in Z(G)$ then for any $\gamma_{1}^{\prime}, c^{\prime}$ we have that $c \gamma_{1}^{\prime}=c^{\prime} \gamma_{1}$ so $\gamma=0$ and $c=0$, so $\kappa_{\gamma_{1}, \gamma_{2}, c} \in L^{r_{1}, r_{2}}$ and $Z(G)=L^{r_{1}, r_{2}}=\Phi(G)=[G, G] . G$ is a special $p$-group.

We can see that for any $\gamma_{1}, \gamma_{2} \in V^{*}, G=\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$ is a two-row group. Results for two-column groups can be obtain by dualising the results of this section using Lemma 2.0.5.

### 2.4 Hook groups

We now move on to look at properties of hook groups. First we establish some notation.

Definition 2.4.1. Let $U<V^{*}$ be a subspace of codimension 1 and fix $0 \neq v \in U$ and $w \in V^{*} \backslash U$. For every $\lambda \in v^{\perp} \cap w^{\perp}$ and $u \in U$ define $b_{u, \lambda}^{w, U, v} \in \operatorname{GL}(V)$ by:

$$
\begin{aligned}
b_{u, \lambda}^{w, U, v}(w) & =w+u \\
\left.b_{u, \lambda}^{w, U, v}\right|_{U} & =t_{v}^{\lambda}
\end{aligned}
$$

so that $b_{u, \lambda}^{w, U, v}\left(u^{\prime}\right)=u^{\prime}+u^{\prime}(\lambda) v$ for any $u^{\prime} \in U$.
Choose $w^{*} \in V^{*}$ such that $w^{*}(w)=1$ and $U=\operatorname{ker}\left(w^{*}\right)$. For $c \in k$ we can then
define:

$$
\begin{aligned}
\mathcal{B}_{c}^{w, U, v} & :=\left\{b_{u, \lambda}^{w, U, v} \mid \lambda \in v^{\perp} \cap w^{\perp}, \lambda(u)=c\right\}, \\
B^{U, v} & :=\left\{b_{u, \lambda}^{w, U, v} \mid \lambda \in v^{\perp} \cap w^{\perp}, u \in U\right\}, \\
R_{\hat{v}, U} & :=\left\{t_{a v}^{w^{*}} \mid a \in k\right\}=\left\{b_{a v, 0}^{w, U, v} \mid a \in k\right\} .
\end{aligned}
$$

Note that we have chosen hyperplane $U$ and line $k v$ to be in the dual space $W=V^{*}$. This is to ease in calculations of invariant rings later on. As hook groups are self dual we would achieve the same results by specifying a hyperplane and line in $V$.

For $c \neq 0$ the elements of $\mathcal{B}_{c}^{w, U, v}$ are index 3 bireflections. If $w, U, v$ are fixed in context we will write $b_{u, \lambda}$ and $\mathcal{B}_{c}$ instead of $b_{u, \lambda}^{w, U, v}$ and $\mathcal{B}_{c}^{w, U, v}$.

We look at multiplication of the elements of $B^{U, v}$.
Lemma 2.4.2. If we fix $w, U, v$ then

1. $b_{u, \lambda}=b_{u^{\prime}, \lambda^{\prime}} \Leftrightarrow u=u^{\prime}$ and $\lambda=\lambda^{\prime}$,
2. $b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}=b_{\hat{u}, \hat{\lambda}}$ where $\hat{\lambda}=\lambda+\lambda^{\prime}$ and $\hat{u}=u+u^{\prime}+\lambda\left(u^{\prime}\right) v$,
3. $b_{u, \lambda}$ and $b_{u^{\prime}, \lambda^{\prime}}$ commute iff $\lambda\left(u^{\prime}\right)=\lambda^{\prime}(u)$,
4. $b_{u, \lambda}^{-1}=b_{-u+\lambda(u) v, \lambda}$,
5. $b_{u^{\prime}, \lambda^{\prime}} b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}^{-1} b_{h, \lambda}^{-1}=b_{\left(\lambda^{\prime}(u)-\lambda\left(u^{\prime}\right)\right) v, 0} \in R_{\hat{v}, U}$,
6. For $b_{u, \lambda} \in \mathcal{B}_{c}$

$$
\left|b_{u, \lambda}\right|= \begin{cases}p^{2}, & \text { if } p=2 \text { and } c \neq 0 \\ p, & \text { otherwise }\end{cases}
$$

Proof. 1. If $b_{u, \lambda}=b_{u^{\prime}, \lambda^{\prime}}$ then:

$$
\begin{aligned}
w+u & =w+u^{\prime} \\
u & =u^{\prime} .
\end{aligned}
$$

For any $s \in U$ we find

$$
\begin{aligned}
s+\lambda(s) v & =s+\lambda^{\prime}(s) v \\
\lambda(s) v & =\lambda^{\prime}(s) v,
\end{aligned}
$$

so $\lambda=\lambda^{\prime}$.
2. Let $\hat{\lambda}=\lambda+\lambda^{\prime}$ and $\hat{u}=u+u^{\prime}+\lambda\left(u^{\prime}\right) v$. We can look at the action of $b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}$ on $w$ and on $U$. We start with $w$ :

$$
\begin{aligned}
b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}(w) & =b_{u, \lambda}\left(w+u^{\prime}\right) \\
& =w+\left(u+u^{\prime}+\lambda\left(u^{\prime}\right) v\right) \\
& =b_{\hat{u}, \hat{\lambda}}(w) .
\end{aligned}
$$

Let $s \in U$ then

$$
\begin{aligned}
b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}(s) & =b_{u, \lambda}(s+\lambda(s) v) \\
& =s+\left(\lambda(s)+\lambda^{\prime}(s)\right) v \\
& =b_{\hat{u}, \hat{\lambda}}(s)
\end{aligned}
$$

so $b_{u, \lambda} b_{u^{\prime}, \lambda^{\prime}}=b_{\hat{u}, \hat{\lambda}}$.
3.,4.,5.,6. follow from 2.

We see that $B^{U, v}$ is closed under multiplication, the next few propositions look at it's group structure.

Proposition 2.4.3. Let $G=\left\langle b_{u, \lambda} \mid u \in U, \lambda \in v^{\perp} \cap w^{\perp}\right\rangle$. Then $G=B^{U, v}$ and $|G|=q^{2 n-1}$.

Proof. From the definition of $G$,

$$
\left\{b_{u, \lambda} \mid u \in U, \lambda \in v^{\perp} \cap w^{\perp}\right\} \subseteq G .
$$

By Proposition 2.4.2(2) all elements of the group can be written as $b_{u, \lambda}$ for some $u, \lambda$, so

$$
G=\left\{b_{u, \lambda} \mid u \in U, \lambda \in v^{\perp} \cap w^{\perp}\right\} .
$$

By Proposition 2.4.2(1) $b_{u, \lambda}=b_{u^{\prime}, \lambda^{\prime}}$ if and only if $u=u^{\prime}$ and $\lambda=\lambda^{\prime}$ so

$$
\begin{aligned}
\left|\left\{b_{u, \lambda} \mid u \in U, \lambda \in v^{\perp} \cap w^{\perp}\right\}\right| & =|\{u \in U\}| \cdot\left|\left\{\lambda \in v^{\perp} \cap w^{\perp}\right\}\right| \\
& =q^{n-1} q^{n-2}=q^{2 n-3} .
\end{aligned}
$$

Proposition 2.4.4. For $n \geq 3$, the group $G=B^{U, v}$ is a special group with:

$$
Z(G)=\Phi(G)=[G, G]=R_{\hat{v}, U}
$$

Proof. As $G$ is a $p$-group we know that $\Phi(G)=G^{p}[G, G]$. We have shown in Proposition 2.4.2 that $[G, G] \leq R_{\hat{v}, U}$, and that $G^{p}=\{e\}$ for $p$ odd and $G^{p} \leq R_{\hat{v}, U}$ for $p$ even. So we have that $\Phi(G) \leq R_{\hat{v}, U}$.

Let $u \in V$, for any $d \in k$ we can choose $\lambda \in V^{*}$ such that $\lambda(u)=-d$. Then $b_{u, 0}, b_{0, \lambda} \in G$ and:

$$
b_{u, 0} b_{0, \lambda} b_{u, 0}^{-1} b_{0, \lambda}^{-1}=b_{d v, 0} \in R_{\hat{v}, U} .
$$

so $[G, G]=R_{\hat{v}, U}=\Phi(G)$.
If $t \in R_{\hat{v}, U}$ then it commutes with all elements $b_{u, \lambda}$ so $R_{\hat{v}, U} \leq Z(G)$. If we choose $b_{u, \lambda} \in Z(G)$ then for any $u^{\prime}, \lambda^{\prime}$ we know $\lambda\left(u^{\prime}\right)=\lambda^{\prime}(u)$. This can only happen if $u=c v$ and $\lambda=0$, so $b_{u, \lambda} \in R_{\hat{v}, U}$ and

$$
Z(G)=R_{\hat{v}, U}=\Phi(G)=[G, G] .
$$

This means that $G$ is a special $p$-group.
We know that $B^{U, v}$ is special, for $k=\mathbb{F}_{p}$ it is extra special so we know we can write it as a central product of copies of extraspecial groups of order $p^{3}$.

Lemma 2.4.5. Let $k=\mathbf{F}_{p}, n \geq 3$ and $G=B^{U, v}$. If $p=2$ then

$$
G \cong \underbrace{D_{8} * D_{8} * \ldots * D_{8}}_{n-2 \text { copies }}
$$

Otherwise

$$
G \cong \underbrace{M(p) * M(p) * \ldots * M(p)}_{n-2 \text { copies }} .
$$

Proof. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis for $V$ such that $e_{1}=v$ and $\left\langle e_{1}, \ldots, e_{n-1}\right\rangle=U$. For $1 \leq i \leq n-2$ let

$$
H_{i}=\left\langle b_{e_{i+1}, 0}, b_{0, e_{i+1}^{*}}\right\rangle
$$

The $H_{i}$ are groups of order $p^{3}$ and we can check using Lemma 2.4.2 that

$$
\left[H_{i}, H_{i}\right]=Z\left(H_{i}\right)=R_{\hat{v}, U}
$$

This means that $H_{i}$ is extraspecial for $1 \leq i \leq n-2$. If $p=2$ then as $\left|b_{u, 0}\right|=2$ and $b_{u, 0} \notin \Phi\left(H_{i}\right)$ we see that $H_{i} \cong D_{8}$. If $p$ is odd then as all elements have order $p, H_{i} \cong M(p)$.

Let $H=H_{1} H_{2} \ldots H_{n-2}$. For any $2 \leq i, j \leq n-1, i \neq j$ we see $Z\left(H_{i}\right)=Z\left(H_{j}\right)$, and $H_{i}$ centralises $H_{j}$ so for $p$ even

$$
H \cong \underbrace{D_{8} * D_{8} * \ldots * D_{8}}_{n-2 \text { copies }}
$$

and for $p$ odd

$$
H \cong \underbrace{M(p) * M(p) * \ldots * M(p)}_{n-2 \text { copies }}
$$

Clearly $H \leq G$ and $|H|=p^{2 n-1}=|G|$ so $H=G$.
The next Proposition relates $\mathcal{B}_{c}$ and $B^{U, v}$. It is useful when looking for generators of $B^{U, v}$.

Proposition 2.4.6. Let $n>3$. For $c \in k$ let $G_{c}=\left\langle\mathcal{B}_{c}\right\rangle$. Then $G_{c}=B^{U, v}$.

Proof. We know $G_{c} \leq B^{U, v}$. We will show that for any element $b_{u, \lambda} \in B^{U, v}$, $b_{u, \lambda} \in G_{c}$ and so $B^{U, v} \leq G_{c}$.

Since $\operatorname{dim}_{k}(V)=n>3$ we can choose $u^{\prime}, \lambda^{\prime}$ such that:

$$
\begin{aligned}
\lambda^{\prime}\left(u^{\prime}\right) & =c, \\
\lambda^{\prime}(u) & =0, \\
\lambda\left(u^{\prime}\right) & =0,
\end{aligned}
$$

so $b_{u^{\prime}, \lambda^{\prime}}, b_{u^{\prime}+u, \lambda^{\prime}}, b_{u^{\prime}, \lambda+\lambda^{\prime}} \in \mathcal{B}_{c}$. Then:

$$
\begin{aligned}
b_{u^{\prime}+u, \lambda^{\prime}} b_{u^{\prime}, \lambda^{\prime}}^{-1} & =b_{u, 0} \in G_{c}, \\
b_{u^{\prime}, \lambda^{\prime}+\lambda} b_{u^{\prime}, \lambda^{\prime}}^{-1} & =b_{0, \lambda} \in G_{c}, \\
b_{u, 0} b_{0, \lambda} & =b_{u, \lambda} \in G_{c} .
\end{aligned}
$$

We now look at some subgroups of $B^{U, v}$.
Proposition 2.4.7. Let $G=\left\langle b_{1}, \ldots, b_{l}\right\rangle$, where $b_{i}=b_{u_{i}, \lambda_{i}} \in B^{U, v}$ for $1 \leq i \leq l$ minimally generate $G$. Then $p^{l} \leq|G| \leq p^{l+r}$

Proof. As $G$ is a $p$-group $\Phi(G)=G^{p}[G, G]$. We know that $G^{p} \leq R_{\hat{v}, U}$ and $[G, G] \leq R_{\hat{v}, U}$ so $\Phi(G) \leq R_{\hat{v}, U}$ and $1 \leq|\Phi(G)| \leq q$.

By [1, Theorem 23.1] $\langle X\rangle=G$ if and only if $\langle X, \Phi(G)\rangle=G$. As $G / \Phi(G)$ is elementary abelian this means if $l$ is the minimal number of generators then $|G / \Phi(G)|=p^{l}$, and so $p^{l} \leq|G| \leq q p^{l}=p^{l+r}$.

Proposition 2.4.8. 1. Let $G=\left\langle b_{1}, \ldots, b_{l}, R_{\hat{v}, U}\right\rangle$ where the set of $b_{i}=b_{h_{i}, \lambda_{i}} \in$ $B^{U, v}$ for $1 \leq i \leq l$, and the $b_{i}$ 's and $R_{\hat{v}, U}$ minimally generate $G$. Then $|G|=p^{l+r}$.
2. Let $G=\left\langle b_{1}, \ldots, b_{l}\right\rangle$ where the set of $b_{i}=b_{h_{i}, \lambda_{i}} \in B^{U, v}$ for $1 \leq i \leq l$, and the $b_{i}$ 's minimally generate $G$. Suppose $[G,[G, V]]=0$, then $|G|=p^{l}$.

Proof. 1. Since $\Phi(G) \leq R_{\hat{v}, U} \leq Z(G), G / R_{\hat{v}, U}$ is elementary abelian of order $p^{l}$ and $\left|R_{\hat{v}, U}\right|=q=p^{r}$, so $|G|=p^{l+r}$.
2. If $[G,[G, V]]=0$ it can be seen from Proposition 2.4.2 that $G$ is elementary abelian and if it is minimally generated by $l$ elements it has order $p^{l}$.

### 2.5 Exceptional groups of type one

We now look at the exceptional groups of type one. In Lemma 2.2.4 we see that a group generated by a exceptional pair $G=\langle g, h\rangle$ for $p=2$ is quite different to a group generated by a special pair for odd $p$. To start with we note that $g$ and $h$ have order $p^{2}$ and not order $p$. The centre of $G$ also has order $p^{2}$ rather than $p$, and $G$ is not an extra-special group. The types of bireflection we find are also quite different:

$$
g h g^{-1} h^{-1}=t_{r_{2}}^{\gamma_{1}} t_{r_{2}}^{\gamma_{2}}
$$

is a transvection and not a double transvection for $p=2$. We will see in the odd case that exceptional groups do not contain any transvections (Lemma 2.5.9). For even $p$ the exceptional groups of type one are part of a larger family of pure bireflection groups containing a pair of elements

$$
g=t_{u_{1}}^{\zeta_{1}} t_{u_{3}}^{\zeta_{3}}, \quad h=t_{u_{2}}^{\zeta_{2}} t_{u_{3}}^{\zeta_{3}^{3}}
$$

for $\zeta_{1}, \zeta_{2}, \zeta_{3} \in V^{*}, u_{1}, u_{2}, u_{3} \in V$. We have already seen another one of these groups in Example 2.2.12 but we will not look at them in any detail.

We will restrict to $p \neq 2$ for this section, we also need $n \geq 5$ for our definition of an exceptional group of type one to make sense. We start by defining some groups containing a special pair, and then show that these are the only possible exceptional groups of type one.

Definition 2.5.1. Define linearly independent sets

$$
\mathbf{r}=\left\{r_{1}, r_{2}, v\right\} \text { and } \gamma=\left\{\gamma_{1}, \gamma_{2}, v^{*}\right\}
$$

with $r_{1}, r_{2}, v \in V, \gamma_{1}, \gamma_{2} \in r_{1}^{\perp} \cap r_{2}^{\perp} \cap v^{\perp}$ such that $v^{*} \in r_{1}^{\perp} \cap r_{2}^{\perp}$ and $v^{*}(v)=1$. For all $l, m, n \in k$ define $\chi_{l, m, n}^{\mathbf{r}, \gamma}$ by:

$$
\chi_{l, m, n}^{\mathbf{r}, \gamma}=t_{\alpha_{1}}^{\gamma_{1}} t_{\alpha_{3}}^{\gamma_{2}} t_{\alpha_{2}}^{v^{*}}
$$

where

$$
\begin{aligned}
& \alpha_{1}=l v-2 n r_{1}+\frac{l(l-1)-2 n}{2} r_{2}, \\
& \alpha_{2}=m v+m^{2} r_{1}+\frac{m(m-1+2 l)+2 n}{2} r_{2} \\
& \alpha_{3}=2 m r_{1}+(m+l) r_{2}
\end{aligned}
$$

Define:

$$
\begin{aligned}
X^{\mathbf{r}, \gamma} & =\left\{\chi_{l, m, n}^{\mathbf{r}, \gamma} \mid l, m, n \in k\right\}, \\
J_{\mathbf{r}, \gamma} & =\left\{\chi_{0,0, n}^{\mathbf{r}, \gamma} \mid n \in k\right\} .
\end{aligned}
$$

If $\mathbf{r}, \gamma$ are fixed in context we will write $\chi_{l, m, n}$.
Note that for all $l, m, n \in k$

$$
2 m \alpha_{1}-2 l \alpha_{2}+(2 n+m l) \alpha_{3}=0
$$

and so $\chi_{l, m, n}$ is a bireflection.

Lemma 2.5.2. For fixed $\mathbf{r}, \gamma$ we have:

1. $\chi_{l, m, n}=\chi_{l^{\prime}, m^{\prime}, n^{\prime}} \Leftrightarrow l=l^{\prime}, m=m^{\prime}, n=n^{\prime}$,
2. $\chi_{l, m, n} \chi_{l^{\prime}, m^{\prime}, n^{\prime}}=\chi_{l+l^{\prime}, m+m^{\prime}, n+n^{\prime}-m l^{\prime}}$,
3. $\chi_{l, m, n}$ and $\chi_{l^{\prime}, m^{\prime}, n^{\prime}}$ commute iff $m l^{\prime}=m^{\prime} l$,
4. $\chi_{l, m, n}^{-1}=\chi_{-l,-m,-n-m l}$,
5. $\chi_{l, m, n} \chi_{l^{\prime}, m^{\prime}, n^{\prime}} \chi_{l, m, n}^{-1} \chi_{l^{\prime}, m^{\prime}, n^{\prime}}^{-1}=\chi_{0,0, l m^{\prime}-l^{\prime} m}$.

Proof. 1. This is a direct application of Lemma 2.1.3.
2. Let $l, m, n, l^{\prime}, m^{\prime}, n^{\prime} \in k$ then

$$
\begin{aligned}
\chi_{l, m, n} \chi_{l^{\prime}, m^{\prime}, n^{\prime}} & =t_{\alpha_{1}}^{\gamma_{1}} t_{\alpha_{2}}^{\gamma_{2}} t_{\alpha_{3}}^{v^{*}} t_{\alpha_{1}^{\alpha_{1}}}^{\gamma_{1}} t_{\alpha_{2}^{2}}^{\gamma_{2}} v_{\alpha_{3}^{\prime}}^{v^{\prime}} \\
& =t_{\alpha_{1}+\alpha_{1}^{\prime}+l^{\prime} \alpha_{3}}^{t_{\alpha_{2}}} t_{\alpha_{2}+\alpha_{2}^{\prime}+m^{\prime} \alpha_{3}}^{\gamma_{\alpha_{3}+\alpha_{3}^{\prime}}^{v^{*}}}
\end{aligned}
$$

where:

$$
\begin{aligned}
& \alpha_{1}=l v-2 n r_{1}+\frac{l(l-1)-2 n}{2} r_{2}, \\
& \alpha_{2}=m v+m^{2} r_{1}+\frac{m(m-1+2 l)+2 n}{2} r_{2}, \\
& \alpha_{3}=2 m r_{1}+(m+l) r_{2}, \\
& \alpha_{1}^{\prime}=l^{\prime} v-2 n^{\prime} r_{1}+\frac{l(l-1)-2 n}{2} r_{2}, \\
& \alpha_{2}^{\prime}=m^{\prime} v+\left(m^{\prime}\right)^{2} r_{1}+\frac{m^{\prime}\left(m^{\prime}-1+2 l^{\prime}\right)+2^{\prime} n}{2} r_{2} . \\
& \alpha_{3}^{\prime}=2 m^{\prime} r_{1}+\left(m^{\prime}+l^{\prime}\right) r_{2} .
\end{aligned}
$$

We find that

$$
\begin{aligned}
& \alpha_{1}+\alpha_{1}^{\prime}+l^{\prime} \alpha_{3}=(l \\
&\left.+l^{\prime}\right) v-2\left(n+n^{\prime}-m l^{\prime}\right) r_{1} \\
&+\frac{\left(l+l^{\prime}\right)\left(l+l^{\prime}-1\right)-2\left(n+n^{\prime}-m l^{\prime}\right)}{2} r_{2} \\
& \alpha_{2}+\alpha_{2}^{\prime}+m^{\prime} \alpha_{3}=\left(m+m^{\prime}\right) v+\left(m+m^{\prime}\right)^{2} r_{1} \\
&+\frac{\left(m+m^{\prime}\right)\left(m+m^{\prime}-1+2\left(l+l^{\prime}\right)\right)+2\left(n+n^{\prime}-m l^{\prime}\right)}{2} r_{2}, \\
& \alpha_{3}+\alpha_{3}^{\prime}=2\left(m+m^{\prime}\right) r_{1}+\left(m+m^{\prime}+l+l^{\prime}\right) r_{2},
\end{aligned}
$$

and so $\chi_{l, m, n} \chi_{l^{\prime}, m^{\prime}, n^{\prime}}=\chi_{l+l^{\prime}, m+m^{\prime}, n+n^{\prime}-m l^{\prime}}$.
$3 ., 4 ., 5$. and 6 . follow from 2 ..

We know that $X^{\mathbf{x}, \gamma}$ is closed under multiplication, we can now start to look at it as a group.

Proposition 2.5.3. Let $G=\left\langle\chi_{l, m, n} \mid l, m, n \in k\right\rangle$. Then $G=X^{\mathbf{r}, \gamma}$ and $|G|=q^{3}$.

Proof. By Proposition 2.5.2(2) all elements of the group can be written as $\chi_{l, m, n}$ for some $l, m, n \in k$, so $G=\left\{\chi_{l, m, n} \mid l, m, n \in k\right\}=X^{\mathbf{r}, \gamma}$.

By Proposition 2.5.2(1) $\chi_{l, m, n}=\chi_{l^{\prime}, m^{\prime}, n^{\prime}}$ if and only if $l=l^{\prime}, m=m^{\prime}, n=n^{\prime}$ so $\left|X^{\mathbf{r}, \gamma}\right|=|k|^{3}=q^{3}$.

Proposition 2.5.4. Let $G=X^{\mathbf{r}, \gamma}$. Then $G$ is a special group with:

$$
Z(G)=\Phi(G)=[G, G]=J_{\mathbf{r}, \gamma}
$$

Proof. As $G$ is a $p$-group we know that $\Phi(G)=G^{p}[G, G]$. We have shown in Proposition 2.5.2 that $[G, G] \leq J_{\mathbf{r}, \gamma}$. As $G$ is a pure bireflection group with $p \neq 2$, $G^{p}=\{e\}$. So we see that $\Phi(G) \leq J_{\mathbf{r}, \gamma}$.

For any $l \in k$ if we let $b_{1}=\chi_{l, 0,0}, b_{2}=\chi_{0,1,0}$ then $b_{1} b_{2} b_{1}^{-1} b_{2}^{-1}=\chi_{0,0, l}$, and so

$$
[G, G]=J_{\mathbf{r}, \gamma}=\Phi(G)
$$

If $t \in J_{\mathbf{r}, \gamma}$ then it commutes with all elements $\chi_{l, m, n}$ so $J_{\mathbf{r}, \gamma} \leq Z(G)$. If we choose $\chi_{l, m, n} \in Z(G)$ then for any $l^{\prime}, m^{\prime}$ we have that $m l^{\prime}=m^{\prime} l$ so $m=l=0$ and so $\chi_{l, m, n} \in J_{\mathbf{r}, \gamma}$. This means that

$$
Z(G)=\Phi(G)=[G, G]
$$

and $G$ is a special $p$-group.
Using the above we see that $X^{\mathbf{r}, \gamma}$ is isomorphic to a group we recognise.
Proposition 2.5.5. Let $G=X^{\mathbf{r}, \gamma}$ and

$$
P=\left\langle\left.\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{array}\right) \right\rvert\, a, b, c \in k\right\rangle
$$

Then $G \cong P$ for any $\mathbf{r}, \gamma$.

Proof. We can define a map $\phi: G \rightarrow P$ such that

$$
\phi\left(\chi_{l, m, n}\right)=\left(\begin{array}{ccc}
1 & m & -n \\
0 & 1 & l \\
0 & 0 & 1
\end{array}\right)
$$

Clearly $\phi$ is surjective, we check that the map is a group homomorphism. Let $\chi_{l, m, n}, \chi_{l^{\prime}, m^{\prime}, n^{\prime}} \in G$ then

$$
\begin{aligned}
\phi\left(\chi_{l, m, n} \chi_{l^{\prime}, m^{\prime}, n^{\prime}}\right) & =\phi\left(\chi_{l+l^{\prime}, m+m^{\prime}, n+n^{\prime}-m l^{\prime}}\right) \\
& =\left(\begin{array}{ccc}
1 & m+m^{\prime} & -n-n^{\prime}+m l^{\prime} \\
0 & 1 & l+l^{\prime} \\
0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\phi\left(\chi_{l, m, n}\right) \phi\left(\chi_{l^{\prime}, m^{\prime}, n^{\prime}}\right) & =\left(\begin{array}{ccc}
1 & m & -n \\
0 & 1 & l \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & m^{\prime} & -n^{\prime} \\
0 & 1 & l^{\prime} \\
0 & 0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ccc}
1 & m+m^{\prime} & -n-n^{\prime}+m l^{\prime} \\
0 & 1 & l+l^{\prime} \\
0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

If $\phi\left(\chi_{l, m, n}\right)=\mathbf{1}$ then $l=m=n=0$ and $\chi_{0,0,0}=1$, so $\phi$ is an isomorphism and $G \cong P$.

In the above $P$ is the Sylow $p$-subgroup of $\mathrm{SL}_{3}(q)$. The next couple of lemmas will help us towards our goal of showing that all exceptional groups of type one are isomorphic to $P$.

Lemma 2.5.6. Let $G_{1}, G_{2} \leq \mathrm{GL}(V)$ be hook groups with hyperplanes $U_{1}, U_{2}$ and lines $v_{1}, v_{2}$ respectively. Let $\gamma_{1}, \gamma_{2} \in V^{*}$ such that $\operatorname{ker}\left(\gamma_{1}\right)=U_{1}$ and $\operatorname{ker}\left(\gamma_{2}\right)=U_{2}$.

If $U_{1} \neq U_{2}, k v_{1} \neq k v_{2}$ then for any $t \in G_{1} \cap G_{2}$ we can find $a, b \in k$ such that

$$
t=t_{a v_{2}}^{\gamma_{1}} t_{b v_{1}}^{\gamma_{2}}
$$

Let $\gamma_{3} \in V^{*}$ and $v_{3} \in V$ such that

$$
\operatorname{dim}_{k}\left\langle v_{1}, v_{2}, v_{3}\right\rangle=\operatorname{dim}_{k}\left\langle\gamma_{1}, \gamma_{2}, \gamma_{3}\right\rangle=3
$$

If $G_{3} \leq \mathrm{GL}(V)$ is also a hook group with hyperplane $U_{3}=\operatorname{ker}\left(\gamma_{3}\right)$ and line $v_{3}$ and $t \in G_{1} \cap G_{2} \cap G_{3}$ then $t=1$.

Proof. For any $u \in \operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(\gamma_{2}\right)$ we see that $\delta_{t}(u) \in k r_{2} \cap k\left(2 r_{1}+r_{2}\right)=\{0\}$ so we can find $r_{3}, r_{4} \in V$ such that

$$
t=t_{r_{3}}^{\gamma_{1}} t_{r_{4}}^{\gamma_{2}} .
$$

As $\operatorname{ker}\left(\gamma_{2}\right) \not \leq \operatorname{ker}\left(\gamma_{1}\right)$ we see that $r_{3} \in k v_{2}$ and similarly $r_{4} \in k v_{1}$, so we can find some $a, b \in k$ such that:

$$
t=t_{a v_{2}}^{\gamma_{1}} t_{b v_{1}}^{\gamma_{2}}
$$

If $t \in G_{1} \cap G_{2} \cap G_{3}$ as above then we see that for some $c_{1}, c_{2}, c_{3}, c_{4} \in k$

$$
\begin{aligned}
t & =t_{c_{1} v_{2}}^{\gamma_{1}} t_{c_{2} v_{1}}^{\gamma_{2}}=t_{c_{3} v_{3}}^{\gamma_{1}} t_{c_{4} v_{1}}^{\gamma_{3}} \\
& =t_{c_{1} v_{2}}^{\gamma_{1}} t_{c_{2} v_{1}}^{\gamma_{2}} t_{0}^{\gamma_{3}}=t_{c_{3} v_{3}}^{\gamma_{1}} t_{0}^{\gamma_{2}} t_{c_{4} v_{1}}^{\gamma_{3}}
\end{aligned}
$$

so using Lemma 2.1.3 $c_{1}=c_{2}=c_{3}=c_{4}=0$.
Lemma 2.5.7. Let $g_{1}=\chi_{1,0,0}, g_{2}=\chi_{0,1,0}$ and $\sigma \in \mathrm{GL}(V)$. If $G=\left\langle g_{1}, g_{2}, \sigma\right\rangle$ is a pure bireflection group then either $\sigma$ is a double transvection and for some $a \in k, \sigma=\chi_{0,0, a}$ or $\sigma$ is an index 3 bireflection and $g_{1}, \sigma$ or $g_{2}, \sigma$ are a special pair.

Proof. Let $z=\chi_{0,0,1}, G_{1}=\left\langle g_{1}, z, \sigma\right\rangle$ and $G_{2}=\left\langle g_{2}, z, \sigma\right\rangle$. As $G_{1}, G_{2}$ are not two-row or two-column groups, by Lemma 2.2.15 each could be a hook group,
exceptional group of type one or exceptional group of type two. As $g_{1}$ is an index 3 bireflection $G_{1}$ is not an exceptional group of type two. As $z$ is a double transvection if $G_{1}$ is an exceptional group of type one then $g_{1}, \sigma$ are an exceptional pair. Similarly either $G_{2}$ is a hook group or $g_{2}, \sigma$ are an exceptional pair. Suppose both $G_{1}$ and $G_{2}$ are hook groups.

As $g_{1}$ is an index 3 bireflection we see by Lemma 2.2.7 that $G_{1}$ has hyperplane $\operatorname{ker}\left(\gamma_{1}\right)$ and line $k r_{2}$. Similarly $G_{2}$ has hyperplane $\operatorname{ker}\left(\gamma_{2}\right)$ and line $k\left(2 r_{1}+r_{2}\right)$. Using Lemma 2.5.6 we can find some $a, b \in k$ such that:

$$
\sigma=t_{a\left(2 r_{1}+r_{2}\right)}^{\gamma_{1}} t_{b r_{2}}^{\gamma_{2}} .
$$

As $r_{1}, r_{2} \in \operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(\gamma_{2}\right)$ we see $\sigma$ is a double transvection.
Let $G_{3}=\left\langle g_{1} g_{2}, z, \sigma\right\rangle$. Using Lemma 2.2.15 again, $G_{3}$ is either a hook or an exceptional group. As $g_{1} g_{2}$ is an index 3 bireflection it isn't an exceptional group of type two, and as $\sigma, z$ are double transvections $G_{3}$ isn't a exceptional group of type one. This means that $G_{3}$ is a hook group. We know that

$$
\begin{aligned}
g_{1} g_{2} & =t_{v+2 r_{1}+r_{2}}^{\gamma_{1}} t_{v+r_{1}}^{\gamma_{2}} t_{2 r_{1}+2 r_{2}}^{v^{*}} \\
& =t_{v+r_{1}}^{\gamma_{1}+\gamma_{2}} t_{r_{1}+r_{2}}^{2 v^{*}+\gamma_{1}}
\end{aligned}
$$

and

$$
\left[g_{1} g_{2},\left[g_{1} g_{2}, V\right]\right]=k\left(r_{1}+r_{2}\right)
$$

By Lemma 2.2.7 $k\left(r_{1}+r_{2}\right)$ is the line of $G_{3}$, and $U=\operatorname{ker}\left(\gamma_{1}+\gamma_{2}\right)$ is the hyperplane. If $u_{1}, u_{2} \in \operatorname{ker}\left(v^{*}\right)$ such that for $i, j \in\{1,2\}$

$$
\gamma_{i}\left(u_{j}\right)=\left\{\begin{array}{l}
1 \text { if } i=j, \\
0 \text { otherwise }
\end{array}\right.
$$

We can see that $u_{1}-u_{2} \in \operatorname{ker}\left(\gamma_{1}+\gamma_{2}\right)=U$, so

$$
\delta_{\sigma}\left(u_{1}-u_{2}\right) \in k\left(r_{1}+r_{2}\right)
$$

$$
2 a r_{1}+(a-b) r_{2} \in k\left(r_{1}+r_{2}\right)
$$

For this to happen we must have $b=-a$ and then $\sigma=\chi_{0,0, a}$.
We can now prove that all exceptional groups of type one are as described above.

Proposition 2.5.8. If $G \leq \mathrm{GL}(V)$ is an exceptional group of type one then we can find $\mathbf{r}, \gamma$ such that $G \leq X^{\mathbf{r}, \gamma}$.

Proof. If $G$ is an exceptional group of type one then we can find $\mathbf{r}=\left\{r_{1}, r_{2}, v\right\}$ and $\gamma=\left\{\gamma_{1}, \gamma_{2}, v^{*}\right\}$ such that

$$
\chi_{1,0,0}^{\mathbf{r}, \gamma}, \chi_{0,1,0}^{\mathbf{r}, \gamma} \in G .
$$

Let $g_{1}=\chi_{1,0,0}^{\mathbf{r}, \gamma}, g_{2}=\chi_{0,1,0}^{\mathbf{r}, \gamma}$. If $G \not \leq X^{\mathbf{r}, \gamma}$ then we can find $\sigma \in G \backslash X^{\mathbf{r}, \gamma}$. If $G$ consists of bireflections then $\left\langle g_{1}, g_{2}, \sigma\right\rangle$ consists of bireflections so by Lemma 2.5.7 if $\sigma \notin X^{\mathbf{r}, \gamma}$ then either $g_{1}, \sigma$ or $g_{2}, \sigma$ are an exceptional pair.

Without loss of generality we can assume $g_{1}, \sigma$ are an exceptional pair. By Lemma 2.2.3 we can find $a, b \in k, r_{3} \in \operatorname{ker}\left(\gamma_{1}\right) \cap \operatorname{ker}\left(v^{*}\right)$ and $\gamma_{3} \in V^{*}$ linearly independent to $\gamma_{1}$ and $v^{*}$ such that

$$
\gamma_{3}\left(r_{2}\right)=\gamma_{2}\left(r_{3}\right)=\gamma_{3}(v)=\gamma_{1}\left(r_{3}\right)=0
$$

and $\sigma=t_{\beta_{1}}^{\gamma_{1}} t_{\beta_{3}}^{\gamma_{3}} t_{\beta_{3}}^{v^{*}}$ where

$$
\begin{aligned}
& \beta_{1}=b v+(a-a b) r_{2}+(2 a+b) r_{3} \\
& \beta_{2}=v-a r_{2}^{\prime}+r_{3} \\
& \beta_{3}=2 r_{3}+r_{2}
\end{aligned}
$$

Using Lemma 2.1.2 we can find

$$
z^{\prime}:=\sigma g_{1} \sigma^{-1} g_{1}^{-1}=t_{2 r_{3}+(1-b) r_{2}}^{\gamma_{2}} t_{-r_{2}}^{\gamma_{3}}
$$

As $z^{\prime}$ is not an index 3 bireflection it can't be part of an exceptional pair so because $\left\langle g_{1}, g_{2}, z^{\prime}\right\rangle$ must be a pure bireflection group by Lemma 2.5.7

$$
z^{\prime}=\chi_{0,0, c}
$$

for some $c \in k$. This means that

$$
z^{\prime}=t_{c\left(2 r_{1}+r_{2}\right)}^{\gamma_{1}} t_{-c r_{2}}^{\gamma_{2}}=t_{2 r_{3}+(1-b) r_{2}}^{\gamma_{1}} t_{-r_{2}}^{\gamma_{3}} .
$$

As $\gamma_{1}$ is linearly independent to $\gamma_{2}$ and $\gamma_{3}$ we can find some $u_{1} \in V$ such that $\gamma_{1}\left(u_{1}\right)=1$ and $\gamma_{2}\left(u_{1}\right)=\gamma_{3}\left(u_{1}\right)=0$. We find

$$
\delta_{z^{\prime}}\left(u_{1}\right)=2 r_{3}+(1-b) r_{2}=2 c r_{1}+c r_{2}
$$

so $r_{3}=c r_{1}+\frac{(c-1+b) r_{2}}{2}$. By multiplying $z^{\prime}$ on the right by $\left(t_{2 c r_{1}+c r_{2}}^{\gamma_{1}}\right)^{-1}$ and using Lemma 2.1.2 we get:

$$
\begin{aligned}
t_{c\left(2 r_{1}+r_{2}\right)}^{\gamma_{1}} t_{-r_{2}}^{\gamma_{3}} & =t_{c\left(2 r_{1}+r_{2}\right)}^{\gamma_{-c r_{2}}^{\gamma_{1}}}, \\
t_{-r_{2}}^{\gamma_{3}} & =t_{-c r_{2}}^{\gamma_{2}}, \\
t_{-r_{2}}^{\gamma_{3}} & =t_{-r_{2}}^{c \gamma_{2}} .
\end{aligned}
$$

Using Lemma 2.1.3 we see that $\gamma_{3}=c \gamma_{2}$. Now we see that $\sigma=t_{\beta_{1}}^{\gamma_{1}} t_{c \beta_{2}}^{\gamma_{2}} t_{\beta_{3}}^{v^{*}}$ for

$$
\begin{aligned}
\beta_{1} & =b v+(a-a b) r_{2}+(2 a+b)\left(c r_{1}+\frac{(c-1+b)}{2} r_{2}\right), \\
& =b v+(2 a c+b c) r_{1}+\frac{b(b-1)+2 a c+b c}{2} r_{2} \\
c \beta_{2} & =c v-c a r_{2}+c^{2} r_{1}+\frac{c(c-1+b) r_{2}}{2}, \\
& =c v+c^{2} r_{1}+\frac{c(c-1+2 b)-2 a c-b c}{2}, \\
\beta_{3} & =2\left(c r_{1}+\frac{(c-1+b) r_{2}}{2}\right)+r_{2} \\
& =2 c r_{1}+(c+b) r_{2} .
\end{aligned}
$$

If $L=b, M=c$ and $L=-\frac{2 a c+b c}{2}$ then $\sigma=\chi_{L, M, N}^{\mathbf{r}, \gamma}$, so $\sigma \in X^{\mathbf{r}, \gamma}$.
This allows us to say some more about exceptional groups of type one.

Corollary 2.5.9. If $G$ is an exceptional group of type one then it contains no transvections and any double transvections in $G$ are contained within $J_{\mathbf{r}, \gamma}$, which is a two-row and two-column group.

Corollary 2.5.10. If $k=\mathbb{F}_{p}$, for fixed $\mathbf{r}, \gamma$, there is only one exceptional group of type one which is an extra special group of order $p^{3}$ which is isomorphic to $M(p)$.

Proof. If $G$ is an exceptional group of type one then by the above proposition $G \leq X^{\mathbf{r}, \gamma}$, for some $\mathbf{r}, \gamma$, however $G$ has no non-trivial subgroups which contain a special pair, so $G=X^{\mathbf{r}, \gamma}$. We can see that

$$
\Phi(G)=[G, G]=Z(G)=J_{\mathbf{r}, \gamma}
$$

so $G$ is extraspecial, and the order of $G$ is $p^{3}$. As $G$ has no elements of order greater than $p, G \cong M(p)$.

### 2.6 Exceptional groups of type two

In this section we will treat exceptional groups of type two, as we have with exceptional groups of type one above. Unlike exceptional groups of type one, many of our results for exceptional groups of type two still hold for $p=2$, so we do not restrict odd characteristic when we define some groups containing a special triple. We cannot, however, use our earlier classification results for even characteristic and so we restrict to $p \neq 2$ when we show that these are all possible exceptional groups of type two in Proposition 2.6.4.

To be able to find $G \leq \mathrm{GL}(V)$ an exceptional group of type two we need $n \geq 6$.

Definition 2.6.1. Let $\mathbf{r}=\left\{r_{1}, r_{2}, r_{3}\right\}$ with $r_{1}, r_{2}, r_{3} \in V, \gamma=\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ with $\gamma_{1}, \gamma_{2}, \gamma_{3} \in r_{1}^{\perp} \cap r_{2}^{\perp} \cap r_{3}^{\perp}$ and

$$
\operatorname{dim}_{k}\left\langle r_{1}, r_{2}, r_{3}\right\rangle=\operatorname{dim}_{k}\left\langle\gamma_{1}, \gamma_{2}, \gamma_{3}\right\rangle=3
$$

For all $a, b, c \in k$ define $w_{a, b, c}^{\mathbf{r}, \gamma}=t_{\alpha_{1}}^{\gamma_{1}} t_{\alpha_{2}}^{\gamma_{2}} \tau_{\alpha_{3}}^{\gamma_{3}}$ where:

$$
\begin{aligned}
& \alpha_{1}=a r_{1}+b r_{3}, \\
& \alpha_{2}=a r_{2}+c r_{3}, \\
& \alpha_{3}=b r_{2}-c r_{1},
\end{aligned}
$$

and $W^{\mathbf{r}, \gamma}=\left\{w_{a, b, c}^{\mathbf{r}, \gamma} \mid a, b, c \in k\right\}$. Where $\mathbf{r}, \gamma$ are fixed in context we shall write $w_{a, b, c}^{\mathbf{r}, \gamma}=w_{a, b, c}$.

Lemma 2.6.2. For fixed $\mathbf{r}, \gamma$ we have:

1. $w_{a, b, c}=w_{a^{\prime}, b^{\prime}, b^{\prime}} \Leftrightarrow l=l^{\prime}, m=m^{\prime}, n=n^{\prime}$.
2. $w_{a, b, c} w_{a^{\prime}, b^{\prime}, c^{\prime}}=w_{a+a^{\prime}, b+b^{\prime}, c+c^{\prime}}$.
3. $w_{a, b, c}$ and $w_{a^{\prime}, b^{\prime}, c^{\prime}}$ commute for all $a, b, c, a^{\prime}, b^{\prime}, c^{\prime} \in k$.
4. $w_{a, b, c}^{-1}=w_{-a,-b,-c}$.

Proof. 1. We can see by using Lemma 2.1.3..
2. For $a, b, c, a^{\prime}, b^{\prime}, c^{\prime} \in k$ we see that

$$
\begin{aligned}
w_{a, b, c} w_{a^{\prime} b^{\prime}, c^{\prime}} & =t_{a r_{1}+b r_{3}}^{\gamma_{1}} t_{a r_{2}+c r_{3}}^{\gamma_{2}} t_{b r_{2}-c r_{3}}^{\gamma_{3}} t_{a^{\prime} r_{1}+b^{\prime} r_{3}}^{\gamma_{1}} t_{a^{\prime} r_{2}+c^{\prime} r_{3}}^{\gamma_{2}} t_{b^{\prime} r_{2}-c^{\prime} r_{3}}^{\gamma_{3}} \\
& =t_{\left(a+a^{\prime}\right) r_{1}+\left(b+b^{\prime}\right) r_{3}}^{t_{\left(a+a^{\prime}\right) r_{2}+\left(c+c^{\prime}\right) r_{3}}^{\tau_{3}} t_{\left(b+b_{3}^{\prime}\right) r_{2}-\left(c+c^{\prime}\right) r_{3}} .}
\end{aligned}
$$

3.,4.,5.,6. follow from 2..

Proposition 2.6.3. Let $G=\left\langle w_{a, b, c}^{\mathbf{r}, \gamma} \mid a, b, c \in k\right\rangle$. Then $G=W^{\mathbf{r}, \gamma}$ is an elementary abelian group with $|G|=q^{3}$.

Proof. By Proposition 2.6.2(2) all elements of the group can be written as $w_{a, b, c}$ for some $a, b, c \in k$, so

$$
G=\left\{w_{a, b, c} \mid a, b, c \in k\right\}=W^{\mathbf{r}, \gamma} .
$$

As all elements commute and have order $p$ we see that $G$ is elementary abelian.
By Proposition 2.6.2(1) $w_{a, b, c}=w_{a^{\prime}, b^{\prime}, c^{\prime}}$ if and only if $a=a^{\prime}, b=b^{\prime}, c=c^{\prime}$ so $\left|W^{\mathbf{r}, \gamma}\right|=q^{3}$.

Proposition 2.6.4. Let $p \neq 2$. If $G \in \mathrm{GL}(V)$ is an exceptional group of type two then there exists some $\mathbf{r}, \gamma$ such that for all $h \in G, h=w_{a, b, c}^{\mathbf{r}, \gamma}$ for some $a, b, c \in k$.

Proof. As $G$ is an exceptional group of type two we can find a subgroup $H=$ $\left\langle g_{1}, g_{2}, g_{3}\right\rangle$ such that $g_{1}, g_{2}, g_{3}$ are a special triple. This means that for some $\mathbf{r}=\left\{r_{1}, r_{2}, r_{3}\right\}, \gamma=\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ and $s \in k:$

$$
g_{1}=w_{1,0,0}^{\mathbf{r}, \gamma}, \quad g_{2}=w_{0,1,0}^{\mathbf{r}, \gamma}, \quad g_{3}=w_{0,0, s}^{\mathbf{r}, \gamma} .
$$

We will show that for all $h \in G$ we can find some $a, b, c \in k$ such that $h=w_{a, b, c}^{\mathbf{r}, \gamma}$.
From Proposition 2.5.9 we can see that $G$ is not an exceptional group of type one: for any exceptional group of type one all elements which are not index three bireflections are contained within the centre which is a two-column (and two-row group). The special triple $g_{1}, g_{2}, g_{3}$ are all double transvections which are not contained in any single two-row or two-column group.

For all $h \in G$ the subgroups

$$
\left\langle g_{i}, g_{j}, h\right\rangle \text { for } 1 \leq i<j \leq 3
$$

consist of bireflections so by Lemma 2.2.15 they are either hook groups or exceptional groups of type two. Suppose $\left\langle g_{1}, g_{2}, h\right\rangle$ is a hook group then it has hyperplane $\operatorname{ker}\left(\gamma_{1}\right)$ and line $k r_{2}$. Similarly if $\left\langle g_{1}, g_{3}, h\right\rangle$ is a hook group then it has hyperplane $\operatorname{ker}\left(\gamma_{2}\right)$ and line $k r_{1}$, and if $\left\langle g_{2}, g_{3}, h\right\rangle$ is a hook group then it has
hyperplane $\gamma_{3}$ and line $r_{3}$. As $\gamma_{1}, \gamma_{2}, \gamma_{3}$ and $r_{1}, r_{2}, r_{3}$ are linearly independent this means if all three groups are hook groups by Lemma 2.5.6, $h=1$.

For $h$ not the identity we know that for some $1 \leq i<j \leq 3$ that $\left\langle g_{i}, g_{j}, h\right\rangle$ is not a hook group, we can assume $i=1$ and $j=2$ without loss of generality.

We can find $\mathbf{r}^{\prime}=\left\{r_{1}^{\prime}, r_{2}^{\prime}, r_{3}^{\prime}\right\}, \gamma^{\prime}=\left\{\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \gamma_{3}^{\prime}\right\}$ such that for some $n \in k$ :

$$
g_{1}=w_{1,0,0}^{\mathbf{r}^{\prime}, \gamma^{\prime}}, \quad g_{2}=w_{0,1,0}^{\mathbf{r}^{\prime}, \gamma^{\prime}}, \quad h=w_{0,0, n}^{\mathbf{r}^{\prime}, \gamma^{\prime}} .
$$

Then:

$$
\begin{aligned}
& t_{r_{1}}^{\gamma_{1}} r_{r_{2}}^{\gamma_{2}}=t_{r_{1}^{\prime}}^{\gamma_{1}^{\prime}} t_{r_{2}^{\prime}}^{\gamma_{2}^{\prime}} \\
& t_{r_{3}}^{\gamma_{1}} \gamma_{r_{2}}=t_{r_{3}^{\prime}}^{\gamma_{1}^{\prime}} t_{r_{2}^{\prime}}^{\gamma_{2}^{\prime}}
\end{aligned}
$$

As

$$
\left(k \gamma_{1}+k \gamma_{2}\right) \cap\left(k \gamma_{1}+k \gamma_{3}\right)=k \gamma_{1}, \quad\left(k r_{1}+k r_{2}\right) \cap\left(k r_{2}+k r_{3}\right)=k r_{2}
$$

for some $l, m \in k$

$$
\begin{aligned}
& \gamma_{1}=\gamma_{1}^{\prime}, \quad \gamma_{2}^{\prime}=\gamma_{2}+l \gamma_{1}, \quad \gamma_{3}^{\prime}=\gamma_{3}+m \gamma_{1} \\
& r_{1}^{\prime}=r_{1}-l r_{2}, \quad r_{2}=r_{2}^{\prime}, \quad r_{3}^{\prime}=r_{3}-m r_{2} .
\end{aligned}
$$

Using this we find that

$$
\begin{aligned}
h & =t_{n r_{3}^{\prime}}^{\gamma_{2}^{\prime}} t_{-n r_{1}^{\prime}}^{\gamma_{3}^{\prime}}, \\
& =t_{n\left(r_{3}-m r_{2}\right)}^{\gamma_{1}} t_{-n\left(r_{1}-l r_{2}\right)}^{m \gamma_{1}} t_{n\left(r_{3}-m r_{2}\right)}^{\gamma_{2}} t_{-n\left(r_{1}-l r_{2}\right)}^{\gamma_{3}}, \\
& =t_{-m n r_{1}+l n r_{2}}^{\gamma_{n}} t_{n r_{3}-m n r_{2}}^{\gamma_{-n}} t_{-n r_{1}+l n r_{2}}^{\gamma_{3}} \\
& =w_{-m n, l n, n}^{\mathbf{r}, \gamma}
\end{aligned}
$$

as required.

Corollary 2.6.5. If $G$ is an exceptional group of type two then it contains no transvections or index 3 bireflections.

Corollary 2.6.6. If $k=\mathbb{F}_{p}$ then for fixed $\mathbf{r}, \gamma$ there is only one exceptional group of type two which is an elementary abelian group of order $p^{3}$.

### 2.7 Pure bireflection groups

We now know a little about each type of bireflection group for $p \neq 2$ so we can say a bit more about them than at the end of Section 2.2.

Definition 2.7.1. A subgroup $G \leq \mathrm{GL}(V)$ is called a maximal pure bireflection group if it is a pure bireflection group, and for all $G \leq H \leq \mathrm{GL}(V)$ either $H=G$ or $H$ is not a pure bireflection group.

Lemma 2.7.2. Let $p \neq 2, n>3$. If $G$ is a maximal pure unipotent bireflection group then it is a special group and one of the following holds:

- $G=B^{U, v}$ for some $U<V$ of codimension 1, $v \in U .|G|=q^{2 n-3}$.
- $G=K^{r_{1}, r_{2}}$ or $G=\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$ for some $r_{1}, r_{2} \in V$ or $\gamma_{1}, \gamma_{2} \in V^{*}$. Then $|G|=q^{2 n-3}$.
- $G=X^{\mathbf{r}, \gamma}$ for some $\mathbf{r}=\left\{r_{1}, r_{2}, v\right\}, \gamma=\left\{\gamma_{1}, \gamma_{2}, v^{*}\right\}$. Then $|G|=q^{3}$.
- $G=W^{\mathbf{r}, \gamma}$ for some $\mathbf{r}=\left\{r_{1}, r_{2}, r_{3}\right\}, \gamma=\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$. Then $|G|=q^{3}$.

If $k=\mathbb{F}_{p}$, then $G$ is extra special or abelian if and only if it is self-dual.
Proof. We show in Proposition 1.0.5 that if $G$ is a pure bireflection group then it is either a hook, two-row, two-column or exceptional group. Suppose it is a hook group. Then we can find some $U, v$ such that $[G, V] \leq k v$, so $G \leq B^{U, v}$, as $G$ is maximal $G=B^{U, v}$, similarly for $G$ a two-row, two-column and exceptional group.

Let $k=\mathbb{F}_{p}$. By Proposition 2.3.7 if $G=K^{r_{1}, r_{2}}$ then

$$
|\Phi(G)|=\left|L^{r_{1}, r_{2}}\right|=p^{n-2}>p
$$

for $n \geq 3$, so $G$ is not extra special if it is a two-row or two-column group. If $G$ is not a two-row or two-column group then it is either a hook group or an exceptional group and is self dual. If $G$ is a hook group then

$$
|\Phi(G)|=\left|R_{v, U}\right|=p,
$$

so $G$ is extraspecial. If $G$ is exceptional of type one then

$$
|\Phi(G)|=\left|J_{\mathbf{r}, \gamma}\right|=p
$$

so it is extra special. If it is exceptional of type two then it is abelian.
Corollary 2.7.3. If $G$ is a pure unipotent bireflection group, $p \neq 2, n>3$, then it is a subgroup of one of the groups in Lemma 2.7.2 and it has class less than or equal to two.

Proof. If $G$ is a pure unipotent bireflection group then it must be either a maximal pure bireflection group or contained in a maximal pure bireflection group. Above gives the list of all possible pure bireflection groups which are all special, so each of their subgroups must have class less than or equal to two.

The following Proposition summarises the results of this Chapter.
Proposition 2.7.4. Let $p>2, n \geq 3$. Let $G$ be a unipotent group consisting of bireflections with $g \in G$.

1. If $g=t_{u}^{\zeta}$ is a transvection then $G$ is one of the following

- A subgroup of $K^{r_{1}, r_{2}}$ with $u \in\left\langle r_{1}, r_{2}\right\rangle$,
- A subgroup of $\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$ with $\zeta \in\left\langle\gamma_{1}, \gamma_{2}\right\rangle$,
- A subgroup of $B^{U, v}$ with either $U=\operatorname{ker}(\zeta)$ or $u \in k v$.

2. If $g=t_{u_{1}}^{\zeta_{1}} t_{u_{2}}^{\zeta_{2}}$ is a double transvection so $u_{1}, u_{2} \in \operatorname{ker}\left(\zeta_{1}\right) \cap \operatorname{ker}\left(\zeta_{2}\right)$ then $G$ is one of the following

- A subgroup of $K^{r_{1}, r_{2}}$ with $\left\langle r_{1}, r_{2}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle$,
- A subgroup of $\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$ with $\left\langle\gamma_{1}, \gamma_{2}\right\rangle=\left\langle\zeta_{1}, \zeta_{2}\right\rangle$,
- A subgroup of $B^{U, v}$ such that $v \in\left\langle u_{1}, u_{2}\right\rangle$
- A subgroup of $G \leq X^{\mathbf{r}, \gamma}$ where

$$
\left\langle r_{1}, r_{2}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle,
$$

and

$$
\left\langle\gamma_{1}, \gamma_{2}\right\rangle=\left\langle\zeta_{1}, \zeta_{2}\right\rangle,
$$

- A subgroup of $G \leq W^{\mathbf{r}, \gamma}$ where

$$
\left\langle r_{1}, r_{2}, r_{3}\right\rangle>\left\langle u_{1}, u_{2}\right\rangle,
$$

and

$$
\left\langle\gamma_{1}, \gamma_{2}, \gamma_{3}\right\rangle>\left\langle\zeta_{1}, \zeta_{2}\right\rangle .
$$

3. If $g=t_{u_{1}}^{\zeta_{1}} t_{u_{2}}^{\zeta_{2}}$ is an index 3 bireflection so $u_{1} \notin \operatorname{ker}\left(\zeta_{2}\right)$ and $u_{2} \in \operatorname{ker}\left(\zeta_{1}\right)$ then $G$ is one of the following

- A subgroup of $K^{u_{1}, u_{2}}$,
- A subgroup of $\left(K^{\zeta_{1}, \zeta_{2}}\right)^{*}$,
- A subgroup of $B^{U, v}$ where $U=\operatorname{ker}\left(\zeta_{2}\right)$ and $v \in k u_{2}$,
- A subgroup of $G \leq X^{\mathbf{r}, \gamma}$ where

$$
\left\langle r_{1}, r_{2}, v\right\rangle>\left\langle u_{1}, u_{2}\right\rangle,
$$

and

$$
\left\langle\gamma_{1}, \gamma_{2}, v^{*}\right\rangle>\left\langle\zeta_{1}, \zeta_{2}\right\rangle
$$

Proof. 1. Suppose $g=t_{u}^{\zeta}$ is a transvection. By the above corollary we know that $G$ must be a subgroup of one of the groups in Lemma 2.7.2. If $G$ is a
two-row group then by Lemma 2.3.6 we can find $r_{1}, r_{2} \in V$ such that

$$
k u=[g, V] \leq[G, V] \leq\left\langle r_{1}, r_{2}\right\rangle
$$

and $G \leq K^{r_{1}, r_{2}}$.
If $G$ is a two-column group then $G^{*}$ is a two-row group so we can find $\gamma_{1}, \gamma_{2} \in V^{*}$ such that

$$
k \zeta \leq\left[G, V^{*}\right] \leq\left\langle\gamma_{1}, \gamma_{2}\right\rangle
$$

and $G \leq\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$.
Suppose $G$ is a hook group with line $k v$ and hyperplane $U$. Either $u \in k v$ or $U=\operatorname{ker}(\zeta)$.

By Corollaries 2.5.9 and 2.6.5 we know that $G$ is not contained in an exception group of type one or type two.
2. Suppose $g=t_{u_{1}}^{\zeta_{1}} t_{u_{2}}^{\zeta_{2}}$ is a double transvection. If $G$ is a two-row group then by Lemma 2.3.6 we can find $r_{1}, r_{2} \in V$ with

$$
\left\langle u_{1}, u_{2}\right\rangle=[G, V]=\left\langle r_{1}, r_{2}\right\rangle
$$

such that $G \leq K^{r_{1}, r_{2}}$. If $G$ is two-column group then $G^{*}$ is a two-row group and by Lemma 2.3 .6 we can find $\gamma_{1}, \gamma_{2}$ with

$$
\left\langle\zeta_{1}, \zeta_{2}\right\rangle=\left[G, V^{*}\right]=\left\langle\zeta_{1}, \zeta_{2}\right\rangle
$$

such that $G \leq\left(K^{\gamma_{1}, \gamma_{2}}\right)^{*}$.
If $G \leq B^{U, v}$ is a hook then as $V^{g}$ has codimension two $U \neq V^{g}$. This means that $k v \leq\left\langle u_{1}, u_{2}\right\rangle$. If $G$ is an exceptional group of type one then by Corollary 2.5.9

$$
g \in J_{\mathbf{r}, \gamma}=\left\{\chi_{0,0, n}^{\mathbf{r}, \gamma} \mid n \in k\right\} .
$$

This means that

$$
\left\langle u_{1}, u_{2}\right\rangle=\left[J_{\mathbf{r}, \gamma}, V\right]=\left\langle r_{1}, r_{2}\right\rangle
$$

and

$$
\left\langle\gamma_{1}, \gamma_{2}\right\rangle=\left\langle\zeta_{1}, \zeta_{2}\right\rangle .
$$

Let $H=W^{\mathbf{r}, \gamma}$, if $G \leq H$ then

$$
[g, V]=\left\langle u_{1}, u_{2}\right\rangle \leq[H, V]=\left\langle r_{1}, r_{2}, r_{3}\right\rangle
$$

and similarly $V^{H} \leq V^{g}$ so

$$
\left\langle\zeta_{1}, \zeta_{2}\right\rangle<\left\langle\gamma_{1}, \gamma_{2}, \gamma_{3}\right\rangle .
$$

3. Suppose $g=t_{u_{1}}^{\zeta_{1}} t_{u_{2}}^{\zeta_{2}}$ is an index 3 bireflection. If $G$ is a two-row group then we can again use Lemma 2.3.6 to see that $G=K^{u_{1}, u_{2}}$. Similarly by looking at the dual space we see that if $G$ is a two-column group then $G \leq\left(K^{\zeta_{1}, \zeta_{2}}\right)^{*}$.

If $G$ is a hook group we just apply Lemma 2.2.7. If $G \leq X^{\mathbf{r}, \gamma}$ then

$$
[g, V] \leq\left[X^{\mathbf{r}, \gamma}, V\right]=\left\langle r_{1}, r_{2}, v\right\rangle
$$

so

$$
\left\langle r_{1}, r_{2}, v\right\rangle>\left\langle u_{1}, u_{2}\right\rangle .
$$

By looking at the fixed space (or by looking at the duals of both groups) we see that

$$
\left\langle\gamma_{1}, \gamma_{2}, v^{*}\right\rangle>\left\langle\zeta_{1}, \zeta_{2}\right\rangle .
$$

By Corollary 2.6.5 we know that $G$ is not contained in an exceptional group of type two.

## Chapter 3

## Nakajima Groups and their <br> Subgroups

We now move on from the classification of pure bireflection groups and start looking at their invariant rings. We introduce Nakajima groups which are an important class of unipotent groups in invariant theory. By viewing other unipotent groups as subgroups of Nakajima groups, we hope to be able to find their invariant rings. Here we introduce methods and notation which will help us in later chapters where we put it to use finding invariant rings of pure bireflection groups.

Definition 3.0.1. Let $B=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ an ordered basis for $W$. Let $G \leq$ $\mathrm{GL}(V)$ be a $p$-group, for $1 \leq i \leq n$ define

$$
G_{i}=\left\{g \in G \mid g\left(x_{j}\right)=x_{j} \text { for all } i \neq j\right\} .
$$

We say that $G$ is a Nakajima group (with respect to $B$ ) if:

1. $G \leq U_{B}$ and
2. $G=G_{n} G_{n-1} \ldots G_{1}=\left\{g_{n} \ldots g_{1} \mid g_{i} \in G_{i}\right.$ for $\left.1 \leq i \leq n\right\}$.

We define $B$-Nak $=\left\{G \leq U_{B} \mid G=G_{n} \ldots G_{1}\right\}$, the set of all groups which are Nakajima groups with respect to $B$.

In the above definition we can see that the subgroups $G_{i}$ are one-row groups consisting of bireflections. As seen in the example below, the triangular group $U_{B}$ is itself a Nakajima group meaning that all unipotent groups are a subgroup of a Nakajima group.

Example 3.0.2. Let $B=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ be a basis for $W$. With respect to this basis, let

$$
G=\left\{\left.\left(\begin{array}{llll}
1 & a & b & c \\
0 & 1 & d & e \\
0 & 0 & 1 & f \\
0 & 0 & 0 & 1
\end{array}\right) \right\rvert\, a, b, c, d, e, f \in k\right\} .
$$

Then for any

$$
g=\left(\begin{array}{llll}
1 & a & b & c \\
0 & 1 & d & e \\
0 & 0 & 1 & f \\
0 & 0 & 0 & 1
\end{array}\right) \in G,
$$

with $a, b, c, d, e, f \in k$, with can find

$$
\sigma_{1}=\left(\begin{array}{cccc}
1 & a & b & c \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & d & e \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & f \\
0 & 0 & 0 & 1
\end{array}\right),
$$

and $\sigma_{4}=\mathrm{I}_{4}$ so that $g=\sigma_{4} \sigma_{3} \sigma_{2} \sigma_{1}$. Hence $G$ is a Nakajima group.
Lemma 3.0.3. [10, Lemma 8.0.6.] Let $B=\left\{x_{1}, \ldots, x_{n}\right\}$ be an ordered basis for $W, G \leq \mathrm{GL}(V)$ a p-group. Then every element $g \in G_{n} \ldots G_{1}$ has a unique expression of the form $g=\sigma_{n} \ldots \sigma_{1}$ with $\sigma_{i} \in G_{i}$ for $1 \leq i \leq n$.

In the above Lemma we can see that $g\left(x_{i}\right)=\sigma_{i}\left(x_{i}\right)$ for $1 \leq i \leq n$ : $G$ is upper triangular so for some $a_{j} \in k$ for $1 \leq j \leq i-1$ :

$$
\begin{aligned}
g\left(x_{i}\right) & =\sigma_{n} \ldots \sigma_{1}\left(x_{i}\right)=\sigma_{n} \ldots \sigma_{i}\left(x_{i}\right)=\sigma_{n} \ldots \sigma_{i+1}\left(x_{i}+\sum_{j=1}^{i-1} a_{j} x_{j}\right), \\
& =x_{i}+\sum_{j=0}^{i-1} a_{j} x_{j}=\sigma_{i}\left(x_{i}\right) .
\end{aligned}
$$

The following can be seen to follow from Lemma 2.1.2.

Lemma 3.0.4. [10, Lemma 8.0.5] Let $G \leq \operatorname{GL}(V), B=\left\{x_{1}, \ldots, x_{n}\right\}$ a basis for $W$. For $i<j, G_{i}$ normalizes $G_{j}$; in particular $G_{i} G_{j}=G_{j} G_{i}$

Lemma 3.0.5. Let $B=\left\{x_{1}, \ldots, x_{n}\right\}$ be a basis for $W, G=\left\langle N_{1}, \ldots, N_{r}\right\rangle$ for some $r \in \mathbb{N}$ such that $N_{i} \in B$-Nak for $1 \leq i \leq r$, then $G \in B$-Nak.

Proof. Let $g \in G$ then

$$
g=\sigma_{m}^{\prime} \ldots \sigma_{1}^{\prime}
$$

where $\sigma_{i}^{\prime} \in\left(N_{j_{i}}\right)_{s_{i}}$ for $1 \leq i \leq m$ for some $1 \leq j_{i} \leq r, 1 \leq s_{i} \leq n$. For any $h_{i} \in G_{i}, h_{j} \in G_{j}$ with $i<j$ we can use Lemma 3.0.4 to see that $h_{i} h_{j}=h_{j}^{\prime} h_{i}^{\prime}$ for some $h_{i}^{\prime} \in G_{i}$ and $h_{j}^{\prime} \in G_{j}$. This means we can rearrange the $\sigma_{i}^{\prime}$ to write $g$ as $g=\sigma_{n} \ldots \sigma_{1}$ where $\sigma_{i} \in G_{i}$ for $1 \leq i \leq n$ and so $G$ is a Nakajima group with respect to $B$.

Theorem 3.0.6. [10, Theorem 8.0.7] Let $B=\left\{x_{1}, \ldots, x_{n}\right\}$ be an ordered basis for $W$, and $G \leq U_{B}$ be a p-group. Then $G$ is a Nakajima group with respect to $B$ if and only if $k[V]^{G}=k\left[\mathbf{N}_{1}, \ldots, \mathbf{N}_{n}\right]$.

So the invariant rings of Nakajima groups are always polynomial. In the case that $k=\mathbb{F}_{p}$ it can be shown that $G$ is a $p$-group with a polynomial invariant ring if and only if it is a Nakajima group with respect to some basis ([26, Theorem 1.4]). Theorems 1.3.4 and 1.3.5 can be used to gain more information about the subgroups of Nakajima groups. In his thesis Yinglin Wu shows that if $G \leq \operatorname{GL}(V)$
is an abelian reflection group which is a two-column group on $V$ then $k[V]^{G}$ is a complete intersection ring (he looks at $S(V)$ rather then $k[V]$ and so refers to these as two-row groups). We will use a similar approach to Yinglin Wu: finding the invariant ring of a group $G$ by working down through maximal subgroups from a Nakajima group containing $G$. This has lead to the following definition.

Definition 3.0.7. Let $B=\left\{x_{1}, \ldots, x_{n}\right\}$ be a basis for $W, G<U_{B}$ a $p$-group. For $1 \leq i \leq n$ let:

$$
\begin{aligned}
& S_{i}(G)=\left\{h \in \mathrm{GL}(V) \mid h\left(x_{j}\right)=x_{j}\right. \\
& \left.\quad \text { for } j \neq i, \text { there exists } g \in G \text { such that } h\left(x_{i}\right)=g\left(x_{i}\right)\right\}
\end{aligned}
$$

Then define

$$
\begin{aligned}
\operatorname{Nak}_{B}^{+}(G) & \left.=\langle g| g \in S_{i}(G) \text { for some } 1 \leq i \leq n\right\rangle \\
\operatorname{Nak}_{B}^{-}(G) & =G_{n} \ldots G_{1}
\end{aligned}
$$

We call $G$ nice with respect to $B$ if $\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right] \leq G$.
Lemma 3.0.8. [21, Lemma 3] Let $B$ be an ordered basis for $W$. Let $G, N \leq$ $\operatorname{GL}(V)$ with $G \leq N \leq U_{B}(V)$. If $N \in B$-Nak then

- $G \triangleleft N$ implies $\operatorname{Nak}_{B}^{-}(G) \triangleleft N$,
- $[N, N] \leq G$ implies $[N, N] \leq \operatorname{Nak}_{B}^{-}(G)$.

Proposition 3.0.9. Let $B=\left\{x_{1}, \ldots, x_{n}\right\}$ an ordered basis for $W, G \leq U_{B}$, then:

1. $\operatorname{Nak}_{B}^{-}(G) \leq G$ and if $N \leq G$ with $N$ a Nakajima group with respect to $B$ then $N \leq \operatorname{Nak}_{B}^{-}(G)$;
2. $G \leq \operatorname{Nak}_{B}^{+}(G)$ and if $G \leq N$ with $N$ a Nakajima group with respect to $B$ then $\operatorname{Nak}_{B}^{+}(G) \leq N$;
3. If $G$ is nice with respect to $B$ then

$$
\operatorname{Nak}_{B}^{-}(G) \unlhd G \unlhd \operatorname{Nak}_{B}^{+}(G) ;
$$

4. $G^{p} \leq \operatorname{Nak}_{B}^{+}(G)^{p} \leq\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right]$ and so

$$
\Phi\left(\operatorname{Nak}_{B}^{+}(G)\right)=\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right] .
$$

Proof. 1. For the first part if $g \in N$ then by Lemma 3.0.3 we can find a unique expression $g=\sigma_{n} \ldots \sigma_{1}$ with $\sigma_{i} \in N_{i}$ for $1 \leq i \leq n$. As $N \leq G$ we see that $\sigma_{i} \leq G_{i}$ for $1 \leq i \leq n$, so $g \in \operatorname{Nak}_{B}^{-}(G)$ and $N \leq \operatorname{Nak}_{B}^{-}(G)$.
2. For the second part, first note that $G$ and $N$ are upper triangular unipotent with respect to $B$ so

$$
G \leq N \leq U_{B} \in B-\text { Nak. }
$$

If $h \in S_{i}(G)$ for some $1 \leq i \leq n$ then there exists $g \in G$ such that $h\left(x_{i}\right)=g\left(x_{i}\right)$. We can find a unique expression of the form $g=\sigma_{1} \ldots \sigma_{n}$ (again by Lemma 3.0.3), where $\sigma_{j} \in\left(U_{B}\right)_{j}$ for $1 \leq j \leq n$. If $N$ is a Nakajima group containing $g$ then $\sigma_{1}, \ldots, \sigma_{n} \in N$. By their definitions it's clear that $\sigma_{i}\left(x_{j}\right)=h\left(x_{j}\right)=x_{j}$ for $j \neq i$, and we can see that

$$
g\left(x_{i}\right)=\sigma_{1} \ldots \sigma_{n}\left(x_{i}\right)=\sigma_{i}\left(x_{i}\right)=h\left(x_{i}\right)
$$

and so $h=\sigma_{i} \in N$, so $g \in \operatorname{Nak}_{B}^{+}(G) \leq N$, and $G \leq \operatorname{Nak}_{B}^{+}(G)$.
3. For the third part, using Lemma 3.0.5 we see that both $\operatorname{Nak}_{B}^{+}(G)$ and $\operatorname{Nak}_{B}^{-}(G)$ are Nakajima groups and from there we can use Lemma 3.0.8.
4. For the fourth part, let $\operatorname{Nak}_{B}^{+}(G)=N$ and $\bar{N}=N /[N, N]$. Let

$$
g=\sigma_{n} \ldots \sigma_{1} \in N
$$

where $\sigma_{i} \in N_{i}$ for $1 \leq i \leq n$ and let $\bar{g}$ denote the image of $g$ in $\bar{N}$. Then as $\bar{N}$ is abelian and $\sigma_{i}$ is a transvection of order $p$ for $1 \leq i \leq n$

$$
\overline{\left(g^{p}\right)}=\bar{g}^{p}=\bar{\sigma}_{n}^{p} \ldots \bar{\sigma}_{1}^{p}=\bar{e}
$$

So for all $g \in N, g^{p} \in[N, N]$. This means that $G^{p} \leq N^{p} \leq[N, N]$. As $N$ is a $p$-group $\Phi(N)=N^{p}[N, N]=[N, N]$.

Corollary 3.0.10. Let $G, H_{1}, H_{2} \leq \mathrm{GL}(V)$ such that $G=\left\langle H_{1}, H_{2}\right\rangle$ and let $B$ be a basis with respect to which $G$ is triangular, then

$$
\operatorname{Nak}_{B}^{+}(G)=\left\langle\operatorname{Nak}_{B}^{+}\left(H_{1}\right), \operatorname{Nak}_{B}^{+}\left(H_{2}\right)\right\rangle
$$

Proof. As $H_{i} \leq G \leq \operatorname{Nak}_{B}^{+}(G)$ we see that $\operatorname{Nak}_{B}^{+}\left(H_{i}\right) \leq \operatorname{Nak}_{B}^{+}(G)$ for $i=1,2$ so

$$
\left\langle\operatorname{Nak}_{B}^{+}\left(H_{1}\right), \operatorname{Nak}_{B}^{+}\left(H_{2}\right)\right\rangle \leq \operatorname{Nak}_{B}^{+}(G)
$$

By Proposition 3.0.5 $\left\langle\operatorname{Nak}_{B}^{+}\left(H_{1}\right), \operatorname{Nak}_{B}^{+}\left(H_{2}\right)\right\rangle$ is a Nakajima group, and so by the above Proposition 3.0.9

$$
\operatorname{Nak}_{B}^{+}(G)=\left\langle\operatorname{Nak}_{B}^{+}\left(H_{1}\right), \operatorname{Nak}_{B}^{+}\left(H_{2}\right)\right\rangle
$$

We can see that given a basis $B=\left\{x_{1}, \ldots, x_{n}\right\}$ for $W$ and a group $G \leq U_{B}$ then $\operatorname{Nak}_{B}^{+}(G)$ is the smallest Nakajima group with respect to $B$ containing $G$, and $\operatorname{Nak}_{B}^{-}(G)$ is the largest Nakajima group with respect to $B$ contained in $G$. If $G$ is nice with respect to $B$ then the quotient groups

$$
\operatorname{Nak}_{B}^{+}(G) / \operatorname{Nak}_{B}^{-}(G), \quad G / \operatorname{Nak}_{B}^{-}(G), \quad \operatorname{Nak}_{B}^{+}(G) / G
$$

are elementary abelian.

Proposition 3.0.11. Let $B$ be an ordered basis for $W, G \leq U_{B}$ a p-group such that $G$ is nice with respect to $B$ and:

$$
N^{+}:=\operatorname{Nak}_{B}^{+}(G), \quad N^{-}:=\operatorname{Nak}_{B}^{-}(G)
$$

For some $m, l \in \mathbb{N}$ we can find $\mathbf{h}=\left\{h_{1}, \ldots, h_{m}\right\}$ with $h_{i} \in G$ and $\mathbf{g}=\left\{g_{1}, \ldots, g_{l}\right\}$ with $g_{i} \in \operatorname{Nak}_{B}^{+}\left(\left\langle h_{j_{i}}\right\rangle\right)$ for some $1 \leq j_{i} \leq m$ such that for any ordering of $\mathbf{g}$ and h if:

$$
\begin{array}{ll}
H_{0}=N^{-}, & H_{i}=\left\langle H_{i-1}, h_{i}\right\rangle \text { for } 1 \leq i \leq m, \\
N_{0}=G, & N_{i}=\left\langle N_{i-1}, g_{i}\right\rangle \text { for } 1 \leq i \leq l,
\end{array}
$$

then:

$$
\begin{aligned}
& N^{-}=H_{0} \triangleleft_{\max } H_{1} \triangleleft_{\max } \ldots \triangleleft_{\max } H_{m}=G, \\
& G=N_{0} \triangleleft_{\max } N_{1} \triangleleft_{\max } N_{2} \triangleleft_{\max } \ldots \triangleleft_{\max } N_{l}=N^{+}
\end{aligned}
$$

Proof. Let $\left|G / N^{-}\right|=p^{m}$ then we can find $h_{1}, \ldots, h_{m}$ such that

$$
G / N^{-}=\left\langle\bar{h}_{1}, \ldots, \bar{h}_{m}\right\rangle
$$

where $\bar{h}_{i}$ is the image of $h_{i}$ in $G / N^{-}$for $1 \leq i \leq m$. Then

$$
G=\left\langle N^{-}, h_{1}, \ldots, h_{m}\right\rangle .
$$

If $G=\left\langle N^{-}, h_{1}, \ldots, h_{i-1}, h_{i+1}, \ldots, h_{m}\right\rangle$ for any $1 \leq i \leq m$ then

$$
G / N^{-}=\left\langle\bar{h}_{1}, \ldots, \bar{h}_{i-1}, \bar{h}_{i+1}, \bar{h}_{m}\right\rangle
$$

which doesn't have order $p^{m}$, so

$$
h_{i} \notin\left\langle N^{-}, h_{1}, \ldots, h_{i-1}\right\rangle
$$

for $1 \leq i \leq m$. Let

$$
H_{0}=N^{-}, \quad H_{i}=\left\langle H_{i-1}, h_{i}\right\rangle \text { for } 1 \leq i \leq m
$$

then

$$
N^{-}=H_{0} \triangleleft_{\max } H_{1} \triangleleft_{\max } \cdots \triangleleft_{\max } H_{m}=G .
$$

If $N$ is a Nakajima group containing $G$ then $\operatorname{Nak}_{B}^{+}\left(\left\langle h_{i}\right\rangle\right) \leq N$ and $N^{+} \leq N$ so

$$
\widetilde{N}:=\left\langle N^{-}, \operatorname{Nak}_{B}^{+}\left(\left\langle h_{1}\right\rangle\right), \ldots, \operatorname{Nak}_{B}^{+}\left(\left\langle h_{n}\right\rangle\right)\right\rangle \leq N
$$

By Lemma 3.0.5 $\widetilde{N}$ is a Nakajima group and so $\widetilde{N}=N^{+}$using Lemma 3.0.9. Let $l=\left|N^{+} / G\right|$ then we can find $\mathbf{g}=\left\{g_{1}, \ldots, g_{l}\right\}$ with $g_{i} \in \operatorname{Nak}_{B}^{+}\left(\left\langle h_{j_{i}}\right\rangle\right)$ for $1 \leq i \leq l$ and some $1 \leq j_{i} \leq m$ such that:

$$
N^{+}=\left\langle G, g_{1}, \ldots, g_{l}\right\rangle
$$

Similarly to above $\mathbf{g}$ must be minimal and if

$$
G_{0}=G, \quad G_{i}=\left\langle G_{i-1}, g_{i}\right\rangle \text { for } 1 \leq i \leq l
$$

then

$$
G=G_{0} \triangleleft_{\max } G_{1} \triangleleft_{\max } G_{2} \triangleleft_{\max } \ldots \triangleleft_{\max } G_{l}=N^{+}
$$

Proposition 3.0.12. If $G \leq \mathrm{GL}(V)$ is nice with respect to $B$ then for $1 \leq i \leq n$

$$
\left\{g\left(x_{i}\right)-x_{i} \mid g \in G\right\}=\left\{g\left(x_{i}\right)-x_{i} \mid g \in \operatorname{Nak}_{B}^{+}(G)\right\}
$$

and consequently:

$$
\mathbf{N}_{i}^{G}=\mathbf{N}_{i}^{\mathrm{Nak}_{B}^{+}(G)}
$$

where as defined above $\mathbf{N}_{i}^{G}, \mathbf{N}_{i}^{\operatorname{Nak}_{B}^{+}(G)}$ are the orbit products of $x_{i}$ for $G$ and $\operatorname{Nak}_{B}^{+}(G)$ respectively.

Proof. Let $g \in \operatorname{Nak}_{B}^{+}(G)$ such that:

$$
g\left(x_{i}\right)=x_{i}+r .
$$

We need to show that there exists $h \in G$ such that:

$$
h\left(x_{i}\right)=x_{i}+r .
$$

By the definition of $\operatorname{Nak}_{B}^{+}(G)$

$$
g=g_{m} g_{m-1} \ldots g_{1}
$$

where $m \in \mathbb{N}$ and $g_{j} \in S_{l_{j}}(G)$ for $1 \leq j \leq m$ for some $1 \leq l_{j} \leq n$. We proceed by induction on $m$.

If $m=1$ result is trivially true. Let

$$
g=g_{m} g^{\prime}
$$

By the induction hypothesis we can find some $h^{\prime} \in G$ such that:

$$
h^{\prime}\left(x_{i}\right)=g^{\prime}\left(x_{i}\right)=x_{i}+r^{\prime}
$$

for some $r^{\prime} \in\left\langle x_{1}, \ldots, x_{i-1}\right\rangle$. If $g_{m} \in S_{i}(G)$ then we can find some $h_{m} \in G$ such that

$$
h_{m}\left(x_{i}\right)=x_{i}+r-r^{\prime}
$$

so $h_{m} h^{\prime} \in G$ and

$$
h_{m} h^{\prime}\left(x_{i}\right)=x_{i}+r+\delta_{h_{m}}\left(r^{\prime}\right) .
$$

As $h_{m}, h^{\prime} \in \operatorname{Nak}_{B}^{+}(G)$ which is a Nakajima group we can find $\sigma_{j}^{\prime}, \sigma_{m, j} \in \operatorname{Nak}_{B}^{+}(G)_{j}$ for $1 \leq j \leq n$ such that:

$$
\begin{aligned}
h^{\prime} & =\sigma_{n}^{\prime} \ldots \sigma_{1}^{\prime} \\
h_{m} & =\sigma_{m, n} \ldots \sigma_{m, 1} .
\end{aligned}
$$

Let $t=\sigma_{m, i-1} \ldots \sigma_{m, 0}$, then

$$
\begin{aligned}
\sigma_{i}^{\prime}\left(x_{i}\right) & =x_{i}+r^{\prime}, & \sigma_{i}^{\prime}\left(r^{\prime}\right) & =r^{\prime} \\
t\left(x_{i}\right) & =x_{i}, & t\left(r^{\prime}\right) & =r^{\prime}+\delta_{h_{m}}\left(r^{\prime}\right)
\end{aligned}
$$

Let $\theta=\sigma_{i}^{\prime} t \sigma_{i}^{\prime-1} t^{-1}$, then

$$
\begin{aligned}
\theta\left(x_{i}\right) & =x_{i}-\delta_{h_{m}}\left(r^{\prime}\right) \\
\theta(r) & =r .
\end{aligned}
$$

As $\theta \in\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right], \theta \in G$. Let $h=\theta h_{m} h^{\prime}$ then $h \in G$ and

$$
h\left(x_{i}\right)=x_{i}+r
$$

as required.
Suppose $g_{m} \notin S_{i}(G)$ then $g_{m}\left(r^{\prime}\right)=r^{\prime}+r^{\prime \prime}=r$, with $r^{\prime \prime} \in W^{g_{m}}$. Again we can find $\sigma_{i} \in \operatorname{Nak}^{+}(G)$ such that

$$
\sigma_{i}\left(x_{i}\right)=x_{i}+r^{\prime}, \quad \sigma_{i}\left(r^{\prime}\right)=r^{\prime}
$$

If $\theta=g_{m}^{-1} \sigma_{i}^{-1} g_{m} \sigma_{i}$, then

$$
\begin{aligned}
\theta\left(x_{i}\right) & =x_{i}+r^{\prime \prime}, \\
\theta\left(r^{\prime}\right) & =r^{\prime} .
\end{aligned}
$$

As $\theta \in\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right], \theta \in G$. Let $h=\theta h^{\prime}$ then $h \in G$ and

$$
h\left(x_{i}\right)=x_{i}+r .
$$

The choice of basis is important. Let $G=\langle g, h\rangle$ where:

$$
g=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right), \quad h=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

with respect to the basis $B=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ for $W$. We can see that if

$$
t=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

then $N:=\operatorname{Nak}_{B}^{+}(G)=\langle g, h, t\rangle$. The commutator subgroup $[N, N]$ is then generated by

$$
\sigma=\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and we see that $\sigma \notin G$ and so $G$ is not nice with respect to $B$. We also see that $\mathbf{N}_{4}^{G} \neq \mathbf{N}_{4}^{N}$. Let $B^{\prime}=\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}$ with:

$$
y_{1}=x_{1}, \quad y_{2}=x_{2}-x_{3}, \quad y_{3}=x_{3}, \quad y_{4}=x_{4} .
$$

With respect to this basis:

$$
g=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad h=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and so $G$ is a Nakajima group with respect to $B^{\prime}$.
Lemma 3.0.13. Let $G \leq \operatorname{GL}(V)$ a p-group. Then for any basis $B$ for $W$ such that $G \leq U_{B},\left[\operatorname{Nak}_{B}^{+}(G), W\right]=[G, W]$ and $V^{G}=V^{\operatorname{Nak}_{B}^{+}(G)}$.

Proof. Let $B$ be a basis such that $G \leq U_{B}, N=\operatorname{Nak}_{B}^{+}(G)$. By Lemma 3.0.9 we know that $G \leq N$ and so $[G, W] \leq[N, W]$.

For any group $H=\left\langle g_{1}, \ldots, g_{l}\right\rangle \leq \mathrm{GL}(V)$

$$
[H, W]=\sum_{i=1}^{l}\left[g_{i}, W\right] .
$$

If $g \in S_{i}(G)$ for some $1 \leq i \leq n$ then $[g, W] \leq[G, W]$ and so:

$$
[G, W] \geq \sum_{i=1}^{n} \sum_{g \in S_{i}(G)}[g, W]=[N, W]
$$

so $[G, W]=[N, W]$.
Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the corresponding basis for $V$, then by Lemma 1.0.2 we see that for $g \in N$ the matrix representing $g$ with respect to this basis is given by the transpose inverse and so $V^{G}=V^{N}$.

Lemma 3.0.14. For $G \leq \operatorname{GL}(V)$ a p-group we can find a basis $B$ for $W$ such that $G \leq U_{B}, W^{G}=W^{\operatorname{Nak}_{B}^{+}(G)}$ and $[G, V]=\left[\operatorname{Nak}_{B}^{+}(G), V\right]$.

Proof. Let $m=\operatorname{dim}_{k}\left(W^{G}\right)$, then we can choose a basis $B=\left\{x_{1}, \ldots, x_{n}\right\}$ for $W$ such that $G \leq U_{B}$ and $\left\langle x_{1}, \ldots, x_{m}\right\rangle=W^{G}$.

Let $N=\operatorname{Nak}_{B}^{+}(G)$. As

$$
S_{i}(G)=\{e\} \text { for } 1 \leq i \leq m
$$

$x_{i} \in W^{N}$ for $1 \leq i \leq m$ and so $W^{G} \leq W^{N}$. As $G \leq N$ we know that $W^{N} \leq W^{G}$ and so $W^{G}=W^{N}$.

Similarly to above using Lemma 1.0.2 we see that $W^{G}=W^{N}$ means $[G, V]=$ $[N, V]$.

Lemma 3.0.15. Let $U_{1} \leq U_{2} \leq \cdots U_{\ell} \leq W$ be $G$-stable subspaces. Let $B=\cup_{i} B_{i}$ be a basis for $W$ such that $\left\langle B_{i}\right\rangle=U_{i}$ and $G \leq U_{B}$. Then the $U_{i}$ are also $\operatorname{Nak}_{B}^{+}(G)$ stable with $\left[G, U_{i}\right]=\left[\operatorname{Nak}_{B}^{+}(G), U_{i}\right]$ for all $i$.

Proof. Let $N:=\operatorname{Nak}_{B}^{+}(G)$, then

$$
\left[N, U_{i}\right]=\sum_{x \in B_{i}}\langle n(x)-x \mid n \in N\rangle .
$$

Let $n \in S_{j}(G)$ and $x \in B_{i}$, then $n(x)=g(x)$ for some $g \in G$ if $x=x_{j}$ or $n(x)=x$ otherwise. Hence $n(x)-x \in\left[g, U_{i}\right]$, so $\left[n, U_{i}\right] \subseteq\left[G, U_{i}\right]$. We have

$$
n n^{\prime} x-x=n n^{\prime} x-n^{\prime} x+n^{\prime} x-x \in\left[n, n^{\prime} U_{i}\right]+\left[n^{\prime}, U_{i}\right] .
$$

Since $N$ is generated by the $S_{j}(G)$ 's, we see inductively that

$$
\left[N, U_{i}\right] \leq\left[G, U_{i}\right] \leq\left[N, U_{i}\right] \text { for } 1 \leq i \leq \ell
$$

Lemma 3.0.16. A Nakajima group $G$ is abelian if and only if $[G, W] \leq W^{G}$.
Proof. This is just a special case of Lemma 2.1.5.
Lemma 3.0.17. Let $G \leq \mathrm{GL}(V)$ be a p-group with $[G, W] \leq W^{G}$. Then $G$ is abelian and we can find a basis $B$ of $W$ such that $\operatorname{Nak}_{B}^{+}(G)$ is also abelian and therefore $G$ is nice.

Proof. By Lemma 3.0.14 we can find a basis $B$ for $W$ such that $G \leq U_{B}$ and $W^{G}=W^{N}$ where $N:=\operatorname{Nak}_{B}^{+}(G)$. By Lemma 3.0.13 $[G, W]=[N, W]$ and so $[N, W] \leq W^{N}$. By Proposition 3.0.16 $N$ is an abelian group so $[N, N]=\{e\} \leq G$ and $G$ is nice with respect to $B$. As $G \leq N, G$ is also abelian.

### 3.1 Maximal Pure Bireflection Groups

We now apply the above to the maximal pure bireflection groups as defined in Chapter 2.

Proposition 3.1.1. For $G \leq G L(V)$ :

- if $G$ is a two-row group (on $V$ ) then $\operatorname{Nak}_{B}^{+}(G)$ is a two-row group (on $V$ ) for any basis $B$ for $W$ with respect to which $G$ is triangular;
- if $G$ is a two-column group (on $V$ ) then $\operatorname{Nak}_{B}^{+}(G)$ is a two-column group (on $V$ ) for any basis $B$ for $W$ with respect to which $G$ is triangular and $[G, V]=\left[\operatorname{Nak}_{B}^{+}(G), V\right] ;$
- if $G$ is a hook group on $W$ with hyperplane $U$ and line $k v$ then for any basis $B=\left\{x_{1}, \ldots, x_{n}\right\}$ with respect to which $G$ is triangular and

$$
U=\left\langle x_{1}, \ldots, x_{n-1}\right\rangle
$$

then $\operatorname{Nak}_{B}^{+}(G)$ is a hook group on $W$ with hyperplane $U$ and line $k v$.
If $G \leq \mathrm{GL}(V)$ is a maximal bireflection group which is either a hook, two-row or two-column group then we can find some basis $B$ with respect to which $G$ is a Nakajima group. Consequentially $G$ is nice with respect to $B$.

Proof. If $G$ is a two-row group on $V$, then

$$
\operatorname{dim}_{k}([G, V]) \leq 2
$$

and for any basis $B$ with respect to which $G$ is triangular. $[G, V]=\left[\operatorname{Nak}_{B}^{+}(G), V\right]$. This means that

$$
\operatorname{dim}_{k}\left(\left[\operatorname{Nak}_{B}^{+}, V\right]\right) \leq 2
$$

and $\operatorname{Nak}_{B}^{+}(G)$ is a two-row group.
If $G$ is two-column group on $V$, then by Lemma 3.0.13 for any basis $B$ for $W$ with respect to which $G$ is triangular

$$
V^{G}=V^{\operatorname{Nak}_{B}^{+}(G)},
$$

so $\operatorname{Nak}_{B}^{+}(G)$ is also a two-column group.
Suppose that $G$ is a hook group with hyperplane $U$ and line $k v$. Let $B=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ be a basis for $W$ with respect to which $G$ is triangular and $U=$ $\left\{x_{1}, \ldots, x_{n-1}\right\}$. By Proposition 3.0.15 $U$ is a $\operatorname{Nak}_{B}^{+}(G)$ stable subspace and

$$
\left[\operatorname{Nak}_{B}^{+}(G), U\right]=[G, U] \leq k v
$$

This means that $\operatorname{Nak}_{B}^{+}(G)$ is a hook group with hyperplane $U$ and line $k v$.
So if $G$ any two-row, two-column or hook group using the above and Propositions 3.0.14, 3.0.13 and 3.0.15 we can find some basis $B$ for $W$ such that $\operatorname{Nak}_{B}^{+}(G)$ is a pure bireflection group containing $G$. If $G$ is maximal then $\operatorname{Nak}_{B}^{+}(G)=G$. This means that

$$
\left[\operatorname{Nak}_{B}^{+}(G), \operatorname{Nak}_{B}^{+}(G)\right] \leq G
$$

and so $G$ is nice with respect to $B$.
Proposition 3.1.2. Let $p \neq 2$, and let $G \leq \mathrm{GL}(V)$ be a unipotent pure bireflection group then we can find a basis $B$ with respect to which $\operatorname{Nak}_{B}^{+}(G)$ is a pure bireflection group if and only if $G$ is not an exceptional group (of type one or two).

Let $G$ be a maximal unipotent pure bireflection group. Then $G$ is not a Nakajima group with respect to any basis if and only if $G$ is an exceptional group
of type 1 or 2. We can find some basis with respect to which $G$ is nice if and only if $G$ is not an exceptional group of type 1 .

Proof. Let $G$ be a pure bireflection group. If $G$ is not an exceptional group of type one or two then $G$ is a two-row, two-column or hook group by Theorem 1.0.5. By Proposition 3.1.1 we can find a basis $B$ such that $\operatorname{Nak}_{B}^{+}(G)$ is a pure bireflection group.

If $G$ is an exceptional group of type one or two it is not a two-row, twocolumn or hook group. This means that $\operatorname{Nak}_{B}^{+}(G)$ is not a two-row, two-column or hook group for any choice of basis $B$. As exceptional groups do not contain any reflections (Lemmas 2.5.9 and 2.6.5), $\operatorname{Nak}_{B}^{+}(G)$ is not an exceptional group either, and so by Theorem 1.0.5 $\mathrm{Nak}_{B}^{+}(G)$ is not a pure bireflection group.

Now suppose $G$ is a maximal pure bireflection group. If $G$ is an exceptional group (of type 1 or 2 ) then $G$ is not generated by reflections (Lemmas 2.5.9 and 2.6.5) and so it is not a Nakajima group with respect to any basis. If $G$ is not an exceptional group then it is either a two-row, two-column or hook group so by Proposition 3.1.1 it is a Nakajima group, and hence also nice, with respect to some basis.

Suppose $G$ is an exceptional group of type one which is nice with respect to some basis $B$ and let $N=\operatorname{Nak}_{B}^{+}(G)$. By Lemma 2.5.9 there are no reflections in $G$ and so $\operatorname{Nak}_{B}^{-}(G)$ contains only the identity. By Lemma 3.0.8 as $G$ is nice

$$
[N, N] \leq \operatorname{Nak}_{B}^{-}(G)
$$

This would mean that $N$ is abelian, however as $G \leq N$ is not abelian we have a contradiction.

If $G$ is a maximal exceptional group of type two then we can find $r_{1}, r_{2}, r_{3} \in W$ and $\gamma_{1}, \gamma_{2}, \gamma_{3} \in W^{*}$ such that if

$$
\mathbf{r}=\left\{r_{1}, r_{2}, r_{3}\right\}, \quad \gamma=\gamma_{1}, \gamma_{2}, \gamma_{3}
$$

then $G=W^{\mathbf{r}, \gamma}$. We see that

$$
\left\langle r_{1}, r_{2}, r_{3}\right\rangle=[G, W] \leq W^{G}
$$

(see Definition 2.2.5). By Lemma 3.0.17 we can find some basis with respect to which $G$ is nice.

Corollary 3.1.3. For $p \neq 2$, if $G \leq \mathrm{GL}(V)$ is a maximal unipotent pure bireflection group then $k[V]^{G}$ is not a polynomial ring if and only if $G$ is an exceptional group of type 1 or 2.

Proof. By the above Proposition if $G$ is not an exceptional group then it is a Nakajima group with respect to some basis and so $k[V]^{G}$ is polynomial. If $G$ is an exceptional group of type one or two then $G$ contains no reflections, so $k[V]^{G}$ is not polynomial.

Proposition 3.1.4. Let $p \neq 2$ and $G \leq \mathrm{GL}(V)$ be a unipotent pure bireflection group. Let $H=[G, G]$, then $k[V]^{H}$ is Cohen Macaulay. Furthermore the invariant ring $k[V]^{H}$ is polynomial if and only if $G$ is not an exceptional group of type one.

Proof. If $G$ is a hook group or a two-column group $\operatorname{dim}_{k}\left(V^{H}\right) \geq n-1$ and so by Theorem 1.4.3 $k[V]^{H}$ is polynomial. If $G$ is a two-row group then $W^{H}$ has codimension one and so $H$ is a Nakajima group with polynomial ring of invariants. If $G$ is an exceptional group of type one then by Corollary 2.5.9 it does not contain any reflections. This means that $H$ cannot be generated by reflections and so $k[V]^{H}$ is not a polynomial ring, however since $V^{H}$ has codimension two (see Corollary 2.5.9) by Theorem 1.4.3 $k[V]^{G}$ is Cohen-Macaulay. If $G$ is an exceptional group of type two then $H$ is the trivial group as $G$ is abelian.

## Chapter 4

## Invariant rings of hook groups

In this chapter we look at invariant rings of hook groups. We fix $w, v \in W$ and $U$ a subspace of $W$ with codimension one, and look at subgroups of $B^{U, v}$. These groups are generated by elements of the form $b_{u, \lambda}$ where $u \in U$ and $\lambda \in V=W^{*}$. We will look at transvection subgroups $G$ of $B^{U, v}$ to see when the invariant ring $k[V]^{G}$ is polynomial. For $k=\mathbb{F}_{p}$ we find necessary and sufficient conditions for $G \leq B^{U, v}$ to be nice with respect to some basis. We will then find generators for $k[V]^{G}$ in these cases using 1.3.4 and results from the previous chapter. Using Theorem 1.3.5 we will show that, for $k=\mathbb{F}_{p}$, if a hook group is nice with respect to some basis then it's ring of invariants is a complete intersection ring. We start more generally though, with $k=\mathbb{F}_{q}$ where $q=p^{r}$, and look at some definitions and general properties of hook groups which we will want to make use of in the next few sections.

The following connects hook groups with the results of the previous chapter.
Lemma 4.0.1. If $G \leq B^{U, v}$ with $R_{\hat{v}, U} \leq G$ then we can find some basis for $W$ with respect to which $G$ is nice.

Proof. By Proposition 3.1.1 we can choose $\mathcal{B}$ such that $B^{U, v}$ is a Nakajima group with respect to $\mathcal{B}$, then

$$
\left[\operatorname{Nak}_{\mathcal{B}}^{+}(G), \operatorname{Nak}_{\mathcal{B}}^{+}(G)\right] \leq\left[B^{U, v}, B^{U, v}\right]=R_{\hat{v}, U} \leq G
$$

so $G$ is nice with respect to $\mathcal{B}$.
We define two $\mathbb{F}_{p}$-vector spaces associated to each hook group.
Definition 4.0.2. Let $G=\left\langle b_{1}, \ldots, b_{l}\right\rangle$ where $b_{i}=b_{u_{i}, \lambda_{i}} \in B^{U, v}$ for $1 \leq i \leq l$. Then define:

$$
\begin{aligned}
\hat{U}(G) & =\left\langle u_{1}, \ldots, u_{l}\right\rangle_{\mathbb{F}_{p}}+k v, \\
\Lambda(G) & =\left\langle\lambda_{1}, \ldots, \lambda_{l}\right\rangle_{\mathbb{F}_{p}}, \\
D_{\hat{U}}(G) & =\left\{\begin{array}{l}
\operatorname{dim}_{\mathbb{F}_{p}}(\hat{U}(G)) \text { for } R_{\hat{v}, U} \leq G, \\
\operatorname{dim}_{\mathbb{F}_{p}}(\hat{U}(G))-r \text { for } R_{\hat{v}, U} \not \leq G,
\end{array}\right. \\
D_{\Lambda}(G) & =\operatorname{dim}_{\mathbb{F}_{p}}(\Lambda(G))
\end{aligned}
$$

Lemma 4.0.3. Let $G \leq B^{U, v}$ then:

1. if $b_{u, \lambda} \in G$ then $u \in \hat{U}(G)$ and $\lambda \in \Lambda(G)$;
2. if $\lambda \in \Lambda(G)$ then $b_{u, \lambda} \in G$ for some $u \in \hat{U}(G)$;
3. $\Lambda(G)$ is independent of choice of generators for $G$ and

$$
\Lambda(G)=\left\{\lambda \in W^{*} \mid b_{u, \lambda} \in G \text { for some } u \in W\right\}
$$

4. if $u \in \hat{U}$ then $b_{u+c v, \lambda} \in G$ for some $\lambda \in \Lambda(G)$ and some $c \in k$;
5. $\hat{U}(G)=\langle g(w)-w \mid g \in G\rangle_{\mathbb{F}_{p}}+k v$;
6. if $k=\mathbb{F}_{p}$ and $v \in[G, W]$ then $\hat{U}(G)=[G, W]$;
7. if $R_{\hat{v}, U} \leq G$ and $u \in \hat{U}(G)$ then $b_{u, \lambda} \in G$ for some $\lambda \in w^{\perp} \cap v^{\perp}$.

Proof. 1) Let $G=\left\langle b_{1}, \ldots, b_{l}\right\rangle$ where $b_{i}=b_{u_{i}, \lambda_{i}} \in B^{U, v}$. For any element $b_{u, \lambda} \in G$, we can write

$$
b_{u, \lambda}=b_{u_{1}, \lambda_{1}}^{a_{1}} \ldots b_{u_{l}, \lambda_{l}}^{a_{l}} t
$$

for some $t \in \Phi(G) \leq R_{\hat{v}, U} \leq Z(G)$ and $0 \leq a_{1}, \ldots, a_{l} \leq p-1$. Using Proposition 2.4.2(2)

$$
\begin{aligned}
& u=a_{1} u_{1}+\ldots a_{l} u_{l}+c v, \\
& \lambda=a_{1} \lambda_{1}+\ldots+a_{l} \lambda_{l},
\end{aligned}
$$

for some $c \in k$. This means that $u \in \hat{U}(G)$, and $\lambda \in \Lambda(G)$.
2) For any $\lambda \in \Lambda(G)$ we can write

$$
\lambda=a_{1} \lambda_{1}+\ldots+a_{l} \lambda_{l}
$$

for some $0 \leq a_{1}, \ldots, a_{l} \leq p-1$. We can take

$$
b_{u, \lambda}=b_{u_{1}, \lambda_{1}}^{a_{1}} \ldots b_{u_{l}, \lambda_{l}}^{a_{l}}
$$

so then $b_{u, \lambda} \in G$.
3) Combining parts 1) and 2) gives us

$$
\Lambda(G)=\left\{\lambda \in W^{*} \mid b_{u, \lambda} \in G \text { for some } u \in W\right\}
$$

which must be independent on the choice of generators for $G$.
4) For any $u \in \hat{U}(G)$ we can write:

$$
u=a_{1} u_{1}+\ldots+a_{l} u_{l}+b v
$$

for some $0 \leq a_{1}, \ldots, a_{l} \leq p-1$ and $b \in k$. We can then find $\lambda \in \Lambda(G)$ and $c \in k$ such that $b_{u+c v, \lambda} \in G$ : take

$$
b_{u^{\prime}, \lambda}=b_{u_{1}, \lambda_{1}}^{a_{1}} \ldots b_{u_{l}, \lambda_{l}}^{a_{l}},
$$

then

$$
u^{\prime}=a_{1} u_{1}+\ldots+a_{l} u_{l}+c^{\prime} v
$$

for some $c^{\prime} \in k$. If we let $c=c^{\prime}-b$ then $u^{\prime}=u+c v$.
5) Using part 1) and the definition of $\hat{U}(G)$ we see that

$$
\langle g(w)-w \mid g \in G\rangle_{\mathbb{F}_{p}}+k v \leq \hat{U}(G)
$$

Using part 4) we know

$$
\hat{U}(G) \leq\langle g(w)-w \mid g \in G\rangle_{\mathbb{F}_{p}}+k v,
$$

and so

$$
\hat{U}(G)=\langle g(w)-w \mid g \in G\rangle_{\mathbb{F}_{p}}+k v
$$

Parts 6) and 7) are direct consequences of part 5).
The next lemma allows us to choose a useful generating set for later results.
Lemma 4.0.4. Let $k=\mathbb{F}_{p}$ and $G \leq B^{U, v}$ with $\operatorname{dim}_{k}(\hat{U}(G))=m+1$ then we can find a set of generators $\left\{b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{l}, \lambda_{l}}\right\}$ for $G$ such that $\left\{u_{1}, \ldots, u_{m}, v\right\}$ form a basis for $\hat{U}(G)$ and for $m<i \leq l, u_{i} \in k v$.

Proof. If $\hat{U}(G)=k v$ then the result is trivial. Otherwise let $\operatorname{dim}_{k}(\hat{U}(G))>1$ and

$$
G=\left\langle b_{\hat{u}_{1}, \hat{\lambda}_{1}}, b_{\hat{u}_{2}, \hat{\lambda}_{2}}, \ldots, b_{\hat{u}_{l}, \hat{\lambda}_{l}}\right\rangle .
$$

We can assume that $\hat{U}(G)=\operatorname{span}\left(\hat{u}_{1}, \hat{u}_{2}, \ldots, \hat{u}_{m}, v\right)$, so for $1 \leq i \leq m$ let $b_{u_{i}, \lambda_{i}}=b_{\hat{u}_{i}, \hat{\lambda}_{i}}$.

For $j>m$ as $\hat{u}_{j} \in \hat{U}(G)$ for $1 \leq i \leq m$ we can find some $a_{i}, b \in k$ such that:

$$
\hat{u}_{j}=b v+\sum_{i=1}^{m} a_{i} u_{i} .
$$

Let:

$$
b_{u_{j}, \lambda_{j}}=b_{\hat{u}_{j}, \hat{\lambda}_{j}} \prod_{i=1}^{m} b_{u_{i}, \lambda_{i}}^{-a_{i}} .
$$

For some $c \in k$

$$
u_{j}=\hat{u}_{j}-\sum_{i=1}^{m} a_{i} u_{i}+c v
$$

so $u_{j} \in k v$.
As we have seen in previous sections, finding a good basis is useful for finding invariant rings.

Definition 4.0.5. Let $k=\mathbb{F}_{p}$ and $G \leq B^{U, v}$ with $L=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ a basis for $\Lambda(G)$. We define a basis $\mathcal{C}=\left\{x_{1}, \ldots, x_{n-1}\right\}$ for $U$ to be a $\Lambda$-basis with respect to $L$ if $x_{1}=v$ and for $1 \leq i \leq m, 1 \leq j \leq n-1$

$$
\lambda_{i}\left(x_{j}\right)=\left\{\begin{array}{l}
1 \text { if } j=n-i, \\
0 \text { otherwise }
\end{array}\right.
$$

Lemma 4.0.6. Let $k=\mathbb{F}_{p}$ and $G \leq B^{U, v}$ with $L=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ a basis for $\Lambda(G)$. If $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a basis for $W$ such that $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a $\Lambda$-basis for $U$ with respect to $L$, and $N=\operatorname{Nak}_{\mathcal{B}}^{+}(G)$ then

1. $N$ is a hook group with hyperplane $U$ and line $k v$;
2. $U^{G}=U^{N}$;
3. for $1 \leq i \leq n-1$ :

$$
\operatorname{deg}\left(\mathbf{N}_{i}^{G}\right)=\left\{\begin{array}{l}
1 \text { for } 1 \leq i \leq n-m-1 \\
p \text { for } n-m \leq i \leq n-1
\end{array}\right.
$$

4. if $b_{u, \lambda_{i}} \in G$ for some $1 \leq i \leq m$ and $u \in \hat{U}(G)$ with $b_{u, \lambda_{i}}\left(x_{n}\right)=x_{n}+u$ then

$$
\operatorname{Nak}_{\mathcal{B}}^{+}\left(\left\langle b_{u, \lambda_{i}}\right\rangle\right)=\left\langle b_{u, \lambda_{i}}, b_{0, \lambda_{i}}\right\rangle .
$$

Proof. 1) The first part can be seen from Proposition 3.1.1.
2) For the next part we first note that as $G$ is a subgroup of $N$

$$
U^{N} \leq U^{G}
$$

For $1 \leq i \leq n-m-1$ we see that $g\left(x_{i}\right)=x_{i}$ for any $g \in G$, therefore $S_{i}=\{1\}$ and so $x_{i} \in U^{N}$. For $u \in U^{G}$ we must have that $\lambda(u)=0$ for all $\lambda \in \Lambda(G)$, therefore $u \in\left\langle x_{1}, \ldots, x_{n-m-1}\right\rangle$, so

$$
U^{G}=U^{N} .
$$

3) By definition $[G, U] \leq k v$, and so

$$
1 \leq \operatorname{deg}\left(\mathbf{N}_{i}^{G}\right) \leq p
$$

for $1 \leq i \leq n-1$. From the above $x_{i} \in W^{G}$, for $1 \leq i \leq n-m-1$, and so $\operatorname{deg}\left(\mathbf{N}_{i}\right)=1$. By Proposition 4.0.3 for all $c \in k$ there exists $u \in \hat{U}(G)$ such that $b_{u, c \lambda_{i}} \in G$ for $1 \leq i \leq m$ so

$$
b_{u, c \lambda_{i}}\left(x_{n-i}\right)=x_{n-i}+c v
$$

and this means that $\operatorname{deg}\left(\mathbf{N}_{i}^{G}\right)=p$ for $n-m \leq i \leq n-1$.
4) If $b_{u, \lambda_{i}} \in G$ for some $1 \leq i \leq m$ and $u \in \hat{U}(G)$ with $b_{u, \lambda_{i}}\left(x_{n}\right)=x_{n}+u$ then for $1 \leq j \leq n$

$$
b_{u, \lambda_{i}}\left(x_{j}\right)=\left\{\begin{array}{l}
x_{j}+u \text { for } j=n \\
x_{j}+v \text { for } j=n-i, \\
x_{j} \text { otherwise. }
\end{array}\right.
$$

We can see that for $1 \leq j \leq n$

$$
\begin{aligned}
& b_{u, 0}\left(x_{j}\right)=\left\{\begin{array}{l}
x_{j}+u=b_{u, \lambda_{i}}\left(x_{j}\right) \text { if } j=n, \\
x_{j} \text { otherwise },
\end{array}\right. \\
& b_{0, \lambda_{i}}\left(x_{j}\right)=\left\{\begin{array}{l}
x_{j}+v=b_{u, \lambda_{i}}\left(x_{j}\right) \text { if } j=n-i, \\
x_{j} \text { otherwise },
\end{array}\right.
\end{aligned}
$$

so $b_{u, 0} \in S_{n}$ and $b_{0, \lambda} \in S_{i}$. This means that $H=\left\langle b_{u, \lambda_{i}}, b_{0, \lambda_{i}}\right\rangle$ is a Nakajima group by Proposition 3.0.5 and

$$
H \leq \operatorname{Nak}_{\mathcal{B}}^{+}\left(\left\langle b_{u, \lambda_{i}}\right\rangle\right)
$$

As $b_{u, \lambda}=b_{u, 0} b_{0, \lambda}$ we see $G \leq H$ and so by Proposition 3.0.9

$$
H=\operatorname{Nak}_{\mathcal{B}}^{+}\left(\left\langle b_{u, \lambda_{i}}\right\rangle\right) .
$$

### 4.1 Transvection subgroups

If $k[V]^{G}$ is a polynomial ring then it is generated by reflections. In this section we look at which hook groups generated by reflections have polynomial rings of invariants.

Lemma 4.1.1. Let $R_{\hat{v}, U} \leq G \leq B^{U, v}$ then the subgroup of $G$ generated by all reflections in $G$ has a polynomial ring of invariants (and so for $k=\mathbb{F}_{p}$ it is a Nakajima group).

Proof. The element $b_{u, \lambda} \in G$ is a reflection if $\lambda=0$ or if $u \in k v$ so we are interested in the subgroup of $G$ generated by elements of the form $b_{c v, \lambda}$ and $b_{u, 0}$. Since $R_{\hat{v}, U} \leq G$ we know that if $b_{c v, \lambda} \in G$ then $b_{0, \lambda} \in G$.

Let

$$
T=\left\langle g \in G \mid \operatorname{dim}_{k}\left(W^{g}\right)=n-1\right\rangle .
$$

Now define subgroups of $T$ :

$$
T_{U}=\left\langle b_{u, 0} \in G \mid u \in \hat{U}(G)\right\rangle, \quad T_{\Lambda}=\left\langle b_{0, \lambda} \mid \lambda \in \Lambda(G)\right\rangle .
$$

As $R_{\hat{v}, U} \leq T_{U}$ the subgroup $T_{U}$ is normal, we can also see that

$$
T=T_{U} T_{\Lambda}=\left\{t_{u} t_{\lambda} \mid t_{u} \in T_{U}, t_{\lambda} \in T_{\Lambda}\right\}
$$

Let $x_{1}, x_{2}, \ldots, x_{n}$ be a basis for $W$ such that $U=\left\langle x_{1}, \ldots, x_{n-1}\right\rangle$, and $x_{n}=w$ then $T_{U}$ is a Nakajima group with respect to this basis as it fixes all basis elements except $x_{n}$. So:

$$
k[V]^{T_{U}}=k\left[x_{1}, \ldots, x_{n-1}, \mathbf{N}_{n}^{T_{U}}\right] .
$$

For all $t \in T$ we have that $t\left(x_{n}\right)=t_{u}\left(x_{n}\right)$ for some $t_{u} \in T_{U}$ so $\mathbf{N}_{n}^{T}=\mathbf{N}_{n}^{T_{U}}$ and $\mathbf{N}_{n}^{T_{U}} \in k[V]^{T}$.

Let $A$ be the $k$ vector space spanned by $\left\{x_{1}, \ldots, x_{n-1}, \mathbf{N}_{n}^{T}\right\}$ and let $H=T / T_{U}$ then $k[V]^{T}=S(A)^{H}$. As $H \cong T_{\lambda}$ and the action of $H$ on $A$ is linear with $\operatorname{dim}_{k}\left(\left(A^{*}\right)^{H}\right)=n-1$ by Theorem 1.4.3 $\left(k[V]^{T_{u}}\right)^{H}=k[V]^{T}$ is polynomial.

If $k=\mathbb{F}_{p}$ this means that $T$ is a Nakajima group (as in this case these are the only $p$-groups with polynomial rings of invariants).

Proposition 4.1.2. Let $G=\left\langle b_{1}, \ldots, b_{l}, R_{\hat{v}, U}\right\rangle$ where $b_{i}=b_{u_{i}, \lambda_{i}} \in B^{U, v}$ are a minimal set of generators, then the following are equivalent:

1. $k[V]^{G}$ is a polynomial ring,
2. $G$ is generated by reflections,
3. $|G|=p^{a+b}, l=a+b-r$ where $a=D_{\hat{U}}(G)$ and $b=D_{\Lambda}(G)$.

For $k=\mathbb{F}_{p}$ this is equivalent to $G$ being a Nakajima group.
Proof. 1) $\Rightarrow$ 2) If $k[V]^{G}$ is a polynomial ring then we know $G$ is generated by reflections.
$2) \Rightarrow 3)$ As $G$ is minimally generated by $\left\{b_{1}, \ldots, b_{l}, R_{\hat{v}, U}\right\}$ by Proposition 2.4.8 $|G|=p^{l+r}$.

If $G$ is generated by reflections then as shown in proof of Lemma 4.1 then $G=T=T_{U} T_{\Lambda}$. From this we see $|G|=\left|T_{U}\right|\left|T_{\Lambda}\right|=p^{a+b}$ for $a=D_{\hat{U}}(G)$ and $b=D_{\Lambda}(G)$, and so $l+r=a+b, l=a+b-r$.
$3) \Rightarrow 1)$ Let $\left\{u_{1}, \ldots, u_{b}, v\right\}$ be a basis for $\hat{U}(G),\left\{\lambda_{1}, \ldots, \lambda_{a}\right\}$ a basis for $\Lambda(G)$ and let

$$
H=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{b}, 0}, b_{0, \lambda_{1}}, \ldots, b_{0, \lambda_{a}}, R_{\hat{v}, U}\right\rangle
$$

If $b_{u, \lambda} \in G$ then by Lemma 4.0.3 $u \in \hat{U}(G)$ and $\lambda \in \Lambda(G)$ and so we can find

$$
1 \leq \alpha_{1}, \ldots, \alpha_{a}, \beta_{1}, \ldots, \beta_{b} \leq p-1
$$

and $t \in R_{\hat{v}, U}$ such that

$$
b_{u, \lambda}=b_{u_{1}, 0}^{\beta_{1}} \ldots b_{u_{b}, 0}^{\beta_{b}} b_{0, \lambda_{1}}^{\alpha_{1}} \ldots b_{0, \lambda_{a}}^{\alpha_{a}} t \in H
$$

so $G \leq H$. We can see that $|H|=p^{a+b}$ and $|G|=p^{l+r}$ so if $l=a+b-r$ then $G=H$.

As $G=H$ is clearly a reflection group by Proposition 4.1.1 $G$ has polynomial ring of invariants.

For $k=\mathbb{F}_{p}, G$ is a $p$-group so $k[V]^{G}$ is polynomial if and only if $G$ is a Nakajima group [26, Proposition 4.1].

The previous Proposition tells us that if $G \leq B^{U, v}$ with $R_{\hat{v}, U} \leq G$ then $k[V]^{G}$ is polynomial and in the case that $k=\mathbb{F}_{p}$ it is a Nakajima group. The following lemma provides some information about bases with respect to which these reflection groups are Nakajima groups, and we will build on it later to find invariant rings of other nice hook groups.

Lemma 4.1.3. Let $G \leq B^{U, v}$ be generated by reflections such that either $R_{\hat{v}, U} \leq$ $G$ or $[G, W] \leq W^{G}$, let $k=\mathbb{F}_{p}$. Then $|G|=p^{a+b}$ where $a=D_{\hat{U}}(G)$ and $b=D_{\Lambda}(G)$.

Let $L=\left\{\lambda_{1}, \ldots, \lambda_{b}\right\}$ be a basis for $\Lambda(G)$. If $\mathcal{C}=\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a $\Lambda$ basis for $U$ with respect to $L$ then we can find some $x_{n} \in W \backslash U$ such that $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a basis for $W$ with respect to which $k[V]^{G}$ is a Nakajima group.

Proof. First suppose that $R_{\hat{v}, U} \leq G$. The first part is Lemma 4.1.2(3). In this case if $b_{c v, \lambda} \in G$ then $b_{0, \lambda} \in G$ and we can choose a minimal set of generators

$$
G=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{a-1}, 0}, b_{0, \lambda_{1}^{\prime}}, \ldots, b_{0, \lambda_{b}^{\prime}}, R_{\hat{v}, U}\right\rangle
$$

By Lemma 4.0.3

$$
\left\{u \in U \mid b_{u, \lambda} \in G \text { for some } \lambda \in \Lambda\right\}=\hat{U}(G)
$$

so if we let $x_{n}=w$ then $\operatorname{deg}\left(\mathbf{N}_{n}^{G}\right)=|\hat{U}(G)|=a$. We know from Lemma 4.0.6 that

$$
\operatorname{deg}\left(\mathbf{N}_{i}^{G}\right)=\left\{\begin{array}{l}
1 \text { for } 1 \leq i \leq n-b-1 \\
p \text { for } n-b \leq i \leq n-1
\end{array}\right.
$$

This means that

$$
\operatorname{deg}\left(\mathbf{N}_{1}^{G}\right) \operatorname{deg}\left(\mathbf{N}_{2}^{G}\right) \ldots \operatorname{deg}\left(\mathbf{N}_{n}^{G}\right)=p^{a+b}=|G| .
$$

Since $\mathbf{N}_{1}^{G}, \ldots, \mathbf{N}_{n}^{G}$ form a HSOP by Theorem 1.1.8 this means that

$$
k[V]^{G}=k\left[\mathbf{N}_{1}, \ldots, \mathbf{N}_{n}\right]
$$

is a polynomial ring and by Theorem 3.0.6 $G$ is a Nakajima group with respect to this basis.

Now assume $R_{\hat{v}, U} \not \leq G,[G, W] \leq W^{G}$. Let:

$$
G=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{l}, 0}, b_{c_{1} v, \lambda_{1}^{\prime}}, \ldots, b_{c_{m} v, \lambda_{m}^{\prime}}\right\rangle
$$

so that $G$ is minimally generated by these elements. This means that

$$
\left\{u_{1}, \ldots, u_{l}, v\right\}
$$

are linearly independent (by Lemma 4.0.4). Suppose that $\left\{\lambda_{1}^{\prime}, \ldots, \lambda_{m}^{\prime}\right\}$ not linearly independent, then there exists some $i$ such that:

$$
\lambda_{i}=a_{1} \lambda_{1}^{\prime}+\ldots+a_{i-1} \lambda_{i-1}^{\prime}+a_{i+1} \lambda_{i+1}^{\prime}+\ldots+a_{m} \lambda_{m}^{\prime}
$$

for some $a_{1}, \ldots, a_{m} \in k$. Without loss of generality suppose $i=m$, so:

$$
b_{c_{m} v, \lambda_{m}^{\prime}}=b_{d v, 0}\left(b_{c_{1} v, \lambda_{1}^{\prime}}^{a_{1}} \ldots b_{c_{m-1} v, \lambda_{m-1}^{\prime}}^{a_{m-1}}\right) .
$$

Where $d=c_{m}-a_{1} c_{1}-\ldots-a_{m-1} c_{m-1}$. If $d=0$ then $G$ was not minimally generated, however if $d \neq 0$ then $R_{\hat{v}, U} \leq G$ so we can assume that $\left\{u_{1}, \ldots, u_{l}\right\}$ and $\left\{\lambda_{1}^{\prime}, \ldots, \lambda_{m}^{\prime}\right\}$ are both linearly independent sets. This means that

$$
\begin{aligned}
& \hat{U}(G)=\left\langle u_{1}, \ldots, u_{l}, v\right\rangle \\
& \Lambda(G)=\left\langle\lambda_{1}^{\prime}, \ldots, \lambda_{m}^{\prime}\right\rangle
\end{aligned}
$$

and so $\operatorname{dim}_{k}(\hat{U}(G))-1=l=a$ and $\operatorname{dim}_{k}(\Lambda(G))=m=b$. By 2.4.8 $|G|=p^{l+m}=$ $p^{a+b}$.

By the additivity of the $\lambda$ we can pick generators such that $\lambda_{i}^{\prime}=\lambda_{i}$ for $1 \leq i \leq m=b$.

Let $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ where

$$
x_{n}=w-\sum_{i=1}^{b} c_{i} x_{n-i} .
$$

Then for $1 \leq i \leq a$ :

$$
b_{u_{i}, 0}\left(x_{n}\right)=x_{n}+u_{i}+d_{i} v
$$

for some $d_{i} \in k$. Let $u_{i}^{\prime}=u_{i}+d_{i} v$ for $1 \leq i \leq l$, then as $u_{1}, \ldots, u_{a}, v$ are linearly independent, so are $u_{1}^{\prime}, \ldots, u_{a}^{\prime}, v$. For $1 \leq j \leq b$

$$
\begin{aligned}
b_{c_{j} v, \lambda_{j}}\left(x_{n}\right) & =b_{c_{j} v, \lambda_{j}}\left(w-\sum_{i=1}^{b} c_{i} x_{n-i}\right) \\
& =w+c_{j} v-\sum_{i=1}^{b} c_{i} x_{n-i}-c_{j} v \\
& =x_{n}
\end{aligned}
$$

As $[G, W] \leq W^{G}$ we know that $G$ is commutative so for any $g \in G$ we can find some $0 \leq \alpha_{1}, \ldots, \alpha_{l}, \beta_{1}, \ldots, \beta_{m} \leq p-1$ such that

$$
g=b_{u_{1}, 0}^{\alpha_{1}} \ldots b_{u_{l}, 0}^{\alpha_{l}} b_{c_{1} v, \lambda_{1}}^{\beta_{1}} \ldots b_{c_{m} v, \lambda_{m}}^{\beta_{m}} .
$$

This means that (using Proposition 2.4.2)

$$
g\left(x_{n}\right)=x_{n}+\alpha_{1} u_{1}^{\prime}+\ldots+\alpha_{a} u_{a}^{\prime}
$$

If $\mathbf{N}_{i}$ is the orbit product of $x_{i}$ as previously defined, then using the above and Lemma 4.0.6:

$$
\operatorname{deg}\left(\mathbf{N}_{i}\right)=\left\{\begin{array}{l}
1 \text { for } 1 \leq i<n-b \\
p \text { for } n-b \leq i<n, \\
p^{a} \text { for } i=n
\end{array}\right.
$$

We know that $\mathbf{N}_{1}, \ldots, \mathbf{N}_{n}$ is a HSOP (by [10, Proposition 4.0.3]) for $k[V]^{G}$, and $\prod_{i=1}^{n} \operatorname{deg}\left(\mathbf{N}_{i}\right)=p^{a+b}=|G|$ so by Proposition 1.1.8 $k[V]^{G}$ is a polynomial ring and $G$ is a Nakajima group with respect to $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$.

Proposition 4.1.4. Let $k=\mathbb{F}_{p}$ and $G \leq B^{U, v}$ with $R_{\hat{v}, U} \not \leq G$ and $[G, W] \leq W^{G}$ then the following are equivalent:

1. $G$ is generated by reflections,
2. $|G|=p^{a+b}$ where $a=D_{\hat{U}}(G)$ and $b=D_{\Lambda}(G)$,
3. $k[V]^{G}$ is a polynomial ring,
4. G is a Nakajima Group.

Proof. Using Lemma 4.1.3 3) $\Leftrightarrow 4) \Leftrightarrow 1) \Leftarrow 2$ ), so we just need to prove 2$) \Rightarrow 3$ ).
By Lemma 4.0.4 we can find a set of generators

$$
\left\{b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{a}, \lambda_{a}}, b_{c_{a+1} v, \lambda_{a+1}}, \ldots, b_{c_{l}, \lambda_{l}}\right\}
$$

for $G$ such that $\left\{u_{1}, \ldots, u_{a}, v\right\}$ form a basis for $\hat{U}(G)$.
Suppose that

$$
\lambda_{i} \in\left\langle\lambda_{a+1}, \ldots, \lambda_{i-1}, \lambda_{i+1}, \ldots, \lambda_{l}\right\rangle
$$

for some $a+1 \leq i \leq l$. Without loss of generality we assume that $i=l$, then

$$
\lambda_{l}=\alpha_{a+1} \lambda_{a+1}+\ldots+\alpha_{l-1} \lambda_{l-1}
$$

for some $\alpha_{a+1}, \ldots, \alpha_{l-1} \in k$, and for some $d \in k$

$$
b_{c_{l} v, \lambda_{l}}=b_{c_{a+1} v, \lambda_{a+1}}^{\alpha_{a+1}} \ldots b_{c_{l-1} v, \lambda_{l-1}}^{\alpha_{l-1}} b_{d v, 0}
$$

If $d=0$ then $G$ wasn't minimally generated however if $d \neq 0$ then $R_{\hat{v}, U} \in G$, so we can assume $L=\left\{\lambda_{a+1}, \ldots, \lambda_{l}\right\}$ to be linearly independent.

By Proposition 2.4.8 we know that $|G|=p^{l}=p^{a+b}$ so $b=l-a$, and

$$
\Lambda(G)=\left\langle\lambda_{a+1}, \ldots, \lambda_{l}\right\rangle
$$

Choose a basis $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ such that $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a $\Lambda$-basis with respect to $L$ and

$$
x_{n}=w-\sum_{i=1}^{b} c_{i} x_{n-i} .
$$

By Lemma 4.0.6

$$
\operatorname{deg}\left(\mathbf{N}_{i}\right)=\left\{\begin{array}{l}
1 \text { for } 1 \leq i<n-b \\
p \text { for } n-b \leq i \leq n-1
\end{array}\right.
$$

For $a+1 \leq i \leq l$

$$
b_{c_{i} v, \lambda_{i}}\left(x_{n}\right)=x_{n}
$$

As $G$ is abelian, for all $g \in G$ we can find $\alpha_{1}, \ldots, \alpha_{l} \in k$ such that

$$
\begin{aligned}
g\left(x_{n}\right) & =b_{u_{1}, \lambda_{1}}^{\alpha_{1}} \ldots b_{c l v, \lambda_{l}}^{\alpha_{l}}\left(x_{n}\right) \\
& =b_{u_{1}, \lambda_{1}}^{\alpha_{1}} \ldots b_{u_{a}, \lambda_{a}}^{\alpha_{a}}\left(x_{n}\right) \\
& =x_{n}+\alpha_{1} u_{1}+\ldots+\alpha_{a} u_{a}+c v
\end{aligned}
$$

for some $c \in k$. As $u_{1}, \ldots, u_{a}$ are linearly independent (and $R_{\hat{v}, U} \not \subset G$ ), this means that $\operatorname{deg}\left(\mathbf{N}_{n}\right)=p^{a}$ so

$$
\operatorname{deg}\left(\mathbf{N}_{i}\right)=\left\{\begin{array}{l}
1 \text { for } 1 \leq i<n-b \\
p \text { for } n-b<i \leq n-1, \\
p^{a} \text { for } i=n
\end{array}\right.
$$

We know that $\mathbf{N}_{1}, \ldots, \mathbf{N}_{n}$ is a HSOP for $k[V]^{G}$ and since

$$
\prod_{i=1}^{n} \operatorname{deg}\left(\mathbf{N}_{i}\right)=p^{a+b}=|G|
$$

this means that $k[V]^{G}$ is a polynomial ring.
Corollary 4.1.5. Let $k=\mathbb{F}_{p}, G \leq B^{U, v}$ is generated by reflections if and only if $k[V]^{G}$ is a polynomial ring.

Proof. We will show that either $[G, W] \leq W^{G}$ or $R_{\hat{v}, U} \leq G$, so we can use Lemma 4.1.3. If $G$ is a reflection group then:

$$
G=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{l}, 0}, b_{c_{1} v, \lambda_{1}}, \ldots, b_{c_{m} v, \lambda_{m}}\right\rangle
$$

for some $u_{i} \in U, c_{i} \in k$ and $\lambda_{i} \in W^{*}$. If $[G, W] \nsucceq W^{G}$ then we can find some $u_{i}$ and $\lambda_{j}$ such that $\lambda_{j}\left(u_{i}\right) \neq 0$ then using Proposition 2.4.2 (5):

$$
b_{u_{i}, 0} b_{c_{j} v, \lambda_{j}} b_{u_{i}, 0}^{-1} b_{c_{j} v, \lambda_{j}}^{-1}=b_{\lambda_{j}\left(u_{i}\right) v, 0}
$$

so $R_{\hat{v}, U}=\left\langle b_{\lambda_{j}\left(u_{i}\right) v, 0}\right\rangle \leq G$.
If $k=\mathbb{F}_{p}$ then $k[V]^{G}$ being a polynomial ring means that $G$ is a Nakajima group with respect to some basis however if $k=\mathbb{F}_{p^{r}}$ for $r \neq 1$ then this isn't necessarily the case. For larger fields subgroups similar to Stong's example appear (see [10, Section 8.1]).

Example 4.1.6. Let $k=\mathbb{F}_{4}$ with $\{1, \alpha\}$ a vector space basis for $\mathbb{F}_{4}$ over $\mathbb{F}_{2}$ and $\alpha^{2}=\beta$. Let:

$$
\begin{aligned}
& h_{1}=\left(\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h_{2}=\left(\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h_{3}=\left(\begin{array}{lllll}
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) \\
& h_{4}=\left(\begin{array}{lllll}
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h_{5}=\left(\begin{array}{lllll}
1 & 0 & \alpha & \alpha & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & \beta \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h_{6}=\left(\begin{array}{lllll}
1 & 1 & \alpha & \alpha & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & \alpha & \alpha & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \\
& h_{7}=\left(\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & \beta \\
0 & 0 & 0 & 0 & 1
\end{array}\right),
\end{aligned}
$$

with respect to the basis $\mathcal{B}=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}$ for $W$.
Let $G=\left\langle h_{1}, \ldots, h_{8}, R_{\hat{v}, U}\right\rangle$. Then we can see that if we let $a=D_{\hat{U}}(G)$, $b=D_{\Lambda}(G)$ then

$$
a+b-r=6+4-2=8
$$

By Proposition 4.1.2 we know $G$ is generated by reflections and $k[V]^{G}$ is polynomial, however $\prod_{i=1}^{n} \operatorname{deg}\left(\mathbf{N}_{i}\right)=2^{11}>2^{10}=|G|$ so $G$ is not a Nakajima group with respect to this basis (more needs to be done to check it is not Nakajima with respect to any basis). If:

$$
Y=x_{3}^{2}+x_{3} x_{1}+x_{4}^{2}+x_{4} x_{1}
$$

then $Y \in k[V]^{G}$. We find that $\mathcal{V}_{\bar{V}}\left(\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, Y, \mathbf{N}_{5}\right)=\{0\}$ and so, using 1.1.5, $\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, Y, \mathbf{N}_{5}$ form a homogeneous system of parameters for $k[V]^{G}$. Since

$$
\operatorname{deg}\left(\mathbf{N}_{1}\right) \operatorname{deg}\left(\mathbf{N}_{2}\right) \operatorname{deg}\left(\mathbf{N}_{3}\right) \operatorname{deg}(Y) \operatorname{deg}\left(\mathbf{N}_{5}\right)=2^{10}=|G|
$$

by Theorem 1.1.8 this means that $k[V]^{G}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, Y, \mathbf{N}_{5}\right]$.

### 4.2 Nice groups with $k=\mathbb{F}_{p}$

We now look back to Chapter 3. We want to see which hook groups $G$ are nice with respect to some basis $\mathcal{B}$, so that if $N=\operatorname{Nak}_{\mathcal{B}}^{+}(G)$ we can try to find a sequence of maximal subgroups from $N$ to $G$ as described in Proposition 3.0.11.

Lemma 4.2.1. Let $k=\mathbb{F}_{p}, G$ a hook group with hyperplane $U$ and line $k v$. Let $L=\left\{\lambda_{1}, \ldots, \lambda_{a}\right\}$ be a basis for $\Lambda(G)$ and let $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ be a basis for $W$ such that $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a $\Lambda$-basis for $U$ with respect to $L$. Then $\operatorname{Nak}_{\mathcal{B}}^{+}(G)$ is a hook group with hyperplane $U$ and line $k v$, and if $R_{\hat{v}, U} \leq G$ or $[G, W] \leq W^{G}$ then $G$ is nice with respect to this basis.

Proof. Let $N=\operatorname{Nak}_{\mathcal{B}}^{+}(G)$. Firstly we note that by Proposition 3.1.1 $N$ is a hook group with hyperplane $U$ and line $k v$. This means that

$$
[N, N] \leq R_{\hat{v}, U}
$$

so if $R_{\hat{v}, U} \leq G$ then $[N, N] \leq G$ and so $G$ is nice with respect to $B$.
By Lemma 4.0.6 $U^{G}=U^{N}$. If $[G, W] \leq W^{G}$ then $[G, W] \leq U^{G}$. By Proposition 3.0.13 $[G, W]=[N, W]$ and so

$$
[N, W]=[G, W] \leq U^{G}=U^{N} \leq W^{N}
$$

This means by Proposition 3.0.16 that $N$ is abelian and so $G$ is nice with respect to $\mathcal{B}$.

Proposition 4.2.2. Let $k=\mathbb{F}_{p}, G$ a hook group with hyperplane $U$ and line $k v$, then we can find a basis with respect to which $G$ is nice if and only if either $R_{\hat{v}, U} \leq G$ or $[G, W] \leq W^{G}$.

Proof. We see by Lemma 4.2 .1 that if $R_{\hat{v}, U} \leq G$ or $[G, W] \leq W^{G}$ then we can find some basis with respect to which $G$ is nice.

Let $G$ be a hook group such that $R_{\hat{v}, U} \not \leq G$ and $[G, W] \not \leq W^{G}$. Suppose we can find a basis $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ for $W$ with respect to which $G$ is nice and let $N=\operatorname{Nak}_{\mathcal{B}}^{+}(G)$.

Let $u \in[G, W] \backslash W^{G}$, this means we can find some $\lambda \in \Lambda(G)$ and $c \in k$ such that $b_{u+c v, \lambda} \in G$.

Let

$$
I=\left\{1 \leq i \leq n \mid x_{i} \notin U\right\}
$$

For $i \notin I$ let $u_{i}=x_{i} \in U$. For all $i \in I$ we can assume that $x_{i}=w+u_{i}$ for some $u_{i} \in U$ so

$$
b_{u+c v, \lambda}\left(x_{i}\right)=x_{i}+u+d v
$$

for some $d \in k$. This means that

$$
u \in\left\langle x_{1}, \ldots, x_{i-1}\right\rangle
$$

and there exists $s_{i} \in S_{i}$ such that

$$
s_{i}\left(x_{j}\right)=\left\{\begin{array}{l}
x_{j}+u+d v \text { for } i=j \\
x_{j} \text { otherwise }
\end{array}\right.
$$

As $u \notin W^{G}$ and $v \in W^{G}$ we can find some $g \in G$ such that $g(u+d v)=$ $u+(d+1) v$ and $g(v)=v$. Note that this means that $v \in\left\langle x_{1}, \ldots, x_{i-1}\right\rangle$. As $G \leq \operatorname{Nak}_{\mathcal{B}}^{+}(G)$, which is a Nakajima group, by Lemma 3.0.3 we can find $g_{j} \in N_{j}$ for $1 \leq j \leq n$ such that

$$
g=g_{n} \ldots g_{1}
$$

Let

$$
h=g_{i-1} \ldots g_{1}
$$

then

$$
h(u)=u+v, \quad h(v)=v
$$

Now let $\theta_{i}=h^{-1} s_{i}^{-1} h s_{i}$ then

$$
\begin{aligned}
h^{-1} s_{i}^{-1} h s_{i}\left(x_{i}\right) & =h^{-1} s_{i}^{-1} h\left(x_{i}+u+d v\right) \\
& =h^{-1} s_{i}^{-1}\left(x_{i}+u+(d+1) v\right) \\
& =h^{-1}\left(x_{i}+v\right) \\
& =x_{i}+v .
\end{aligned}
$$

For $j \neq i$ we can find some $u^{\prime} \in\left\langle x_{1}, \ldots, x_{i-1}\right\rangle$ such that

$$
\begin{aligned}
\theta_{i}\left(x_{j}\right) & =h^{-1} s_{i}^{-1} h s_{i}\left(x_{j}\right) \\
& =h^{-1} s_{i}^{-1} h\left(x_{j}\right) \\
& =h^{-1} s_{i}^{-1}\left(x_{j}+u^{\prime}\right) \\
& =h^{-1}\left(x_{j}+u^{\prime}\right) \\
& =x_{j} .
\end{aligned}
$$

For $1 \leq i \leq n$ such that $i \notin I$ let $\theta_{i}=1$. Let $\Theta=\theta_{n} \ldots \theta_{1} \in[N, N]$. Let $l$ be the smallest number such that $\theta_{i} \neq 1$, then as $\theta_{l}\left(x_{l}\right)=x_{l}+v$ this means that $v \in\left\langle x_{1}, \ldots, x_{l-1}\right\rangle$ and $\theta_{i}(v)=v$ for $1 \leq i \leq n$. This means that

$$
\Theta\left(x_{i}\right)=\left\{\begin{array}{l}
x_{i}+v \text { for } i \in I \\
x_{i} \text { for } i \notin I
\end{array}\right.
$$

For $u^{\prime} \in U$ we find $a_{1}, \ldots, a_{n} \in k$ such that

$$
u^{\prime}=\sum_{i=1}^{n} a_{i} x_{i} .
$$

Let

$$
b=\sum_{i \in I} a_{i}
$$

then

$$
u^{\prime}=b w+\sum_{i=1}^{n} u_{i}
$$

so $b=0$. Since

$$
\Theta\left(u^{\prime}\right)=u^{\prime}+b v
$$

this means that $\Theta\left(u^{\prime}\right)=u^{\prime}$ for all $u^{\prime} \in U$. We can see that $\Theta(w)=w+v$ so

$$
\langle\Theta\rangle=R_{\hat{v}, U}
$$

The above means that $R_{\hat{v}, U} \leq[N, N]$, however we have assumed that $R_{\hat{v}, U} \not \leq G$ and $[N, N] \leq G$, so we have a contradiction.

We shall call a hook group nice if we can find a basis $B$ with respect to which $G$ is nice. For the rest of this section we will restrict to nice groups with $k=\mathbb{F}_{p}$. This restriction still leaves us with a lot of interesting cases: as any non-zero commutator generates $R_{\hat{v}, U}$ we include all non abelian hook groups. When $p=2$, if $g$ is an index 3 bireflection then $\left\langle g^{2}\right\rangle=R_{\hat{v}, U}$ so any group containing at least one index three bireflection is nice with respect to some basis for $W$.

Restricting to $k=\mathbb{F}_{p}$ also means that now both $\hat{U}(G)$ and $\Lambda(G)$ are vector spaces over $k$, and $\operatorname{dim}_{k}(\Lambda(G))=\operatorname{dim}_{k}(U)-\operatorname{dim}_{k}\left(W^{G}\right)$.

Lemma 4.2.3. Let $G \leq B^{U, v}$ with $H_{0} \leq G$ generated by all reflections in $G$. Either $G=H_{0}$ is a reflection group, or we can find $b_{u, \lambda} \in G$ and some maximal subgroup $H$ of $G$, with $H_{0} \leq H$ such that $G=\left\langle H, b_{u, \lambda}\right\rangle, u \notin \hat{U}(H)$ and $\lambda \notin \Lambda(H)$.

Proof. If $\hat{U}(G)=k v$ then $G$ is a reflection group. Let $a=\operatorname{dim}_{k}(\hat{U}(G))>1$ by Proposition 4.0.4 we can find generators for $G$ such that:

$$
G=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{t}, 0}, b_{u_{t+1}, \lambda_{t+1}}, \ldots, b_{u_{a}, \lambda_{a}}, b_{c_{a+1} v, \lambda_{a+1}}, \ldots, b_{c_{l}, \lambda_{l}}\right\rangle
$$

where $\hat{U}(G)=\left\langle u_{1}, \ldots, u_{a}, v\right\rangle$. Suppose that $t$ is the maximal number such that we can choose

$$
\lambda_{1}=\ldots=\lambda_{t}=0
$$

for given $b_{c_{a+1} v, \lambda_{a+1}}, \ldots, b_{c_{l} v, \lambda_{l}}$. If $G$ is not a reflection group then $t \neq a$. We can assume that

$$
\lambda_{t+1} \notin\left\langle\lambda_{t+2}, \ldots, \lambda_{l}\right\rangle
$$

otherwise

$$
\lambda_{t+1}=c_{t+2} \lambda_{t+2}+\ldots+c_{l} \lambda_{l}
$$

and we can replace $b_{u_{t+1}, \lambda_{t+1}}$ with

$$
b_{u_{t+1}^{\prime}, 0}=b_{u_{t+1}, \lambda_{t+1}} b_{u_{t+2}, \lambda_{t+2}}^{-c_{t+2}} \ldots b_{u_{a}, \lambda_{a}}^{-c_{a}} b_{c_{a+1}, \lambda_{a+1}}^{-c_{a+1}} \ldots b_{u_{l}, \lambda_{l}}^{-c_{l}}
$$

so

$$
G=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{t}, 0}, b_{u_{t+1}^{\prime}, 0}, b_{u_{t+2}, \lambda_{t+2}}, \ldots, b_{u_{a}, \lambda_{a}}, b_{c_{a+1} v, \lambda_{a+1}}, \ldots, b_{u_{l}, \lambda_{l}}\right\rangle
$$

and $t$ wasn't maximal.
Let

$$
H=\left\langle b_{u_{1}, 0}, \ldots, b_{u_{t}, 0}, b_{u_{t+2}, \lambda_{t+2}}, \ldots, b_{u_{a}, \lambda_{a}}, b_{c_{a+1} v, \lambda_{a+1}}, \ldots, b_{u_{l}, \lambda_{l}}, \Phi(G)\right\rangle,
$$

then $H$ is maximal in $G$ and $G=\left\langle H, b_{u_{t+1}, \lambda_{t+1}}\right\rangle$ with $u_{t+1} \notin \hat{U}(H)$ and $\lambda_{t+1} \notin$ $\Lambda(H)$.

Suppose there exists a reflection $g \in G \backslash H$, then

$$
g=b_{u_{t+1}, \lambda_{t+1}}^{b} b_{u_{1}, 0}^{d_{1}} \ldots b_{u_{t, 0}, 0}^{d_{t}} b_{u_{t+2}, \lambda_{t+2}}^{d_{t+2}} \ldots b_{u_{a}, \lambda_{a}}^{d_{a}} b_{c_{a+1} v, \lambda_{a+1}}^{d_{a+1}} \ldots b_{u_{l}, \lambda_{l}}^{d_{l}} t
$$

for some $t \in \Phi(G), 0 \leq b, d_{1}, \ldots, d_{l} \leq p-1$, with $b \neq 0$ (otherwise $g$ would be in $H)$. If $g=b_{c v, \lambda}$ for some $c \in k, \lambda \in \Lambda(G)$ then

$$
c v=b u+d_{1} u_{1}+\ldots+d_{a} u_{a}+d v
$$

for some $d \in k$, so

$$
-b u=a_{1} u_{1}+\ldots+a_{m} u_{m}+(d-c) v
$$

and $u \in \hat{U}(H)$ so we have a contradiction. Alternatively for some $u \in \hat{U}(G)$ we could have $g=b_{u, 0}$ so

$$
0=b \lambda_{t+1}+d_{t+2} \lambda_{t+2}+\ldots+d_{l} \lambda_{l}
$$

and

$$
-b \lambda_{t+1}=d_{t+2} \lambda_{t+2}+\ldots+d_{l} \lambda_{l}
$$

however this would mean that $\lambda \in \Lambda(H)$. We know $H$ contains all reflections in $G$ so $H_{0} \leq H$.

From the last section we know that the reflection subgroups of hook groups are Nakajima with respect to some basis. We want to use the previous lemma to split up our nice hook groups and make it easier to find Nakajima groups containing them. The next result means that we can do this without losing the niceness of the group.

Lemma 4.2.4. Let $G$ be a hook group with $H$ a subgroup of $G$ containing all reflections in $G$. If $R_{\hat{v}, U} \leq G$ then $R_{\hat{v}, U} \leq H$, if $[G, W] \leq W^{G}$ then $[H, W] \leq$ $W^{H}$.

Proof. We know $R_{\hat{v}, U}$ is a reflection group so if $H$ contains all reflections in $G$ and $R_{\hat{v}, U} \leq G$ then $R_{\hat{v}, U} \leq H$.

As $H$ is a subgroup of $G$ we know that $[H, W] \leq[G, W]$ and $W^{G} \leq W^{H}$, this means if $[G, W] \leq W^{G}$ then $[H, W] \leq W^{H}$.

Lemma 4.2.5. Let $H \leq B^{U, v}$ with $R_{\hat{v}, U} \leq H$ or $[H, W] \leq W^{H}$. Let $a=D_{\hat{U}}(H)$, $b=D_{\Lambda}(H)$ and $|H|=p^{a+b-m}$ for some $m \in \mathbb{N}$. Let $H_{0}$ be the group generated by all reflections in $H$. Then we can find a set $\left\{b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}\right\}$, where $b_{u_{i}, \lambda_{i}} \in H$ for $1 \leq i \leq m$, such that:

$$
H=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}\right\rangle
$$

and

$$
\begin{aligned}
& u_{1}, \ldots, u_{m} \in \hat{U}(H) \backslash \hat{U}\left(H_{0}\right), \\
& \lambda_{1}, \ldots, \lambda_{m} \in \Lambda(H) \backslash \Lambda\left(H_{0}\right)
\end{aligned}
$$

are linearly independent sets.

Proof. In Propositions 4.1.2 and 4.1.4 we proved this for $m=0$, we proceed by induction on $m$.

For $m>0$ by the previous Lemma 4.2.3 we can find some $b_{u_{m}, \lambda_{m}} \in H$ and maximal subgroup $H^{\prime}$ of $H$ containing all reflections in $H$ such that

$$
H=\left\langle H^{\prime}, b_{u_{m}, \lambda_{m}}\right\rangle,
$$

$u_{m} \notin \hat{U}\left(H^{\prime}\right)$ and $\lambda_{m} \notin \Lambda\left(H^{\prime}\right)$.
Let $a^{\prime}=D_{\hat{U}}\left(H^{\prime}\right)=D_{\hat{U}}(H)-1, b^{\prime}=D_{\Lambda}\left(H^{\prime}\right)=D_{\Lambda}(H)-1$ then:

$$
\begin{aligned}
\left|H^{\prime}\right| & =\frac{|H|}{p} \\
& =p^{a+b-m-1} \\
& =p^{a^{\prime}+1+b^{\prime}+1-m-1} \\
& =p^{a^{\prime}+b^{\prime}-(m-1)} .
\end{aligned}
$$

Now by Lemma 4.2.4 we can use the induction hypothesis to find some

$$
b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m-1} \lambda_{m-1}}
$$

with $u_{1}, \ldots, u_{m-1} \in \hat{U}\left(H^{\prime}\right) \backslash \hat{U}\left(H_{0}^{\prime}\right)$ and $\left.\lambda_{1}, \ldots, \lambda_{m-1} \in \Lambda\left(H^{\prime}\right) \backslash \Lambda\left(H_{0}^{\prime}\right)\right)$ linearly independent sets, such that $H^{\prime}=\left\langle H_{0}^{\prime}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m-1} \lambda_{m-1}}\right\rangle$ where $H_{0}^{\prime}$ is the group generated by all reflections in $H^{\prime}$. As $H^{\prime}$ contains all reflections in $H$ we see that $H_{0}^{\prime}=H_{0}$. As $u_{m} \notin \hat{U}\left(H^{\prime}\right)$ and $\lambda_{m} \notin \Lambda\left(H^{\prime}\right)$ we can see that $u_{1}, \ldots, u_{m} \in$ $\hat{U}(H) \backslash \hat{U}\left(H_{0}\right)$ and $\left.\lambda_{1}, \ldots, \lambda_{m} \in \Lambda(H) \backslash \Lambda\left(H_{0}\right)\right)$ are linearly independent sets. As $H=\left\langle H^{\prime}, b_{u_{m}, \lambda_{m}}\right\rangle$ we find that

$$
H=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}\right\rangle .
$$

Lemma 4.2.6. Let $H \leq B^{U, v}$ with $R_{\hat{v}, U} \leq H$ or $[H, W] \leq W^{H}$ and

$$
H=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}\right\rangle,
$$

where $H_{0}$ is the subgroup generated by all reflections in $H$. Let

$$
\lambda_{m+1}, \ldots, \lambda_{D_{\Lambda(H)}} \in \Lambda\left(H_{0}\right)
$$

such that

$$
L=\left\{\lambda_{1}, \ldots, \lambda_{m}, \lambda_{m+1}, \ldots, \lambda_{D_{\Lambda(H)}}\right\}
$$

is a basis for $\Lambda(H)$. For any $\mathcal{C}=\left\{x_{1}, \ldots, x_{n-1}\right\}$ which a $\Lambda$-basis for $U$ with respect to $L$ we can find $x_{n} \in W \backslash U$ such that

- $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a basis for $W$,
- $H_{0}=\operatorname{Nak}_{\mathcal{B}}^{-}(H)$,
- $b_{u_{i}, \lambda_{i}}\left(x_{n}\right)=x_{n}+u_{i}$ for $1 \leq i \leq m$,
- $\operatorname{Nak}_{\mathcal{B}}^{+}(H)=\left\langle H, b_{0, \lambda_{1}}, \ldots, b_{0, \lambda_{m}}\right\rangle$.

Proof. The case $m=0$ is covered in Lemma 4.1.3 so we proceed by induction on $m$.

Let

$$
H^{\prime}=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m-1}, \lambda_{m-1}}\right\rangle
$$

If $\mathcal{C}$ is a $\Lambda$-basis for $U$ with respect to $\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ then $\mathcal{C}$ is a $\Lambda$-basis for $U$ with respect to $\left\{\lambda_{1}, \ldots, \lambda_{m-1}.\right\}$ By Lemma 4.2 .4 we can apply the induction hypothesis to $H^{\prime}$ : we can find $x_{n}^{\prime}$ such that $\mathcal{C}=\left\{x_{1}, \ldots, x_{n-1}, x_{n}^{\prime}\right\}$ is a basis for $W$ and

$$
\begin{aligned}
\operatorname{Nak}_{\mathcal{B}^{\prime}}^{-}\left(H^{\prime}\right) & =H_{0}, \\
b_{u_{i}, \lambda_{i}}\left(x_{n}\right) & =x_{n}+u_{i} \text { for } 1 \leq i \leq m-1, \\
\operatorname{Nak}_{\mathcal{B}^{\prime}}^{+}\left(H^{\prime}\right) & =\left\langle H^{\prime}, b_{0, \lambda_{1}}, \ldots, b_{0, \lambda_{m-1}}\right\rangle .
\end{aligned}
$$

As $x_{n}^{\prime} \notin U, x_{n}^{\prime}=w+u$ for some $u \in U$, so:

$$
b_{u_{m}, \lambda_{m}}\left(x_{n}^{\prime}\right)=x_{n}^{\prime}+u_{m}+c v
$$

for some $c \in k$. Let $x_{n}=x_{n}^{\prime}-c x_{n-m}$ then

$$
b_{u_{m}, \lambda_{m}}\left(x_{n}\right)=x_{n}+u_{m} .
$$

For all $h \in H^{\prime}$

$$
\delta_{h}\left(x_{n}\right)=\delta_{h}\left(x_{n}^{\prime}\right),
$$

so if $h\left(x_{n}^{\prime}\right)=x_{n}^{\prime}$ then $h\left(x_{n}\right)=x_{n}$. Let $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$. For $1 \leq i \leq n-1$ let

$$
\begin{aligned}
H_{i}^{\prime} & =\left\{h \in H \mid h\left(x_{n}^{\prime}\right)=x_{n} \text { and } h\left(x_{j}\right)=x_{j} \text { for } 1 \leq j \leq n-1, j \neq i\right\} \\
H_{i} & =\left\{h \in H \mid h\left(x_{j}\right)=x_{j} \text { for } 1 \leq j \leq n, j \neq i\right\}
\end{aligned}
$$

and let

$$
\begin{aligned}
& H_{n}^{\prime}=\left\{h \in H \mid h\left(x_{j}\right)=x_{j} \text { for } 1 \leq j \leq n-1\right\} \\
& H_{n}=\left\{h \in H \mid h\left(x_{j}\right)=x_{j} \text { for } 1 \leq j \leq n-1\right\}
\end{aligned}
$$

Then for $1 \leq i \leq n$

$$
H_{i}^{\prime}=H_{i}
$$

and so

$$
\operatorname{Nak}_{\mathcal{B}^{\prime}}^{-}\left(H^{\prime}\right)=\operatorname{Nak}_{\mathcal{B}}^{-}\left(H^{\prime}\right)=H_{0} .
$$

As $H_{0}$ contains all reflections in $H$, we know that $\operatorname{Nak}_{\overline{\mathcal{B}}}(H) \leq H_{0}$. By the above $H_{0}$ is a Nakajima group with respect to $\mathcal{B}$ so

$$
\operatorname{Nak}_{\mathcal{B}}^{-}(H)=H_{0}
$$

Let $H[i]=\left\langle b_{u_{i}, \lambda_{i}}\right\rangle$ for $1 \leq i \leq m$ then we see that

$$
\operatorname{Nak}_{\mathcal{B}}^{+}(H[i])=\left\langle H[i], b_{0, \lambda_{i}}\right\rangle \text { for } 1 \leq i \leq m .
$$

Using Corollary 3.0.10

$$
\begin{aligned}
\operatorname{Nak}_{\mathcal{B}}^{+}(H) & =\left\langle\operatorname{Nak}_{\mathcal{B}}^{+}\left(H_{0}\right), \operatorname{Nak}_{\mathcal{B}}^{+}(H[1]), \ldots, \operatorname{Nak}_{\mathcal{B}}^{+}(H[m])\right\rangle, \\
& =\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, b_{0, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}, b_{0, \lambda_{m}}\right\rangle \\
& =\left\langle H, b_{0, \lambda_{1}}, \ldots, b_{0, \lambda_{m}} .\right\rangle
\end{aligned}
$$

Now we have broken our groups up and can use Theorems 1.3.4 and 1.3.5 to show that their invariant rings are complete intersections. For this we will use Properties of the Dickson Invariants from Lemma 1.1.7.

Lemma 4.2.7. Let

$$
H=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m}, \lambda_{m}}\right\rangle \leq B^{U, v}
$$

where $H_{0}$ is the subgroup of $H$ generated by reflections, with $R_{\hat{v}, U} \leq H$ or $[H, W] \leq W^{H}$. Let $\lambda_{m+1}, \ldots, \lambda_{D_{\Lambda(H)}} \in \Lambda\left(H_{0}\right)$ such that

$$
L=\left\{\lambda_{1}, \ldots, \lambda_{m}, \lambda_{m+1}, \ldots, \lambda_{D_{\Lambda(H)}}\right\}
$$

is a basis for $\Lambda(H)$. Let $\mathcal{B}=\left\{x_{1}, \ldots, x_{n}\right\}$ is a basis for $W$ such that $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a $\Lambda$-basis with respect to $L$ and

- $H_{0}=\operatorname{Nak}_{\mathcal{B}}^{-}(H)$,
- $b_{u_{i}, \lambda_{i}}\left(x_{n}\right)=x_{n}+u_{i}$ for $1 \leq i \leq m$,
- $\operatorname{Nak}_{\mathcal{B}}^{+}(H)=\left\langle H, b_{0, \lambda_{1}}, \ldots, b_{0, \lambda_{m}}\right\rangle$.

Let $W_{0}=\left\langle\delta_{h}\left(x_{n}\right) \mid h \in H_{0}\right\rangle$ and $W_{i}=W_{i-1}+k u_{m-i-1}$ for $1 \leq i \leq m$. Let

$$
f_{i}=x_{1} F^{W_{m-i}}\left(x_{n}\right)-\sum_{j=1}^{i} x_{n-j} F^{W_{m-i}}\left(u_{j}\right) .
$$

for $1 \leq i \leq m$, then

$$
k[V]^{G}=k\left[\mathbf{N}_{1}^{H}, \mathbf{N}_{2}^{H}, \ldots, \mathbf{N}_{n}^{H}, f_{1}, \ldots, f_{m}\right]
$$

is a complete intersection ring.
Proof. For $m=0, H=H_{0}$ is a Nakajima group with respect to $\mathcal{B}$ so proceed by induction on $m$. Assume the result holds for $m-1$. Let:

$$
\begin{aligned}
& H^{+}=\left\langle H, b_{0, \lambda_{m}}\right\rangle \\
& H^{-}=\left\langle H_{0}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m-1}, \lambda_{m-1}}\right\rangle
\end{aligned}
$$

Suppose that $g \in H^{+}$is a reflection with $g \notin\left\langle H_{0}, b_{u_{m}, 0}, b_{0, \lambda_{m}}\right\rangle$ then there exists $b_{u, \lambda} \in H^{-}$such that

$$
g=b_{u, \lambda} b_{u_{m}, 0}^{a} b_{0, \lambda_{m}}^{b}
$$

with one of $a, b \neq 0$. Either $u+a u_{m} \in k v$ or $\lambda+b \lambda_{m}=0$. In the first instance as $u_{m} \notin \hat{U}\left(H^{-}\right)$this means that $u=0$ and $a=0$, and $b_{u, \lambda} \in H_{0}$. In the second instance as $\lambda_{m} \notin \Lambda\left(H^{-}\right)$this means that $\lambda=0$ and $b=0$ so again $b_{u, \lambda} \in H_{0}$. From this we see that the group generated by all reflections in $H^{+}$is

$$
H_{0}^{+}=\left\langle H_{0}, b_{u_{m}, \lambda_{m}}, b_{0, \lambda_{m}}\right\rangle
$$

From this we see that

$$
H^{+}=\left\langle H_{0}^{+}, b_{u_{1}, \lambda_{1}}, \ldots, b_{u_{m-1}, \lambda_{m-1}}\right\rangle .
$$

If $R_{\hat{v}, U} \leq H$ then clearly $R_{\hat{v}, U} \leq H^{+}$. Let $N=\operatorname{Nak}_{\mathcal{B}}^{+}(G)$, then

$$
H^{-} \leq H \leq H^{+} \leq N
$$

so $\operatorname{Nak}_{\mathcal{B}}^{+}\left(H^{+}\right)=N$ (using Proposition 3.0.9). Using Lemma 4.0.6 $W^{N}=W^{H}$ so $W^{H}=W^{H^{+}}$. This means that if $[H, W] \leq W^{H}$ then $\left[H^{+}, W\right] \leq W^{H^{+}}$.

As clearly $b_{u_{i}, \lambda_{i}}\left(x_{n}\right)=x_{n}+u_{i}$ for $1 \leq i \leq n$ this means that in order to use the induction hypothesis we just need to check that

$$
H_{0}^{+}=\operatorname{Nak}_{\overline{\mathcal{B}}}^{-}\left(H^{+}\right) .
$$

As $H_{0}^{+}$contains all reflections in $H^{+}$we know that

$$
\operatorname{Nak}_{\overline{\mathcal{B}}}^{-}\left(H^{+}\right) \leq H_{0}^{+} .
$$

As $H_{0}$ and

$$
\left\langle b_{u_{m}, \lambda_{m}}, b_{0, \lambda_{m}}\right\rangle
$$

are both Nakajima groups with respect to $\mathcal{B}$, by Lemma 3.0.5 $H_{0}^{+}$is a Nakajima group and so

$$
H_{0}^{+}=\operatorname{Nak}_{\overline{\mathcal{B}}}^{-}\left(H^{+}\right) .
$$

If we let

$$
\begin{aligned}
W_{0}^{+} & =\left\langle\delta_{h}\left(x_{n}\right) \mid h \in H_{0}^{+}\right\rangle=W_{0}+k u_{m}, & & \text { for } 1 \leq i \leq m-1, \\
W_{i}^{+} & =W_{i-1}^{+} \oplus k u_{m-i-1} & & \text { for } 1 \leq i \leq m-1,
\end{aligned}
$$

then we can find $k[V]^{H^{+}}$by the induction hypothesis:

$$
k[V]^{H^{+}}=k\left[\mathbf{N}_{1}^{H^{+}}, \ldots, \mathbf{N}_{n}^{H^{+}}, f_{1}^{+}, \ldots, f_{m-1}^{+}\right]
$$

is a complete intersection ring.
As

$$
\operatorname{Nak}_{\mathcal{B}}^{+}\left(H^{+}\right)=\operatorname{Nak}_{\mathcal{B}}^{+}(H)
$$

and $H^{+}$and $H$ are both nice with respect to $\mathcal{B}$ by Proposition 3.0.12

$$
\mathbf{N}_{i}^{H}=\mathbf{N}_{i}^{H^{+}}=\mathbf{N}_{i}^{N}
$$

for $1 \leq i \leq n$. Looking at the $W_{i}$

$$
\begin{array}{rlrl}
W_{0}^{+} & =W_{1}, & \text { for } 1 \leq i \leq m-1 \\
W_{i}^{+} & =W_{i+1} & & \\
f_{i}^{+} & =x_{1} F^{W_{m-i}}\left(x_{n}\right)-\sum_{j=1}^{i} x_{n-j} F^{W_{m-i}}\left(u_{j}\right)=f_{i} & \text { for } 1 \leq i \leq m-1
\end{array}
$$

so

$$
k[V]^{H^{+}}=k\left[\mathbf{N}_{1}^{H}, \ldots, \mathbf{N}_{n}^{H}, f_{1}, \ldots, f_{m-1}\right] .
$$

This means what we want to show is that $k[V]^{H^{+}}\left[f_{m}\right]=k[V]^{H}$.
We can see that $H$ is a maximal subgroup of $H^{+}$with $\sigma:=b_{u_{m}, 0} \in H^{+} \backslash H$, and clearly $f_{m} \notin k[V]^{H^{+}}$. Let:

$$
\begin{aligned}
x & :=(\sigma-1) f_{m} \\
& =x_{1} F^{W_{0}}\left(u_{m}\right)
\end{aligned}
$$

then in order to use Theorem 1.3.4 we just need to prove that $(\sigma-1)\left(k[V]^{H}\right) \subseteq(x)$.

Using Lemma 4.2.4 we see we can also use the induction hypothesis to find $k[V]^{H^{-}}$. Let

$$
\begin{array}{rlr}
W_{0}^{-} & =\left\langle\delta_{h}\left(x_{n}\right) \mid h \in H_{0}\right\rangle=W_{0}, & \\
W_{i}^{-} & =W_{i-1}^{-} \oplus k u_{m-1-i} & \text { for } 1 \leq i \leq m-1, \\
f_{i}^{-} & =x_{1} F^{W_{(m-1)-i}^{-}}\left(x_{n}\right)-\sum_{j=1}^{i} x_{n-j} F^{W_{(m-1)-i}^{-}}\left(u_{j}\right) & \text { for } 1 \leq i \leq m-1,
\end{array}
$$

then

$$
k[V]^{H^{-}}=k\left[\mathbf{N}_{1}^{-}, \ldots, \mathbf{N}_{n}^{-}, f_{1}^{-}, \ldots, f_{m-1}^{-}\right] .
$$

As $H^{-} \leq H$ we know that $k[V]^{H} \subseteq k[V]^{H^{-}}$so $(\sigma-1) k[V]^{H} \subseteq(\sigma-1) k[V]^{H^{-}}$. Let:

$$
h=a_{1}\left(\mathbf{N}_{1}^{-}\right)^{c_{1}} \ldots\left(\mathbf{N}_{n}^{-}\right)^{c_{n}} f_{1}^{d_{1}} \ldots f_{m-1}^{d_{m-1}} \in k[V]^{H^{-}}
$$

be a monomial in $k[V]^{H^{-}}$. If $(\sigma-1)(h) \neq 0$ then at least one of $c_{n}, d_{1}, \ldots, d_{m-1}$ is not zero. We can see that:

$$
\begin{aligned}
\mathbf{N}_{n}^{-} & =F^{W_{m-1}^{-}}\left(x_{n}\right) \\
\delta_{\sigma}\left(\mathbf{N}_{n}^{-}\right) & =F^{W_{m-1}^{-}}\left(u_{m}\right)
\end{aligned}
$$

and for $1 \leq i \leq m-1$ :

$$
\begin{aligned}
f_{i}^{-} & =x_{1} F^{W_{(m-1)-i}^{-}}\left(x_{n}\right)-\sum_{j=1}^{i} x_{n-j} F^{W_{(m-1)-i}^{-}}\left(u_{j}\right) \\
\delta_{\sigma}\left(f_{i}^{-}\right) & =x_{1} F^{W_{(m-1)-i}^{-}}\left(u_{m}\right)
\end{aligned}
$$

From the nice properties of Dickson invariants we know that for $1 \leq i \leq m-1$ :

$$
F^{W_{i}^{-}}\left(u_{m}\right)=F^{W_{i-1}^{-}}\left(u_{m}\right)^{p}-F^{W_{i-1}^{-}}\left(u_{m-1-i}\right)^{p-1} F^{W_{i-1}^{-}}\left(u_{m}\right) .
$$

This means $F^{W_{0}^{-}}\left(u_{m}\right)=F^{W_{0}}\left(u_{m}\right)$ divides $\delta_{\sigma}(h) \neq 0$ for any $h \in k[V]^{H^{-}}$and hence for any $h \in k[V]^{H}$. If $h \in k[V]^{H}$ then:

$$
\begin{aligned}
b_{u_{m}, \lambda_{m}}(h) & =h, \\
b_{0, \lambda_{m}} b_{u_{m}, 0}(h) & =h, \\
\sigma(h) & =b_{0, \lambda_{m}}^{-1}(h) .
\end{aligned}
$$

From this we can see that $x_{1}$ divides $\delta_{\sigma}(h) \neq 0$ for any $h \in k[V]^{H}$. As $H$ is a $p$-group $k[V]^{H}$ is a unique factorisation domain and so $(\sigma-1)\left(k[V]^{H}\right) \subseteq x k[V]$ as required. Now

$$
k[V]^{H}=k[V]^{H^{+}}\left[f_{m}\right]=k\left[\mathbf{N}_{1}^{H}, \ldots, \mathbf{N}_{n}^{H}, f_{1}, \ldots, f_{m}\right] .
$$

By Theorem 1.3.5 $k[V]^{H}$ is a complete intersection ring.
Theorem 4.2.8. For $k=\mathbb{F}_{p}$, all hook groups $G$ which are nice with respect to some basis $\mathcal{B}$ for $W$ have complete intersection rings of invariants.

Proof. If $G$ is a hook group then it is a subgroup of $B^{U, v}$ for some hyperplane $U$ and $v \in U$. By Lemma 4.2.2 if $G$ is nice with respect to some basis $\mathcal{B}$ either $R_{\hat{v}, U} \leq G$ or $[G, W] \leq W^{G}$, then we can apply Lemmas 4.2.5, 4.2.6 and 4.2.7 to show that it has complete intersection ring of invariants.

This gives us the following corollaries:

Corollary 4.2.9. For $k=\mathbb{F}_{p}$, all non-abelian hook groups have complete intersection rings of invariants.

Proof. As noted at the beginning of this section if $k=\mathbb{F}_{p}$ all non-abelian hook groups contain $R_{\hat{v}, U}$ and so are nice with respect to some basis, hence by Theorem 4.2.8 they have complete intersection invariant rings.

Corollary 4.2.10. Let $k=\mathbb{F}_{2}$, then all hook groups containing at least one index 3 bireflection have complete intersection rings of invariants.

Proof. If $k=\mathbb{F}_{2}$ and $G$ is a hook group which contains an index 3 bireflection $g$, then

$$
\left\langle g^{2}\right\rangle=R_{\hat{v}, U}
$$

so $R_{\hat{v}, U} \leq G$ and so $G$ is nice with respect to some basis. By Theorem 4.2.8 they have complete intersection invariant rings.

### 4.2.1 Example: quaternions

We cannot hope to extend the result above to show that all hook groups have complete intersection invariant rings, or even that their invariant rings are all Cohen-Macaulay. Here we see two four dimensional representations of $Q_{8}$ which are both hook groups- one has complete intersection invariant ring and the other is not Cohen-Macaulay. This also shows Lemma 4.2.7 being used on an example.

Lemma 4.2.11. Let $G \leq \operatorname{GL}(V)$. If $G \cong Q_{8}$ is a bireflection group then $G$ is a hook group containing at least one index 3 bireflection.

Proof. The group $Q_{8}$ is an extraspecial group with $\left[Q_{8}, Q_{8}\right]=Z\left(Q_{8}\right)$ a cyclic group of order two. Let $G \leq G L(V)$ such that $G \cong Q_{8}$, and let $t \in G$ such that $Z(G)=\langle t\rangle$.

If $g \in G \backslash \Phi(G)$ then $|g|=4$ and $g^{2}=t$. The only bireflections with order 4 are index 3 bireflections, and if $g$ is an index three bireflection of order four then $g^{2}$ is a transvection (see Lemma 2.1.2). If $G=\left\langle g_{1}, g_{2}\right\rangle$ then $g_{1}, g_{2} \in G \backslash \Phi(G)$, so we can find $v \in V$ and $\gamma \in v^{\perp}$ such that:

$$
g_{1}^{2}=g_{2}^{2}=t_{v}^{\gamma}=t
$$

Let $U=V^{t}$, then $U$ is a hyperplane, and $\delta_{g_{1}}(U)=\delta_{g_{2}}(U)=k v$, so $G$ is a hook group with hyperplane $U$ and line $k v$.

Proposition 4.2.12. Let $k=\mathbb{F}_{2}$. If $G \leq \mathrm{GL}(V)$ with $G \cong Q_{8}$ then $k[V]^{G}$ is either complete intersection or not Cohen-Macaulay.

Proof. If $G$ has a Cohen-Macaulay ring of invariants then $G$ is generated by bireflections (Theorem 1.3.6). By Lemma 4.2.11 $G$ is a hook group containing at least one index 3 bireflection so by Corollary 4.2.10 $k[V]^{G}$ is a complete intersection ring.

Example 4.2.13. Let $k=\mathbb{F}_{2}, H=\left\langle g_{1}, g_{2}\right\rangle$ where

$$
g_{1}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right), \quad g_{2}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

with respect to basis $\mathcal{B}=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ for $W$. We see that $H \cong Q_{8}$ is a hook group with hyperplane $U=\left\langle x_{1}, x_{2}, x_{3}\right\rangle$ and line $k x_{1}$. We find it's invariant ring (which is a complete intersection ring) by using Proposition 4.2.7.

Let

$$
\sigma_{1}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right), \quad t=\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

As in Proposition 3.0.9 we can find

$$
\begin{aligned}
G & =\left\langle g_{1}, g_{2}, \sigma_{1}, \sigma_{2}\right\rangle=\operatorname{Nak}_{\mathcal{B}}^{+}(H), \\
H_{0} & =\langle t\rangle=\operatorname{Nak}_{\mathcal{B}}^{-}(G),
\end{aligned}
$$

both Nakajima groups such that $H_{0} \leq H \leq G$. Let $H_{1}=\left\langle g_{1}, g_{2}, \sigma_{2}\right\rangle$ then

$$
k[V]^{H_{1}}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, f_{1}\right]
$$

where the $\mathbf{N}_{i}$ are orbit products and

$$
\begin{aligned}
f_{1}= & x_{1}\left(\left(x_{4}^{2}-x_{1} x_{4}\right)^{2}-\left(x_{2}^{2}-x_{4} x_{2}\right)\left(x_{4}^{2}-x_{1} x_{4}\right)\right)- \\
& x_{3}\left(\left(\left(x_{2}+x_{3}\right)^{2}-x_{1}\left(x_{2}+x_{3}\right)\right)^{2}-\left(x_{2}^{2}-x_{4} x_{2}\right)\left(\left(x_{2}+x_{3}\right)^{2}-x_{1}\left(x_{2}+x_{3}\right)\right)\right) .
\end{aligned}
$$

From here we can find $k[V]^{H}=k[V]^{H_{1}}\left[f_{2}\right]$ where

$$
f_{2}=x_{1}\left(x_{4}^{2}-x_{1} x_{4}\right)-x_{3}\left(\left(x_{2}+x_{3}\right)^{2}-x_{1}\left(x_{2}+x_{3}\right)\right)-x_{2}\left(x_{2}^{2}-x_{2} x_{1}\right) .
$$

Example 4.2.14. Let $k=\mathbb{F}_{4}$ with $a \neq 1, a^{3}=1$. Let $G=\left\langle g_{1}, g_{2}\right\rangle$ where

$$
g_{1}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right), \quad g_{2}=\left(\begin{array}{cccc}
1 & 0 & a^{2} & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & a \\
0 & 0 & 0 & 1
\end{array}\right)
$$

with respect to basis $\mathcal{B}=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ for $W$. Again $G \cong Q_{8}$. The maximal subgroups of $G$ are $L=\left\langle g_{1} g_{2}\right\rangle, M=\left\langle g_{1}\right\rangle$ and $N=\left\langle g_{2}\right\rangle$. Let $t \in G$ such that

$$
\langle t\rangle=Z(G)=[G, G],
$$

then

$$
L \cap M=L \cap N=M \cap N=\langle t\rangle .
$$

We want to show that the invariant ring of $G$ is not Cohen-Macaulay, we do this using Theorem 1.2.6 by showing that:

$$
\left(g_{1}-1\right) W^{N}<\left(g_{1}-1\right) W^{t} \cap\left(g_{1} g_{2}-1\right) W^{t} \cap W^{N}
$$

As $W^{N}=W^{M}=W^{L}=\left\langle x_{1}, x_{2}\right\rangle$ we see that $\left(g_{1}-1\right) W^{N}=\{0\}$. We need to find some $\left(g_{1}-1\right) W^{t} \cap\left(g_{1} g_{2}-1\right) W^{t} \cap W^{N} \neq\{0\}$. As

$$
W^{t}=\left\langle x_{1}, x_{2}, x_{3}\right\rangle=U
$$

and $G$ is a hook group with line $k x_{1}$ and hyperplane $U$, on which none of the generators act trivially

$$
k x_{1}=\left(g_{1}-1\right) W^{t} \cap\left(g_{1} g_{2}-1\right) W^{t} \cap W^{N} .
$$

From this we see $V$ is linearly flat and so for $R=k[V]^{G}$

$$
\operatorname{depth}\left(R^{G}\right)=V^{G}+c c_{G}(R)+1=1+1+1=3<4
$$

so $R^{G}$ is not Cohen-Macaulay.

## Chapter 5

## Invariant rings of two-column <br> groups

### 5.1 Non complete intersection example

By Proposition 1.4.3 all two-column groups have Cohen-Macaulay invariant rings, however it is not the case that they are necessarily complete intersection rings as we will see with this four dimensional representation of the extra-special group $M(3)$. This is a counter example to the conjecture that Cohen-Macaulay implies complete intersection for invariant rings of unipotent groups. It is also a counter example to the conjecture that all two-column groups have complete intersection invariant rings in the modular case (a counter example in the non-modular case was given by Wu in [33]).

Proposition 5.1.1. Let $G=\left\langle g_{1}, g_{2}\right\rangle$ where

$$
g_{1}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad g_{2}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

with respect to basis $B=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ for $W$. If $p=3$ then $k[V]^{G}$ is CohenMacaulay but not complete intersection.

Firstly we look at a subgroup of $G$, let $H=\left\langle g_{1}, h\right\rangle$ with

$$
h=\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

As $H$ is a nice hook group using Proposition 4.2.7,

$$
k[V]^{H}=k\left[\mathbf{N}_{1}^{H}, \mathbf{N}_{2}^{H}, \mathbf{N}_{3}^{H}, \mathbf{N}_{4}^{H}, d\right]
$$

where

$$
d=\left(x_{4}^{p}-x_{1}^{p-1} x_{4}\right) x_{1}-\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right) x_{3} .
$$

We will use the notation

$$
\mathbf{N}_{i}=\mathbf{N}_{i}^{G}, \quad n_{i}=\mathbf{N}_{i}^{H}
$$

To find the invariant ring of $G$ we first find it's localisation at $x_{1}$.
Lemma 5.1.2. For $G$ as given above, $p \neq 2$,

$$
k[V]_{x_{1}}^{G}=k\left[\mathbf{N}_{1}^{G}, \mathbf{N}_{2}^{G}, \mathbf{N}_{3}^{G}, \mathbf{N}_{4}^{G}, h_{1}, h_{2}\right]_{x_{1}}
$$

where

$$
\begin{aligned}
& h_{1}=n_{3} x_{1}-x_{2} \mathbf{N}_{2} \\
& h_{2}=2 x_{1} d+\left(x_{2}^{2}-x_{1} x_{2}\right) \mathbf{N}_{2} .
\end{aligned}
$$

Proof. As in Theorem 1.3.12 we wish to find $\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}$ with $\phi_{i} \in R[i]$ such that $k(V)=k\left(\phi_{1}, \ldots, \phi_{4}\right)$. As always we can choose $\phi_{1}=x_{1}$. If we look at the
action of $G$ restricted to $\left\langle x_{1}, x_{2}\right\rangle$ we see that it acts as a Nakajima group and we can choose

$$
\phi_{2}=x_{2}^{p}-x_{1}^{p-1} x_{2}=\mathbf{N}_{2} .
$$

As $H$ is a subgroup of $G$ we know that $R[i]^{G} \subseteq R[i]^{H}$ for $1 \leq i \leq n$. The minimal degree of polynomials in $x_{3}$ in $R[3]^{H}$ is $p$. As $h_{1} \in R[3]^{G}$ with $p$ the maximal degree of $x_{3}$ we can choose $\phi_{3}=h_{1}$. The minimal degree of polynomials in $x_{4}$ in $R[4]^{H}$ is also $p$. Similarly as $h_{2} \in R[4]^{G}$ with $p$ the maximal degree of $x_{4}$ we can choose $\phi_{4}=h_{2}$.

As in Lemma 1.3.13 we let $c_{i}$ be the leading coefficient of $\phi_{i}$ viewed as a polynomial in $x_{i}$ for $1 \leq i \leq 4$ so

$$
c_{1}=c_{2}=1, \quad c_{3}=x_{1}, \quad c_{4}=x_{1}^{2} .
$$

We can therefore use Lemma 1.3.13 to see that

$$
k[V]_{x_{1}}^{G}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, h_{1}, h_{2}\right]_{x_{1}}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, h_{1}, h_{2}\right]_{x_{1}} .
$$

We have found a ring $A$ which is integral over $k[V]^{G}$ and such that $A_{x_{1}}=$ $k[V]_{x_{1}}$, so we can apply the SAGBI divide by $x$ algorithm. First we find the leading terms of the invariants we have:

$$
\begin{array}{lll}
\operatorname{LT}\left(\mathbf{N}_{1}\right)=x_{1}, & \operatorname{LT}\left(\mathbf{N}_{2}\right)=x_{2}^{p}, & \operatorname{LT}\left(\mathbf{N}_{3}\right)=x_{3}^{p^{2}}, \\
\operatorname{LT}\left(\mathbf{N}_{4}\right)=x_{4}^{p^{2}}, & \operatorname{LT}\left(h_{1}\right)=x_{2}^{p+1}, & \operatorname{LT}\left(h_{2}\right)=x_{2}^{p+2} .
\end{array}
$$

For any $p \neq 2$ we have a non-trivial tete-a-tete $\left\{h_{1}^{2}, h_{2} \mathbf{N}_{3}^{G}\right\}$ and can find:

$$
\begin{aligned}
h_{3} & =\left(h_{2} \mathbf{N}_{3}^{G}-h_{1}^{2}\right) / x_{1} \\
& =2 d \mathbf{N}_{2}-x_{2} \mathbf{N}_{2}^{2}-x_{1} n_{3}^{2}+2 x_{2} \mathbf{N}_{2} n_{3}
\end{aligned}
$$

which has $\operatorname{LT}\left(h_{3}\right)=x_{2}^{2 p} x_{3}$.

Lemma 5.1.3. For $p=3$ and $p=5$, for all $0 \leq i, j \leq p-1$ with

$$
p \leq i+2 j \leq 2 p-1
$$

we can find $c_{i, j}$ such that if $f_{i, j}$ are defined recursively (in lexicographic order) to be:

$$
f_{i, j}= \begin{cases}\left(h_{2}^{(p+1) / 2}-c_{i, j} h_{1} \mathbf{N}_{2}^{(p+1) / 2}\right) / x_{1} & \text { for } i=0, j=\frac{p+1}{2}, \\ \left(h_{2} f_{0, j-1}-c_{i, j} h_{1} h_{3}^{(2 j-p-1) / 2} \mathbf{N}_{2}^{p+1-j}\right) / x_{1} & \text { for } i=0, j>\frac{p+1}{2}, \\ \left(h_{1} h_{2}^{j}-c_{i, j} \mathbf{N}_{2}^{(p+3) / 2}\right) / x_{1} & \text { for } i=1, j=\frac{p-1}{2}, \\ \left(h_{1} h_{2}^{j} h_{3}^{(i-1) / 2}-c_{i, j} \mathbf{N}_{2} f_{i-2, j+1}\right) / x_{1} & \text { for } i>1 \text { odd, } j=\frac{p-i}{2}, \\ \left(h_{3}^{i / 2} h_{2}^{j}-c_{i, j} h_{1} f_{i-1, j}\right) / x_{1} & \text { for } i \text { even, } j=\frac{p+1-i}{2}, \\ \left(h_{1} f_{i-1, j}-c_{i, j} h_{2} f_{i, j-1}\right) / x_{1} & \text { otherwise }\end{cases}
$$

then $f_{i, j} \in k[V]^{G}$ and $\operatorname{LT}\left(f_{i, j}\right)=x_{2}^{a_{j}} x_{3}^{b_{i, j}}$ where:

$$
\begin{aligned}
a_{j} & =\left(p^{2}-1+2 j\right) / 2 \\
b_{i, j} & =p(2 i+2 j-p+1) / 2
\end{aligned}
$$

Proof. We start with $p=3$, and find if we let

$$
c_{0,2}=2, \quad c_{1,1}=2, \quad c_{1,2}=2, \quad c_{2,1}=1
$$

and define $f_{i, j}$ as above then

$$
\begin{aligned}
h_{4}=f_{1,1}= & \left(h_{1} h_{2}+N_{2}^{3}\right) / x_{1} \\
= & 2 x_{1} n_{3} d+\left(x_{2}^{2}-x_{1} x_{2}\right) \mathbf{N}_{2} n_{3}+x_{2} \mathbf{N}_{2} d+x_{2}^{2} \mathbf{N}_{2}^{2}+x_{1} x_{2} \mathbf{N}_{2}^{2}, \\
h_{5}=f_{0,2}= & \left(h_{2}^{2}+N_{2}^{2} h_{1}\right) / x_{1} \\
= & x_{1} d^{2}+\left(x_{2}^{2}-x_{1} x_{2}\right) d \mathbf{N}_{2}+\mathbf{N}_{2}^{2} n_{3}+x_{2}^{3} \mathbf{N}_{2}^{2}-x_{1} x_{2}^{2} \mathbf{N}_{2}^{2}, \\
h_{6}=f_{2,1}= & \left(h_{3} h_{2}-h_{1} f_{1,1} / x_{1}\right. \\
= & d^{2} \mathbf{N}_{2}+x_{2} d \mathbf{N}_{2}-x_{1} d n_{3}^{2}+x_{2} d \mathbf{N}_{2}^{2}-x_{2} \mathbf{N}_{2} n_{3} d-x_{2}^{2} \mathbf{N}_{2}^{3} \\
& -\left(x_{2}^{2}-x_{1} x_{2}\right) \mathbf{N}_{2} n_{3}^{2}-x_{2}^{2} \mathbf{N}_{2}^{2} n_{3}-x_{1} x_{2} \mathbf{N}_{2}^{2} n_{3}, \\
h_{7}=f_{1,2}= & \left(h_{1} f_{0,2}+h_{2} f_{1,1}\right) / x_{1} \\
= & 2 x_{1} n_{3} d^{2}+x_{2} \mathbf{N}_{2} d^{2}-x_{2}^{2} \mathbf{N}_{2}^{2} d-x_{1} x_{2} \mathbf{N}_{2}^{2} d-n_{3} d+\mathbf{N}_{2}^{2} n_{3}^{2}-x_{2}^{3} \mathbf{N}^{2} n_{3} \\
& +x_{1} x_{2}^{2} \mathbf{N}_{2}^{2} n_{3}+x_{2}\left(x_{2}^{2}-x_{1} x_{2}\right) \mathbf{N}_{2}^{3} .
\end{aligned}
$$

These have the following leading terms:

$$
\begin{array}{ll}
\operatorname{LT}\left(f_{0,2}\right)=x_{2}^{6} x_{3}^{3}, & \operatorname{LT}\left(f_{1,1}\right)=x_{2}^{5} x_{3}^{3}, \\
\operatorname{LT}\left(f_{1,2}\right)=x_{2}^{6} x_{3}^{6}, & \operatorname{LT}\left(f_{2,1}\right)=x_{2}^{5} x_{3}^{6}
\end{array}
$$

For $p=5$ we let

$$
\begin{array}{lll}
c_{0,3}=4, & c_{0,4}=2, & c_{1,2}=4, \\
c_{1,3}=4 \\
c_{1,4}=1, & c_{2,2}=3, & c_{2,3}=4, \\
c_{3,1}=3 \\
c_{3,2}=3, & c_{3,3}=1, & c_{4,1}=2,
\end{array} c_{4,2}=2 . ~ \$
$$

The terms are larger still than in the case of $p=3$, but the following can be shown to be in $k[V]^{G}$ :

$$
\begin{aligned}
f_{0,3} & =\left(h_{2}^{3}+\mathbf{N}_{2}^{3} h_{1}\right) / x_{1} \\
f_{0,4} & =\left(h_{2} f_{0,3}-2 h_{1} h_{3} \mathbf{N}_{2}^{2}\right) / x_{1} \\
f_{1,2} & =\left(h_{1} h_{2}^{2}+\mathbf{N}_{2}^{4}\right) / x_{1} \\
f_{1,3} & =\left(h_{1} f_{0,3}+h_{2} f_{1,2}\right) / x_{1} \\
f_{1,4} & =\left(h_{1} f_{0,4}-h_{2} f_{1,3}\right) / x_{1} \\
f_{2,2} & =\left(h_{2}^{2} h_{3}-3 h_{1} f_{1,2}\right) / x_{1} \\
f_{2,3} & =\left(h_{1} f_{1,2}+h_{2} f_{2,2}\right) / x_{1} \\
f_{3,1} & =\left(h_{1} h_{2} h_{3}-3 \mathbf{N}_{2} f_{1,2}\right) / x_{1} \\
f_{3,2} & =\left(h_{1} f_{2,2}-3 h_{2} f_{3,1}\right) / x_{1} \\
f_{3,3} & =\left(h_{1} f_{2,3}-h_{2} f_{3,2}\right) / x_{1} \\
f_{4,1} & =\left(h_{2} h_{3}^{2}-2 h_{1} f_{3,1}\right) / x_{1} \\
f_{4,2} & =\left(h_{1} f_{3,2}-2 h_{2} f_{4,1}\right) / x_{1}
\end{aligned}
$$

The leading terms are:

$$
\begin{array}{ll}
\operatorname{LT}\left(f_{0,3}\right)=x_{2}^{15} x_{3}^{5}, & \operatorname{LT}\left(f_{0,4}\right)=x_{2}^{16} x_{3}^{10}, \\
\operatorname{LT}\left(f_{1,2}\right)=x_{2}^{14} x_{3}^{5}, & \operatorname{LT}\left(f_{1,3}\right)=x_{2}^{15} x_{3}^{10}, \\
\operatorname{LT}\left(f_{1,4}\right)=x_{2}^{16} x_{3}^{15}, & \operatorname{LT}\left(f_{2,2}\right)=x_{2}^{14} x_{3}^{10}, \\
\operatorname{LT}\left(f_{2,3}\right)=x_{2}^{15} x_{3}^{15}, & \operatorname{LT}\left(f_{3,1}\right)=x_{2}^{13} x_{3}^{10}, \\
\operatorname{LT}\left(f_{3,2}\right)=x_{2}^{14} x_{3}^{15}, & \operatorname{LT}\left(f_{3,3}\right)=x_{2}^{15} x_{3}^{20}, \\
\operatorname{LT}\left(f_{4,1}\right)=x_{2}^{13} x_{3}^{15}, & \operatorname{LT}\left(f_{4,2}\right)=x_{2}^{14} x_{3}^{20} .
\end{array}
$$

Proposition 5.1.4. Let $p=3$ and $h_{1}, \ldots, h_{7}$ be as previously defined, then

$$
k[V]^{G}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, h_{1}, \ldots, h_{7}\right] .
$$

Proof. Let

$$
h_{8}=h_{4}^{2}=\frac{2 h_{1}^{2} h_{2}^{2}+h_{1} h_{2} \mathbf{N}_{2}^{3}-\mathbf{N}_{2}^{6}}{x_{1}} .
$$

In Lemma 5.1.3 for $1 \leq i \leq 7$ we showed that $h_{i} \in k[V]^{G}$ and that $x_{1}$ doesn't divide $\operatorname{LT}\left(h_{i}\right)$. Using Lemma 5.1.3 and Lemma 5.1.2 we know that:

$$
A_{x_{1}}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, h_{1}, \ldots, h_{7}\right]_{\left(x_{1}\right)}=k[V]_{\left(x_{1}\right)}^{G} .
$$

If we can show that

$$
\mathbf{N}_{1}, \ldots, \mathbf{N}_{4}, h_{1}, \ldots, h_{7}
$$

form a SAGBI basis then we can use Proposition 1.3.15 to prove that

$$
k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, h_{1}, \ldots, h_{7}\right]=k[V]^{G} .
$$

We find that

$$
\begin{aligned}
& h_{1}^{p}=x_{1}^{p} \mathbf{N}_{3}-\mathbf{N}_{2}^{p+1}+x_{1}^{p-1} \mathbf{N}_{2}^{p-1} h_{1}, \\
& h_{2}^{p}=2 x_{1}^{2 p} \mathbf{N}_{4}-2 x_{1}^{p-1} \mathbf{N}_{2}^{p} h_{1}+\mathbf{N}_{2}^{p+2}-x_{1}^{p} \mathbf{N}_{2}^{p+1}+x_{1}^{2 p-2} \mathbf{N}_{2}^{p-1} h_{2},
\end{aligned}
$$

and using this obtain the following relations:

$$
\begin{aligned}
& h_{1}^{2}-h_{2} \mathbf{N}_{2}=-x_{1} h_{3}, \\
& h_{1} h_{2}+\mathbf{N}_{2}^{3}=x_{1} h_{4}, \\
& h_{1} h_{3}-\mathbf{N}_{2} h_{4}=-x_{1}^{2} \mathbf{N}_{3}-x_{1} \mathbf{N}_{2}^{2} h_{1}, \\
& h_{1} h_{4}+\mathbf{N}_{2} h_{5}=x_{1} h_{7}, \\
& h_{1} h_{5}-\mathbf{N}_{2}^{2} h_{3}=-x_{1} h_{7}, \\
& h_{1} h_{6}+\mathbf{N}_{2} h_{7}= \mathbf{N}_{2}^{2} h_{1} h_{2}+x_{1} h_{2} \mathbf{N}_{3}, \\
& h_{1} h_{7}+h_{8}= \mathbf{N}_{2}^{4} h_{1}+x_{1} \mathbf{N}_{2}^{2} \mathbf{N}_{3}, \\
& h_{2}^{2}+\mathbf{N}_{2}^{2} h_{1}= x_{1} h_{5}, \\
& h_{2} h_{3}+\mathbf{N}_{2} h_{5}= 2 x_{1} h_{6}, \\
& h_{2} h_{4}+\mathbf{N}_{2}^{2} h_{3}= 2 x_{1} h_{7}, \\
& h_{2} h_{5}-\mathbf{N}_{2}^{2} h_{4}= x_{1} \mathbf{N}_{2} h_{1}-x_{1}^{2} \mathbf{N}_{2}^{4}+x_{1}^{3} \mathbf{N}^{2} h_{2}+2 x_{1}^{5} \mathbf{N}_{4}, \\
& h_{2} h_{6}-h_{8}= \mathbf{N}_{2}^{4} h_{1}+2 x_{1}^{4} \mathbf{N}_{2} \mathbf{N}_{4}-x_{1} \mathbf{N}_{2}^{4}+x_{1}^{2} \mathbf{N}_{2}^{3} h_{2}, \\
& h_{2} h_{7}-\mathbf{N}_{2}^{2} h_{6}= 2 \mathbf{N}_{2}^{3} h_{1}^{2}+x_{1} h_{1} \mathbf{N}_{2}^{4}-x_{1}^{2} h_{1} \mathbf{N}_{2}^{2} h_{2}+x_{1}^{4} h_{1} \mathbf{N}_{4}, \\
& h_{3}^{2}-\mathbf{N}_{2} h_{6}= \mathbf{N}_{2}^{p-1} h_{1}^{2}+x_{1} \mathbf{N}_{3} h_{1}, \\
& h_{3} h_{4}-2 \mathbf{N}_{2} h_{7}= 2 \mathbf{N}_{2}^{2} h_{1} h_{2}+2 x_{1} h_{2} \mathbf{N}_{3}, \\
& h_{3} h_{5}+h_{8}= \mathbf{N}_{2}^{4} h_{1}-x_{1} \mathbf{N}_{2}^{2} \mathbf{N}_{3}-x_{1} \mathbf{N}_{2}^{4}+x_{1}^{2} \mathbf{N}_{2}^{3} h_{2}+2 x_{1}^{4} \mathbf{N}_{2} \mathbf{N}_{4}, \\
& h_{3} h_{6}+\mathbf{N}_{2}^{3} \mathbf{N}_{3}= \mathbf{N}_{2}^{3} h_{5}+2 \mathbf{N}_{2}^{6}+2 x_{1} \mathbf{N}_{3} h_{4}+2 x_{1} \mathbf{N}_{2}^{2} h_{7}+x_{1} \mathbf{N}_{2}^{4} h_{2}+2 x_{1}^{3} \mathbf{N}_{2}^{2} \mathbf{N}_{4}, \\
& h_{3} h_{7}-\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{1}= \mathbf{N}_{2}^{4} h_{3}+\mathbf{N}_{2}^{5} h_{1}+x_{1} \mathbf{N}_{3} h_{5}+2 x_{1} \mathbf{N}_{2}^{2} h_{7}+x_{1} \mathbf{N}_{2}^{6} \\
&+2 x_{1}^{2} \mathbf{N}_{2}^{3} h_{4}+x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{1}, \\
&
\end{aligned}
$$

$$
\begin{aligned}
h_{4} h_{5}-\mathbf{N}_{2}^{2} h_{6}= & \mathbf{N}_{2}^{4} h_{2}+2 x_{1} \mathbf{N}_{2}^{3} h_{3}+2 x_{1} \mathbf{N}_{2}^{4} h_{1}+2 x_{1}^{2} \mathbf{N}_{2}^{5} \\
& +x_{1}^{3} \mathbf{N}_{2}^{2} h_{4}+2 x_{1}^{4} \mathbf{N}_{4} h_{1}, \\
h_{4} h_{6}+\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{1}= & \mathbf{N}_{2}^{4} h_{3}+2 \mathbf{N}_{2}^{5} h_{1}+x_{1} \mathbf{N}_{3} h_{5}+2 x_{1} \mathbf{N}_{2}^{2} h_{7}+2 x_{1} \mathbf{N}_{2}^{6} \\
& +x_{1}^{2} \mathbf{N}_{2}^{3} h_{4}+2 x_{1}^{2} \mathbf{N}_{2} \mathbf{N}_{4} h_{1}, \\
h_{4} h_{7}-\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{2}= & \mathbf{N}_{2}^{4} h_{4}+\mathbf{N}_{2}^{5} h_{2}+2 x_{1} \mathbf{N}_{2}^{4} h_{3}+2 x_{1}^{2} \mathbf{N}_{2}^{3} \mathbf{N}_{3}+x_{1}^{2} \mathbf{N}_{2}^{3} h_{5} \\
& +x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{2}+2 x_{1}^{3} \mathbf{N}_{2}^{2} h_{6}+2 x_{1}^{4} \mathbf{N}_{4} h_{3}, \\
h_{5}^{2}-\mathbf{N}_{2}^{2} h_{7}= & 2 \mathbf{N}_{2}^{6}+x_{1} \mathbf{N}_{2}^{3} h_{4}+2 x_{1} \mathbf{N}_{2}^{4} h_{2}+2 x_{1}^{2} \mathbf{N}_{2}^{4} h_{1} \\
& +x_{1}^{3} \mathbf{N}_{2}^{2} h_{5}+2 x_{1}^{4} \mathbf{N}_{4} h_{2}, \\
h_{5} h_{6}-\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{2}= & 2 \mathbf{N}_{2}^{4} h_{4}+\mathbf{N}_{2}^{5} h_{2}+x_{1} \mathbf{N}_{2}^{4} h_{3}+2 x_{1} \mathbf{N}_{2}^{5} h_{1}+x_{1}^{2} \mathbf{N}_{2}^{3} \mathbf{N}_{3} \\
& +x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{2}+x_{1}^{3} \mathbf{N}_{2}^{2} h_{6}+x_{1}^{4} \mathbf{N}_{4} h_{3}, \\
h_{5} h_{7}-\mathbf{N}_{2}^{4} \mathbf{N}_{3}= & \mathbf{N}_{2}^{4} h_{5}+\mathbf{N}_{2}^{7}+2 x_{1} \mathbf{N}_{2}^{3} h_{6}+x_{1} \mathbf{N}_{2}^{4} h_{4}+2 x_{1} \mathbf{N}_{2}^{5} h_{2} \\
& +x_{1}^{2} \mathbf{N}_{2}^{4} h_{3}+x_{1}^{3} \mathbf{N}_{2}^{3} \mathbf{N}_{4}+x_{1}^{3} \mathbf{N}_{2}^{2} h_{7}+x_{1}^{4} \mathbf{N}_{4} h_{4}, \\
h_{6}^{2}+\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{3}= & \mathbf{N}_{2}^{2} h_{8}+2 \mathbf{N}_{2}^{5} h_{3}+2 \mathbf{N}_{2}^{6} h_{1}+2 x_{1} \mathbf{N}_{3} h_{7}+2 x_{1} \mathbf{N}_{2}^{4} \mathbf{N}_{3} \\
& +2 x_{1} \mathbf{N}_{2}^{4} h_{5}+2 x_{1}^{2} \mathbf{N}_{2}^{3} h_{6}+2 x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{3}, \\
h_{6} h_{7}-\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{4}= & \mathbf{N}_{2}^{5} h_{4}+2 \mathbf{N}_{2}^{6} h_{2}+2 x_{1} \mathbf{N}_{2}^{3} \mathbf{N}_{3} h_{1}+2 x_{1} \mathbf{N}_{2}^{5} h_{3}+x_{1} \mathbf{N}_{2}^{6} h_{1} \\
& +x_{1}^{2} \mathbf{N}_{2}^{3} h_{7}+x_{1}^{2} \mathbf{N}_{2}^{4} \mathbf{N}_{3}+x_{1}^{2} \mathbf{N}_{2}^{7}+x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{4}+2 x_{1}^{3} \mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{2} \\
& +2 x_{1}^{3} \mathbf{N}_{2}^{4} h_{4}+x_{1}^{4} \mathbf{N}_{2}^{2} \mathbf{N}_{4} h_{1}+x_{1}^{5} \mathbf{N}_{3} \mathbf{N}_{4}, \\
h_{7}^{2}-\mathbf{N}_{2}^{2} \mathbf{N}_{3} h_{5}= & 2 \mathbf{N}_{2}^{4} h_{7}+\mathbf{N}_{2}^{5} h_{5}+2 \mathbf{N}_{2}^{8}+x_{1} \mathbf{N}_{2}^{3} \mathbf{N}_{3} h_{2}+2 x_{1} \mathbf{N}_{2}^{4} h_{6} \\
& +x_{1}^{2} \mathbf{N}_{2}^{2} h_{8}+x_{1}^{3} \mathbf{N}_{2} \mathbf{N}_{4} h_{5}+2 x_{1}^{4} \mathbf{N}_{4} h_{6} .
\end{aligned}
$$

These, along with Lemma 1.3 .10 can be used to show that all tête-á-têtes subduct to zero, and

$$
\left\{\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, h_{1}, \ldots, h_{7}\right\}
$$

forms a SAGBI basis for $A$.

We have now found $k[V]^{G}$ for $p=3$ and will go on to show that it is not a complete intersection ring. Using MAGMA, [4], it can be shown that $f_{i, j}$ as
defined in Lemma 5.1.3 are contained in $k[V]^{G}$ for primes up to and including 19 (at this point the algorithm begins to run quite slowly finding the $\frac{p^{2}+5}{2}$ invariants). For $p=5$ MAGMA can be used to show that the $f_{i, j}$ 's, along with $\mathbf{N}_{1}, \ldots, \mathbf{N}_{4}, h_{1}, h_{2}, h_{3}$ generate $k[V]^{G}$.

Proof. (of Proposition 5.1.1) Let $I=\left(\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}\right)$ and

$$
\bar{A}=k[V]^{G} / I
$$

As $k[V]^{G}$ is a Cohen-Macaulay ring any HSOP forms a regular sequence (see [10, Theorem 2.8.1]), so by Proposition 1.2.14 if $k[V]^{G}$ is a complete intersection ring then $\bar{A}$ is also a complete intersection ring.

For $1 \leq i \leq 7$ let $\bar{h}_{i}$ be the image of $h_{i}$ in $\bar{A} . \bar{A}$ is a Poincaré duality algebra with each degree either a zero- or one-dimensional vector space. Let $\bar{A}_{i}$ denote the degree $i$ part of $\bar{A}$. The non-empty degrees are:

$$
0,4,5,7,8,9,11,12,16 .
$$

Each non empty degree part is a one-dimension $k$-vector space

$$
\begin{aligned}
\bar{A}_{0}=k, & \bar{A}_{4}=k \bar{h}_{1}, & \bar{A}_{5}=k \bar{h}_{2}, & \bar{A}_{7}=k \bar{h}_{3}, \\
\bar{A}_{8}=k \bar{h}_{4}, & \bar{A}_{9}=k \bar{h}_{5}, & \bar{A}_{11}=k \bar{h}_{6}, & \bar{A}_{12}=k \bar{h}_{7}, \\
\bar{A}_{16}=k \bar{h}_{4}^{2} . & & &
\end{aligned}
$$

Let $R=k\left[Y_{1}, \ldots, Y_{7}\right]$ with

$$
\begin{array}{llll}
\operatorname{deg}\left(Y_{1}\right)=4, & \operatorname{deg}\left(Y_{2}\right)=5, & \operatorname{deg}\left(Y_{3}\right)=7, & \operatorname{deg}\left(Y_{4}\right)=8 \\
\operatorname{deg}\left(Y_{5}\right)=9, & \operatorname{deg}\left(Y_{6}\right)=11, & \operatorname{deg}\left(Y_{7}\right)=12, &
\end{array}
$$

and let $J$ be the ideal in $R$ generated by

$$
S=\left\{Y_{i} Y_{j} \mid 1 \leq i \leq j \leq 7, i+j \neq 8\right\} \cup\left\{Y_{1} Y_{7}+Y_{4}^{2}, Y_{3} Y_{5}+Y_{4}^{2}, Y_{2} Y_{6}-Y_{4}^{2}\right\}
$$

We define the surjective map:

$$
\begin{aligned}
& \phi: R \longrightarrow \bar{A} \\
& \phi\left(Y_{i}\right) \longmapsto h_{i}
\end{aligned}
$$

The kernel of $\phi$ is $J$ and so $R / J \cong \bar{A}$.
We claim that $J$ cannot be generated by a regular sequence. Firstly we look at the degrees of the generators for $J$ in ascending order:

$$
\begin{aligned}
& \operatorname{deg}\left(Y_{1}^{2}\right)=8 \\
& \operatorname{deg}\left(Y_{1} Y_{2}\right)=9 \\
& \operatorname{deg}\left(Y_{2}^{2}\right)=10 \\
& \operatorname{deg}\left(Y_{1} Y_{3}\right)=11 \\
& \vdots \\
& \operatorname{deg}\left(Y_{7}^{2}\right)=24
\end{aligned}
$$

If $Y_{1}^{2}$ is not needed as a generator for $J$ then we can find some $r$ and $X_{i} \in J$ with $\operatorname{deg}\left(X_{i}\right) \leq \operatorname{deg}\left(Y^{2}\right)$ such that

$$
Y_{1}^{2}=\sum_{i=1}^{r} a_{i} X_{i}
$$

where $a_{i} \in R$ for $1 \leq i \leq r$. If $t_{1} \in J$ with $\operatorname{deg}\left(t_{1}\right) \leq 8$ then $t_{1}=c_{1} Y_{1}^{2}$ for some $c \in k$, so $Y_{1}^{2}$ must be part of our generating set. Suppose $f_{2} \in J$ with $\operatorname{deg}\left(f_{2}\right)=9$, then as the lowest positive degree in $R$ is 4 we see that $f_{2}=c_{2} Y_{1} Y_{2}$ for some $c_{2} \in k$, so $Y_{1} Y_{2}$ must be part of our generating set. This is already enough to show that $J$ cannot be generated by a regular sequence, as $Y_{1}^{2}, Y_{1} Y_{2}$ do not form a regular sequence. If we continue working through degrees, then we see we cannot find a generating set with fewer elements than $|S|=27$. This means that $\bar{A}$ is not a complete intersection ring, and so $k[V]^{G}$ is not a complete intersection ring.

## Chapter 6

## Invariant rings of exceptional pure bireflection groups

In this chapter we will see that both types of exceptional group defined in Chapter 2 have complete intersection invariant ring for $k=\mathbb{F}_{p}, p \neq 2$. At the end of the chapter we put this together with earlier results to see when pure bireflection groups have complete intersection or Cohen-Macaulay invariant rings.

### 6.1 Exceptional groups of type one

We start with exceptional groups of type one, and restrict to $p \neq 2$. Let

$$
g=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h=\left(\begin{array}{lllll}
1 & 0 & 2 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

with respect to a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ for $W$. Let

$$
\begin{array}{llr}
r_{1}=y_{1}, & r_{2}=y_{2}, & v=y_{3}, \\
\gamma_{1}=y_{5}^{*}, & \gamma_{2}=y_{4}^{*}, & v^{*}=y_{3}^{*}
\end{array}
$$

and fix

$$
\begin{aligned}
\mathbf{r} & =\left\{r_{1}, r_{2}, v\right\} \\
\gamma & =\left\{\gamma_{1}, \gamma_{2}, v^{*}\right\} .
\end{aligned}
$$

Then using the above matrices

$$
\begin{aligned}
& g=t_{y_{3}}^{y_{5}^{*}} y_{y_{2}^{*}}^{*}=t_{v}^{\gamma_{1}^{*}} t_{r_{2}}^{v^{*}}=\chi_{1,0,0}^{\mathbf{r}, \gamma}, \\
& h=t_{y_{3}+y_{1}}^{y_{1}^{*}} t_{2 y_{1}+y_{2}}^{y_{3}^{*}}=t_{v+r_{1}}^{\gamma_{1}^{*}} v_{2 r_{1}+r_{2}}^{v^{*}}=\chi_{0,1,0}^{\mathbf{r}, \gamma} .
\end{aligned}
$$

Let $z=\chi_{0,0,1}^{\mathbf{r}, \gamma}$ then $\langle z\rangle=[G, G]$ and with respect to this basis:

$$
z=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & -2 \\
0 & 1 & 0 & 1 & -1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

The group $G \leq X^{\mathbf{r}, \gamma}$ is an exceptional group of type one. If $k=\mathbb{F}_{p}$ then $G=X^{\mathbf{r}, \gamma}$.

We want to look at the invariant ring of this group, to do this we will make a change of basis for $W$ in order to make later calculations simpler. Let

$$
\begin{aligned}
& x_{1}=\frac{1}{2} y_{2}, \\
& x_{2}=y_{1}+\frac{1}{2} y_{2}, \\
& x_{3}=\frac{1}{2} y_{3}-\frac{1}{4} y_{2}, \\
& x_{4}=y_{4}, \\
& x_{5}=y_{5} .
\end{aligned}
$$

then with respect to this basis:

$$
g=\left(\begin{array}{lllll}
1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 2 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 2 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right),
$$

and

$$
z=\left(\begin{array}{ccccc}
1 & 0 & 0 & 2 & 0 \\
0 & 1 & 0 & 0 & -2 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

We will show that $k[V]^{G}$ is a complete intersection ring. We first we determine the invariant field $k(V)^{G}$ by finding $\phi_{1}, \ldots, \phi_{5}$ as described in Theorem 1.3.12. As $G$ is triangular we can see that $U=\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle$ is a $G$-stable subspace of $W$, we want to find $R[4]^{G}$ by looking at how $G$ acts on $U$.

For this section four-by-four matrices describe the action of $\operatorname{GL}(V)$ on $U$, so if $g^{\prime}, h^{\prime}, z^{\prime}$ are the restrictions to $U$ of $g, h, z$ respectively then

$$
g^{\prime}=\left(\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad h^{\prime}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 2 \\
0 & 0 & 0 & 1
\end{array}\right), \quad z^{\prime}=\left(\begin{array}{llll}
1 & 0 & 0 & 2 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

Lemma 6.1.1. Let $G$ be as above then $R[4]^{G}=k\left[\mathbf{N}_{1}^{G}, \mathbf{N}_{2}^{G}, \mathbf{N}_{3}^{G}, \mathbf{N}_{4}^{G}, d_{1}\right]$ where

$$
d_{1}=\left(x_{3}^{p}-x_{1}^{p-1} x_{3}\right)^{2}-\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right)\left(x_{4}^{p}-x_{1}^{p-1} x_{4}\right)
$$

Proof. To find the invariant ring of $H$, we will first find the invariant ring of $H=\langle G, \sigma\rangle$ where

$$
\sigma=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

We know from the previous section on Exceptional Groups of type 1 that $[G, G]=\langle z\rangle$. Let $a \in \mathbb{F}_{p}$ such that $2 a=1$. As $\sigma$ commutes with $g$ and $z$ and

$$
\sigma^{-1}(h)^{-1} \sigma h=\left(\begin{array}{cccc}
1 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=g z^{a}
$$

the subgroup $N=\left\langle\sigma, g^{\prime}, z^{\prime}\right\rangle$ is a normal subgroup of $H$.
As $N$ is a Nakajima group we can easily find it's invariant ring

$$
S(U)^{N}=k\left[\mathbf{N}_{1}^{N}, \mathbf{N}_{2}^{N}, \mathbf{N}_{3}^{N}, \mathbf{N}_{4}^{N}\right]
$$

where

$$
\begin{aligned}
& \mathbf{N}_{1}^{N}=x_{1}=\mathbf{N}_{1}^{H}=\mathbf{N}_{1}^{G} \\
& \mathbf{N}_{2}^{N}=x_{2}^{p}-x_{1}^{p-1} x_{2}=\mathbf{N}_{2}^{H}, \\
& \mathbf{N}_{3}^{N}=x_{3}^{p}-x_{1}^{p-1} x_{3}, \\
& \mathbf{N}_{4}^{N}=x_{4}^{p}-x_{1}^{p-1} x_{4} .
\end{aligned}
$$

Letting $H / N$ act on $k[V]^{N}$, we can see that:

$$
\begin{aligned}
& \delta_{h_{1}}\left(\mathbf{N}_{1}^{N}\right)=\delta_{h_{1}}\left(\mathbf{N}_{2}^{N}\right)=0, \\
& \delta_{h_{1}}\left(\mathbf{N}_{3}^{N}\right)=\mathbf{N}_{2}^{N}, \\
& \delta_{h_{1}}\left(\mathbf{N}_{4}^{N}\right)=2 \mathbf{N}_{3}^{N}+\mathbf{N}_{2}^{N} .
\end{aligned}
$$

Let $\widetilde{H}=\langle h\rangle$. The action of $\widetilde{H} / N$ on $k[V]^{N}$ is isomorphic to the action of $\widetilde{H}$ on $S(U)=k\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$. Identifying $x_{1}, x_{2}, x_{3}, d$ of Example 1.3.16 to $\mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, d_{1}$ respectively we obtain:

$$
k[V]^{H^{\prime}}=k\left[\mathbf{N}_{1}^{H^{\prime}}, \mathbf{N}_{2}^{H^{\prime}}, \mathbf{N}_{3}^{H^{\prime}}, \mathbf{N}_{4}^{H^{\prime}}, d_{1}\right] .
$$

As $G$ is a maximal subgroup of $H$ we can now we use Theorem 1.3.4 to find $S(U)^{G}$ : we know that $x_{2} \in S(U)^{G} \backslash S(U)^{H}$ and $\delta_{\sigma}\left(x_{2}\right)=x_{1}$. As $\delta_{\sigma}\left(x_{i}\right)=0$ for $i \neq 2$, it isn't hard to see that $\delta_{\sigma} S(U)^{H} \leq x_{1} S(U)^{H}$ so

$$
S(U)^{G}=S(U)^{H}\left[x_{2}\right]=k\left[\mathbf{N}_{1}^{G}, \mathbf{N}_{2}^{G}, \mathbf{N}_{3}^{G}, \mathbf{N}_{4}^{G}, d_{1}\right]
$$

Lemma 6.1.2. Let $A=k\left[\mathbf{N}_{1}^{G}, \mathbf{N}_{2}^{G}, \mathbf{N}_{3}^{G}, \mathbf{N}_{4}^{G}, \mathbf{N}_{5}^{G}, h_{1}, h_{2}\right]$ with

$$
\begin{aligned}
& h_{1}=x_{1} x_{5}+x_{2} x_{4}-x_{3}^{2}, \\
& h_{2}=x_{1}\left(x_{5}^{p}-x_{2}^{p-1} x_{5}\right)+x_{2}\left(x_{4}^{p}-x_{1}^{p-1} x_{4}\right)-2 x_{3}^{p+1}+x_{1}^{p-1} x_{3}^{2}+x_{2}^{p-1} x_{3}^{2} .
\end{aligned}
$$

Then $A_{x_{1}}=k[V]_{x_{1}}^{G}$.
Proof. As in Theorem 1.3.12 we can find $\phi_{1}, \ldots, \phi_{5}$ such that $\phi_{i} \in R[i]$ is of minimal positive degree in $x_{i}$. As $\operatorname{deg}_{x_{5}}\left(h_{1}\right)=1$ we cannot find any invariants of lesser positive degree in $x_{5}$ and so we can take $\phi_{5}=h_{1}$.

Using Lemma 6.1.1 we know $R[4]^{G}=k\left[\mathbf{N}_{1}^{G}, \ldots, \mathbf{N}_{4}^{G}, d_{1}\right]$ so we can choose

$$
\begin{aligned}
& \phi_{i}=\mathbf{N}_{i}^{G} \text { for } 1 \leq i \leq 3, \\
& \phi_{4}=d_{1}
\end{aligned}
$$

Let $A^{\prime}=k\left[\phi_{1}, \ldots, \phi_{5}\right]$. Using Theorem 1.3.12

$$
\operatorname{Quot}\left(A^{\prime}\right)=k(V)^{G}
$$

As

$$
d_{1}=-h_{1}^{p}+x_{1}^{p-1} x_{2}^{p-1} h_{1}+x_{1}^{p-1} h_{2}
$$

we see that $d_{1} \in A$ and so

$$
A^{\prime}\left[\mathbf{N}_{4}, \mathbf{N}_{5}, h_{2}\right]=A
$$

As $\mathbf{N}_{4}, \mathbf{N}_{5}, h_{2} \in k[V]^{G}$ we see that

$$
\operatorname{Quot}(A)=\operatorname{Quot}\left(A^{\prime}\right)=k(V)^{G}
$$

furthermore we know that $R[4]^{G} \subseteq A$.
By [7] Lemma 2.1 for any $f \in R[m]^{G}$ we can find some $r \in \mathbb{N}$ such that $c_{m}^{r} f \in R[m-1]^{G}\left[\phi_{m}\right]$ (where $c_{i}$ as defined in $[7]$ for $1 \leq i \leq n$ ). We know that $\phi_{5} \in A$ with $c_{5}=x_{1}$, and we know that $R[4] \subset A$ so for any $f \in k[V]^{G}=R[5]^{G}$ we can find some $r$ such that $x_{1}^{r} f \in R[4]^{G}\left[h_{1}\right]=A$. This means that

$$
A_{x_{1}}=k[V]_{x_{1}}^{G}
$$

We would like to use Theorem 1.3.15 and for this we need a SAGBI basis for $A$. We start by looking at relations in $A$. First of all we find that

$$
\operatorname{LM}\left(h_{2}\right)=\operatorname{LM}\left(h_{1}^{(p+1) / 2}\right)=x_{3}^{p+1}
$$

so in our SAGBI basis for $A$ we will use $h_{2}^{\prime}=h_{2}-2 h_{1}^{(p+1) / 2}$ instead of $h_{2}$ (note that $\left.\operatorname{LM}\left(h_{2}^{\prime}\right)=x_{2} x_{4}^{p}\right)$.

To make notation easier we let

$$
\begin{aligned}
& f_{1}(t)=t^{p}-x_{1}^{p-1} t \\
& f_{2}(t)=t^{p}-x_{2}^{p-1} t
\end{aligned}
$$

We previously defined

$$
\begin{aligned}
d_{1} & =-h_{1}^{p}+x_{1}^{p-1} x_{2}^{p-1} h_{1}+x_{1}^{p-1} h_{2} \\
& =f_{1}\left(x_{3}\right)^{2}-f_{1}\left(x_{2}\right) f_{1}\left(x_{4}\right)
\end{aligned}
$$

we similarly let

$$
\begin{aligned}
d_{2} & =-h_{1}^{p}+x_{1}^{p-1} x_{2}^{p-1} h_{1}+x_{2}^{p-1} h_{2} \\
& =f_{2}\left(x_{3}\right)^{2}-f_{2}\left(x_{1}\right) f_{2}\left(x_{5}\right)
\end{aligned}
$$

We can write $\mathbf{N}_{3}$ in terms of $f_{1}\left(x_{3}\right)$ and $f_{1}\left(x_{2}\right)$ using the properties of the Dickson invariants (see 1.1.7). Let $U=\left\langle x_{1}, x_{2}\right\rangle$, then

$$
\begin{aligned}
\mathbf{N}_{3} & =\prod_{u \in U}\left(x_{3}+u\right)=f_{1}\left(x_{3}\right)^{p}-f_{1}\left(x_{2}\right)^{p-1} f_{1}\left(x_{3}\right) \\
& =\prod_{u \in U}\left(x_{3}+u\right)=f_{2}\left(x_{3}\right)^{p}-f_{2}\left(x_{1}\right)^{p-1} f_{2}\left(x_{3}\right)
\end{aligned}
$$

and so

$$
\mathbf{N}_{3}^{2}=f_{1}\left(x_{3}\right)^{2 p}-2 f_{1}\left(x_{2}\right)^{p-1} f_{1}\left(x_{3}\right)^{p+1}+f_{1}\left(x_{2}\right)^{2 p-2} f_{1}\left(x_{3}\right)^{2}
$$

Let

$$
\begin{aligned}
& H_{1}\left(d_{1}\right)=-2 f_{1}\left(x_{2}\right)^{p-1} d_{1}^{(p+1) / 2}+f_{1}\left(x_{2}\right)^{2 p-2} d_{1}, \\
& H_{2}\left(d_{2}\right)=-2 f_{2}\left(x_{1}\right)^{p-1} d_{2}^{(p+1) / 2}+f_{2}\left(x_{1}\right)^{2 p-2} d_{2} .
\end{aligned}
$$

## Lemma 6.1.3.

$$
\mathbf{N}_{3}^{2}-d_{1}^{p}-H_{1}\left(d_{1}\right)+f_{1}\left(x_{2}\right)^{p} \mathbf{N}_{4}=\mathbf{N}_{3}^{2}-d_{2}^{p}-H_{2}\left(d_{2}\right)+f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5}=0
$$

Proof. Let

$$
\begin{aligned}
& P_{1}=\mathbf{N}_{3}^{2}-d_{1}^{p}-H_{1}\left(d_{1}\right), \\
& P_{2}=\mathbf{N}_{3}^{2}-d_{2}^{p}-H_{2}\left(d_{2}\right) .
\end{aligned}
$$

As we can write

$$
\begin{aligned}
& d_{1}=f_{1}\left(x_{3}\right)^{2}-f_{1}\left(x_{2}\right) f_{1}\left(x_{4}\right), \\
& d_{2}=f_{2}\left(x_{3}\right)^{2}-f_{2}\left(x_{1}\right) f_{2}\left(x_{5}\right),
\end{aligned}
$$

we see that $x_{4}$ divides $P_{1}$ and $x_{5}$ divides $P_{2}$. As $P_{1} \in k[V]^{G}$ this means that all elements in the orbit of $x_{4}$ under $G$ divide $P_{1}$ : for some $c_{1} \in k[V]^{G}$ we know $P_{1}=c_{1} \mathbf{N}_{4}$. As the highest power of $x_{4}$ in $P$ is $x_{4}^{p^{2}}$ with coefficient $-f_{1}\left(x_{2}\right)^{p}$ we must have:

$$
P=-f_{1}\left(x_{2}\right)^{p} \mathbf{N}_{4}
$$

so

$$
N_{3}^{2}+d_{1}^{p}+H_{1}\left(d_{1}\right)+f_{1}\left(x_{2}\right)^{p} N_{4}=0
$$

Similarly for some $c_{2} \in k[V]^{G}$ we know $P_{2}=c_{2} \mathbf{N}_{5}$. As the highest power of $x_{5}$ in $P$ is $x_{5}^{p^{2}}$ with coefficient $-f_{2}\left(x_{1}\right)^{p}$ we must have:

$$
P_{2}=-f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5}
$$

so

$$
N_{3}^{2}+d_{2}^{p}+H_{2}\left(d_{2}\right)+f_{2}\left(x_{1}\right)^{p} N_{5}=0
$$

For any $f \in k[V]$ such that

$$
f=\sum_{s=1}^{m} c_{s} x_{1}^{\alpha_{s, 1}} \ldots x_{n}^{\alpha_{s, n}}
$$

with $c_{s} \in k \backslash 0$ we define

$$
(f)_{j}^{\operatorname{deg}\left(x_{i}\right)}=\sum_{\left\{s \mid \alpha_{s, i}=j\right\}} c_{s} x_{1}^{\alpha_{s, 1}} \ldots x_{n}^{\alpha_{s, n}}
$$

the part of $f$ with $x_{i}$-degree $j$.
Lemma 6.1.4. For $1 \leq r$ we can find

$$
D_{r}=h_{1}^{p r}-x_{1}^{p-1} x_{2}^{p-1} \sigma_{r} \in A
$$

where $\sigma_{r} \in k\left[x_{1}, x_{2}, h_{1}, h_{2}\right]$ such that

$$
\left(D_{r}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=x_{1}^{p} f_{2}\left(x_{1}\right)^{r-1} f_{2}\left(x_{5}\right)^{r+1}+x_{2}^{p} f_{1}\left(x_{2}\right)^{r-1} f_{1}\left(x_{4}\right)^{r+1}
$$

Proof. Firstly if we let

$$
\begin{aligned}
D_{1} & =h_{1}^{p}-x_{1}^{p-1} x_{2}^{p-1} h_{1} \\
& =x_{1}^{p} f_{2}\left(x_{5}\right)+x_{2}^{p} f_{1}\left(x_{4}\right)+x_{3}^{2 p}-x_{1}^{p-1} x_{2}^{p-1} x_{3}^{2}
\end{aligned}
$$

so that

$$
\sigma_{1}=h_{1}
$$

then we see that

$$
\left(D_{1}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=x_{1}^{p} f_{2}\left(x_{5}\right)+x_{2}^{p} f_{1}\left(x_{4}\right) .
$$

Now let

$$
D_{2}=D_{1}^{2}-x_{1}^{p-1} x_{2}^{p-1} h_{2}^{2}
$$

so

$$
\sigma_{2}=2 h_{1}^{p+1}-x_{1}^{p-1} x_{2}^{p-1} h_{1}^{2}+h_{2}^{2}
$$

As

$$
\left(h_{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=x_{1} f_{2}\left(x_{5}\right)+x_{2} f_{1}\left(x_{4}\right)
$$

we find

$$
\begin{aligned}
\left(D_{1}^{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =x_{1}^{2 p} f_{2}\left(x_{5}\right)^{2}+x_{2}^{2 p} f_{1}\left(x_{4}\right)^{2}+2 x_{1}^{p} x_{2}^{p} f_{1}\left(x_{4}\right) f_{2}\left(x_{5}\right), \\
\left(h_{2}^{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =x_{1}^{2} f_{2}\left(x_{5}\right)^{2}+x_{2}^{2} f_{1}\left(x_{4}\right)^{2}+2 x_{1} x_{2} f_{1}\left(x_{4}\right) f_{2}\left(x_{5}\right),
\end{aligned}
$$

so

$$
\left(D_{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=x_{1}^{p} f_{2}\left(x_{1}\right) f_{2}\left(x_{5}\right)^{2}+x_{2}^{p} f_{1}\left(x_{2}\right) f_{1}\left(x_{4}\right)^{2}
$$

as required.
Now we can proceed by induction. Assume for some $r>1$ we can find

$$
D_{r-1}=h_{1}^{p(r-1)}-x_{1}^{p-1} x_{2}^{p-1} \sigma_{r-1}
$$

and

$$
D_{r}=h_{1}^{p r}-x_{1}^{p-1} x_{2}^{p-1} \sigma_{r}
$$

with

$$
\begin{aligned}
\left(D_{r-1}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =x_{1}^{p} f_{2}\left(x_{1}\right)^{r-2} f_{2}\left(x_{5}\right)^{r-1}+x_{2}^{p} f_{1}\left(x_{2}\right)^{r-2} f_{1}\left(x_{4}\right)^{r-1} \\
\left(D_{r}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =x_{1}^{p} f_{2}\left(x_{1}\right)^{r-1} f_{2}\left(x_{5}\right)^{r}+x_{2}^{p} f_{1}\left(x_{2}\right)^{r-1} f_{1}\left(x_{4}\right)^{r} .
\end{aligned}
$$

Let

$$
\begin{aligned}
D= & -D_{r}\left(d_{1}+d_{2}\right)-D_{r-1}\left(d_{1} d_{2}\right) \\
= & \left(h_{1}^{p r}-x_{1}^{p-1} x_{2}^{p-1} \sigma_{r}\right)\left(2 h_{1}^{p}-2 x_{1}^{p-1} x_{2}^{p-1} h_{1}-x_{1}^{p-1} h_{2}-x_{2}^{p-1} h_{2}\right) \\
& -\left(h_{1}^{p(r-1)}-x_{1}^{p-1} x_{2}^{p-1} \sigma_{r-1}\right)\left(h_{1}^{p}-x_{1}^{p-1} x_{2}^{p-1} h_{1}-x_{1}^{p-1} h_{2}\right) \\
& \left(h_{1}^{p}-x_{1}^{p-1} x_{2}^{p-1} h_{1}-x_{2}^{p-1} h_{2}\right)
\end{aligned}
$$

then

$$
D=h_{1}^{p(r+1)}-x_{1}^{p-1} x_{2}^{p-1} \sigma
$$

where

$$
\begin{aligned}
\sigma=x_{1}^{p-1} x_{2}^{p-1} h_{1}^{p(r-1)+2} & +x_{1}^{p-1} h_{1}^{p(r-1)+1} h_{2}+x_{2}^{p-1} h_{1}^{p(r-1)+1} h_{2}-h_{1}^{p(r-1)} h_{2}^{2} \\
& +\sigma_{r}\left(d_{1}+d_{2}\right)+\sigma_{r-1} d_{1} d_{2} .
\end{aligned}
$$

Note that if $\sigma_{r}, \sigma_{r-1} \in k\left[x_{1}, x_{2}, h_{1}, h_{2}\right]$ then $\sigma \in k\left[x_{1}, x_{2}, h_{1}, h_{2}\right]$. We find the part of $D$ with $x_{3}$ degree 0 , firstly we note that

$$
\begin{aligned}
\left(d_{1}+d_{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =-f_{1}\left(x_{2}\right) f_{1}\left(x_{4}\right)-f_{2}\left(x_{1}\right) f_{2}\left(x_{5}\right), \\
\left(d_{1} d_{2}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =f_{1}\left(x_{2}\right) f_{2}\left(x_{1}\right) f_{1}\left(x_{4}\right) f_{2}\left(x_{5}\right),
\end{aligned}
$$

so

$$
\begin{aligned}
\left(-D_{r}\left(d_{1}+d_{2}\right)\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}= & x_{1}^{p} f_{2}\left(x_{1}\right)^{r} f_{2}\left(x_{5}\right)^{r+1}+x_{2}^{p} f_{1}\left(x_{2}\right)^{r} f_{1}\left(x_{4}\right)^{r+1} \\
& +x_{1}^{p} f_{1}\left(x_{2}\right) f_{2}\left(x_{1}\right)^{r-1} f_{1}\left(x_{4}\right) f_{2}\left(x_{5}\right)^{r} \\
& +x_{2}^{p} f_{2}\left(x_{1}\right) f_{1}\left(x_{2}\right)^{r-1} f_{2}\left(x_{5}\right) f_{1}\left(x_{4}\right)^{r}, \\
\left(D_{r-1}\left(d_{1} d_{2}\right)\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}= & x_{1}^{p} f_{1}\left(x_{2}\right) f_{2}\left(x_{1}\right)^{r-1} f_{1}\left(x_{4}\right) f_{2}\left(x_{5}\right)^{r} \\
& +x_{2}^{p} f_{2}\left(x_{1}\right) f_{1}\left(x_{2}\right)^{r-1} f_{2}\left(x_{5}\right) f_{1}\left(x_{4}\right)^{r} .
\end{aligned}
$$

We find that

$$
D_{0}^{\operatorname{deg}\left(x_{3}\right)}=x_{1}^{p} f_{2}\left(x_{1}\right)^{r} f_{2}\left(x_{5}\right)^{r+1}+x_{2}^{p} f_{1}\left(x_{2}\right)^{r} f_{1}\left(x_{4}\right)^{r+1}
$$

and so we can let $D_{r+1}=D, \sigma_{r+1}=\sigma$.

## Lemma 6.1.5.

$$
\left(h_{2}^{\prime}\right)^{p}-x_{2}^{p} \mathbf{N}_{4}-x_{1}^{p} \mathbf{N}_{5}-2 x_{1}^{p-1} x_{2}^{p-1} \sigma_{\frac{p+1}{2}}+f_{1}^{p-1}\left(x_{2}\right) d_{1}+f_{2}^{p-1}\left(x_{1}\right) d_{2}=0 .
$$

Proof. From Lemma 6.1.3 we see that

$$
\begin{aligned}
f_{1}\left(x_{2}\right)^{p} \mathbf{N}_{4} & =\mathbf{N}_{3}^{2}+d_{1}^{p}+H\left(d_{1}\right), \\
\left(f_{1}\left(x_{2}\right)^{p} \mathbf{N}_{4}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =f_{1}\left(x_{2}\right)^{p} f_{1}\left(x_{4}\right)^{p}-2 f_{1}\left(x_{2}\right)^{\frac{3 p-1}{2}} f_{1}\left(x_{4}\right)^{\frac{p+1}{2}}+f_{1}\left(x_{2}\right)^{2 p-1} f_{2}\left(x_{4}\right),
\end{aligned}
$$

and so dividing by $f_{1}\left(x_{2}\right)^{p}$ gives

$$
\left(\mathbf{N}_{4}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=f_{1}\left(x_{4}\right)^{p}-2 f_{1}\left(x_{2}\right)^{\frac{p-1}{2}} f_{1}\left(x_{4}\right)^{\frac{p+1}{2}}+f_{1}\left(x_{2}\right)^{p-1} f_{2}\left(x_{4}\right) .
$$

Similarly to above, Lemma 6.1.3 gives

$$
\begin{aligned}
f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5} & =\mathbf{N}_{3}^{2}+d_{2}^{p}+H\left(d_{2}\right), \\
\left(f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)} & =f_{2}\left(x_{1}\right)^{p} f_{2}\left(x_{5}\right)^{p}-2 f_{2}\left(x_{1}\right)^{\frac{3 p-1}{2}} f_{2}\left(x_{5}\right)^{\frac{p+1}{2}}+f_{2}\left(x_{1}\right)^{2 p-1} f_{1}\left(x_{5}\right),
\end{aligned}
$$

and so

$$
\left(\mathbf{N}_{5}\right)_{0}^{\operatorname{deg}\left(x_{3}\right)}=f_{2}\left(x_{5}\right)^{p}-2 f_{2}\left(x_{1}\right)^{\frac{p-1}{2}} f_{2}\left(x_{5}\right)^{\frac{p+1}{2}}+f_{2}\left(x_{1}\right)^{p-1} f_{2}\left(x_{5}\right)
$$

Let

$$
\begin{aligned}
T & =\left(h^{\prime}\right)_{2}^{p}-x_{2}^{p} \mathbf{N}_{4}-x_{1}^{p} \mathbf{N}_{5}+2 x_{1}^{p-1} x_{2}^{p-1} \sigma_{\frac{p+1}{2}}+x_{2}^{p} f_{1}\left(x_{2}\right)^{p-2} d_{1}+x_{1}^{p} f_{2}\left(x_{1}\right)^{p-2} d_{2}, \\
& =h_{2}^{p}-2 D_{(p+1) / 2)}-x_{2}^{p} \mathbf{N}_{4}-x_{1}^{p} \mathbf{N}_{5}+f_{1}\left(x_{2}\right)^{p-1} d_{1}+f_{2}\left(x_{1}\right)^{p-1} d_{2},
\end{aligned}
$$

then using the above we see that

$$
T_{0}^{\operatorname{deg}\left(x_{3}\right)}=0 .
$$

If $T \neq 0$ then $x_{3}$ must divide all terms of $T$ and so all elements in the orbit of $x_{3}$ must divide $T$.

We look at the highest degree of $x_{3}$ in each of the parts of $T$

$$
\begin{aligned}
\operatorname{deg}_{x_{3}}\left(\left(h^{\prime}\right)_{2}^{p}\right) & \leq p^{2}-p, \\
\operatorname{deg}_{x_{3}}\left(N_{4}\right) & =\operatorname{deg}_{x_{3}}\left(N_{5}\right) \leq p^{2}-1, \\
\operatorname{deg}_{x_{3}}\left(\sigma_{\frac{p+1}{2}}\right) & \leq p^{2}-p+2, \\
\operatorname{deg}_{x_{3}}\left(d_{1}\right) & =\operatorname{deg}_{x_{3}}\left(d_{2}\right)=2 .
\end{aligned}
$$

This shows us that

$$
\operatorname{deg}_{x_{3}}(T) \leq p^{2}-1<p^{2}=\operatorname{deg}_{x_{3}}\left(\mathbf{N}_{3}\right)
$$

so $\mathbf{N}_{3}$ cannot divide $T$ which means $T=0$.
Proposition 6.1.6. $k[V]^{G}=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, \mathbf{N}_{5}, h_{1}, h_{2}\right]$.
Proof. Let $B=\left\{\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, \mathbf{N}_{5}, h_{1}, h_{2}^{\prime}\right\}$. In order to show that $B$ is a SAGBI basis for $A$ we need to find all tête-á-têtes in $B$ and show that they subduct to zero. We know

$$
\begin{aligned}
\operatorname{LM}\left(\mathbf{N}_{1}^{G}\right) & =x_{1}, \\
\operatorname{LM}\left(\mathbf{N}_{2}^{G}\right) & =x_{2}, \\
\operatorname{LM}\left(\mathbf{N}_{3}^{G}\right) & =x_{3}^{p^{2}} \\
\operatorname{LM}\left(\mathbf{N}_{4}^{G}\right) & =x_{4}^{p^{2}} \\
\operatorname{LM}\left(\mathbf{N}_{5}^{G}\right) & =x_{5}^{p^{2}} \\
\mathrm{LM}\left(h_{1}\right) & =x_{3}^{2} \\
\mathrm{LM}\left(h_{2}^{\prime}\right) & =x_{2} x_{4}^{p} .
\end{aligned}
$$

If
then

$$
\begin{aligned}
& a_{1}=b_{1}, \\
& a_{2}+a_{7}=b_{1}+b_{7}, \\
& a_{3} p^{2}+2 a_{6}=b_{3} p^{2}+2 b_{6}, \\
& a_{4} p^{2}+a_{7} p=b_{4} p^{2}+b_{7} p, \\
& a_{5}=b_{5} .
\end{aligned}
$$

We see that the only non trivial tête-á-têtes in $B$ are $\left\{\mathbf{N}_{3}^{2}, h_{1}^{p^{2}}\right\}$ and $\left\{x_{4}^{p} \mathbf{N}_{2},\left(h_{2}^{\prime}\right)^{p}\right\}$.
From Lemma 6.1.3 we know

$$
\mathbf{N}_{3}^{2}-d_{2}^{p}-H_{2}\left(d_{2}\right)+f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5}=0
$$

where

$$
d_{2}=-h_{1}^{p}+x_{1}^{p-1} x_{2}^{p-1} h_{1}+x_{2}^{p-1} h_{2} .
$$

This means that

$$
\begin{aligned}
\mathbf{N}_{3}^{2}+h_{1}^{p^{2}} & =x_{1}^{p^{2}-p} x_{2}^{p^{2}-p} h_{1}^{p}+x_{2}^{p^{2}-p} h_{2}^{p}+H_{2}\left(d_{2}\right)-f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5} \\
& \in k\left[x_{1}, x_{2}, h_{1}, h_{2}^{\prime}, \mathbf{N}_{5}\right] .
\end{aligned}
$$

As there are no non-trivial tête-á-têtes in $\left\{x_{1}, x_{2}, h_{1}, h_{2}^{\prime}, \mathbf{N}_{5}\right\}$ we see that we can use Lemma 1.3.10 to show that $\operatorname{SubdT}\left(\mathbf{N}_{3}^{2}+h_{1}^{p^{2}}\right)=0$.

From Lemma 6.1.5

$$
\begin{aligned}
\left(h_{2}^{\prime}\right)^{p}-x_{2}^{p} \mathbf{N}_{4} & =x_{1}^{p} \mathbf{N}_{5}+2 x_{1}^{p-1} x_{2}^{p-1} \sigma_{\frac{p+1}{2}}-f_{1}\left(x_{2}\right)^{p-1} d_{1}-f_{2}\left(x_{1}\right)^{p-1} d_{2} \\
& \in k\left[x_{1}, x_{2}, h_{1}, h_{2}^{\prime}, \mathbf{N}_{5}\right]
\end{aligned}
$$

so we can again use Lemma 1.3.10 to see that $\operatorname{Subdt}\left(\left(h_{2}^{\prime}\right)^{p}-x_{2}^{p} \mathbf{N}_{4}\right)=0$.

As both tête-á-têtes subduct to zero, $B$ forms a SAGBI basis for $k[V]^{G}$. The orbit products form a HSOP for $k[V]^{G}$ and so it is integral over $A$ and by Lemma 6.1.2 $A_{x_{1}}=k[V]_{x_{1}}^{G}$. Using Theorem 1.3.14 we see that $k[V]^{G}=A$.

Viewing invariant ring $k[V]^{G}$ as a module of $B=k\left[\mathbf{N}_{1}, \mathbf{N}_{2}, \mathbf{N}_{3}, \mathbf{N}_{4}, \mathbf{N}_{5}\right]$ we find that it is generated by

$$
\left\{h_{1}^{i}\left(h_{2}^{\prime}\right)^{j} \mid 0 \leq i \leq p^{2}-1, \quad 0 \leq j \leq p-1\right\},
$$

so the number of secondary generators is $p^{3}$. We find that

$$
\prod_{i=1}^{5} \operatorname{deg}\left(\mathbf{N}_{i}\right)=p^{6}=p^{3}|G|
$$

so by Theorem 1.2.3 $k[V]^{G}$ is a Cohen-Macaulay ring.

$$
\begin{aligned}
& \text { For } 0 \leq i \leq p^{2}-1,0 \leq j \leq p-1 \text { let } \\
& \qquad \phi\left(y_{i, j}\right)=h_{1}^{i}\left(h_{2}^{\prime}\right)^{j} .
\end{aligned}
$$

Let

$$
\mathbf{y}=\left\{y_{i, j} \mid 1 \leq i \leq p^{2}-1,0 \leq j \leq p-1\right\}
$$

so $B[\mathbf{y}]$ is a polynomial ring. We define canonical surjective map $\phi$ from $B[\mathbf{y}]$ onto $k[V]^{G}$ by

$$
\phi\left(y_{i, j}\right)=f_{i, j}
$$

for $0 \leq i \leq p^{2}-1,0 \leq j \leq p-1$.
For $i+i^{\prime}<p^{2}$ and $j+j^{\prime}<p$ we see that

$$
\phi\left(y_{i, j}\right) \phi\left(y_{i^{\prime}, j^{\prime}}\right)=f_{i+i^{\prime}, j+j^{\prime}}
$$

so we can write any polynomial which has degree less than $p^{2}$ in $h_{1}$ and less than $p$ in $h_{2}$ as a linear combination of the $f_{i, j}$. Let

$$
F_{2}=x_{1}^{p} \mathbf{N}_{5}+2 x_{1}^{p-1} x_{2}^{p-1} \sigma_{\frac{p+1}{2}}-f_{1}\left(x_{2}\right)^{p-1} d_{1}-f_{2}\left(x_{1}\right)^{p-1} d_{2}+x_{2}^{p} \mathbf{N}_{4}
$$

and then let

$$
F_{1}=x_{1}^{p^{2}-p} x_{2}^{p^{2}-p} h_{1}^{p}+x_{2}^{p^{2}-p} F_{2}-2 x_{2}^{p^{2}-p} h_{1}^{p(p+1) / 2}+H_{2}\left(d_{2}\right)-f_{2}\left(x_{1}\right)^{p} \mathbf{N}_{5}-\mathbf{N}_{3}^{2} .
$$

Using Lemmas 6.1.3 and 6.1.5 we find that

$$
\phi\left(y_{i, j}\right) \phi\left(y_{i^{\prime}, j^{\prime}}\right)= \begin{cases}f_{i+i^{\prime}, j+j^{\prime}} & \text { for } i+i^{\prime}<p^{2}, \quad j+j^{\prime}<p \\ f_{i+i^{\prime}-p^{2}, j+j^{\prime}} F_{1} & \text { for } i+i^{\prime} \geq p^{2}, \\ f_{i+i^{\prime}, j+j^{\prime}-p} F_{2} & \text { for } i+j^{\prime}<i^{\prime}<p^{2}, \\ f_{i+i^{\prime}-p^{2}, j+j^{\prime}-p} F_{1} F_{2} & \text { for } i+j^{\prime} \geq p \\ i^{\prime} \geq p^{2}, & j+j^{\prime} \geq p\end{cases}
$$

The terms on the right can be rewritten as linear expressions in the $f_{i, j}$ with coefficients in $B$, and we find a set of relations as described in Proposition 1.2.13. We can find a preimages of $F_{1}, F_{2}$ as linear expressions in the $y_{i, j}$ with coefficients in $B$, let these be denoted by $F_{1}^{\prime}, F_{2}^{\prime}$ respectively. The kernel $I$ of the map above can therefore be generated by $\left(p^{2}-1\right)(p-1)$ generators:

$$
\begin{aligned}
& y_{i, j}-y_{i, 0} y_{0, j} \quad \text { for } 1<i+j, \\
& y_{1,0} y_{p^{2}-1,0}-F_{1}^{\prime} \\
& y_{0,1} y_{0, p-1}-F_{2}^{\prime}
\end{aligned}
$$

As

$$
\left(p^{2}-1\right)(p-1)=\operatorname{dim}(B)-\operatorname{dim}\left(k[V]^{G}\right)
$$

we see that the generators for $I$ must form a regular sequence and so $k[V]^{G}$ is a complete intersection ring.

Corollary 6.1.7. Let $E$ be an exceptional group of type 1 generated by an exceptional pair. Then $k[V]^{E}$ is a complete intersection ring. For $k=\mathbb{F}_{p}$ all exceptional groups of type one have complete intersection rings of invariants.

Proof. If $E$ is generated by an exceptional pair then $E$ is congruent to $G$ and so $k[V]^{E}$ is a complete intersection ring. For $k=\mathbb{F}_{p}$ all exceptional groups are generated by special pairs, so all have complete intersection invariant rings.

### 6.2 Exceptional groups of type two

We now consider exceptional groups of type two. Let $G=\left\langle g_{1}, g_{2}, g_{3}\right\rangle$ where

$$
\begin{aligned}
& g_{1}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad g_{2}=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
& g_{3}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

with respect to the basis $B=\left\{x_{1}, \ldots, x_{6}\right\}$ for $W$. Let

$$
\begin{array}{lll}
r_{1}=x_{1}, & r_{2}=x_{2}, & r_{3}=x_{3}, \\
\gamma_{1}=x_{4}^{*}, & \gamma_{2}=x_{6}^{*}, & \gamma_{3}=x_{5}^{*}
\end{array}
$$

$\mathbf{r}=\left\{r_{1}, r_{2}, r_{3}\right\}$ and $\gamma=\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$. Then

$$
g_{1}=w_{0,0,1}^{\mathbf{r}, \gamma}, \quad g_{2}=w_{1,0,0}^{\mathbf{r}, \gamma}, \quad g_{3}=w_{0,1,0}^{\mathbf{r}, \gamma}
$$

so $G \leq W^{\mathbf{r}, \gamma}$ is an exceptional group of type 2. If $k=\mathbb{F}_{p}$ then $G=W^{\mathbf{r}, \gamma}$.

We know from Proposition 3.1.2 that $G$ is nice with respect to $B$, so to find the invariant ring of $G$ we look at finding a chain for maximal subgroups from the abelian group

$$
N=\operatorname{Nak}_{B}^{+}(G)=\left\langle G, h_{1}, h_{2}, h_{3}\right\rangle
$$

where

$$
\begin{aligned}
& h_{1}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad h_{2}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
& h_{3}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

Let

$$
\begin{aligned}
& N_{0}=\operatorname{Nak}^{+}(G), \\
& N_{1}=\left\langle G, h_{1}, h_{2}\right\rangle, \\
& N_{2}=\left\langle G, h_{1}\right\rangle, \\
& N_{3}=G,
\end{aligned}
$$

then we have the inclusions of maximal subgroups:

$$
G=N_{3}<_{\max } N_{2}<_{\max } N_{1}<_{\max } N_{0}=N
$$

as described in 3.0.11. We shall work through these making repeated use of Theorem 1.3.4 to find the invariant ring of $G$.

Lemma 6.2.1. $k[V]^{N_{1}}=k\left[\mathbf{N}_{1}^{N}, \ldots, \mathbf{N}_{6}^{N}, f_{1}\right]$ where

$$
f_{1}=\left(x_{5}^{p}-x_{1}^{p-1} x_{5}\right)\left(x_{3}^{p}-x_{1}^{p-1} x_{3}\right)-\left(x_{4}^{p}-x_{1}^{p-1} x_{4}\right)\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right) .
$$

Proof. $N_{0}$ is a Nakajima group so $k[V]^{N_{0}}=k\left[\mathbf{N}_{1}^{N_{0}}, \ldots, \mathbf{N}_{6}^{N_{0}}\right]$ where

$$
\begin{aligned}
& \mathbf{N}_{1}^{N_{0}}=x_{1} \\
& \mathbf{N}_{2}^{N_{0}}=x_{2} \\
& \mathbf{N}_{3}^{N_{0}}=x_{3} \\
& \mathbf{N}_{4}^{N_{0}}=\left(x_{4}^{p}-x_{3}^{p-1} x_{4}\right)^{p}-\left(x_{1}^{p}-x_{3}^{p-1} x_{1}\right)^{p-1}\left(x_{4}^{p}-x_{3}^{p-1} x_{4}\right) \\
& \mathbf{N}_{5}^{N_{0}}=\left(x_{5}^{p}-x_{2}^{p-1} x_{5}\right)^{p}-\left(x_{1}^{p}-x_{2}^{p-1} x_{1}\right)^{p-1}\left(x_{5}^{p}-x_{2}^{p-1} x_{5}\right) \\
& \mathbf{N}_{6}^{N_{0}}=\left(x_{6}^{p}-x_{3}^{p-1} x_{6}\right)^{p}-\left(x_{2}^{p}-x_{3}^{p-1} x_{2}\right)^{p-1}\left(x_{6}^{p}-x_{3}^{p-1} x_{6}\right)
\end{aligned}
$$

As $G$ is nice with respect to the current basis by Proposition 3.0.12

$$
\mathbf{N}_{i}^{N}=\mathbf{N}_{i}^{N_{0}}=\mathbf{N}_{i}^{N_{1}}=\mathbf{N}_{i}^{N_{2}}=\mathbf{N}_{i}^{N_{3}}=\mathbf{N}_{i}^{G}
$$

for $1 \leq i \leq 6$. We shall therefore denote $\mathbf{N}_{i}^{N}$ by $\mathbf{N}_{i}$ for $1 \leq i \leq 6$.
We want to use Theorem 1.3.4 to show that

$$
k[V]^{N_{1}}=k[V]^{N_{0}}\left[f_{1}\right] .
$$

Firstly it is easy to check that $f_{1} \in k[V]^{N_{1}}$. Let

$$
d_{1}=\delta_{h_{3}}\left(f_{1}\right)=\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right)\left(x_{3}^{p}-x_{1}^{p-1} x_{3}\right)
$$

we will show that $\delta_{h_{3}} k[V]^{N_{1}} \subseteq d_{1} k[V]^{N_{1}}$. To do this we look at the action of $h_{3}$ on a ring containing $k[V]^{N_{1}}$, let

$$
H_{1}=\operatorname{Nak}_{B}^{-}\left(N_{1}\right)=\left\langle g_{1}, g_{2}, h_{1}, h_{2}\right\rangle
$$

then

$$
k[V]^{H_{1}}=k\left[\mathbf{N}_{1}^{H_{1}}, \mathbf{N}_{2}^{H_{1}}, \ldots, \mathbf{N}_{6}^{H_{1}}\right] \supseteq k[V]^{N_{1}},
$$

where

$$
\begin{aligned}
& \mathbf{N}_{1}^{H_{1}}=x_{1} \\
& \mathbf{N}_{2}^{H_{1}}=x_{2} \\
& \mathbf{N}_{3}^{H_{1}}=x_{3} \\
& \mathbf{N}_{4}^{H_{1}}=x_{4}^{p}-x_{1}^{p-1} x_{4} \\
& \mathbf{N}_{5}^{H_{1}}=x_{5}^{p}-x_{1}^{p-1} x_{5} \\
& \mathbf{N}_{6}^{H_{1}}=\left(x_{6}^{p}-x_{3}^{p-1} x_{6}\right)^{p}-\left(x_{2}^{p}-x_{3}^{p-1} x_{2}\right)^{p-1}\left(x_{6}^{p}-x_{3}^{p-1} x_{6}\right) .
\end{aligned}
$$

This means that we can write any $f \in k[V]^{N_{1}}$ in terms of $\mathbf{N}_{1}^{H_{1}}, \mathbf{N}_{2}^{H_{1}}, \ldots, \mathbf{N}_{6}^{H_{1}}$. We look at what $h_{3}$ does to these orbit products:

$$
\begin{aligned}
& \delta_{h_{3}}\left(\mathbf{N}_{i}^{H_{1}}\right)=\delta_{h_{3}}\left(\mathbf{N}_{6}^{H_{1}}\right)=0 \text { for } 1 \leq i \leq 4 \\
& \delta_{h_{3}}\left(\mathbf{N}_{5}^{H_{1}}\right)=x_{2}^{p}-x_{1}^{p-1} x_{2} .
\end{aligned}
$$

So any $f \in k[V]^{N_{1}}$ can be written as a polynomial in $N_{5}$ with coefficients in $k[V]^{h_{3}}$, and so $x_{2}^{p}-x_{1}^{p-1} x_{2}$ must divide $\delta_{h_{3}} k[V]^{N_{0}}$.

Let

$$
\sigma_{3}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

so $\sigma_{3} h_{3}=g_{3}$. If $f \in k[V]^{N_{1}}$ then

$$
\begin{aligned}
g_{3}(f)=\sigma_{3} h_{3}(f) & =f, \\
h_{3}(f) & =\sigma_{3}^{-1}(f),
\end{aligned}
$$

so $\delta_{h_{3}} k[V]^{N_{1}}=\delta_{\sigma_{3}} k[V]^{N_{1}}$. We find

$$
\begin{aligned}
& \delta_{\sigma_{3}}\left(\mathbf{N}_{i}^{H_{1}}\right)=\delta_{\sigma_{3}}\left(\mathbf{N}_{5}^{H_{1}}\right)=\delta_{\sigma_{3}}\left(\mathbf{N}_{6}^{H_{1}}\right)=0 \text { for } 1 \leq i \leq 3, \\
& \delta_{\sigma_{3}}\left(\mathbf{N}_{4}^{H_{1}}\right)=x_{3}^{p}-x_{1}^{p-1} x_{3}
\end{aligned}
$$

and so $x_{3}^{p}-x_{1}^{p-1} x_{3}$ divides $\delta_{h_{3}} k[V]^{N_{1}}$. Since $x_{2}^{p}-x_{1}^{p-1} x_{2}$ and $x_{3}^{p}-x_{1}^{p-1} x_{3}$ have no common factors and $k[V]^{N_{1}}$ is a unique factorisation domain

$$
d_{1}=\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right)\left(x_{3}^{p}-x_{1}^{p-1} x_{3}\right)
$$

must divide $\delta_{h_{3}}(f)$ for any $f \in k[V]^{N_{1}}$. This means that $\delta_{h_{3}} k[V]^{N_{1}} \subseteq d_{1} k[V]^{N_{1}}$ and so

$$
k[V]^{N_{1}}=k[V]^{N_{0}}\left[f_{1}\right] .
$$

Lemma 6.2.2. $k[V]^{N_{2}}=k[V]^{N_{1}}\left[f_{2}\right]$ where

$$
\begin{aligned}
f_{2}=\left(x_{5}^{p}-\right. & \left.x_{1}^{p-1} x_{5}\right) x_{3}+\left(x_{6}^{p}-x_{3}^{p-1} x_{6}\right) x_{1} \\
& \quad-x_{4}\left(x_{2}^{p}-x_{3}^{p-1} x_{2}\right)-x_{4}\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right)-x_{2}\left(x_{4}^{p}-x_{2}^{p-1} x_{4}\right) .
\end{aligned}
$$

Proof. Similarly to above we want to use Theorem 1.3.4 to show that

$$
k[V]^{N_{2}}=k[V]^{N_{1}}\left[f_{2}\right] .
$$

Again it is easy to check that $f_{2} \in k[V]^{N_{2}}$. Let

$$
d_{2}=\delta_{h_{2}}\left(f_{2}\right)=\left(x_{2}^{p}-x_{3}^{p-1} x_{2}\right) x_{1}
$$

we will show that $\delta_{h_{3}} k[V]^{N_{2}} \subseteq d_{2} k[V]^{N_{2}}$. To do this we look at the action of $h_{2}$ on a ring containing $k[V]^{N_{2}}$ : let

$$
H_{2}=\operatorname{Nak}^{-}\left(N_{2}\right)=\left\langle g_{1}, h_{1}\right\rangle
$$

then

$$
k[V]^{H_{2}}=k\left[\mathbf{N}_{1}^{H_{2}}, \mathbf{N}_{2}^{H_{2}}, \ldots, \mathbf{N}_{6}^{H_{2}}\right] \supseteq k[V]^{N_{2}},
$$

where

$$
\begin{array}{lll}
\mathbf{N}_{1}^{H_{2}}=x_{1}, & \mathbf{N}_{2}^{H_{2}}=x_{2}, & \mathbf{N}_{3}^{H_{2}}=x_{3}, \\
\mathbf{N}_{4}^{H_{2}}=x_{4}, & \mathbf{N}_{5}^{H_{2}}=x_{5}^{p}-x_{1}^{p-1} x_{5}, & \mathbf{N}_{6}^{H_{2}}=x_{6}^{p}-x_{3}^{p-1} x_{6}
\end{array}
$$

We find that

$$
\begin{aligned}
& \delta_{h_{2}}\left(\mathbf{N}_{i}^{H_{2}}\right)=0 \text { for } 1 \leq i \leq 5 \\
& \delta_{h_{2}}\left(\mathbf{N}_{6}^{H_{2}}\right)=x_{2}^{p}-x_{3}^{p-1} x_{2} .
\end{aligned}
$$

so $x_{2}^{p}-x_{3}^{p-1} x_{2}$ must divide $\delta_{h_{2}} k[V]^{N_{2}}$.

Let

$$
\sigma_{2}=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

so $\sigma_{2} h_{2}=g_{2}$. If $f \in k[V]^{N_{2}}$ then

$$
\begin{aligned}
g_{2}(f)=\sigma_{2} h_{2}(f) & =f, \\
h_{2}(f) & =\sigma_{2}^{-1}(f)
\end{aligned}
$$

so $\delta_{h_{2}} k[V]^{N_{2}}=\delta_{\sigma_{2}} k[V]^{N_{2}}$. We find

$$
\begin{aligned}
& \delta_{\sigma_{2}}\left(\mathbf{N}_{i}^{H_{2}}\right)=\delta_{\sigma_{2}}\left(\mathbf{N}_{5}^{H_{2}}\right)=\delta_{\sigma_{2}}\left(\mathbf{N}_{6}^{H_{2}}\right)=0 \text { for } 1 \leq i \leq 3 \\
& \delta_{\sigma_{2}}\left(\mathbf{N}_{4}^{H_{2}}\right)=x_{1}
\end{aligned}
$$

and so $x_{1}$ divides $\delta_{h_{2}} k[V]^{N_{2}}$. Since $x_{2}^{p}-x_{1}^{p-1} x_{2}$ and $x_{1}$ have no common factors and $k[V]^{N_{2}}$ is a unique factorisation domain $d_{2}=\left(x_{2}^{p}-x_{1}^{p-1} x_{2}\right) x_{1}$ must divide $\delta_{h_{2}}(f)$ for any $f \in k[V]^{N_{2}}$. This means that $\delta_{h_{2}} k[V]^{N_{2}} \subseteq d_{2} k[V]^{N_{2}}$ and so

$$
k[V]^{N_{2}}=k[V]^{N_{1}}\left[f_{2}\right] .
$$

Proposition 6.2.3. $k[V]^{G}=k\left[\mathbf{N}_{1}, \ldots, \mathbf{N}_{6}, f_{1}, f_{2}, f_{3}\right]$ where

$$
f_{3}=x_{1} x_{6}-x_{2} x_{4}+x_{3} x_{5}
$$

Proof. As in the previous two Lemmas we want to show that

$$
k[V]^{G}=k[V]^{N_{2}}\left[f_{3}\right] .
$$

We check $f_{3} \in k[V]^{G}$. Let

$$
d_{3}=\delta_{h_{1}}\left(f_{3}\right)=x_{1} x_{3}
$$

we will show that $\delta_{h_{1}} k[V]^{G} \subseteq d_{3} k[V]^{G}$.

$$
\begin{aligned}
& \delta_{h_{1}}\left(x_{i}\right)=0 \text { for } 1 \leq i \leq 5 \\
& \delta_{h_{1}}\left(x_{6}\right)=x_{3} .
\end{aligned}
$$

so $x_{3}$ must divide $\delta_{h_{1}} k[V]^{G}$.
Let

$$
\sigma_{1}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

so $\sigma_{1} h_{1}=g_{1}$. If $f \in k[V]^{G}$ then

$$
\begin{aligned}
g_{1}(f)= & \sigma_{1} h_{1}(f)=f, \\
& h_{1}(f)=\sigma_{1}^{-1}(f)
\end{aligned}
$$

so $\delta_{h_{1}} k[V]^{G}=\delta_{\sigma_{1}} k[V]^{G}$. We find

$$
\begin{aligned}
& \delta_{\sigma_{1}}\left(x_{i}\right)=\delta_{\sigma_{1}}\left(x_{6}\right)=0 \text { for } 1 \leq i \leq 3, \\
& \delta_{\sigma_{1}}\left(x_{5}\right)=-x_{1},
\end{aligned}
$$

and so $x_{1}$ divides $\delta_{h_{1}} k[V]^{G}$. Since $x_{3}$ and $x_{1}$ have no common factors and $k[V]^{G}$ is a unique factorisation domain $d_{3}=x_{1} x_{3}$ must divide $\delta_{h_{1}}(f)$ for any $f \in k[V]^{N_{2}}$.

This means that $\delta_{h_{1}} k[V]^{G} \subseteq d_{3} k[V]^{G}$ and so

$$
k[V]^{G}=k[V]^{N_{2}}\left[f_{3}\right] .
$$

We use that any exceptional group of type two generated by an exceptional triple is congruent to $G$ to find the next result.

Proposition 6.2.4. If $E$ is an exceptional group of type two generated by an exceptional triple then $k[V]^{E}$ is a complete intersection ring. For $k=\mathbb{F}_{p}$ all exceptional groups of type two have complete intersection invariant rings.

### 6.3 Proof of Theorem 1.0.6 and open problems

Combining the results of this Chapter with those of Chapter 4 gives us some information about when the invariant rings of pure unipotent bireflection groups are Cohen-Macaulay or complete intersection rings. We are finally able to prove Theorem 1.0.6.

Proof. (of Theorem 1.0.6). By Theorem 1.0.5 we know that if $G$ is a unipotent group consisting of bireflections then it is either a two-row group, two-column group, hook group or an exceptional group (of type one or two). By [33] Theorem 3.2.1 if $G$ is an abelian reflection two-column group then $k[V]^{G}$ is a complete intersection ring. By Theorem 4.2.8 if $G$ is a nice hook group then it has complete intersection ring of invariants, and by Proposition 4.2.2 if $G$ is not nice then $G$ is abelian and $[G,[G, W] \neq\{0\}$. If $G$ is an exceptional group then it has complete intersection invariant ring by Propositions 6.2.4 and 6.1.7. The only remaining groups are those listed above.

By Theorem 1.4.3 if $G$ is a two-column group then $k[V]^{G}$ is Cohen-Macaulay and so the only groups which could have non-Cohen-Macaulay invariant rings are two-row groups or hook groups which are not nice with respect to any basis.

We end with a brief discussion of problems left to solve, for example finding the invariant ring of the group in Chapter 5 for $p \neq 3$. Is this a special case or are
there many more invariant rings which are Cohen-Macaulay and not complete intersection rings? Are there examples for $p=2$ ? Suppose $f_{1}, \ldots, f_{n}$ are a HSOP for $k[V]^{G}$ a Cohen-Macaulay but non complete intersection ring, what does the Poincaré duality algebra $k[V] /\left(f_{1}, \ldots, f_{n}\right)$ look like in this case?

It would also be interesting to extend the results of Theorem 1.0.6 to other fields. As shown in Example 2.2.12 we would need to start by finding a new classification for $k$ of even characteristic, here the structure of exceptional groups of type one are also quite different. Work on hook groups is still valid for $p=2$, but more needs to be done to extend from $k=\mathbb{F}_{p}$ to larger fields.

When $G$ is a $p$-group which is nice with respect to some basis $B$, we know that $[G, G]$ is contained within $N^{-}=\operatorname{Nak}_{B}^{-}(G)$. Can we find a set of hook groups $H_{i}<G$ such that

$$
N^{-} \leq\left\langle N^{-}, H_{1}\right\rangle \leq \ldots \leq\left\langle N^{-}, H_{1}, \ldots, H_{m}\right\rangle=G
$$

which would help us to find $k[V]^{G}$ by extending the results of Chapter 4? Firstly though we would need to look at when $G$ is a nice bireflection group but $k[V]^{G}$ is not Cohen-Macaulay. Suppose that $G$ is nice with respect to some basis $B$, $N^{+}:=\operatorname{Nak}_{B}^{+}(G)$ and we have a chain of maximal subgroups as in Proposition 3.0.11

$$
G=N_{0} \triangleleft_{\max } N_{1} \triangleleft_{\max } N_{2} \triangleleft_{\max } \ldots \triangleleft_{\max } N_{l}=N^{+} .
$$

If $k[V]^{G}$ is Cohen-Macaulay can we always find a chain such that for some $f_{i} \in k[V]^{N_{i}}$

$$
k[V]^{N_{i}}=k[V]^{N_{i+1}}\left[f_{i}\right]
$$

for $0 \leq i<l$ ? If this is the case then $k[V]^{G}$ would either be complete intersection or not Cohen-Macaulay for all groups which are nice with respect to some basis.
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