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Summary

Most asteroids in the size range of approximately 100m to 100 km are rubble

piles, aggregates of rocky material held together mainly by gravitational forces,

and only weak cohesion. They contain high macroporosities, indicating a large

amount of void space in their interiors. How these voids are distributed is not

yet known, as in-situ measurements are still outstanding.

In this work, a model to create rubble pile asteroid simulants for use in

SPH impact simulations is presented. Rubble pile asteroids are modelled as

gravitational re-aggregating remnant fragments of a catastrophically disrupted

parent body, which are represented by spherical pebbles. It is shown that this

approach allows to explicitly follow the internal restructuring of rubble pile

asteroids during impact events, while preserving the expected properties of the

bulk asteroid as known from observations and experiments. The bulk behaviour

of asteroid simulants, as characterized by the stability against disruption and

fragment size distribution, follows the expected behaviour and is not sensitive

to the exact distribution of voids in the interior structure, but rather to the void

fraction as the amount of consolidated void space in between the constituent

fragment pebbles. No exact a priory knowledge of the fragment size distribution

inside the body is therefore needed to use this model in impact simulations.

Modelling the behaviour of the large-scale rubble pile constituents during

impact events is used as a tool to infer the internal structure of asteroids by

linking surface features like hills or pits to the creation of sub-catastrophic craters.

In this work, the small rubble pile asteroid (2867) Šteins is analysed. The flyby

of the Rosetta spacecraft at Šteins has revealed several interesting features:

the large crater Diamond close to the southern pole, a hill like feature almost

opposite to the crater, and a catena of crater pits extending radially from the

rim of the crater.



A possible link between these two structures and the cratering event is

investigated in a series of impact simulations varying the interior of a plausible

shape of Šteins prior to the event that formed crater Diamond. A connection

between the cratering event and the hill is shown to be highly unlikely. Therefore,

the hill is most likely a remnant of the formation of Šteins. Its size therefore

helps to infer the initial size distribution of fragments forming the asteroid.

The formation of a fracture radially from the crater can be observed for

rubble pile simulants with highly collimated voids. This fracture could plausibly

form the catena of pits observed on Šteins. This can therefore serve as a link

between observable surface features and Šteins internal structure. The interior

of Šteins is most likely an aggregate of fragments that themselves are only lightly

fractured, and large void spaces might be found inside the asteroid. As Šteins

seems to be a good example of a YORPoid, an asteroid that has been evolved to a

top-like shape by radiative forces due to the YORP effect, this gives first insights

in the distribution of voids in the interior of this class of rubble pile asteroids.
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Chapter 1

Introduction

Small asteroids in the size range of a hundred metres to a hundred kilometres are

not monolithic bodies, but piles of rubble bound together mainly by gravitational

forces and only weak cohesion. Little is known about the exact internal structure

of these bodies. While to this day a handful of space mission acquired detailed

images, shape models, and even a sample of micrometre size dust from the

surface of rubble pile asteroids, no in-situ measurements of the interior have yet

been accomplished.

Rubble pile asteroids are not primordial bodies from the origin of the solar

system themselves, but rather second generation products of the disruption of

larger, primordial bodies. In the ultimate goal to achieve an understanding of

the formation and evolution of the solar system, small rubble pile asteroids are

therefore a tool to understand the evolution dynamics of the Main Asteroid Belt.

In this work, a model to access the behaviour of large-scale rubble pile

internal structure during impact events is presented. It is used to draw a link

between the formation of surface features during impact events, and allows

some conclusions on the unseen interior of the asteroid.

This chapter sets the stage of the new approach on modelling rubble pile

asteroids in hypervelocity impact events. First, after a brief wrap-up of the origin

of asteroids, the current understanding of their evolution and the rubble pile

nature of small asteroids are discussed. Then follows an introduction to impact

cratering and the numerical methods used in their investigation, and a discussion

of the problem addressed in this work.
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Figure 1.1: The solar system on logarithmic scale extending to α-Centauri. After
R. Mewaldt, P. Liewer Nasa/JPL, public domain

1.1 Asteroids and Comets in the Solar System

Asteroids and Comets are remnants of the time when our solar system formed.

Both are remainders of the population of planetesimals, the building blocks of

protoplanets and eventually the planets themselves. The current solar system,

extending over about 100 AU as seen in Figure 1.1, is dominated by the Sun

which contains about 99.86 % of the system’s known mass. The giant planets,

dominated again by Jupiter and Saturn, contain 99 % of the remaining mass,

while all the remaining objects, the four terrestrial planets, comets, asteroids

and satellites together contain only the remainder, about 0.002 % of the solar

system’s mass.

Even if almost negligible in the mass balance, comets and asteroids record

testimonies of the early solar system. Therefore, their study is essential to

the understanding of the origin of the solar system. During time since the

formation of the solar system 4.5 Ga ago, asteroids have surely been altered by

numerous processes as collisions, internal heating, space weathering; only the

understanding of these processes will allow us to disentangle original features

from evolutionary ones.

2
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1.1.1 The Solar System

In Figure 1.1, the solar system is displayed on a logarithmic scale, extending from

the Sun almost in the centre of gravity until the main star on the next-closest

system, α-Centauri, at a distance of 1.33 pc or 2.7× 105 AU. The solar system is

limited by the heliopause at s 100AU, a border not yet reached, but approached

by a human made object when the Voyager 1 spacecraft passed the termination

shock at 94 AU in December 2004. The outer solar system beyond Neptune

at 30 AU is still not well characterised, but in recent years the list of known

Trans-Neptunian Objects (TNOs) has been expanded from the dwarf planet Pluto

discovered in 1930, to 1241 objects with determined orbits accounted for in

the1 Minor Planet Center (MPC) in the year 2015.

The structure of the solar system is determined mostly by gravitational

interaction of the planets. In the outer solar system, the four giant planets

dominated by Jupiter and Saturn have depleted most of the smaller bodies

except for those bound in resonant orbits the same distance, as for example the

Trojans in Jupiter’s orbit.

The inner solar system is characterised by the four terrestrial planets, with

the Earth being the largest one. In between the orbits of Mars and Jupiter, the

main asteroid belt is located. As seen in Figure 1.2 (and later in Figure 1.5), it is

bound on the inside at the orbit of Mars, and at the outside by the gravitational

influence of Jupiter. Gravitational resonances with Jupiter do empty certain

orbits, opening well defined gaps known as the Kirkwood gaps which were first

observed in 1866.

1.1.2 Asteroids in the Solar System

Asteroids are small, often irregularly shaped bodies, also called minor planets.

There are usually distinguished from comets for the absence of ices, and no

onset of activity even close to the Sun, although the discovery of Main Belt

Comets (MBCs) and water on (1) Ceres has added some confusion in recent

years. Currently, the Minor Planet Center lists 685732 minor planets with

determined orbits.

3
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Figure 1.2:
Density plot of asteroids in the inner solar system. The highest density is in
the main belt, while the Trojans are clearly visible too. The position of three
asteroids of special interest in this work are marked. All positions refer to 1st

of January 2015. Data retrieved from JPL/SSD http://ssd.jpl.nasa.gov/?sb_elem

on Feb. 9th of 2015.
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The Main Asteroid Belt

The vast majority of all known asteroids are found in the main asteroid belt.

Main Belt Asteroids (MBAs) are defined as asteroids with semi major axis 2AU <

a < 3.2AU and a perihelion distance q > 1.666AU. The largest body is the

dwarf planet Ceres, with an equatorial radius2 of Requator = 481.5km, followed

by (4) Vesta, (2) Pallas and (10) Hygiea. The mass of Ceres and Vesta together

accounts for almost 40 % of the total mass of the main belt. Early on it was

realised that the number of small bodies is much larger than the number of

larger ones.

To derive a size distribution, the observed magnitude of asteroids has to be

converted into a radius. As this requires knowledge of the surface parameters

of each particular asteroid, this is a non-trivial problem. The apparent bright-

ness of a reflecting body observed from Earth depends on the shape, surface

reflectivity, distance and observation geometry. Usually, a geometric albedo A

(often the symbol q is used) is assumed and the absolute visual magnitude H,

that corresponds to the apparent magnitude of the object at 1 AU distance to

both Sun and Earth, is converted to a radius by the equation

D =
1329
p

A
10

H
5 (km). (1.1)

The geometric albedo is defined as the ratio of radiation emitted back into the

direction of the light source (zero phase angle) to that of an flat, idealized

diffusively Lambertian radiator with the same cross section. Reliable albedo

determinations are rare, and Bottke et al. (2005b) argue that a constant albedo of

A= 0.092 describes the population well, although this is clearly a simplification

and differences between different compositional types are found as discussed

later in Section 1.1.3

Dohnanyi (1969) showed that the power law behaviour is a result of col-

lisional evolution. It represents the steady state where for each size bin the

number of fragments produced by disruption of larger bodies equals the number

of bodies in the size bin destroyed in collisional events. One of the first large sur-

veys, the Palomar-Leiden survey (PLS, Houten et al. 1970) revealed in a sample

of 2000 asteroids with visual magnitudes H < 20, that a single power law could

not match the whole data, but a shift in power law exponent at H = 17.5 occurs.

1www.minorplanetcenter.org
2http://dawnblog.jpl.nasa.gov/2015/05/28/dawn-journal-may-28-2015/
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Figure 1.3: Incremental Size Frequency Distribution (SFD) of the asteroid belt
population. The original data of the Sloan Digital Sky Survey (SDSS) in absolute
magnitudes was converted into sizes assuming a geometric albedo of A= 0.092.
Reprinted from Bottke et al. 2005b

O’Brien and Greenberg (2003) showed that the single exponent power law

found by Dohnanyi (1969) indeed is a steady state for collisional evolved pop-

ulation, if the strength of bodies against disruption is not dependent on size.

As will be discussed later, this is not the case: rather, the specific disruption

threshold energy Q∗D at which a body is disrupted is minimal for bodies with

R ≈ 100m (see Section 1.3.6). The observed size distribution in more recent

surveys, for example Sloan Digital Sky Survey (SDSS), Sub-Kilometer Asteroid

Diameter Survey (SKADS, Gladman et al. 2009) and Subaru Main Belt Asteroid

Survey (SMBAS, Yoshida and Nakamura 2007), show a more detailed picture.

In the size distribution in Figure 1.3, several bumps in the distribution are seen,

most notably at D ≈ 100km, and less notable as the lower end of the size range,

at D ≈ 3km. Bottke et al. (2005b) were able to reproduce the frequency size

distribution, and derived the radius dependency of Q∗D that is later discussed in

Section 1.3.6.

1.1.3 Colours and Classes of Asteroids

Colours and spectra inferred in large surveys allow us to classify asteroids into a

number of classes. Chapman et al. (1975) found that asteroids could be clearly

separated into two main classes. The carbonaceous asteroids, designated as class

C, are asteroids with very low albedo and a neutral color. Their spectra could
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be matched to carbonaceous chondrites, the darkest known meteorites, both

in albedo as well as shape. Another class was found as having reddish colour

and generally higher albedo, most showing absorption features of olivine or

pyroxene. Their spectra could be related to ordinary chondrites meteorites (e.g.

Chapman 1996), the most abundant meteorites found on Earth. They were

designated as class S for silicaceous.

This classification was quickly amended by Bowell et al. (1978), mainly

introducing the M class matching spectra of metallic, Nickel–Iron rich meteorites.

Today, two classification schemes are widely used, dividing the original

classes further using principal component analysis and enhanced datasets: the

Tholen classification and the SMASSII classification. Tholen (1989) classified

asteroids into 14 types, with most of the asteroids falling into the C group,

separated into the B, F, G and C classes mainly by albedo, the S class, and

featureless X group containing M, E and P classes. The classification was based

mainly on broadband spectra in the colours provided by the Eight-Color Asteroid

Survey (ECAS, Zellner et al. 1985). Based on a large spectroscopic survey, the

Small Main-Belt Asteroid Spectroscopic Survey Phase II (SMASSII, Bus 2002b),

and the Small Main-Belt Asteroid Spectroscopic Survey in the near-infrared

(SMASSIR, Burbine 2002) extending the spectra into the near infrared, (Bus

2002a) derived a new classification scheme purely based on spectral features.

Mainly, as seen in Figure 1.4a the Tholen groups are conserved in the new

scheme, and asteroids are classified in 26 classes based on the presence or

absence of specific spectral features. This scheme was further updated by DeMeo

et al. (2009).

Early on it was recognised that the distribution of classes in the main belt is

not uniform. Figure 1.4a shows the fraction of C to S group asteroids throughout

the main belt. Silicate-rich asteroids in group S are clearly dominant in the inner

main belt, while rare in the outer part. Carbonaceous asteroids in group C are

most abundant in the outer belt, while other types are slightly more abundant

in the outer belt, but not showing as much variance. Additional peaks in their

density distribution appear for the C group at 2.6 AU, and for the S at 2.85 AU.

Models of the formation should not only explain the general predominance of S

types in the inner belt, but also these secondary features.

There seems to be only a very weak dependency of the asteroid class to

the observed size distribution. Gladman et al. (2009) found weak evidence for

a shallower size distribution for bodies larger than equivalent to magnitude

7
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FIG. 19. Bias-corrected heliocentric distribution for asteroids with diame-
ters ≥20 km for each of the spectral complexes. These results are fully consistent
with the original findings of Gradie and Tedesco (1982), but show more detailed
structure owing to the larger sample size provided by the SMASSII survey.

of numbered asteroids as the foundation for estimating the true
population and distribution of objects in the main belt. The belt
is divided into zones of semimajor axis, and each zone is divided
into bins of absolute magnitude. The bias correction factor for
a particular zone and magnitude bin is calculated as the ratio
of the total number of asteroids in that bin to the number of
classified asteroids in the bin. For SMASSII, our analysis of the
population is confined to the region of the asteroid belt between
2.10 and 3.278 AU and includes only asteroids with diameters
≥20 km, as estimated using the mean IRAS albedos for each
spectral class.

Our analysis based on the larger SMASSII sample size
confirms the basic results of Gradie and Tedesco (1982) but
reveals finer detailed structure in the distribution of asteroid
classes as shown in Fig. 19. These smoothed curves contain sec-
ondary peaks in the distributions of objects belonging to the C-
and S-complexes. The curve representing the C-complex con-
tains a secondary peak at ∼2.6 AU, closely corresponding to a
plateau in the individually plotted points (not the fitted curve)
for C-types shown in Fig. 1 of Gradie et al. (1989). Similarly,
a secondary peak in the curve for the S-complex, located at
∼2.85 AU, corresponds to a feature in the bias-corrected dis-
tribution of S-type asteroids calculated by Chapman (1987, un-
published manuscript), and shown in Fig. 3 of Gradie et al.
(1989).

CONCLUSIONS

Advances in observational techniques have prompted a con-
tinual progression in the development of asteroid taxonomy.
The availability of a large data set consisting of 1447 visible-
wavelength CCD spectra, coupled with the widespread applica-
tion of CCD spectroscopy to asteroid research, provides a new
milestone in this progression. A new asteroid taxonomy that uti-
lizes the richness of information contained in CCD spectra is
now available. Most importantly, this new classification system
builds upon current, well-established conventions in asteroid
taxonomy and thereby represents an evolutionary step, not a
radical departure from past efforts. We present detailed descrip-
tions and quantitative characterizations for 26 spectral classes
so that this feature-based taxonomy might be easily applied to
new data.

Preliminary results indicate that the spectral component plane
defined by PC2′ and Slope reveals a trend by which some S-type
asteroids might be distinguished, based only on their visible-
wavelength spectra, as being either olivine-rich or pyroxene-
rich. This result helps to affirm the existence of a spectral
continuum across the S-complex, where classes around the
perimeter (such as the pyroxene-rich Q-types and olivine-rich
A-types) represent spectral end members. Within the plane de-
fined by PC2′ and PC3′, those asteroids in the C-complex having
confirmed 3-µm water of hydration bands are generally sepa-
rable from those that do not. To a large extent, this separation
between hydrated and nonhydrated C-types relies on the pres-
ence or absence of a 0.7-µm phyllosilicate band, an indicator
of aqueous alteration previously recognized by Vilas (1994).
Among the X-type asteroids, a number of subtle but irrefutable
spectral features have been recognized that allow these objects
to be subdivided into smaller spectral classes. This step may help
set the stage, along with other physical studies of X-type aster-
oids, for finally unraveling the enigmatic nature of this spectral
class.

The SMASSII survey has produced the largest internally con-
sistent set of asteroid spectra currently available. We hope that
the taxonomy described here, along with the classifications for
1443 asteroids based on this new taxonomic scheme, will pro-
vide a new foundation that will contribute to further progress in
the field of asteroid science.

APPENDIX A

Taxonomic Classifications for the SMASSII Asteroids

Taxonomic classifications are presented for 1443 of the total 1447 asteroids
observed during the second phase of the Small Main-belt Asteroid Spectro-
scopic Survey. The first column gives the asteroid number and name (or pro-
visional designation). When available, the second column contains the classi-
fication from Tholen (1989). Classifications based on the Tholen system that
were made during the SMASSI survey (Xu et al. 1995) are denoted by ( ).
Classifications based on this feature-based taxonomy are listed in the third
column.

(a) Heliocentric distribution of asteroids
larger D > 20km for each class complex,
bias corrected.

SMASSII FEATURE-BASED ASTEROID TAXONOMY 149

FIG. 1. Plot of the first two spectral components (Slope and PC2′) for 1443
SMASSII asteroids. Approximate boundaries are depicted for the C-, S-, and
X-complexes. The S-complex plots as a radially symmetric cloud of points that
is relatively well separated from the X-complex. By comparison, there is no
natural boundary separating the C- and X-complexes.

asteroids that share those particular characteristics. By establish-
ing this range for the X-complex in spectral component space,
approximate boundaries were drawn that separate the C-, X-,
and S-complexes, as shown in Fig. 1.

Description of Outlying Spectral Classes: T, D, Ld, O, and V

A significant number of the SMASSII asteroids have spectral
characteristics that lie outside of the nominal ranges defined for
the C-, X-, and S-complexes. These objects plot around the pe-
riphery of component space, mostly clustering in two distinct
regions. The first of these regions is well separated from the
three main complexes and occupies the lower left-hand corner
of the primary component plane defined by PC2′ and Slope, as
shown in Fig. 2. The second region of outliers is more closely
associated with both the S- and X-complexes, lying in the up-
per right-hand corner of this spectral component plane, though
the spectra of these objects clearly do not fit within the clas-
sical definitions of either the S- or X-types. Of the 1447 as-
teroids contained in the SMASSII database, only 1443 are in-
cluded in this study. The four remaining objects (3908, 5646,
7888, and 8566) are all near-Earth asteroids and have spectral
characteristics so unusual that they are not plotted in Fig. 2
and are not being considered in the present development of this
taxonomy.

The first three spectral classes to be defined, the T-, D-, and
Ld-types, include those outlying asteroids that plot in the up-
per right-hand corner of Fig. 2. The spectra of these asteroids
have moderate to very steep UV slopes shortward of 0.75 µm,
but the spectral slope longward of 0.75 µm often becomes less
steep, as further described in Fig. 3. Both the D- and T-classes
had been recognized by Tholen (1984) and were incorporated

into the taxonomies of Barucci et al. (1987) and Howell et al.
(1994). Using the mean broad band colors calculated by Tholen
for the D- and T-classes, and the scatter in spectral component
space of those SMASSII asteroids previously classified as D- or
T-types (Tholen 1984, Barucci et al. 1987, Howell et al. 1994),
boundaries for these two classes were determined. In spectral
component space, the D- and T-classes plot side-by-side, sepa-
rated by a Slope value of ∼0.72.

The remaining outliers plot on the far right-hand side of this
component plane and are classified as Ld-types. The spectra
of these asteroids have very steep UV slopes, becoming ap-
proximately flat longward of 0.75 µm. This spectral type was
essentially unsampled in the ECAS survey, with only 1 of the
13 SMASSII asteroids assigned to this class being previously
classified (234 Barbara, classified as an S-type by Tholen 1984,
and as an S0-type by Barucci et al. 1987). The designation “Ld”
was selected to reflect the fact that these objects have spectra
similar to those of the L-types (discussed in the next section),
but with much steeper UV slopes, like the D-types.

The outlying objects located in the lower left-hand portion of
Fig. 2 are divided into two spectral classes: the O- and V-types.
The spectra of these objects have the common characteristic
of a very deep 1-µm silicate absorption band, where the rela-
tive reflectance at the band minimum drops to values of 0.8 or
less. Among these objects, however, the UV slopes shortward
of 0.7 µm can range from being very shallow to extremely red,
as described in Fig. 4.

The O-class was defined by Binzel et al. (1993) based on the
unusual spectral properties of the asteroid 3628 Boznemcova.
From comparisons with meteorite data, Binzel et al. found the
spectrum of Boznemcova to be most consistent with that of
L6 and LL6 ordinary chondrites and suggested that this main-
belt asteroid may represent a possible link to ordinary chon-
drite meteorites found on Earth. Three other asteroids observed

FIG. 2. Component plot similar to Fig. 1 in which those objects with spec-
tral types lying outside of the C-, S-, and X-complexes are labeled.

(b) First two spectral components of the
SMASSII depicting the S, C and the X com-
plex. The PC2′component is mainly indic-
ating the strength of the 1µm absorption
feature.

Figure 1.4: Asteroid classes and their distribution in the main belt from the
SMASSII dataset Reprinted from Bus 2002a

H < 19.5 in the inner main belt, while August and Wiegert (2013) could not

confirm any significant change in the power law slope. As position in the main

belt is related to the type as seen in Figure 1.4a, this is an indication that the

collisional evolution is similar for all asteroid classes.

1.1.4 Densities of Asteroids

The density of an asteroid is a fundamental property. Knowledge of volume and

mass are needed to derive the bulk density, and knowledge of the mineralogy

allows to determine the porosity. The link of meteorites to their parent body

allows to measure the asteroids grain density on Earth, and together, they allow

to infer the inner structure of objects.

Only half of the 24 classes in the SMASSII system have a conclusive link to a

meteorite sample. In a large literature survey, Carry (2012) compiled a database
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(a) Mass as a function of normalised density (ρ/1000 kgm−3). Density ranges of meteorites
linked to the asteroids and used to derive the grain densities are given, at arbitrary
masses.

(b) Macroporosity of asteroids

Figure 1.6: Mass and macroporosity as a function of density for asteroids,
comets and TNOs. The asteroid classification scheme refers to SMASSII (DeMeo
et al. 2009). A total number of 287 objects are included, their relative number
is not representative of the solar system. Reprinted from Carry 2012
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of 287 small bodies with published mass and volume estimates. Most of the

volume estimates rely on thermal modelling of mid-infrared radiometry with an

estimated uncertainty of 10 %, while others are based on stellar occultations or

spacecraft flyby with usually higher accuracy.

Figure 1.6 shows the sample of derived density estimates, most of them of

C complex, 50 for both the S and X complex, and 15 as so called end-member

classes, their relative numbers not being representative of the solar system.

The densities of C complex members range ρbulk ≈ 1300kg m−3, up to

ρbulk ≈ 2900kg m−3 . As can be seen in Figure 1.6a, there is a correlation of

density and mass: more massive asteroids have a higher density. This seems

only natural, as larger asteroids will have more lithostatic pressure, and pores

and pebbles will be crushed.

The same trend is observed in asteroids of the S complex, where densities

range about ρbulk ≈ 2000 kg m−3 to 3000 kg m−3. Ordinary chondrites have

only a slightly higher density ρgrain ≈ 2900 kg m−3 to 3600 kg m−3.

If the density of the assumed meteorite equivalent is assumed for the whole

asteroid, the macroporosity is derived as the relative amount of void space or

cracks larger than the micrometre scale inside the meteorites. In Figure 1.6b,

it is shown that S complex members have lower macroporosities (less than

30 %) than C types (less than 60 %). This implies that S and C type asteroids

have different formation history. The ordinary chondrites are igneous rocks,

showing signs of being melted and having experienced higher temperatures,

while carbonaceous chondrites are primitive, most likely not having experienced

pre-formation melting. Carry (2012) argue that if the material in the melting

and re-condensation process would acquire some cohesion, this would prevent

the opening of large voids in impacts event below the disruption threshold.

1.1.5 Rotation Rate Distribution of Asteroids

The rotation rates of asteroids can be measured by lightcurve observations. The

2014 release of the LCDB contains 6979 measured periods, 4040 of high quality,

as designated with a quality parameter U> 2 (for a definition of U, see Warner

et al. [2009, Table 1]). The distribution of spin rates as a function of radius can

be seen in Figure 1.7.

Based on a dataset of 688 asteroids, Harris (1996) was the first to realise

the most striking feature of this distribution, a clear cut-off at a period. In his

dataset, no asteroid was found with periods below P ≈ 2.2hours. On a larger
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Šteins

Itokawa

2005 UW163

2001 OE84

1950 DA

5 % percentile
Median

10−2

10−1

100

101

102

103

104

105
Pe

rio
d
P

(hs
)

Figure 1.7: Rotation period in revolutions per day as a function of radius for
4040 asteroids in the Asteroid Lightcurve Database (LCDB) (Warner et al. 2014).
For asteroids larger than R> 130m a spin barrier is found at P = 2.2hours.
The positions of both (2867) Šteins and (25143) Itokawa are marked, as well as
the superfast rotators 2005 UW163 (Chang et al. 2014), (2001) OE84 (Pravec
et al. 2002b) and (29075) 1950 DA (Rozitis et al. 2014).
Semi-transparent points have less well defined lightcurves than the solid ones
(U= 2 and U≥ 3 for the LCDB quality parameter U, respectively). Lesser quality
data has been neglected in this plot (U≤ 1) The periods corresponding to
relaxation times of exited rotation due to internal energy dissipation of τrel =
4.7Ga and τrel = 1.0Ga are shown after Equation (1.2).
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dataset, Pravec and Harris (2000) found a few fast-spinning asteroids, but all of

them with sizes below Requiv. ≈ 120m. This cut-off is still clearly visible, as only

a few asteroids so far have been found with periods shorter than 2.2 hours and

radii larger than 130 m (Rozitis et al. 2014).

Almost all of the asteroids rotate in principal axis rotation. A few asteroids

have been found in non-principal axis rotation (Pravec et al. 2005), all of them

with long periods. In a non-rigid body, non-principal axis rotation causes stresses

in the interior, which in return dampen the excited rotational state. Estimating

typical parameters for the internal energy dissipation, Harris (1994) derived

a size-dependent timescale for the relaxation τrel of excited rotational states.

Assuming a timescale, the period-size dependency is:

P = 17(hours)
�

D
(km)

�
2
3
�

τrel

(Ga)

�
1
3

. (1.2)

All object found in a tumbling state by Pravec et al. (2005) have periods longer

than the line assuming a relaxation timescale of τrel = 4.7Ga as seen in Fig-

ure 1.7, but not all slow rotators are tumbling.

All the features of the asteroid belt are testimonial of the evolution of the

solar system, and have to be explained by models of the solar system’s history.

1.1.6 Formation of the Solar System

The observation of a large number of Proto-Planetary Disks (PPDs) around young

stars in star-forming regions (see Figure 1.8 for an example of a direct detection,

and for detection by infrared excess around young stars Haisch et al. [2001] and

Wyatt [2008]) consolidated the view that stars and their planetary system form

in the same astrophysical process out of the collapse of a cloud of interstellar

medium of gas and dust.

The conservation of angular momentum in a contracting cloud naturally

explains the formation of a thin, rotating disk around the protostar (Terebey

et al. 1984; Armitage 2010). These disks have a lifetime of around 6 million

years for solar like stars (Haisch et al. 2001), or even shorter for more massive

stars (Carpenter et al. 2006), setting the timeline for planet formation.

In the PPD, thermal energy is added mainly by viscous processes during ac-

cretion, and by radiation from the host star. As the outer parts of the PPD receive

significantly less stellar radiation, mid-plane temperatures decreases with stellar
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Figure 1.8: Protoplanetary disk surrounding the young star HL Tauri observed by
ALMA. Source: ALMA (ESO/NAOJ/NRAO), www.eso.org/public/images/eso1436a
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distance, dropping below the condensation temperatures for Calcium-Aluminium

Rich Inclusions (CAI) and even water within 1 AU to 5 AU for a typical model of

the early solar system (Boss 1998, Figure 1).

Forming first micro-metre sized dust, the condensed material quickly ag-

gregates to millimetre or centimetre sized initially fluffy aggregates, that are

compacted by frequent collisions (Zsom et al. 2010). At this stage, further

growth by collisions is prevented by the so called bouncing barrier, as larger

particles decouple from the gas in the PPD which leads to higher collision ve-

locities. Therefore, centimetre sized bodies either bounce off or fragment in

collisions (Güttler et al. 2010; Zsom et al. 2010).

To overcome the bouncing barrier, two very different scenarios have been

proposed: In the mass transfer model, introduced by Windmark et al. (2012b),

some ‘lucky particles’ at the lower end of the velocity distribution are enough to

seed growth to planetesimals by mass-transferring collisions (Windmark et al.

2012a). In another model, local instabilities inside the PPD lead to overdense

regions with low relative velocities, where merging collisions of larger bodies

are possible and in the end a kilometre sized planetesimal is created.

These planetesimals code their position inside the PPD in their interior —

because different materials have very different condensation temperatures, the

composition of a planetesimal is indicative of the temperature at which the

material was formed. The temperature, on the other hand, is directly linked to

the position in the PPD, and again the condensation temperatures mark for each

volatile species a snow line, the distance from the Sun at which the temperatures

falls below the condensation. As water is by far the most abundant volatile

species in comets, followed by a few percent of simple molecules like CO, CO2

and CH3OH (Bockelée-Morvan et al. 2004), cometesimals must have formed at

least outside the water snow line, while most planetesimals form on the inside of

the water snow line, although mixing processes in the later evolution could also

explain asteroid formation outside of the snow line that would later migrate into

the inner solar system. These bodies are a possible source for C type asteroids

in the outer main belt (Walsh et al. 2012) when they loose the volatiles again,

or might also source the population of MBCs recently discovered (Hsieh et al.

2004, 2010; Jewitt et al. 2010).

At this point, the formation of actual planets begins. Outside the ice frost

line, where more condensed material is available, solid cores form big enough to

overcome the critical core mass, when runaway gas accretion starts, and giant

15



Introduction
Asteroids and Comets in
the Solar System 1.1

planets form that open gaps in the PPD as seen in Figure 1.8. Inside the snow

line, terrestrial planets form, not massive enough to capture the gas.

The whole formation process of the early solar system is quite complex.

The recent advancements of techniques allowing the direct detection of extra-

solar planetary systems, a multitude of protoplanetary disks imaged by modern

telescopes, sophisticated computer models allowing to explore the processes

involved in detail, and an ever increasing dataset of space missions and ground

based surveys to understand the one in-situ model, the solar system, will hope-

fully lead to a deeper understanding of the processes involved. For this work,

this interesting topic is merely touched to understand where asteroids fit into

the picture. For further reading, the reader might want to see Armitage (2010),

‘Astrophysics of Planet Formation’, and the comprehensive Beuther et al. (2014),

‘Protostars and Planets VI’.

Formation of Asteroids

The driving questions for the formation of the primordial asteroid belt is how to

overcome the metre-sized bouncing barrier and form protoplanets or planetary

embryos of a approximately 1000 km size. One important constraint for the

initial Size Frequency Distribution (SFD) is the observed deviation in the size

distribution of the current asteroid belt at D = 100km seen in Figure 1.3.

In a attempt to model the growth phase of particles up to planetary embryos,

Morbidelli et al. (2009) used a statistical coagulation/fragmentation code for

collisional accretion. The only fit to the required SFD was achieved when using

an initial size of 100 km for planetesimals. This led them to conclude that

‘asteroids are born big’, and that the first stage of planetesimal formation must

somehow ‘jump’ from metre to hundred kilometre size. In a competing scenario,

Weidenschilling (2011) was able to reproduce the primordial SFD from small

planetesimals, even below 100 m using a particle-in-a-box simulation.

Several processes that could explain the creation of large planetesimals are

discussed in the review by Johansen et al. (2014), ‘The Multifaceted Planetesimal

Formation Process’. Particle concentrations in the gas containing PPD can be-

come unstable and lead to a runaway growth to planetesimal size. The streaming

instability (Youdin and Goodman 2005; Johansen et al. 2012) where aerody-

namic drag of solid particles moving relative to the gas exert a back-reaction

force onto the gas. For larger particles that couple to the gas (a Stokes number

of 1), overdense regions appear that reach almost 1000 times the gas density.
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These overdense region can then gravitationally collapse to form planetesimals

(e. g. Wahlberg Jansson and Johansen 2014).

1.1.7 Early Evolution of the Asteroid Belt

During their formation, the interaction with the gas leads to the migration of

planets to the centre of the disk. Due to orbital resonances, the inward migration

of an early Jupiter prevents the formation of a planet outside the orbit of Mars

as well as shortening the reservoir of planetesimals for Mars, leading to the

low mass of this planet. This inward migration process can be observed in

many exoplanetary systems, and explains the existence and abundance of Hot

Jupiters, giant gas planets that have orbits very close to their host star (Udry

and Santos 2007). In the solar system, Jupiter’s inwards migration was stopped

only because there was another planet, Saturn. Orbital resonances with Jupiter

caused a grand tack (Walsh et al. 2012), reversing their migration towards the

outer solar system and catching the outer planets, Uranus and Neptune, forcing

them to migrate outwards too. This scenario, called the Grand Tack and the Nice

model in later stages, is mainly founded on the basis of numerical experiments,

being able to reproduce most characteristics of todays configuration of the solar

system starting at a likely, but arbitrarily chosen initial configuration (Tsiganis

et al. 2005; Gomes et al. 2005; Morbidelli et al. 2005, 2012).

This scenario is challenged for example by the colour distribution found in

TNOs (Hainaut et al. 2012). The colour characteristics of both Detached Disk

Objects (DDOs) and hot Classical Disk Objects (CDOs) (for a definition see e g.

Figure 3 in Lacerda et al. [2014]) can currently not be explained. While until

now, the Nice model was always successfully adjusted to include new dynamical

constrains, it predictive value is limited due to the large number of parameters

involved.

In this process of reversing Jupiter’s migration from inwards to outwards,

most of the main asteroid belt was left, as a reservoir of planetesimals still

gravitational influenced by Jupiter. Excitation of orbital parameters is especially

strong in mean motion resonances: These are orbits, where the period of one

of the bodies involved is an small integer multiple of the other body. The

periodic occurrence of close approaches leads to a destabilization of the asteroid’s

orbit. These resonances with Jupiter deplete the asteroid belt, leading to the

Kirkwood gaps observed in its present form. This constant stirring has also

another consequence: small bodies in the solar system constantly suffer the
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threat to be destroyed in a disruptive collision.

1.1.8 Collisional Evolution of the Asteroid Belt
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Figure 1.9: Asteroid rotation rate as a
function of radius. Same data as in Fig-
ure 1.7, but focused on the size range of
1 km to 150 km. In the median, a clear
V shape can be seen, with a minima at
Requiv. ≈ 54km.

In numerical experiments to infer the

size distribution of the main belt after

the formation of planetary embryos,

prior to the runaway gas-accretion

that formed Jupiter, Bottke et al.

(2005b) were able to constrain the

size-dependent collisional history of

asteroids. While they found that aster-

oids larger than D = 120km are most

likely primordial objects or left-over

pre-planetesimals, most smaller aster-

oids are remnants of catastrophic dis-

ruptions. The exact size of this trans-

ition is model dependent, particularly

on the assumed shape of the strength

scaling parameterized by the disrup-

tion threshold Q∗D (see Section 1.3.6).

Binzel et al. (1989) found a transition

in the statistical distribution of rota-

tion periods at a size of D = 125km,

as they found that the distribution of

rotation rates for bodies larger than

this value followed a Maxwellian dis-

tribution, while smaller bodies show

an excess of slow rotators. As a com-

pletely collisional relaxed population should follow a Maxwellian distribution of

rotation rates assuming Gaussian velocity distribution (Pravec et al. 2002a; Salo

1987), this leads to the conclusion that the large asteroids have preserved the

characteristics of the primordial asteroid belt. This transition coincides with the

minimum in the distribution of rotation rates shown in Figures 1.7 and 1.9 at

Requiv. ≈ 54km, which could well be a confirmation of the primordial nature of

these bodies. It is further supported by the age of the surface seen on the asteroid

(21) Lutetia, with dimensions of 121 km× 101 km× 75 km, showing in some re-
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gions a SFD corresponding to a crater retention age of (3.60± 0.01)Ga (Sierks

et al. 2011; Weiss et al. 2012). Lutetia is therefore most likely a primordial body.

While this does not signify that all asteroids smaller than this size range must

be second-generation asteroids, fragments of disrupted large bodies should be

abundant in the asteroid belt. The size distribution of asteroid families formed

during collisional disruption of a large parent body was found to match only

simulations that take gravitational re-accumulation into account (Durda et al.

2007; Benavidez et al. 2012). Also, simulations by Michel and Richardson

(2013) have shown, that the rubble pile asteroid Itokawa can be formed by

re-aggregation of a catastrophically disrupted parent body.

1.1.9 Radiative Forces as Driver of Asteroid Evolution

While gravitational forces can explain most of the dynamics in the solar system, in

the last 20 years it became more and more clear that subtle radiative forces shape

some aspects of the solar system significantly. In the case of asteroid families in

the main belt, backwards integration of the orbits of family members resulted

in a velocity field of the escaping ejecta that did not match the results found

by the simulation of collision events. Another puzzling fact was the bimodal

distribution of spin rates found on members of the Koronis family (Slivan 2002).

The constant crater production rate observed on lunar maria implies that the

process delivering main belt objects into the Near-Earth Object (NEO) population

is a continuous process, rather than supplied by sporadic but major events like

collisions of very large objects, as these should result in a much larger number

of asteroid families that is not observed (Nesvorný et al. 2002). Also, orbital

distributions of the observed asteroid families do not fit in the image of a purely

collisional evolved disruption event: the peak velocities in the size-velocity

distribution are higher than expected, and the spin rates observed do not follow

the expected Maxwellian frequency distribution (Vokrouhlicky et al. 2003; Michel

et al. 2001). This all indicates that the classical model is not complete, and

gravitation is not the only force shaping the evolution of asteroids.

In this situation, thermal effects that had been described almost 100 years

ago in a pamphlet by I. O. Yarkovsky and picked up again by Opik (1951) got new

attention. The radiation of the Sun, reflected or absorbed by the surface of a solar

system object and then re-radiated into space can, under certain circumstances,

alter the orbit and the rotation state of the asteroid.

19



Introduction
Asteroids and Comets in
the Solar System 1.1

368 B. Rozitis and S. F. Green

Figure 1. Schematic of the Yarkovsky and YORP effects on the orbit and
spin properties of a small asteroid.

significant uncertainties to predictions of the orbits of potentially
hazardous asteroids during very close encounters with the Earth,
such as (54509) Apophis (Giorgini et al. 2008). Currently, it has been
detected by sensitive radar ranging for (6489) Golevka (Chesley
et al. 2003), by deviations from predicted ephemerides over a
long time span for (152563) 1992 BF (Vokrouhlický, Chesley &
Matson 2008), and indirectly through the observed orbital distri-
bution of the Karin cluster asteroid family (Nesvorný & Bottke
2004).

The YORP effect helps to explain the observed distribution of
rotation rates in the asteroid population (Bottke et al. 2006); those
smaller than 40 km, which are more susceptible to YORP-induced
spin rate changes, have a clear excess of very fast and very slow
rotators. YORP also causes the direction of the rotation axis to
shift, although so far only indirect evidence for this effect exists
through the clustering of rotation axis directions in asteroid fami-
lies (Vokrouhlický, Nesvorný & Bottke 2003). Small gravitationally
bound aggregates (rubble pile asteroids) could be spun up so fast
that they are forced to change shape and/or undergo mass shedding
(Holsapple 2010). Approximately 15 per cent of near-Earth as-
teroids are inferred to be binaries (Pravec & Harris 2007), and
YORP spin up is proposed as a viable formation mechanism
(Walsh, Richardson & Michel 2008). In particular, the binary
(66391) 1999 KW4 (Ostro et al. 2006) exhibits the typical phys-
ical and orbital characteristics (i.e. spinning-top primary shape and
a spheroidal secondary with a near-circular equatorial orbit) pre-
dicted by YORP spin up. It has also been recently suggested that
YORP spin up and fission of contact-binary asteroids is a viable for-
mation mechanism of asteroid pairs (Pravec et al. 2010). The YORP
effect has been detected for asteroids (54509) YORP (Lowry et al.
2007; Taylor et al. 2007), (1862) Apollo (Kaasalainen et al. 2007;
Ďurech et al. 2008a), (1620) Geographos (Ďurech et al. 2008b) and

(3103) Eger (Ďurech et al. 2009) by observing very small phase
shifts in their rotational light curves over several years.

To accurately model the Yarkovsky and/or the YORP effect act-
ing on an asteroid, any model must take into account the asteroid’s
size and shape, mass and moment of inertia, surface thermal prop-
erties, rotation state and its orbit about the Sun. Past and current
models tend to focus on modelling just one of the effects and not
both simultaneously (see Table 1 for a list of models produced
and used over the past decade). However, since the two effects
are interdependent (as they each influence some of their dependent
properties), a unified model of both Yarkovsky and YORP effects is
required to accurately predict the long-term dynamical evolution of
asteroids affected by them. For the selection of YORP-detected as-
teroids, the models generally overestimate the YORP effect acting
on them when compared to the observations. Furthermore, studies
have shown the YORP effect to be highly sensitive to small-scale
variations in an asteroid’s shape model, and suggest that the error in
any YORP effect prediction could have unity order (e.g. Breiter et al.
2009; Statler 2009). It remains uncertain whether these findings are
a product of specific model assumptions or model simplifications.

Golevka was the first asteroid for which a Yarkovsky orbital drift
has been detected and its semimajor axis has been measured to
be decreasing at a rate of −95.6 ± 6.6 m yr−1 (Chesley et al. 2003,
2008). It has been extensively studied using radar observations from
which its orbital properties, shape, size and rotation state have been
derived (Hudson et al. 2000). By considering a range of typical
asteroid surface thermal properties, Chesley et al. (2003) compared
Yarkovsky model predictions with the observed orbital drift to infer
that Golevka has a bulk density of 2700+400/−600 kg m−3. Numerous
other YORP models have used Golevka’s radar-derived shape for
testing purposes but so far the YORP effect has not been measured
(e.g. Čapek & Vokrouhlický 2004).

The Yarkovsky orbital drift on asteroid 1992 BF was discovered
by a mismatch between precovery optical astrometric observations
conducted in 1953 and the orbit predicted by observations spanning
from 1992 to 2005 (Vokrouhlický et al. 2008). This mismatch could
not be explained by inaccuracy of the 1953 observations, but it
was found (using a simple linear heat diffusion model) that the
Yarkovsky effect had the necessary strength to cause the observed
orbital drift. 1992 BF’s semimajor axis has been measured to be
decreasing at a rate of −160 ± 10 m yr−1.

Asteroid YORP (formerly known as 2000 PH5) was the first as-
teroid for which a YORP effect has been detected, which is causing
its rotation to accelerate at a rate of 0.47 ± 0.05 rad yr−2 (Lowry
et al. 2007). Asteroid YORP already has a fast rotation period
of 12.17 min but due to its YORP rotational acceleration it might
reach a rotation period of just ∼20 s towards the end of its expected
dynamical lifetime. Taylor et al. (2007) conducted radar observa-
tions of asteroid YORP, deriving its irregular shape and rotation
pole orientation allowing models to produce a theoretical rotational
acceleration for comparison purposes. It was found that the model
predictions overestimated the rotational acceleration compared with
that observed by factors ranging from ∼2 to ∼6.

Apollo’s YORP effect was detected shortly after that of asteroid
YORP. Kaasalainen et al. (2007) first measured its rotational ac-
celeration, which Ďurech et al. (2008a) improved upon. Its rotation
has been measured to be accelerating at a rate of (7.3 ± 1.6) ×
10−3 rad yr−2. This is consistent in sign and magnitude with the the-
oretical YORP value of 10.6 × 10−3 rad yr−2, which was made using
the light-curve-derived shape model and rotation pole orientation.

Geographos has a rotation that has been measured to be accelerat-
ing at a rate of (1.53 ± 0.20) × 10−3 rad yr−2 (Ďurech et al. 2008b).

C⃝ 2012 The Authors, MNRAS 423, 367–388
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS

Figure 1.10:
Schematic of the Yarkovsky and
YORP effect on the orbit an spin
properties of small asteroids. Re-
printed from Rozitis and Green 2012

For bodies roughly larger than the penetration depth of the annual or the

diurnal thermal wave, there are two effects which cause alteration of the body’s

state of motion ( see Figure 1.10 for a schematic ): The Yarkovsky effect is caused

by the thermal inertia of the body. As the absorbed radiation is re-emitted after

a certain time delay, the body has rotated, resulting in a net force altering the

orbit. The Yarkovsky-O’Keefe-Radzievskii-Paddack (YORP) effect is a net force,

resulting from asymmetric features of the body, and altering its rotation rate

and obliquity. The two effects, Yarkovsky and YORP, are both results of solar

radiation, heating up the surface of the asteroid, transferring momentum to the

asteroids’ surface, not only by the incoming radiation, but also and much more

important by the photons of the heat radiation emitted into space. A good review

of both effects can be found in Bottke et al. (2006), ‘The Yarkovsky and YORP

effects: Implications for asteroid dynamics’, a more recent one in Vokrouhlicky

et al. (2015), ‘The Yarkovsky and YORP Effects’.

The Yarkovsky Effect

The Yarkovsky effect, first described around 1900, only received attention about

50 years later after a discussion paper by Opik (1951). A body heated by

absorption of solar radiation will re-emit the energy into space in the far infrared

according to the Stefan-Boltzmann blackbody radiation. Both the absorption

as well as the re-radiation transfer momentum to the body. In the case of an

ideal surface following Lambert’s Law, and assuming instant re-radiation, the

net force acting on the body is directed radially. Therefore, the state of motion

is not changed. But real bodies have a non-negligible heat capacity, causing a
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delay of the re-radiation. This delay is described by the empirical term thermal

inertia γ, that subsumes the effect of surface thermal conductivity K , density ρ,

material specific heat capacity c as γ=
p

Kρc.

As the body rotates, causing the diurnal Yarkovsky effect and continues to

move on its orbit causing the seasonal Yarkovsky effect, the hottest point on the

surface does not any more point towards the Sun, resulting in a net force that

decreases the semi major axis a of the orbit of the body.

Vokrouhlicky et al. (2015) describe the following characteristics of the

Yarkovsky effect:

• The seasonal change in a is always negative, shrinking the orbit of the

body, and most effective if the rotation axis of the body is in the orbital

plane (obliquity Θ = ±90°).

• The diurnal effect in contrast is able to shrink or expand the orbit, depend-

ing on the sign of − cosΘ. Retrograde rotators shrink, whereas prograde

rotators expand their orbit.

• The Yarkovsky effect is strongest when the penetration depth of the thermal

wave is of the order of the radius R.

• The diurnal effect is proportional to cosΘ, the seasonal to sinΘ2. There-

fore, the diurnal is maximal at Θ = 0° and 180°, while the seasonal is

maximal at Θ = 90°.

Detection of the Yarkovsky effect has been possible directly on several as-

teroids, first by Chesley et al. (2003) on asteroid (6489) Golevka. While the

acceleration due to the Yarkovsky effect is tiny, around 1 pm/s2 for Golevka, a

NEO of 500 m radius, the change in orbit over a time of just about a decade

resulted in an offset of 15 km compared to the position predicted based purely

on gravitational forces, detectable in radar delay measurements to a high level

of confidence.

The YORP Effect

When photons are radiated from a Lambertian radiator, a net reaction force

normal to its surface will result from the momentum carried away by the photons.

On a spherical body, the sum of all forces will be zero and no net force will be

produced. This is, however, not true if the body has some wedge-like, asymmetric
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feature as schematically seen in Figure 1.10: like a windmill, it can produce a

torque, altering the rotation period and obliquity of a body. The acronym YORP

(Yarkovsky-O’Keefe-Radzievskii-Paddack) was first used by Rubincam (2000) in

a publication giving a thorough discussion of the effect. In a simplified model of

a spherical asteroid with two wedges attached, a net torque is produced, because

even if the radiation of both planes has the same magnitude, the different

directions will cause a recoil that does not average out over one revolution.

The torque changes both the rotation as well as the obliquity of the asteroid,

and its sign depends of the exact surface features and the thermal properties

of the surface layer, thus for the calculation of YORP strength an accurate

shape model of the asteroid is needed. The resulting force is given by the

summation over all surface elements, the major unknown being the temperature

of each element. The temperature has to be calculated from the incoming energy,

determined by the solar radiation absorbed, depending on its shape and albedo,

and how this energy is conducted into the body. In contrast to the Yarkovsky

effect, YORP will be effective even when the thermal conductivity is zero, because

the direction of the torque is mainly defined by the shape of the object.

To calculate the value of YORP torques exerted on the rotating asteroid,

detailed thermophysical models have to be used. Rozitis and Green (2011),

among others (e. g. Statler 2009; Breiter and Vokrouhlicky 2011), developed a

thermophysical model of rough asteroid surfaces incorporating explicit treatment

of partial shadowing, self-heating by thermal irradiation between surface ele-

ments, and thermal-infrared beaming. The effect of thermal-infrared beaming,

or the strong non-lambertian re-radiation towards the Sun on rough surfaces,

was further analysed (Rozitis and Green 2012), and global shadowing effect and

self-heating was implemented (Rozitis and Green 2013). Applying the model

to a set of asteroids with known shapes, Rozitis and Green (2013) found that

while self-heating and shadowing had only small influence on the magnitude of

the Yarkovsky effect, the YORP amplitude is indeed highly sensitive.

Both the dependency of rotation rate ω and the obliquity Θ can be described

using Legendre polynomials (Vokrouhlicky et al. 2015). The amplitude of the

YORP effect, CYORP, is proportional to R3, and inversely proportional to the

principal moment of inertia I , which itself is proportional to I ∝ R5, resulting

in a total dependency of CYORP∝ R−2.

The roots of the second-degree Legendre polynomials lead to obliquity val-

ues of Θ ≈ 55° and Θ ≈ 125° where the amplitude CYORP is zero, compellingly
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explaining the vanishing of the rotation rate YORP effect at these values numeric-

ally found before by Rubincam (2000). Also, observational evidence showed that

the spin orientation in the collisional asteroid family Koronis (Slivan 2002) and

Flora (Kryszczyńska 2013) are indeed not following a Maxwellian distribution,

as collisional origin would produce, but rather distributed bi-modal, with 42° to

50° for prograde, and 154° to 169° for retrograde rotators in the Koronis family

(Slivan et al. 2003). This gives indirect evidence for evolution due to YORP

after the family creating event, and first hand evidence for the importance of

the effect in the evolution of the asteroid belt.

The YORP effect was first detected directly by Lowry et al. (2007) and Taylor

et al. (2007) on asteroid (54509) YORP. Using four years of high precision

lightcurve data, a phase shift of dω/dt = (35.0± 3.5)× 10−7 rad/d2 was found

(Lowry et al. 2007). This fitted well the YORP strength predicted by Taylor et al.

(2007), based on a shape model derived from range-Doppler images.

Further detection have been made on five other asteroids so far, including

Itokawa (Lowry et al. 2014). Itokawa not only showed a acceleration in rotation

rate of dω/dt = (3.54± 0.38)× 10−8 rad/d2, but thermophysical modelling of

the YORP strength using the detailed shape model from the Hayabusa mission

revealed an offset of the centre of mass by approximately 21 m. This could be

explained if Itokawa is not homogeneous, but instead composed of two separate

bodies, a dense ‘head’ on a more porous ‘body’.

Shape Evolution by YORP Spin-Up

The magnitude and sign of the YORP torque are both very sensitive to the exact

shape of the asteroid. Recent studies seem to indicate a preference for spin-up

(Vokrouhlicky et al. 2015). For essentially strengthless bodies, changes of the

spin rate cause internal reconfiguration by relaxation of stresses compared to

the hydrostatic equilibrium figure, although the idealised fluid equilibrium is

never reached due to the non-negligible, though small surface friction between

the rubble constituents.

Representing rubble pile asteroids using a soft-sphere approach, Walsh et

al. (2008) and Sánchez and Scheeres (2012) showed that asteroids suspected

to YORP spin-up indeed rearrange into a top-like shape (as example, see Fig-

ure 1.12), with a pronounced bulge at the equator, also denoted as a YORPoid

shape (Lowry 2015). The final shape is depending on the properties of the

granular material, as commonly described by the angle of repose, the critical
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(a) Reorganisation of rubble pile asteroid model during spin-up, possibly produced by
YORP. Spheres at the initial surface a coloured orange. Snapshots of approximately
1000 asteroid rotations are shown.

(b) Formation of a binary asteroid system in asteroids with a rigid core, looking down
the primary spin axis (left panel) and looking along the equatorial plane (right panel).

Figure 1.11: The effect of YORP induced spin-up on rubble pile asteroids, as
modelled using hard-sphere particles. Reprinted from Walsh et al. 2008

Figure 1.12: Constant-slope figure (white line) compared to the shape and
gravitational slope of (66391) 1999 KW4 (Scheeres et al. 2006; Ostro et al.
2006). Critical slope angle was 37°. Reprinted from Harris et al. 2009
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angle at which granular flow will start. As seen in Figure 1.11a, most of the

material forming the equatorial bulge is reorganised surface material from the

poles, rather than material from the interior of the body. This shape actually

has been found in many asteroids, first of many in the primary asteroid of the

binary asteroid pair 1999 KW4 (Ostro et al. 2006). Tanga et al. (2009) showed

in a series of simulations, that indeed the observed distribution of axial ratios

and therefore the bulk shapes of asteroid can be reproduced using a N -body

approach of spherical ‘pebbles’ with surface friction. While this interpretation

of top-shaped asteroids as being shaped by YORP induced spin-up seems con-

clusive, Statler (2015) cautions that the evidence is not yet without doubt. As

YORP strength is strongly depending on asymmetric surface features, the amp-

litude of the rotational part will decrease when the bulk reshaping form exactly

these top-like, symmetric shapes. This so called YORP self-limitation is seen in

coupled N -body–YORP strength calculations (Cotto-Figueroa et al. 2015). In

these simulations, for low internal angles of friction no evolution of top-shaped,

axisymmetric bodies could be observed. Also, the timescale of changes in ob-

liquity, at least for nearly axisymmetric bodies, is an order of magnitude shorter

than for changes in rotation rate, therefore the observed bi-modal obliquity

distribution does not necessarily attribute the top-like shape to YORP spin-up

(Statler 2015).

During the spin-up of asteroids, not only an equatorial bulge is formed, but

also material is shed from the equator, possibly under certain conditions forming

a binary (see Figure 1.11b) (Walsh et al. 2008; Pravec et al. 2010; Sánchez and

Scheeres 2012).

Under the condition, that the secondary asteroid is tidally locked and there-

fore the orbital and rotational periods are locked, Ćuk and Burns (2005) showed

that the binary system itself is shaped by thermal emission forces on asymmetric

bodies again. The Binary YORP (BYORP) effect acts in damping the binaries orbit,

and synchronising the secondary’s spin on timescales of 104 a to 105 a. Although

there has not been any direct observation of the BYORP yet, a large campaign

has been started to observe candidate systems. This process has been suggested

as one of the possible origins of the bi-lobe structure of asteroid Itokawa (Lowry

et al. 2014), that might have formed by the re-impact of a satellite formed earlier

by mass-shedding.
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1.2 The Interior of Asteroids

1.2.1 Models of the Internal Structure of Asteroids

Generally, a rocky body can be monolithic, fractured, or a rubble pile (Asphaug

et al. 2002). A monolithic body contains practically no macroscopic voids and

its strength is determined by the material itself. Therefore, it shows high tensile

strength, and transmits stress wave efficiently. Surprisingly, this means that large

monolith are easier destroyed by impact events than fractured or rubble pile

bodies of the same size (e. g. Benz and Asphaug 1999)

Because the size distribution of impactors follows approximately a power

law, small impacts occur much more frequent than larger ones. Therefore, even

if no disruptive impact event destroys such a monolith, frequent sub-disruptive

impacts will shatter the interior. In this process, the body looses almost all

tensile strength, but for impacts where the fragments are not dislocated the

macroporosity is still very low and stress wave are transmitted almost as easily

as in monolithic bodies (Michel et al. 2003). In impacts of higher energy, the

fragments are dislocated and rearrange in a loose packing, significant void space

is introduced and the result is a rubble pile asteroid. These bodies transmit stress

waves very inefficient and have practically no tensile strength.

If a large protoplanet of several hundred kilometre size is destroyed and

dispersed in a collision event, gravity pulls together the resulting fragments to

form a set of asteroids, sharing most attributes like composition and dynamics,

but separating dynamically mostly due to size effects afterwards (Michel et al.

2015). The detection of several asteroid families give evidence of the frequent

occurrence of these events. The smaller asteroids resulting from re-aggregation

of fragments do not have enough mass and therefore hydrostatic pressure in

their interior, to reprocess the material by melting the core and rearranging to

a spherical shape. During this aggregation phase, where mainly low velocity

impacts occur, asteroids are formed that are not compacted, but resemble more

loosely bound piles of rubble, containing void space. This is matched in the

derived void fractions for asteroids smaller than Requiv. ≈ 155km of which both

mass and radius have been measured, that show high macroporosities of up to

70 % (Carry 2012).

While the image of monolithic, fractured or rubble pile interior is true for

small asteroids, the existence of igneous meteorites is proof of melting and

differentiation occurring in planetesimals (e. g. McCoy et al. 2006). For melting
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of chondritic material, temperatures above s 1223K are needed. These temper-

atures can neither be reached by accretional heating nor decay of long-living

radionuclids. Also, impacts events providing such temperatures throughout the

body would most likely destroy the body in the process (McCoy et al. 2006).

Currently the best candidate as a heat source is the decay of the short-lived

radionuclid 26Al. Decay products, mostly 26Mg, are present in most classes of

chondrites, and the ratio of 26Al/27Al found in CAI suggest that 26Al was present

and homogeneously mixed in the PPD (Huss et al. 2001). The halftime of 26Al is

(0.705± 0.024)Ma (Norris et al. 1983). This is congruent with a fast formation

of planetesimals within 4 Ma (Huss et al. 2001).

The Dawn spacecraft provided evidence for planetary tectonics on Vesta,

consistent with a fully differentiated mantle/core structure (Buczkowski et al.

2012). The even larger Ceres has a low density, but nevertheless was described

as a differentiated object due to its shape indicative of a gravitational relaxed

object (Thomas et al. 2005). Even the much smaller asteroid Lutetia was found

to be most likely partially differentiated (Weiss et al. 2012). Therefore, the

interior of large asteroids probably differs widely from the structures found in

small asteroid.

As the focus of this work is on small asteroids, in the following the interior

of rubble pile asteroids is discussed.

1.2.2 Rubble Pile Asteroids

Most asteroids are not monolithic bodies, but consist of numerous smaller frag-

ments, and are called rubble piles.

Richardson et al. (2002) summarised the arguments leading to this conclu-

sion:

Spin barrier The observed spin barrier for asteroids larger than R> 130m (see

Figure 1.7) that are found to not spin faster than P = 2.2hours (Pravec and

Harris 2000). This is in good agreement with the assumption that asteroids

larger than a few hundred meters are bound mainly by gravitation and

negligible cohesion.

High macroporosity The high macroporosities found in asteroids. Not only

have asteroids visited by spacecraft shown high values of macroporosity,

like 40 % on Itokawa by the Hayabusa mission (Saito et al. 2006; Abe

et al. 2006) and Šteins by Rosetta (Jorda et al. 2012), but also earthbound
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Figure 1.13: Comet D/Shoemaker-Levy 9 after it broke up into 21 almost equally
large fragments lining up to 1.1× 106 km in 1994. This indicated a very weak
material strength, and could be simulated by using a cohesionless rubble pile
model (Asphaug 1996). Composite of images taken by the Hubble Space Tele-
scope in May 17, 1994. Public domain, NASA, ESA, and H. Weaver and E. Smith
(STScI)

surveys of asteroids revealed macroporosities ranging up to 70 % for bodies

with diameters smaller than 500 km (Carry 2012). These high values

can be explained by void space between interlocking single constituent

fragments.

Tidal breakup The observation of crater chains on Ganymede and Callisto or

our Moon (Schenk et al. 1996) showed that tidal breakup as observed on

comet D/Shoemaker-Levy 9 (SL9) was not a singular event. SL9 apparently

had been disrupted by tidal forces during a close encounter within the

Roche limit in July 1992, forming 21 fragments of 500 m to 1000 m size

(see Figure 1.13). Modelling the breakup of SL9, used to provide an

important benchmark for early (Asphaug and Benz 1994) as well as recent

(Movshovitz et al. 2012) studies modelling granular materials. Schenk

et al. (1996) estimate that such an event occurs every (275± 100) years

in the Jovian system, which implies that most, if not all, comets have only

weak strength.

Farinella et al. in 1982 concluded that almost all asteroids are outcomes

of catastrophic collisional disruption events, and that asteroids smaller than

100 km have undergone multiple shattering and disruptions. Therefore, the

constituents of a rubble pile asteroids are themselves fragments of a collision,

and their size distribution and shape will be a result of the disruption event that

destroyed the parent body. In the case of asteroids Eros and Itokawa, Michikami

et al. (2010) endorsed this scenario by showing that the shapes of boulders
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found on the surface match those of fragments of impact experiments.

1.2.3 The Spin – Size Barrier of Asteroids

Rubble pile asteroids larger than s 100m are mainly bound by gravitation, and

cohesive effects play a minor part in their long-term behaviour. This naturally

also explains the apparent spin-size barrier found for asteroids with diameters

larger than 150 m, that are found not to have periods shorter than 2.2 hours

(Pravec et al. 2002a; Kwiatkowski 2010).

The critical rotation period P c = 2π/ω for an object purely bound by grav-

itational forces is where gravitational acceleration at the surface equals the

centrifugal acceleration at the equator.

GM
R2
=ω2

c R, (1.3)

where G is the gravitational constant, ω the angular frequency, R the radius

of the object, and M the mass that can also be written in terms of the object’s

density ρ as M = 4/3πR3 ×ρ. This leads to

P c =
�

3π
G

1
ρ

�1/2

= 3.301

�

[g/cm3]
ρ

�1/2

[hours]. (1.4)

Again, assuming no cohesive forces, the observed spin barrier at 2.2 hours cor-

responds to a density of 2250 kg m−3. While this is mostly in agreement for

densities of asteroids except iron-rich ones (class Xc, Xk and K, see Carry [2012],

Table 3), some exceptionally fast spinning asteroids have been observed. The

S-type asteroid OE84, with a mean diameter of 0.7 km to 1 km is rotating with

a synodic period of just (29.1909± 1.0000)min (Pravec et al. 2002b). This is

definitely faster than the spin barrier at 2.2 hours, implying that it indeed has

significant cohesive strength.

Rotating solid bodies are not limited by their tensile strength, but will fail on

shear first (Holsapple 2007). The failure criterion is given by the Drucker-Prager

relation: Failure occurs when the second invariant of the deviatoric stresses,

given by the principal stresses σ1, σ2, σ3 as

p

J2 =
1
p

6

q

(σx −σ y)2 + (σ y −σz)2 + (σz −σx)2 (1.5)
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Figure 1.14: Minimal cohesion kcrit to prevent rotational disruption for the large
superfast rotators found in Figure 1.7 as a function of density (x-axis) and angle
of friction Φ of the surface regolith (see legend), as defined in Equation (1.10)
and Equation (1.7).

is larger than the cohesion (shear strength at zero pressure), k, minus a pressure

dependent factor:

p

J2 ≤ k− 3sp Drucker-Prager criterion. (1.6)

The pressure is given by the principal stresses as p = 1/3(σ1 +σ2 +σ3). The

slope given by the friction coefficient s can be related to the angle of friction Φ

by

s =
2sinΦ

p
3 (3− sinΦ)

. (1.7)

Following the discussion in Holsapple (2007), simplified to the case of a

spherical asteroid of radius R, the volume-averaged normal stress components

in a homogeneous rotating body rotating as ~ω= [ωx ,ωy , 0] are given by

σ̄x =(ρω
2 − 2πρ2GAx)

R2

5
σ̄ y =(ρω

2 − 2πρ2GAy)
R2

5

σ̄z =(−2πρ2GAz)
R2

5
,

(1.8)

where Ax ,y,z in the case of a spherical body are equal and have a value of A= 2/3.

These volume averaged stresses can be used with the Drucker-Prager criterion
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(Equation 1.6) to derive the critical value of cohesion, k, at which failure will

occur

1
6
[(σ̄x − σ̄ y)

2 + (σ̄ y − σ̄z)
2 + (σ̄z − σ̄x)

2]≤ [k̄− s(σ̄x + σ̄ y + σ̄z)]
2

(1.9)

=⇒

k ≥ ρω2 R2

5

�

1
p

3
+ 2s
�

− 3s2πρ2GA
R2

5
. (1.10)

In Figure 1.14, this critical value is plotted as a function of the asteroids density, ρ,

and three angles of friction, Φ for the three superfast rotators found in Figure 1.7.

For reasonable assumptions of a density between 2000 kg m−3 and 3000 kg m−3,

only small values of at maximum a few hundreds of Pascal are needed to explain

the stability of these bodies. This is comparable to values derived from lunar

regolith, that has a cohesive strength of 100 Pa to 1000 Pa (Mitchell et al. 1974).

For lunar regolith, the retrieved angle of friction is in the range of 35° to 50°.

In a simplified case for spherical bodies these equations can be used to derive

the critical cohesion for asteroids rotating at a certain rate. In Figure 1.14 these

density dependent values for three superfast rotators are shown. In a detailed

study on (29075) 1950 DA, Rozitis et al. (2014) derive a critical cohesion using

the fully dynamically equivalent ellipsoid of equal volume at an angle of friction

Φ = 40° of 64+12
−20 Pa. This is significantly higher than the value found by the

analysis for spherical asteroid equivalents, where a comparable case leads to a

value of just 12 Pa. Therefore, the values presented in Figure 1.14 have to be

seen as a lower limit. Nevertheless, it shows that bodies rotating faster than the

spin barrier do not need to be monolithic bodies, but can still be seen as rubble

pile asteroids with only weak cohesive strength.

Understanding impact processes is therefore a key to understanding the

evolution of asteroid populations. Especially the stability of bodies against

disruption is an important factor in shaping the size distribution. In general,

bodies with higher void fraction are more stable than monolithic ones. While

in monolithic bodies all energy is available to overcome the material strength,

rubble pile asteroids absorb energy in compacting and destroying the voids first,

therefore showing a higher resistance against disruption.
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1.3 Impact Processes in the Solar System

Given the size and remoteness of asteroids, impact experiments cannot be per-

formed on actual asteroids, nor on direct analogs similar in size. Impact laborat-

ories are able to reproduce some of the conditions though: Impact experiments

carried out at speeds of up to 7.5 km s−1 (e. g. Price et al. 2013, 2012) are

routinely performed, directly comparable to the mean collision velocities in the

main belt (Davis et al. 2002).

Direct observational evidence for impact events are the impact craters formed.

Therefore, the study of crater formation is the first step in understanding physical

processes during impacts of the scale of craters found on bodies throughout the

Solar System.

1.3.1 Crater Formation in Impact Events

The process of crater formation is commonly divided into three main stages

(Gault et al. 1974):

1. Contact and compression: Then the projectile make contact with the target,

a shock wave is going at speeds faster than the local sound speed through

both the target and the impactor. In this shock, pressures of up to Terapas-

cal are reached. When this shock reaches the back side of the impactor, a

rarefraction wave is reflected back, unloading the projectile and melting

or vaporising it.

2. Excavation: A hemispherical transient crater cavity is formed by complex

interactions of the reflected shock wave and the target surface. Material

starts to flow in an initially radial outward pattern.

3. Modification: In this stage, when the kinetic energy of the excavation flow

can no longer overcome gravitation or with cohesive strength of the target

material, a reverse flow begins that raises a central uplift peak and, for

large craters, the crater rim collapses, leading to complex crater shapes.

Often, there is an additional stage of hydrothermal activity in environments

where water is available: Osinski et al. (2005) found evidence on the Haughton

impact crater in Devon, Canada for moderate to low temperature hydrothermal

processing of material, leading to mineralisation and significant changes in the

crater appearance. Also, geological modification on long timescales has to be
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considered when trying to determine original crater dimensions of eroded or

otherwise weathered craters, as the apparent crater diameter observed after

the rim eroded is significantly smaller than the crater diameter measured at the

final rim after the impact, and accurate estimates of the latter are essential for

applying crater scaling laws (Turtle et al. 2004).

1.3.2 Timescales During Impact Events

There is no clear separation of the three stages of impact event. Turtle et al.

(2004) show that for craters on large bodies with significant gravity, the vertical

excavation stops earlier than the horizontal growth in diameter (see Turtle et al.

[2004], Figure 1C and 1D), blurring the boundary between excavation and

modification stages.

Apart from the geological modifications, all cratering processes happen on a

very short timescale. The shortest is the first contact stage, where the projectile

penetrates the target. This penetration depth is usually only a few times the

impactor diameter L deep, and the timescale τcc is governed by the impact

velocity:

τcc =
L

vimp sinΘ
. (1.11)

Therefore, for the Chixculub cratering event, that had an impactor radius

between 7 km to 9 km, an impact velocity of 10 km s−1 to 20 km s−1 (Ivanov

2005), and most probably an obliquity of Θ = 45 °, this stage therefore lasted

about 1.0 s to 1.6 s. For a head-on impact of a 4 m sized impactor at 5.5 km s−1, a

typical velocity for asteroid–asteroid collisions in the main belt, this stage would

last for only a few milliseconds.

When the shock wave has traveled from the impact zone to the back of the

impactor, the pressure is unloaded, as the material is uplifted. At this stage, the

projectile is unloaded, melted and/or vaporized, and does not further influence

the crater forming process. The passage of the shockwave accelerates material

which starts to form the excavation flow and the transient crater cavity. Material

in the upper zone is ejected ballistically, and forms the ejecta curtain, that falls

back to form the ejecta blanket when it is not lost due to insufficient gravity.

About 1/3rd of the transient cavity is formed by excavated material, while the

larger part is displaced material. The rim of the crater is lifted during this process,

and spallation occurs at the surface around the opening cavity. The depth to
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(a) Theoretical cross-section through a transient cavity showing the excavation
flow direction and the target lithology. Reprinted from Osinski and Pierazzo
2012 (Figure 4.2)

(b) Schematic cross-section through a transient crater (Panel a), a final simple
crater (b) and a complex crater (c). Reprinted from Osinski and Pierazzo 2012
(Figure 5.1)

Figure 1.15: Schematics showing stages of the cratering process and different
crater morphologies
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diameter ratio for the transient cavity is generally taken as dtc/R≈ 1/3 (Melosh

1989). The length of this phase is dependent on the details of the excavation

flow. Neglecting strength effects, and on gravity dominated flows on planetary

impacts with surface gravity g it can be estimated as approximately the free-fall

time for the depth d tc of the transient cavity (Melosh 1989),

τexc =

√

√2d tc

g
. (1.12)

This is usually a few hundred times longer than the contact and compression

timescale τcc. Generally, the excavation stage ends when the diminishing shock

wave energy can no longer overcome the gravitational potential for gravity

dominated cratering events, or cohesion for smaller, strength dominated, events.

As this does not happen simultaneously all along the surface of the transient

cavity (Turtle et al. 2004), again the excavation stage cannot be clearly separated

from the modification stage.

1.3.3 Crater Morphology

For simple craters as for example crater Linné in Figure 1.16a, forming in

strength-dominated impacts, the final crater shape is similar to the transient

cavity. Material that has been uplifted is now falling back, filling part of the

cavity, and the steep walls collapse, increasing the cavity diameter by 10 % to

20 % (Kenkmann et al. 2012). Therefore, the final depth-to-diameter ratio is

around dcrater/R≈ 1/5.

In cases where gravity is dominant and the target strength is overcome

during the subsequent collapse, complex crater shapes are formed. They show

an uplifted crater floor with most of the transient cavity collapsed, as seen on

crater Tycho in Figure 1.16b. They are much shallower than simple craters, and

the crater is enlarged by a factor of 1.5 to 2.0 compared to the transient cavity.

The transition between both morphologies — the simple and the complex

crater — is a function of surface gravity and target strength (Kenkmann et al.

2012). On Earth, the largest simple crater has a diameter of about approximately

3.8 km (Garvin and Grieve 1982; Earth Impact Database 2011), whereas the

largest simple craters found on the Moon have diameter of about 16 km (Wood

and Anderson 1978). Overall, Melosh and Ivanov (1999) find that the transition

from simple to complex craters is inversely proportional to the surface gravity.
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(a) Crater Linné on the Moon as example
of a simple crater, where the cratering pro-
cess is dominated by material strength.
The crater has a diameter of 2.4 km and
a depth of 600 m Source: Lunar Recon-
naissance Orbiter Camera, NASA/GSFC/A-
rizona State University

(b) Mosaic image of crater Tycho on the
Moon as example of a complex crater struc-
ture where gravitational forces lead to
complex structures as the central uplift
and the terassed rim. The crater has a dia-
meter of s 82km and a depth of 4700 m
Source: Lunar Reconnaissance Orbiter Cam-
era, NASA/GSFC/Arizona State University

Figure 1.16: Two lunar craters as example of simple, strength-dominated (a)
and complex, gravity-dominated (b) structures.
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Therefore, on small bodies of a few kilometre size, any crater large compared

to the bodies’ diameter is expected to show morphology of a simple crater, as

shown in Figure 1.15b, Panel (b).

1.3.4 Peak Pressure during Cratering Events

In impact events the highest pressures are observed in the first stage during

contact and compression. The shock wave traveling through both the impactor

and the target leads to very high pressures and temperatures. The shock wave

is usually described as a discontinuity: from conservation of energy, mass, and

momentum, the Hugoniot conditions can be derived:

ρ2(vs − vp) =ρ1vs Conservation of mass

(1.13a)

p2 − p1 =ρ1vpvs Conservation of momentum

(1.13b)

E2 − E1 =
1
2
(p1 + p2)
�

1
ρ1
−

1
ρ2

�

Conservation of energy.

(1.13c)

Here, the subscript 1 and 2 refer to the material just before and after the shock

front, respectively. vs and vp denote the shock and the particle velocities, p

the pressure, ρ is the density, while the inverse 1/ρ corresponds to the specific

volume per unit mass.

This system has to be closed using a fourth relation. An equation of state

(EOS) which relates thermodynamic quantities in the form p = p(ρ, E), but for

many materials the EOS is not well determined, especially under extreme condi-

tions as experienced during hypervelocity impacts. Fortunately, experimental

data show that for many materials the particle velocity, vp, can be approximated

by a linear dependency on the shock velocity, vs, and thus using this relation the

system can be closed:

vs = C1 + S1vp. (1.14)

As Equation (1.14) does not specify thermodynamic quantities, it does not allow

us to infer temperatures of the shocked material, but only the pressure. Values

for the constants C1 and S1 have been tabulated for many materials (e.g. Marsh
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1980; McQueen et al. 1967; Nakazawa et al. 1997). Peak pressures for typical

hypervelocity impacts (a few kms−1) range from a few Gigapascal to thousands

of Gigapascal (Melosh 1989).

1.3.5 Oblique Impacts

Gilbert (1893, Figures 10–12), assuming an isotropic source of impactors, derived

a differential probability dX of an impact to happen in the interval of obliquity

from Θ to Θ+ dΘ on a spherical body neclecting gravitational effects:

dX =2sinΘ cosΘ dΘ. (1.15)

Pierazzo and Melosh (2000b) showed, that the same expression holds true for

large bodies where gravitational forces cannot be neglected. This directly leads

to the observation that the majority of impacts should happen at an obliquity

of Θ = 45°, and almost none directly vertically. Only 23.4 % of impacts happen

outside the interval of Θ = 20° to 70°, and only 3 % head on (Θ between 80°

and 90°).

Surprisingly, the final shape of craters is circular in all cases for impacts of

obliquity Θ > 30°. For non-cohesive materials like sand, even for Θ > 15° (see

Figure 1 and 2 Gault and Wedekind 1978) impacts result in circular craters.

Below these limits, circularity of the crater becomes a function of impact velocity

and material properties. In a series of micron-scale impacting experiments,

Wozniakiewicz et al. (2014) found four silica targets ellipticity rising above

length/width > 1.1 for impacts below Θ > 45°. Nevertheless, impact events

do leave traces of the obliquity of the projectile and simulations have shown

that the fate of the impactor is highly dependent on the impact angle (Pierazzo

and Melosh 2000a). The material ejected in impacts with a low impact angle

(Θ < 30°) is almost completely ejected from the crater, while for steep impacts

(Θ > 60°) all the material is smeared over the crater walls. The authors also find

a decrease of vaporisation with impact angle, and an inhomogeneous distribution

of melt material towards the direction of impact.

1.3.6 Threshold for Collisional Disruption of Asteroids

A major parameter for collisional models is the stability of a body against disrup-

tion. As this is a function of many parameters, such as material strength, size,
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impact geometry, and impact energy, analytical models need to be derived from

experimental data.

The transition from cratering regime into disruption of the body is char-

acterised by the catastrophic disruption threshold Q∗, which is defined as the

normalised energy at which the mass of the largest remnant fragment has exactly

50 % of the target’s mass M tar:

Q∗ =
Ekin,imp

M tar

�

�

�

�

M lr=50 % M tar.

(1.16)

It is important to note if the mass of the largest remnant fragment was determined

before any gravitational re-aggregation of fragments took place, or after. In

the first case, only monolithic blocks after shattering are considered, and they

are usually denoted as Q∗S. In the latter case, the largest fragment consist of

several accumulated blocks of monoliths, and is itself a rubble pile. This value

is usually denoted as Q∗D, and in many cases is simplified to the point where

exactly 50 % of the mass is ejected with velocities exceeding the escape velocity

(Holsapple 2009). For impacts involving bodies of comparable mass, the mass of

the impactor has to be taken into account. To formulate a generalised disruption

criterion as a function of mass ratio, impact angle and impact velocity, Leinhardt

and Stewart (2011) formulate the disruption criterion in terms of an equivalent

equal mass impact energy, Q∗RD 1:1, called the principal disruption curve. The

authors observe a linear relation between Q∗RD 1:1 and an effective radius defined

by RC1
3 = (M tar + M imp)/(

4
3πρ0) where ρ0 = 1000kg/m3 is the reference

density.

Holsapple et al. (2002) compiled the first list of scaling relations found in

the literature (see Figure 1.17). It can be seen, that while the models differ

by orders of magnitude, two regimes can be distinguished. For targets smaller

than Rtar = 200m, the strength against disruption decreases with radius. This is

explained by the increasing probability for initial cracks for bodies with growing

size. Most theories assume that the strength is determined by tensile failure (e.g.

Housen and Holsapple 1990), unlike in the case of rotational disruption, where

shear strength limits the body’s stability (Rozitis et al. 2014). Weibull (1939)

first formulated a statistical description of the number of cracks in a material,

and related the strength of a certain volume to the size of the largest flaw that

can stochastically be found in it. The tensile strength of a volume V scales in
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Itokawa Steins

Figure 1.17: Comparison between the mean catastrophic disruption threshold
Q∗ determined by Benz and Asphaug (1999) for basalt targets at vimp = 3km s−1

(bold line) and semi-analytical models found in the literature. Radii of the
volume-equivalent spheres for asteroids Itokawa and Šteins are added, as well
as the gravitational binding energy Ebd of Šteins (see Section 4.4.2 and Equa-
tion [4.2]). Reprinted from Benz and Asphaug 1999
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this approach as

σ ≈ (kWV )1/mW , (1.17)

and is controlled by the Weibull parameters kW and mW. As the probability for

cracks occurring increases with volume, it results in weakening asteroids with

increasing radius. Housen and Holsapple (1999, see Figure 3) found a value

for the Weibull exponent in Georgia Keystone granite of mW = 12.0± 0.5. This

is significantly higher than the value found in the same study for dynamical

impact experiments, leading to values between mW = 8.91± 0.42 and mW =

9.26± 0.58. This indicates that the static model is an oversimplification, and

the assumption that only the size of the largest flaw has to be accounted for is

not valid.

Additionally, the dynamic strength of material decreases with loading time.

Because collisions with larger bodies have longer loading time, this leads, again,

to a weakening with larger body radius. By dimensional analysis, Housen and

Holsapple (1999) found the relation

Q∗S ∝
�

2R
(km)

�

�

−9µ
2mW−3

�

�

vimp

(kms−1)

�(2−3µ)

. (1.18)

The parameter µ is the velocity dependency of the coupling efficiency parameter C

that was introduced by Holsapple and Schmidt (1982) and explored by Holsapple

and Schmidt (1987). Looking for a way to describe impacts where the impactor

is small (defined as being negligible in size compared to the target), the authors

found that in this point-source solution the energy of the impactor is released

into the target in a way that the product

Rimp(vimp)
µ(ρ)ν =C (1.19)

is constant. The parameter C is therefore a unique measure of the impact

magnitude.

Both parameters µ and ν have to be determined in experiments. For both

the limiting cases in the pure strength and the pure gravitational regime, ν is

found to be 1/3. The velocity exponent µ is constrained into the range of µ = 1/3

and µ = 2/3. It determines the dimensionality of the coupling: for µ = 1/3,

the coupling is proportional to the impactor momentum, and for µ = 2/3 it is
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proportional to the impactors kinetic energy. For porous material, momentum

scaling is expected, and indeed values of µ= 0.41 are found for both sand and

dry soil (see Table 1 in Holsapple 1993). Taylor (1950) used a point-source

solution to relate the radius of the first nuclear explosion to the energy released

by the explosion. He found that the extension of the shock front into an ideal

gas scales with the energy released. This corresponds to µ=2/3 and denotes the

energy scaling limit. Neither of the two limits are found purely in nature, but

values of µ= 0.55 are found for different rock types as well as water.

For larger bodies, gravitational forces become more important. The escape

velocity scales with the inverse square root of the radius: vesc = (2GM/R)
1
2 . The

energy needed to escape the gravitational field is proportional to the mass and

the square of the velocity. The mass M is proportional to R3. Therefore the energy

needed to escape from the collision increases with R2. This is an upper limit,

as already shown by Housen and Holsapple (1990). By dimensional analysis,

they found a dependency on the parameter µ of the disruption threshold in the

gravity regime:

Q∗D∝
�

R
(km)

�3µ
�

vimp

(kms−1)

�(2−3µ)

. (1.20)

The efficiency of generating high-velocity fragments and therefore coupling the

kinetic energy of the impactor to the kinetic energy of the fragments is rather

low. Leinhardt and Stewart (2011) find that only a small amount of mass is

actually accelerated above escape velocity, confirming results found earlier by

Ryan and Melosh (1998). An effect accounting for gravitational strengthening is

the additional lithostatic stress that has to be overcome before fracturing. It is

given by

pl(R) = 2/3πGρ2(R2
ast − R2), (1.21)

and effectively increases the local maximum stress (Benz and Asphaug 1999).

The transition between the strength and the gravity regime can be seen in

Figure 1.17 at a radius of a few hundred meters. The minimum of the scaling

law derived by Benz and Asphaug (1999) is at R ≈100 m to 200 m, Melosh

and Ryan (1997) find a transition radius of R ≈ 400m and Love and Ahrens

(1996), although omitting strength effects in their simulations, find a value of

R≈ (250± 150)m
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Asteroid Itokawa with an equivalent radius of R = 164m is therefore just at

the boundary between the two regimes, and therefore expected to be a relatively

weak body, while Šteins is already in the gravitational regime.

In the scaling laws shown in Equations (1.18) and (1.20), material paramet-

ers are incorporated using the parameters mW, ν, and µ. These also parameterize

the dependency of the disruption threshold on the target porosity. As Love et

al. (1993) found, porosity is actually an important parameter in the target’s

resistance against disruption: In a series of hyper-velocity impact experiments

on sintered soda lime glass beads of 50µm and 2500 kg m−3 with porosities

φb ranging from 5 % to 60 %, the authors found that their four data points for

disruption threshold could be well described using an exponential dependency

on the compressive strength Yi lim :

Q∗D =(7.57× 106 ergg−1)
�

Yi lim

(100 MPa)

�0.45

(1−φb)
−3.6. (1.22)

(Although SI-units are used throughout the work, in the case of normalised

impact energies cgs-units are used to facilitate comparison with older work.)

This shows that the dependency on the porosity is actually much stronger than

on the compressive strength of the material, and that the resistance against

disruption strongly increases with porosity.

This observation is also supported by results of Jutzi et al. (2010b), who

run a series of numerical impact experiments at six sizes ranging from 3 cm to

100 km varying the material description for porous and non-porous targets to

investigate a ‘nomimal’ strength case as well a ‘weak non-porous’ and a ‘strong

porous’ case by adapting the shear- and tensile strength accordingly. In the

strength regime, they find a strong dependency of the disruption threshold on

the material strength. The authors find that depending on both the shear- and

tensile strength, but mostly the shear strength, the disruption threshold can

differ by orders of magnitude. Also, the authors find that in the strength regime,

porous targets are much more resistant to disruption than non-porous ones,

but that this cannot be said in the gravity regime. There, the authors find a

strong dependency of Q∗D only for non-porous targets. This leads to cases where

non-porous targets can be harder to disrupt than the same-size porous targets,

depending on the strength of the material.
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1.3.7 Modelling of Hyper-Velocity Impacts

In an attempt to verify scaling laws used to link lab-sized experiments to impacts

on planetesimals or even collisions of planet-sized bodies, numerical methods

are used to simulate these events.

In the early era of numerical modelling only the very first stage of crater

formation could be modelled and all strength of the material was neglected

due to limitations in available computing power (Bjork 1961), therefore only

solving the hydrodynamic equations was possible and such codes were branded

as hydrocodes. Today, such ‘hydrocodes’ are far more advanced, and detailed

material models can be taken into account. Also still referred to as hydrocodes,

‘shock physics’ codes would be a much more accurate naming, as the purely

hydrodynamic treatment is no longer a valid approach.

However, even today computational power is the limiting factor when model-

ling impact events. Because these events span over a large number of magnitudes

both spatially, from cohesive forces on an atomic level to kilometre sized bodies,

as well as temporally, where supersonic waves and the long-term fate of ejected

material have to be considered, numerical codes have always to be a comprom-

ise between accuracy and usability. Therefore, in many impact simulations the

interior of rubble pile asteroids are treated as homogeneous, monolithic mater-

ial, and the existence of internal voids and porosity is incorporated using an

adapted material model (e. g. Collins et al. 2011). While this approach is able

to reproduce the bulk properties of asteroids, it does not tell us how the rubble

pile interior might be rearranged during an impact event.

1.3.8 Evolution of Shock-Physics Codes

During the initial stage of an impact, the material’s tensile strength only plays

a minor part, as the extreme pressures quickly fluidise the material, so that all

tensile strength is lost, and a purely hydrodynamic analysis can give insights

into the physical processes (Bjork 1961; Ahrens and O’Keefe 1977). The same

applies for the first stage in explosion cratering, mainly undertaken to understand

the formation of large-scale explosion craters caused by nuclear fusion bombs

(Orphal 1977a,b). The assumptions of essentially a strength-free material holds

true only for the contact and compression stage of the event, usually the very

first tens of milliseconds (Bjork 1961, 60 ms). However, 40 years later from

the pioneering work of Bjork and co-workers, computational capabilities have
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advanced such that complicated material models can be included in hydrocodes.

A large number of publications have been published on the Chixculub crater-

ing event, during which a very large asteroid, or comet, impacted into the Earth

and is suspected to have caused the extinction of the dinosaurs and a major

transformation of the Earth’s atmosphere (Schulte et al. 2010), for example by

Pope et al. (1994), Pierazzo and Melosh (2000a), Collins (2002), Ivanov (2005)

and Saito et al. (2008). The Chixculub crater, a circular structure of around

200 km diameter, discovered by geologists mapping the Mexican gravity anom-

alies on the search for oil, was first connected to an impact crater by Hildebrand

et al. (1991).

In an effort to model this event, Collins (2002) extended the SALE (Melosh

et al. 1992) code to include material weakening by ‘acoustic fluidization’, the

reduction of strength by extreme pressure fluctuations in strong vibrations

produced by the expanding shock wave to explain the end-stage collapse of

the crater rim. Ivanov (2005) extended the EOS he used to explain the large

quantities of sulphur dioxide produced and mixed into the atmosphere, leading

to the subsequent mass extinction event by the thermal decomposition of calcite

and anhydrite bound in limestone forming the uppermost layer of the impacted

region.

An important step in the evolution of shock physics codes was the extension

from two dimensional models, that had to assume either cylindrical symmetry

or infinite plates in one axis, to fully three dimensional models. Assumptions on

symmetry in impacts are hard to justify, mainly because by far the most impact

happen at oblique angles: As discussed in Section 1.3.5, virtually no impacts hap-

pens vertically, but rather 50 % of all impact have an angle of obliquity between

30° to 60°. Although requiring considerably more computational resources, 3D

simulations are therefore necessary even for homogeneous target structure to

simulate realistic cratering events.

1.4 Simulating Impacts on Rubble Pile Asteroids

While it is clear that rubble pile asteroids have high macroporosities and therefore

must contain void spaces in the interior, little is known of the exact distribution of

these voids. Possible distributions range from very small voids in a homogeneous,

highly porous material, to large void spaces in between interlocking, solid

fragments.
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Herrmann (1969) introduced a way to model the behavior of porous media

using the distension parameter, α, the ratio of the material’s density with and

without void space. α is related to the porosity, φ, via α= (1−φ)−1. In the so

called P-α model, the equation of state that defines the pressure, p, for a certain

state of density, ρ and internal energy, e, for porous materials is derived from

the equation-of-state of the solid matrix material p = fs(ρ, e). Carroll (1972)

use a simple relation of p = fs(ρ, e) · α−1. Wünnemann et al. (2006) extended

this idea to a strain-based porosity model, where the equation of state depends

on the accumulated volumetric strain calculated from the original volume, V 0,

and the change in volume at a certain step V ′:

εV =

∫ V ′

V 0

1
V

dV = ln
V ′

V 0
= ln

α

α0
. (1.23)

An overview of the currently used strength models in recent shock codes can

be found in Holsapple (2009). None of these models include inhomogeneities

in the target asteroids, that these rubble-pile bodies must possess, but instead

rely on an average porosity.

Jutzi et al. (2010b) studied numerically the influence of sub-resolution

porosity on the disruption threshold Q∗S at the transition from strength- to gravity

regime. They found that while in the strength regime, the disruption threshold

does strongly increase with increasing porosity, in the gravitational regime the

dependency on porosity is much smaller, and depending on the exact strength

assumed the effect can be an increase as well as a decrease in resistance against

disruption.

There have been only a few approaches so far to explicitly model the internal

structure of rubble pile asteroids. Michel et al. (2003) introduced a model of

pre-fractured rubble piles to link the Karin asteroid family to a disrupted, initially

non-monolithic parent body. Arguing that a monolithic body will be fractured

by multiple, uncorrelated small impacts, Michel et al. (2004b) create randomly

shaped fragments in a asteroid using a seed-and-grow algorithm. Material at the

boundary of two fragments is marked as damaged, and void space is introduced

by randomly removing some of the fractured material.

This model was used to study the creation of asteroid families, as well as a

study on asteroid Šteins by Jutzi et al. (2010a), that revealed a preference for

an monolithic interior of Šteins before the impact that formed the largest crater
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Figure 1.18: Image of a rubble pile tar-
get as used by Benavidez et al. (2012).
The colour bar denotes the density. Re-
printed from Benavidez et al. 2012

Diamond transformed it into a rubble pile body that is seen today.

Geretshauser et al. (2011) modelled collision events of centimetre sized

pre-planetesimals, in an attempt to reproduce results of laboratory experiments

on growth beyond the bouncing barrier (Güttler et al. 2010). These dust ag-

glomerates, formed by collisional coagulation, are highly porous, fluffy dust

aggregates. Inhomogeneities in the pre-planetesimals are simulated by varying

the local filling factor using a superposition of Gaussian functions. Interest-

ingly, the authors found that pre-planetesimals having more inhomogeneities

are weaker than homogeneous bodies, which is contrary to the behaviour found

for larger rubble pile asteroids, where a higher porosity actually increases the

strength against disruption.

Benavidez et al. (2012) introduced a rubble pile model for a series of

Smoothed Particle Hydrodynamics (SPH) simulations comparing rubble pile

and monolithic asteroids in family-forming events. The asteroid is represented

by a spherical shell filled with an uneven distribution of basalt spheres, with

radii ranging from 8 % to 20 % of the radius of the parent body. SPH particles at

the contact zone of two spherical fragments are reduced to a lower density to

simulate damaged material.

1.4.1 Motivation of this Work

While there has been some work modelling the heterogeneous interior of rubble

pile asteroids in impact simulations, as by Michel et al. (2003), and Geretshauser

et al. (2011), and Benavidez et al. (2012), no systematic study of the behaviour

of large-scale fragment structure in rubble pile asteroid in impact events has been

published so far. While the high macroporosities found in rubble pile asteroids
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(a) Image of the asteroid Itokawa taken
by the Hayabusa spacecraft. Source: JAXA,
http://global.jaxa.jp/article/
special/hayabusa_sp3/index_e.html

(b) Asteroid Šteins imaged by the OSIRIS
camera system on board of Rosetta Source:
ESA ©2008 MPS for OSIRIS Team MPS/UP-
D/LAM/IAA/RSSD/INTA/UPM/DASP/IDA

Figure 1.19: Itokawa and Šteins, two rubble pile asteroids visited by spacecraft

mean that these bodies must contain void space, the exact nature of these voids

is not yet understood. As most of the smaller asteroids are remnants of disrupted,

large parent asteroids, one possibility is to view them as aggregates of fragments

bound together by gravity during re-aggregation after the disruption event. The

size distribution of the constituent fragments in rubble pile asteroids is not yet

known, and there is yet no direct measurement of an asteroids interior by in-situ

spacecraft experiments. If the surface of asteroid Itokawa is indicative for the

interior, the interior of Hayabusa’s main mission target consists of numerous

fragments of the shape and size of the boulders seen in Figure 1.19a. The

fragments follow a cumulative power law with slope −3.1 (Michikami et al.

2008). Apart from the boulders seen on surface of Itokawa, is there any other

possibility to infer the interior of rubble pile asteroids from surface features? In

images taken during the flyby of Rosetta at the small asteroid (2867) Šteins as

the one shown in Figure 1.19b, some surface structures might tell a story of its

interior. A large crater close to the southern pole is testimonial of a large-scale

impact event, that might have globally rearranged the whole body. This work

tries to determine if other surface features as a hill structure almost opposite

to the crater, or a series of aligned pits are related to the large-scale pebble

structure in the interior of the asteroid. A link between surface features and the

rubble pile interior is one of the few ways to learn about the internal structure,

as long as no in-situ measurements of rubble pile interiors are performed and

imaging data of asteroid surfaces is the only thing available.

How these pebbles are arranged in the interior is therefore still an open

48

http://global.jaxa.jp/article/special/hayabusa_sp3/index_e.html
http://global.jaxa.jp/article/special/hayabusa_sp3/index_e.html


Introduction
Simulating Impacts on
Rubble Pile Asteroids 1.4

questions, and much of it is probably defined during the formation of the asteroid.

In this work, a model is proposed that starts at the formation phase of rubble

pile asteroids as aggregates of large pebbles. In impact simulations, performed

using the Smoothed Particle Hydrodynamics (SPH) approach, the influence of

the large scale pebble structure on the outcome of impact events is analysed.

Asteroid Šteins is taken as a test case to establish a possible link between rubble

pile structure and surface features.

This work focusses on small asteroids at the boundary between the strength

regime for catastrophic disruption and the gravitational regime, where re-

aggregation significantly alters the mass of the largest surviving fragment and

therefore the stability of the asteroid against disruption. This corresponds to

the size of a few hundred metres to a few kilometres. Asteroid Itokawa and the

slightly larger asteroid Šteins are two examples of this region, and thanks to the

Hayabusa and the Rosetta missions, accurate shape models of both bodies are

available and can be used for impact simulations.

1.4.2 Thesis Layout

First, the technical details of the modelling tools are discussed in Chapter 2. In

Chapter 3 the strategy to build rubble pile asteroid simulants for numerical impact

experiments is presented. A series of test simulations on a target equivalent in

volume to Itokawa are performed to infer the sensitivity of the resulting rubble

pile simulants to the parameters chosen in the model creation process.

Asteroid Šteins as an rubble pile asteroid showing a large, near-critical

crater is used in Chapter 4 to test a link between surface features and the

re-arrangement of the large scale pebble structure in the crater forming impact

event. A possible pre-impact shape is derived and a series of test simulations

performed is described.

In Chapter 5 the applicable range of the modelling approach is discussed. For

asteroid Šteins, plausible evolution scenarios are discussed, and the influence

of the impact event that formed the large crater on the southern pole on YORP

induced shape evolution is tested.
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Chapter 2

Methods

2.1 Numerical Simulations of Impact Events

Numerical simulations of material behaviour under load are based on the prin-

ciples of continuum mechanics. Material is treated in a statistical sense as a

continuum, and therefore the molecular structure can be ignored. The material

fills all space in the spatial domain of interest, and can be describe by continuous

functions. Furthermore, usually homogeneity and isotropy is assumed, that

means there are no preferred directions, and in one medium all points have the

same properties. A detailed introduction is given for example in Malvern (1969),

‘Introduction to the mechanics of a continuous medium’.

The governing equations are given by the conservation of mass, momentum,

and internal energy. In the Lagrangian description, following the mass, these

can be written as

dρ
dt
=−ρ

∂ v i

∂ x i
Conservation of mass (2.1a)

dv i

dt
=

1
ρ

∂σi j

∂ x j
+

F
ρ

Conservation of momentum (2.1b)

de
dt
=

1
ρ

∂ v i

∂ x i
+

1
ρ

si j ε̇i j Conservation of energy, (2.1c)

where

ρ is density
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x is position

v is velocity

σ is stress

F is external force per unit mass

e is internal specific energy

s is the deviatoric part of the stress tensor

ε̇ is the deviatoric strain rate.

If not otherwise noted, all units are in SI, and summation over pairwise

indices is assumed. The deviatoric part of the stress tensor is defined by splitting

the stress tensor in two parts

σi j = si j +δi j p (2.2)

using the isotropic stress p that is equivalent to the pressure p = 1/3(σ11+σ22+

σ33). The deviatoric stress model describes the deformation of material. It

is a function of stress, strain, pressure, and internal energy and is called the

constitutive model or strength model:

si j = s(εi j , ε̇i j , p, e). (2.3)

The exact formulation of this relationship is usually semi-empirically chosen to

model laboratory measurements of material behavior. A good overview is given

in Malvern (1969, Chapter 6), and a discussion of models used in recent impact

simulations in Holsapple (2009) and Collins et al. (2012).

Additionally, the system of equations has to be closed by an equation of state

(EOS). This is a thermophysical relation between state variables, usually given

in the form

p = p(ρ, e). (2.4)

The EOS describes the set of allowed states in the material. The phase diagram

for many materials under the extreme pressures occurring during the contact

and compression stage are not well known, therefore simple empirical relations

as given by the Mie-Grüneisen (Grüneisen 1912) and Tillotson (Tillotson 1962)

EOS. Neither of these EOSs allow for the of temperature directly and therefore

melting and vaporization cannot be treated. More recently, Analytic Equations
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Figure 2.1: Discretization schemes used in shock impact codes. Timeframes
for impact simulations using Lagrangian (Panel a), Eulerian (Panel b), and SPH
(Panel c). The Lagrangian and SPH simulations where produced using Autodyn

by M. Price, the Eulerian using iSALE. Reprinted from Collins et al. 2012

of State for Shock Physics Codes (ANEOS) (Thompson 1990) used analytical,

thermodynamic consistent formulation to calculate the state using a computer

code, including the vapor phase and melting. This approach has been extended

to include multiple solid phase transitions by Melosh (2007), and is still under

development (Collins and Melosh 2014).

2.1.1 Discretization of the Continuum Model

To solve the equations describing the continuum mechanics of materials numer-

ically, a discrete representation has to be found. This is still an approximation of

the problem: therefore, finding the approximation with introduces the smallest

error while being numerically efficient is the crux of impact modelling.

Most formalisms divide the spatial domain into a set of nodes on a grid.

Physical properties are known at the grid nodes, and can be interpolated in

between. Because it naturally conserves the mass, Lagrangian schemes are often

used, where the grid nodes follow the flow of material (see Figure 2.1[a]). This

leads to deformation of the cell and can result in extreme cell dimension ratios.

As the timestep has to be lower than the signal traveling time of the shortest cell

dimension, this results in extremely short timesteps needed. Therefore, often

extremely deformed cells are either removed (eroded) from the simulation, or

52



Methods
Numerical Simulations of
Impact Events 2.1

split into multiple cells and the material redistributed.

Eulerian grid have nodes fixed in space, and the flow of material has to

be modelled leading to cells only partially filled (see Figure 2.1[b]), and the

surface not being defined directly causing artificial numeric diffusion. Also, the

history of the material, the strains and fractures it has experienced, is lost, and

mixing of multiple materials in one cells might require interpolation between

two different EOSs. Also, the full spatial domain has to be resolved in the grid,

resulting in much larger numbers of grid points needed than for Lagrangian

formalisms. Still, as the deformation of cells in hypervelocity impact simulations

is usually extreme, Eulerian approaches are used in many codes, for example CTH

(McGlaun et al. 1990). Many improvements can be used to increase efficiency

and accuracy, such as adaptive mesh refinement and surface reconstruction (e. g.

Hageman and Walsh 1971).

The Arbitrarily Lagrangian Euler (ALE) formalism is an attempt to integrate

the surface-conserving features of the Lagrangian formulation with the stability

against cell distortion of Eulerian grids. While the exact approach varies for

each implementation, in general calculations are preformed in the Lagrangian

formulation, but at a limiting distortion of a cell, the content of the cell is

remapped in an additional ‘advection’ step onto an underlying Eulerian grid.

A widely used shock physics code of this kind is iSALE. Originating from the

SALE code, Melosh et al. (1992) introduce a Grady-Kipp type damage model,

added support for multiple EOSs, and tested the code against an extensive suite

of laboratory experiments. Next, Ivanov et al. (1997) modified the code to

handle multi-material problems and strength effects, and implemented the use

of pre-tabulated ANEOS equation of state relations for rocky materials (Ivanov

2003).

The code was extended to iSALE by Collins et al. (2004) and Wünnemann

et al. (2006), including a model to treat sub-resolution porosity based on the

strain. This so called ε-α model was improved for highly porous materials by

Collins et al. (2011). Creation of porosity due to dilatancy was included by

Collins (2014).

Although iSALE is a widely used and well tested shock physics code, grav-

itational forces have been implemented only recently. It is implemented as a

self-consistent central gravity field for the simulation of giant impacts onto spher-

ical planetary bodies. In the context of this work, focussed on asteroids at the

transition size from purely strength dominated to gravity dominated behaviour
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the influence of gravity in highly non-spherical bodies was to be tested. There-

fore, a gravitational N -body code had to be used. Because the SPH formalism

uses particles to describe the continuous medium, the ease of integration led

to the decision to use the SPH solver in Autodyn, a shock physics code package

developed originally by Century Dynamics, Inc. and ANSYS (Century Dynamics

Ltd 2000).

2.1.2 Smoothed Particle Hydrodynamics

The Smoothed Particle Hydrodynamics (SPH) formalism provides a gridless lag-

rangian method, where all characteristics are evaluated at the position of pseudo

particles. Developed by Lucy (1977) as a Monte-Carlo approach to test fission

of optically thin protostars and improved to an interpolation scheme by Gingold

and Monaghan (1977) and Monaghan (1988), it became widely used in fluid

dynamic problems due to its simple formulation for three dimensional problems

(Stellingwerf and Wingate 1994). Each particle represents mathematically an

interpolation node at which all material properties are known. At every point in

space material quantities are interpolated by evaluating the surrounding particles

using a kernel function. The kernel function W is required to be continuous

and differentiable. Gradients in physical quantities are obtained by analytic

differentiation by the interpolated functions. The choice of kernel function is

arbitrary: there are infinitely many possible kernels (Monaghan 1988). For

practical purposes, kernel functions that are equal to zero after a certain distance

are used. This means that only nearest neighbouring nodes have to be evaluated,

greatly improving efficiency.

In the implementation of the SPH solver in Autodyn, the value of a physical

quantity at point x is approximated by (Hayhurst and Clegg 1997)

f (x)≈
∫

f (x ′)W (x − x ′, h)dx ′ (2.5)

and derivatives by

∇ · f (x)≈
∫

∇ · f (x ′)W (x − x ′, h)dx ′. (2.6)

The discrete form of the derivative for function f (x i) at the position x i is
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given by

∇ · f (x i)≈−ρi

N
∑

j=1

M j

�

f (x i)
ρ2

i

+
f (x j)

ρ2
j

�

· ∇W (x i − x j , h). (2.7)

Here ∇W is the gradient with respect to x j , M mass and ρ density.

While the choice of kernel function is arbitrary, a widely used one is formu-

lated in Swegle et al. (1994) that uses a cubic B-spline:

W (Ri j) =



















C
hD

�

1− 3
2R2

i j +
3
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�

Ri j< 1

C
4hD

�
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1≤ Ri j< 2

0 Ri j≥ 2 .

(2.8)

Here, Ri j is the distance between nodes i and j normalised by the smoothing

length h, Ri j =
�

�x i−x j

�

�/h. D is the dimensionality of the problem, and the constant

C is given by

C =















2
3 D = 1
10
7π D = 2
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π D = 3.

(2.9)

The derivative of W at x j is then given by

∂W
∂ Ri j

=



















3C
hD+1

�

−Ri j +
3
4R2

i j

�

Ri j< 1

−3C
4hD+1

�

2− Ri j

�2
1≤ Ri j< 2

0 Ri j≥ 2 .

(2.10)

Using these relations, the governing equations are discretized. The resulting

forms and their derivation using the kernel W in Equation (2.8) can be found in

Swegle et al. (1994). Approximations of the strain and the strain rate tensor were

formulated by Libersky and Petschek (1991) and allowed the implementation

of strength models. Therefore, not only fluid dynamic problems could now be

analysed with the SPH formalism, but strength effects in shock physics could be

addressed. The strain rate tensor at position x i is approximated by (Libersky
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and Petschek 1991):

ε̇
αβ
i ≈

1
2

N
∑

j=1

M j

ρ j

�

xαj − xαi
� ∂W

∂ xβi
+

1
2

N
∑

j=1

M j

ρ j

�

xβj − xβi
� ∂W
∂ xαi

(2.11)

α, β ∈ {1,2,3}.

Here, i and j are node indices, α and β dimension indices. Benz and Asphaug

(1995) extended the strength model to simulate brittle solids, and since then

SPH methods are widely used in impact shock physics.

An inherent limitation of the SPH formalism is the lack of a well defined

surface of the described solid body. Because of the interpolation scheme used,

all fundamental properties are smeared out over a range of two times the

smoothing length h weighted by the kernel function W used (Equation [2.8]).

Therefore, interfaces between distinct solid bodies have to be implemented

explicitly by constructing a virtual interface plane when two bodies overlap

within a smoothing length (e. g. Century Dynamics Ltd [2000]). Otherwise, the

material at the interface is treated as a continuum, effectively welding those two

bodies into a single solid body.

In the simulations presented in this work, for both SPH solvers used there

was no special treatment of SPH solid body interfaces implemented, leading to

exactly the described welding effects described above. The implication of this

approach will be discussed in Section 5.2.3

2.1.3 The SPH Solver in Autodyn

The impact simulations presented in Chapter 3 of this work were run using

Autodyn, a 3D shock physics code. The SPH solver used here has been described

by Hayhurst and Clegg (1997).

It was validated for hypervelocity impacts by on spacecraft shield by Birn-

baum et al. (1996), compared to a Lagrangian finite element code and experi-

mental X-ray data on debris cloud expansion by Faraud et al. (1999) and has

been used for modelling impacts of interstellar material with velocities of up

to 300 km s−1 collected by the aluminium foil targets on the Stardust mission

(Price et al. 2012). It was successfully used to simulate the disruption of rotating

targets in light-gas gun experiments (Morris et al. 2013b). It has been compared

to other shock physic codes using a Tillotson equation of state in a study by

Pierazzo et al. (2008).

56



Methods
Numerical Simulations of
Impact Events 2.1

Autodyn provides an interface of Fortran routines to implement user-defined

material models (Ansys Inc 2012). The EOS, the constitutive model, as well

as erosion and failure handling routines can be accessed, and internal data

structures can be manipulated. Therefore, in principal arbitrary accelerations

can be applied to all nodes.

To avoid numeric instabilities, Autodyn sets a lower velocity limit for nodes,

usually at 1× 10−8 in simulation units. The limit results in a cut-off of smaller

values, which are set to zero. As gravitational forces on small bodies are on

order of magnitudes smaller than impact-induced loads, this cut-off value has to

be lowered significantly. Unfortunately a cut-off limit below 1× 10−11 resulted

in numerically unstable results. Therefore, the implementation of gravitational

forces is not currently possible within Autodyn.

Parallel treatment is included using domain decomposition at the beginning

of the simulation: the nodes are spatially decomposed into groups, and each

group is assigned to a thread. Therefore, in simulations with large deformations

where these groups might spatially mix, efficiency is non-optimal but by using

four processing cores in parallel, a reduction in computing time of 40 % could

be achieved.

2.1.4 The SPH Solver in LS-DYNA

Because this work includes simulations of impacts on bodies larger than a

few hundred metres which are in the gravitational scaling regime of strength

(see Section 1.3.6), the explicit treatment of gravitational forces is of high

interest. After a short series of tests the shock physics code LS-DYNA proved

to allow a robust implementation of full self-gravitation into the SPH solver.

Therefore, simulations on larger bodies were done using LS-DYNA extended with

user-generated subroutines.

The SPH solver in the shock physics code LS-DYNA is very similar to the

implementation in Autodyn and was incorporated into the code by Lacome

(2000). The same kernel function W described in Equation (2.8) is used. Details

of the implementation are found in the manual (Livermore Software Technology

Corporation 2006).

A preliminary comparison against other solvers available in LS-DYNA for

penetration simulations into concrete material was performed by Schwer (2004).

Akarca et al. (2008) published a study on large-strain deformation behavior of

aluminium comparing the Eulerian and SPH solvers in LS-DYNA and found good
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Parameter Symbol Value Unit

Reference density ρ0 3214 kgm−3

Gruneisen coefficient Γ 1 none
Parameter C1 C1 6.22 mms−1

Parameter S1 S1 0.83 none

Intact strength at zero pressure Yi0 90 MPa
Coeff. internal friction µi 0.8 none
Limiting intact strength, Y M Yi lim 1500 MPa
Damaged strength Yd0 1.0 MPa
Coefficient of internal friction µi 0.6 none
Limiting damaged strength Yi dam 2500 MPa

Plastic strain at failure, limit εfc 1.0× 10−4 MPa
Linear coefficient B 1.0× 10−5 none
Limiting pressure pc 300 MPa

Erosion at geometric strain εero 0.9 none

Table 2.2: Material parameters for olivine material used in this work. See
Section 2.1.5 for the exact formulation of the model. (Marsh 1980; Collins et al.
2004)

agreement of the simulated stress-strain behavior and experimental data for

both. A recent comparison of the SPH implementation to grid-based methods

has been done by Goyal et al. (2014) for impacts on aircraft fan blades.

LS-DYNA offers large scale parallelization both on shared memory systems

as well as on distributed memory systems. As the gravitational code interfaced

with LS-DYNA was optimized for shared memory systems only using OpenMP, the

shared memory version of LS-DYNA was used in the simulations described in

Chapter 4.

2.1.5 Material Parameters

In order to solve the equations constituting the material model, a large number

of input parameters have to be defined. In this Section, the equations and

parameters used in the SPH impact modelling are summarized. This approach

has already been used in many studies (e.g. Collins et al. 2004). The asteroid

material is described using a simple approach based on a Mie-Grüneisen equation

of state, extended by a strength and a failure model adapted from Collins et al.

(2004). All parameters are displayed in Table 2.2.

In all simulations in this work, olivine was used as a material that is commonly

found in asteroids. Olivine originates from the mantle of differentiated asteroids
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(Burbine et al. 1996), and is therefore expected to be found in asteroids that have

been created of re-aggregated material from a catastrophic disruption event.

There are not much data available about the behaviour of olivine under high

stress states. To avoid additional complexity, a simple linear equation of state

derived from the Rankine-Hugoniot equations for jump conditions connecting

physical parameters at a discontinuity (such as a shock front) is used. As

discussed in Section 1.3.1 most solids follow a linear relationship between

the velocity of the impact vimp, and the velocity of the shock front vs (see

Equation [1.14], vs = C1 · vimp + S1, [e.g. McQueen et al. 1967]). This is

used together with a Mie-Grüneisen form of the equation of state (Mie 1903;

Grüneisen 1912) based on the principal Hugoniot that connects every possible

state described by density, shock velocity, and specific internal energy ρ, vs, and

e reachable after a shock from the initial set of ρ0, vimp, and e0:

p = pH + Γ%(e− eH) (2.12)

where

pH =
ρ0C2

1µ(1+µ)

(1− (S1 − 1)µ)2
(2.13)

and

eH =
1
2
%H

%0

�

µ

1+µ

�

. (2.14)

Here µ= %
%0
− 1 denotes the compression, and Γ the Grüneisen coefficient that

describes the dependency of the pressure from the internal energy at constant

volume: Γ = V
�

∂ p
∂ E

�

V
and is usually set to 1.

Marsh (1980) measured shock velocities as a function of impact velocities

vs(vimp) for olivine. This data was fitted, and the resulting parameters C1 and

S1 are listed in Table 2.2.

A more detailed strength model to describe the behaviour of material dam-

aged by accumulated high yield stress was included. Strength in this model is

separated into the behaviour of the intact material, where the yield strength,

Y i, is described by a Lundborg model, and damaged material, where the yield

strength, Yd, is given by a Coulomb dry-friction law. The strength model is

adapted from the model described in detail by Collins et al. (2004), and the

yield strengths are give by
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Y i =Yi0 +
µip

1+ µip
Y M−Yi0

(2.15)

Yd =Yd0 +µip. (2.16)

Damage is described by the parameter D ∈ [0, 1] introduced by Ivanov et al.

(1997). Ddam measures the plastic strain that is accumulated since the start of

the simulation in each cell. Following the approach of Collins et al. (2004), the

damage is defined as the ratio of accumulated plastic strain εp by the plastic

strain at failure εf,

Ddam =min
�

1,
εp

εf

�

. (2.17)

As a measure for the plastic strain εp, the second invariant of the strain tensor is

taken. The plastic strain at failure is modelled to be linear with pressure, bound

by a limiting pressure pc below which the limiting strain is set to εfc:

εf =max (εfc, B(p− pc)) . (2.18)

The effective yield strength is then simply calculated using

Y = (1− Ddam)Y i + DdamYd. (2.19)

Following the implementation in Collins et al. (2004), for all pressures large

enough that Yd > Y i, the yield strength is taken to be Y i. Additionally, particles

with a geometric strain larger than εero are ‘eroded’ and removed from the

simulation.

For olivine there are no data available for the parameters in this strength

model. Therefore parameters for terrestrial granite were used, that have been

studied by Collins et al. (2004). Given other assumptions, and since the main

aims of this study are not to validate strength models of olivine, this is a reason-

able starting point.

The material model used in this work is simplified in many ways. There is

no dependency of strength on strain rate or sample size. Both the failure law

Equation (2.17) as well as the EOS are simplified relations, to not complicate

the simulations by using a parameter space larger than necessary.
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Already Grady and Kipp (1980) found in a series of impact experiments and

subsequent modelling of fragmentation of oil shale a strong dependency on the

strain rate. The authors explained the increase in strength with increasing strain

rates as a consequence of finite activation and growth time of cracks during

dynamic tensile loading, because cracks grow at a fixed speed related to the

sound speed of the material. The rate dependency is therefore most important

for tensile failure, and less for shear failure, which is also noted by Holsapple

(2009). Tensile failure occurs during unloading of the rarefaction wave, mostly

at the near-surface region and beneath the crater floor (Collins et al. 2004).

Therefore, for cratering events, mostly the last stage, the modification stage (see

Section 1.3.1), is affected by the tensile strength description.

The implemented model also does not take into account strength scaling with

size. As pointed out in Section 1.3.6, Weibull (1939) related the increased likeli-

hood to find cracks in a larger volume to a reduction of strength with sample size,

controlled by the Weibull parameters kW and mW (see Equation [1.17]). Neglect-

ing the size and strain rate dependency in the material description will therefore

lead to a size-independent resistance against disruption in the strength regime,

so that Q∗S is constant as opposed to the decrease of Q∗S with size formulated

by Housen and Holsapple (1999) in Equation (1.18) and seen in Figure 1.17.

The consequence of the simplification in the material model is most likely an

overestimation of the asteroids resistance against disruption, as the decrease of

strength with size is not captured which is the dominant size depend effect in

the strength regime.

2.2 Gravitational Forces in High-Resolution Impact Sim-

ulations

For a body consisting of N elements, the gravitational force on the j-th is calcu-

lated by summing up all gravitational forces to all other mass elements i:

F j = G
N
∑

i=1
i 6= j

M i M j
�

�x i − x j

�

�

2 ~x i j = M j ẍ j . (2.20)

Here, ~x i j = ~x i − ~x j is the distance between two elements.

Analytical solutions of the corresponding equations of motion, a system of N

coupled differential equations of order 2 that can be transformed into a system
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of 2N coupled differential equations of first order, exist in the general case only

for N = 2. For the three body problem, some restricted cases can be solved, but

for the general case, numerically integrating the equations of motions is needed.

The only exact solution requires for the calculating the forces to loop over

every other x i for every x j , and therefore the computational complexity is

tdirect = O (N2). (2.21)

Here, accuracy depends only on the integration scheme used. In most schemes,

the accelerations will be assumed to be constant during the timestep dt. Simple

schemes additionally assume a constant velocity during the timestep, while

higher order schemes evaluate the forces multiple times per timestep. The error

is directly controlled by the timestep, which has to be small enough to ensure

the desired precision. Because of this, solving the gravitational forces directly

becomes an immensely time-consuming task for large N even considering the

fast development of computational resources.

The first numerical integration of the N -body problem was produced by

Hoerner (1960) to test Chandrasekhar’s theoretical predictions for the relaxation

times of stellar clusters. It became possible, after Hoerner got access to a new,

transistor based electronic computer at the University of Tübingen, because the

existent computer models G1 and G2 at the Max Planck Institute for Physics,

based on vacuum tubes, took almost half a second for the calculation of a

single square root (Hoerner 2001). The new machine allowed to integrate

systems of up to 16 objects for 3 relaxation timescales. So the advances of

computers determined the systems possible to approach computationally, a fact

that holds still true in the era of clustered GPU computing and direct summation

of N = 8× 106 objects by Capuzzo-Dolcetta et al. (2013).

Therefore, several approaches have been tried to reduce the computational

time needed to calculate approximated gravitational forces without introducing

uncontrollable errors.

Direct methods In fact, solving the full equation of motion is done for systems

where high precision is needed (Capuzzo-Dolcetta et al. 2013) or for mod-

erate N . This approach is often used when a central body dominates the

gravitational potential, as in the case of a system with a central star. Using

symplectic integrator schemes, where the hamiltonian of the system is

integrated exactly and therefore energy is implicitly conserved, Chambers
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(1999) developed the Mercury code widely used in the field of solar system

dynamics, a code partly used also in the development of the Nice model

(Tsiganis et al. 2005). A version modified by J. E.Chambers and the author

of this thesis has also been used in the study of the stability of planets in a

circumbinary system (Deller 2012; Beuermann et al. 2012).

A second symplectic N -body code is SWIFT and its derivate SyMBA (Duncan

et al. 1998). In general, by using higher order integration schemes the

numerical error can be significantly reduced, allowing for less integration

points and larger timestep, at the trade-off of increasing the computational

cost of each integrated timestep.

Particle mesh methods These methods exploit the fact that the Poisson equa-

tion of the gravitational potential,

∇2Epot =4πGρ, (2.22)

can be easily solved in the fourrier-transformed form. The fourrier trans-

formation can be efficiently calculated if the density distribution is mapped

on a mesh — therefore its accuracy depends on the mesh resolution used.

This approach is of advantage if computational speed is of greater import-

ance than accuracy. A widely used code of this type is PMFAST (Merz et al.

2005).

Tree-code methods In this approach, mass elements are grouped hierarchically,

and forces to distant groups of particles are approximated using the grav-

itational potential of the whole group. Barnes and Hut (1986) proposed a

first algorithm using a three-dimensional oct-tree sorting scheme, where

elements in the three-dimensional space are hierarchically sorted into the

corresponding octant until each cell contains just a single element. As the

decomposition of this tree coincides with the structure of the distributed

mass elements, the authors claim that a more rigorous error treatment is

possible compared to the usage of different tree sorting algorithms. In the

search for algorithms efficient on large computer clusters, parallelization

became a key target. Many codes have been developed with this target,

namely the still widely used Parallel k-D Tree Gravity code (PKDGRAV),

(Dikaiakos and Stadel 1997). This code uses a k-D tree balanced sorting

algorithm, that will be discussed in Section 2.2.1.
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All methods have in common, that based on some criteria (e.g. the opening

angle θ) gravitational interaction between nearby particles is calculated

directly, while otherwise the gravitational potential of pseudo particles

containing groups of mass elements will be evaluated.

For all tree-sorting algorithm, it is assumed that the number of gravity force

evaluations does not scale any more with N2, but instead the computational

complexity is:

t tree = O (N log N). (2.23)

This behavior was indeed found to be true for a practically useful parameter

set by Hernquist (1987).

As always, the each code has some trade-offs, and the best suited will probably

be different for each problem. In the problem involved here, the number of

particles is large (N ≈ 7× 105 to 1× 106 particles), and the smallest timestep

needed is mostly determined by the shock physic calculations. Also, a large

number of the mass elements are bound in the target body, and in many simu-

lated non-catastrophic impact events will not change their neighbour relations.

Therefore, a tree code method seems to be a logical choice.

Regularisation

Newtons’s law of gravitation diverges in the case of two mass elements coming

very close together, as the force is going with the cubed inverse of the distance,

F i, j ∝ x−3
i, j . When integrating the discrete form of the equation, this becomes

problematic, as rounding errors become significant when x−3
i, j is in the order of

the relative precision of the implementation used, and infinite values will result

when the calculated distance is equal to zero.

To circumvent this, the problem is regularized using the softening parameter

ζ� 1. The modified gravitational force is given by

F j = G
N
∑

i=1
i 6= j

M i M j
�

�x i − x j

�

�

2
+ ζ
~x i j . (2.24)

64



Methods
Gravitational Forces in High-
Resolution Impact Simulations 2.2

2.2.1 An Efficient k-D tree Gravitation Solver

The shock physics code used in this study, LS-DYNA, did not include any grav-

itational forces except for the possibility to define a global gravity vector. It

exposed, however, an interface to define for each node arbitrary forces before

the total resulting strains in the current cycle are calculated (CADFEM, priv. com-

munication and Livermore Software Technology Corporation 2006). Therefore,

an additional routine had to be developed integrated into LS-DYNA to efficiently

calculate forces induced by self gravity.

In the following the layout of the implemented algorithm is described. The

aim is to find an efficient and flexible way, that can be tailored by the choice of a

set of parameters to perform well in a range of different use cases: It should be

usable both as additional subroutine in LS-DYNA, when the number of particles

used as well as the timestep is controlled by the hydrodynamic part, but also as a

stand-alone program using smaller numbers of particles to follow the long-term

gravitational evolution after the actual impact happened. The approach is to:

• construct a balanced binary k-D tree, where all leaves contain at most

Nemax particles

• create for each leaf a list containing all tree nodes that

– have to be evaluated using direct summation

– will be evaluated by using the gravitation multipole moment of the

contained mass distribution

• evaluate the forces for each mass element in each leaf.

The code is targeted to run at a cluster of 12 AMD Opteron machines, with

64 cores running at 2.4 GHz using QDR InfiniBand technology. In principal,

it is therefore possible to apply efficient distributed memory parallelization

techniques (Massively Parallel Processing [MPP]) that could be implemented

using Message passing interface (MPI). As the main purpose is to extend the

shock physics code LS-DYNA, which was available only supporting shared memory,

and the ease of implementation, currently only shared memory is supported

making use of OpenMP.

65



Methods
Gravitational Forces in High-
Resolution Impact Simulations 2.2

Tree Creation

To avoid duplicating data provided by the interface to LS-DYNA, the tree works on

the index containing node numbers rather than on the mass nodes themselves.

The algorithm is described in the listing Algorithm 2 (see Appendix B), and

outlined as follows:

Create root node All mass elements are added to the first root node.

If the number of mass elements is greater than Nemax: Recursivley distrib-

ute elements A new tree node is initialised, elements are distributed to

daughter nodes, and gravitational moments are calculated:

• According to the current tree level l, the longest dimension d is

identified by

d = l mod D, (2.25)

where D = 3 as the simulations are run fully three-dimensionally.

• All elements are sorted along axis d. The sorting is done using a

stable merge sort algorithm. An unstable sorting algorithm would

lead to overlapping cells, as at each level only one dimension is

sorted.

• All elements are bisected along dimension d into two daughter nodes

• Stop recursion when the cell contains at most Nemax particles.

Calculate node properties The following properties are calculated for each

node:

• Centre of mass xcms

• Centre of cell xcell

• Total mass M tot

• Opening radius Rθ which is defined by

Rθ =
2
p

3
max (|x i − xcms|) +max (|x i − xcell|)

for all mass elements i
(2.26)

• Quadrupole moment of mass distribution in cell
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Determine interaction lists For each leaf cell, two lists have to be created:

1. The Particle–Particle (PP) list contains mass elements to which the

gravitational forces have to be calculated by direct summation

2. The Particle–Cell (PC) list contains cells to which gravitational forces

are approximated using the cell’s gravitational moments.

The algorithm is displayed in Algorithm 2, Algorithm 2. Starting from

the root cell, for each subcell it is checked (see Line 11) if the subcell’s

gravitational moment is a good approximation, or it has to be opened an

each individual daughter cells have to be checked again. Additionally, at

this point is is assured that the cell ratio is not larger than the maximum

cell ratio allow, Cmax. In the first case the subcell is added to the PC list. If

the cell is a leaf itself, the particles contain are added to the PP list.

Calculate accelerations At this point it is possible to efficiently calculate accel-

erations due to gravity for all mass particles. The algorithm is displayed in

Algorithm 3, Algorithm 2. First, all accelerations between particles in the

leaf cell are calculated, then by direct summation accelerations to nearby

particles listed in PP list, and then the gravitational moments of cells in

the PC list are evaluated.

In Figure 2.2 the PP and PC lists that are evaluated for calculating the forces to

one example cell is shown.

Timestep

The most computationally expensive parts of the process are normally the cre-

ation of the k-D tree and determination of the interaction lists. The cost for

calculating the accelerations varies depending on the parameters used. When

Nemax is equal to the number of particles N , only one cell is created and the

algorithm is equivalent to direct summation. When the opening angle θ is so

large that the opening radius of any cell will be larger than the particle domain,

the algorithm actually performs worse than direct summation.

During calculation of the shock state of materials the timestep might become

very small. As particles might not move far enough during a single timestep to

change the neighbour relations, an algorithm was included to check if particles

leave the boundaries of their cell. The tree is only build every Nsteps time steps.
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Figure 2.2: Gravita-
tional interaction lists for
a single cell in the cent-
ral slice through a spher-
ical asteroid representa-
tion. For cell particles as
well as particles in the
Particle–Particle (PP) list,
forces are calculate by
direct summation, while
particles inside cells in
the Particle–Cell (PC) list
are approximated eval-
uating the gravitational
moments of the cell. In
this example, the opening
angle was set to θ = 0.7,
the maximum number of
particles per cell Nemax =
8.

The algorithm checks if the distance of the current particle position to the centre

of the cell is smaller than Rsave×Rcell. If this is true for all cells, the gravitational

forces are calculated using the old tree relations. In this process, no accuracy is

lost. As the calculation of the forces is only of complexity O (N), this algorithm

can save a considerable amount of computational time especially at the beginning

of the simulation where most particles are at rest.

Ramptime

Because the gravitational forces are treated as additional nodal forces in the

impact code, care has to be taken to avoid numerical instabilities at the beginning

of the simulation. Therefore, gravitational forces in our program are scaled by a

ramptime parameter tramp:

Feff =min

�

1,
t

tramp

�

. (2.27)

Test have shown that this parameter should be chosen to be a few times the

initial time step used.

68



Methods
Gravitational Forces in High-
Resolution Impact Simulations 2.2

102 103 104 105 106
Number of particles

10−3
10−2
10−1
100
101
102
103
104

C
om

pu
ta

tio
n

tim
e

(s)

N2

N logN
Tree creation
Interaction lists
Accelerations

4.5 %

0.6 %

1.6 %
2.1 %

0.8 %

0.3 %

0.4 %
0.6 %

100.0 %

94.6 %

99.1 %

97.9 %
97.3 %

297 5051014221 32841 109861

Figure 2.3: Computational time as a function of the number of particles for a
typical set of parameters (Opening angle θ = 0.6, particles per cell Nemax = 200).
The relative contributions of the task to build the tree, prepare the interaction
lists, and the calculation of the gravitational accelerations is also noted. The
behavior is well fitted using the function f (n) = a+ bN +N log N , but not using
a quadratic function of N . For this test, a single core on a 2.4 GHz Intel Core 2
Duo was used.

Performance

In Figure 2.3 it can be seen that the implementation does actually scale with

N log N . Because of the large Nemax of 200 particles per cell used, most of the

time is actually taken by calculation of the gravitational accelerations, but the

ratio decreases with larger N .

To choose an optimal Nemax the comparison seen in Figure 2.4 was performed.

While the time spent for tree creation decreases with larger Nemax, the calculation

of accelerations becomes much more time consuming. The optimal value is

clearly between 4 and 16. For all further applications, a value of Nemax = 8 was

chosen.
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Figure 2.4: Computation time as a function of the number of particles per cell,
Nemax. All tests used the same configuration with a total of N = 32841 particles.
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Chapter 3

A New Approach to Modelling

Impacts on Rubble Pile Asteroid

Simulants

The content of this chapter has been published in: J. F. Deller et al. (2015). ‘A

new approach to modelling impacts on rubble pile asteroid simulants’. Monthly

Notices of the Royal Astronomical Society 455.4, 3752–3762

3.1 Rubble Pile Asteroid Simulants

The model presented in this work has two main applications: to better under-

stand the stability of rubble pile asteroids against disruption, and to learn how

the large-scale interior structure is imprinted to changes on the surface during

non-disruptive cratering events away from the impact site. In this chapter the

approach to modelling rubble pile simulants in impact simulations is described,

and the sensitivity to the choice of initial parameters is tested.

Previous approaches to explicitly model rubble pile asteroid interiors so far

have been discussed in Section 1.4, but are summarised again here: Michel

et al. (2002) and Jutzi et al. (2010a) introduced a model for pre-fractured

rubble piles, in which randomly sized fragments are connected by ‘damaged’

material. Geretshauser et al. (2011) investigate the collisions of inhomogeneous

pre-planetesimals. These planetesimals, formed by collisional coagulation, are

highly porous, fluffy dust aggregates, and inhomogeneities in a spherical asteroid

are described by a random algorithm based on Gaussian distributions of the
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local filling factor. Benavidez et al. (2012) introduced a rubble pile model where

the asteroid is represented as a spherical shell filled with an uneven distribution

of basalt spheres, with radii ranging from 8 % to 20 % of the radius of the parent

body.

The new approach presented here schematically includes the formation stage

of rubble pile asteroids. While there are competing scenarios for the formation

mechanism for rubble pile asteroids, the conclusion of Farinella et al. (1982)

that almost all smaller asteroids are fragments of large asteroids that have been

disrupted, is used to provide the formation process.

Alternatively, rubble pile asteroids could form by shattering initially mono-

lithic asteroids in multiple non-catastrophic impact events. Michel et al. (2004b)

argue that a parent body, once monolithic, would not yield internal fragments

following a well defined power law when shattered by many uncorrelated small

impacts, but rather a conglomerate of randomly shaped fragment and structures.

The asteroids formed by the model represent simulants of rubble pile aster-

oids that formed by gravitational accretion of fragments. In order to understand

the evolution of the large scale internal structure of these bodies, and resulting

surface features, a method to explicitly model the response of rubble pile con-

stituent parts to hyper-velocity impacts was developed. Including the accretion

phase, models of the interior of rubble pile asteroids are created in a three step

process, as schematically shown for a shape model of Šteins in Figure 3.1: The

formation of the asteroid is modelled as a gravitational aggregation of spherical

pebbles, that form the building blocks of the target. This aggregate is converted

into a high-resolution SPH model, which also accounts for macroporosity on the

surface of, and inside, the pebbles.

3.2 Hydrocode Impact Simulations

To simulate high-velocity impacts on these models, the Smoothed Particle Hydro-

dynamics (SPH) solver in the shock physics code Autodyn was used (Birnbaum

et al. 1996). While shock codes using different discretization strategies, like

the widely used iSALE code (Collins et al. 2004; Elbeshausen et al. 2009), have

advantages of more accurate treatment of material interfaces, the introduction

of gravitational forces to study the long term behaviour of the ejecta profits

from the more straightforward calculation of gravitational forces in the gridless

SPH method. Therefore, initially the SPH solver in Autodyn described in Sec-
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tion 2.1.3 was used. When it became clear that the interface of Autodyn would

not support the dynamic range occurring by the combination of gravitational

and short-ranged forces induced by the shock, the SPH solver in LS-DYNA was

used for simulating impact on the larger asteroid Šteins. As all simulations in

this chapter are on a small asteroid below the transition size to the gravitational

regime, all are done using Autodyn and neglecting gravitational forces.

While this approach is unable to resolve pebbles smaller than a few times

the SPH resolution as characterised by the smoothing length, h, it is a useful tool

to understand the movement of the larger pebbles inside a rubble pile asteroid.

Although it has been found before that rubble pile asteroids absorb impact energy

more efficiently and are therefore more stable against disruption (see Holsapple

2009), this approach allows the fate of the constituent pebbles during impact

events to be followed. Changes in the large scale internal structure of the rubble

pile during the collision can be followed, and therefore major surface features

like hills or depressions might be connected to the collisional history of the body.

In this chapter, first the asteroid simulant model is discussed in Section 3.3,

then the influence of the internal structure and size distribution of the pebbles

on the outcome of impact simulations is tested. A suitable parameter space

is chosen for a series of test simulations using a typical collision of two small

asteroids in the main belt, as described in Section 3.4. The results are discussed

in Sections 3.5 and 3.6.

The new method reproduces the expected overall response of rubble pile

asteroids to hyper-velocity impact events, while providing the possibility to trace

surface changes resulting from internal reconfiguration of the major building

blocks.

3.3 Creating Rubble Pile Asteroid Simulants

The approach to modelling impacts on rubble pile asteroids consists of three

stages, as shown in Figure 3.1: first, the rubble pile is formed as a gravitational

aggregate of hard sphere pebbles which follow a defined size distribution. This

aggregate is then transformed into a model suitable for SPH simulations by

excising the actual asteroidal shape of interest from the gravitational pebble

aggregate and exporting it into the Autodyn shock physics code. In this step, an

inner structure of the pebble itself is assumed, so porosity inside the pebbles

is accounted for. Finally, the actual impact simulation using the SPH solver in

Autodyn is performed.
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Random positioning
 of pebbles

1

2

3

Gravitational collapse
 using N-body code

Cutting out the asteroid 
 shape

Filling with SPH particles

Figure 3.1: Schematic of the new approach to model rubble pile asteroids as
explained in Section 3.3. The pebbles are represented by hard-sphere particles,
following a certain size distribution, e.g. the size distribution in Equation (3.1).
These pebbles are randomly distributed in space, and gravitationally collapse into
an aggregate (Step 1). A asteroid shape is excised (Step 2), and the pebbles are
filled with SPH particles following a local porosity function, e.g. Equation (3.3)
(Step 3). In this Figure the shape model of asteroid (2867) Šteins is used,
but in general arbitrary shapes can be used. Note that the size of the SPH
particles are not to scale, and that the structure of the single pebbles is just for
illustration purposes. An example of a resulting SPH impact model can be found
in Figure 3.4.
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3.3.1 Interior of Rubble Pile Asteroids Forming as Gravitational Ag-
gregate

The starting point is a set of spherical pebbles randomly distributed in space.

These constituent pebbles follow a defined size distribution, that emulates the

characteristics of real asteroids. In a scenario where the asteroid formed after

a much larger asteroid broke up due to a major impact event, the size dis-

tribution can be inferred from impact simulations of these large-scale events.

Fragment size distributions are often fitted using cumulative power laws such

that NR(>Rs)∝ R−α, where NR(>Rs) is the sum of all pebbles with radii larger

than Rs, R is their radius and α is a constant describing the slope of the size distri-

bution. Tanga et al. (1999) formulate a semi-empirical model with a power law

slope of α= 4.49± 1.00 for non-disruptive impact events resulting in asteroid

family creation, and a slope of α= 4.89± 0.15 for highly disruptive events.

In a different scenario, where rubble pile asteroids form by low-speed col-

lisions of pre-existing asteroids, the size distribution of the pebbles will follow

the observed size distribution of small asteroids. Using data of the Palomar-

Leiden survey (PLS, Houten et al. 1970), a cumulative power law slope of

α = 1.95 for bodies with diameters between 2 km to 5 km were found (Kre-

sak 1976; Davis et al. 2002). Newer surveys like the Sub-Kilometer Asteroid

Diameter Survey (SKADS, Gladman et al. 2009) showed a power law slope of

α= 2.5 for asteroids with sizes between 1 km to 8 km. Values of impact crater

sizes on asteroid Šteins also fit in this regime, as there are found to follow cumu-

lative power law distribution with slope α between 1.3 and 3 (Besse et al. 2012).

Also, the size distribution of boulder on asteroid Itokawa follows a cumulative

power law with slope 3.1± 0.1 (Michikami et al. 2008).

While in both scenarios the source material of the pebbles are likely to follow

power law distributions, it should be noted that the assumption of a power law

for the pebble size distribution is just a starting point, and it is necessary to make

further assumptions to be able to use them in the code presented here. The

choice of the limiting radii (i.e. the smallest and the largest pebble) is purely

based on the setup and resolution of the model: allowing pebbles larger than

the radius of the target will most likely result in a monolithic target. Equally,

pebbles with a size below the size of a single SPH particle will be smoothed out

and behave like a monolithic target too. Rmin should therefore be a least four

times the resolution, as given by the smoothing length parameter h, and Rmax
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smaller than half the target’s radius. Determining the influence of these three

parameters — power law slope α, minimum radius Rmin and maximum radius

Rmax on the outcome of an impact simulation — is one of the main aims of this

chapter.

Creating Gravitational Aggregates

The aggregates are created by placing hard spherical pebbles randomly in space

following the specified size distribution, and then calculating the gravitational

interactions until collapse is completed. The code used is Rebound (Rein and Liu

2012), a versatile and modular code for calculating gravitational interactions

of particles. As at this point no integration of the gravity solver and the shock

physics code was implemented, the k-D tree code developed and described in

Section 2.2 was not used.

To create the set of pebbles following the desired size distribution, the

radius Ri of the i th pebble from a uniformly distributed variable u ∈ U [0, 1] is

determined by

Ri =
�

(Rmax
−α+1 − Rmin

−α+1) · ui + Rmin
−α+1
�

1
−α+1 , ui ∈ U =U [0,1].

(3.1)

The gravitational collapse is calculated in Rebound using a very simplistic

particle–particle interaction model. A coefficient of restitution of 0.4 is assumed,

which allows for a quick aggregation process. An example of such a gravitational

aggregate can be seen in Figure 3.2. The corresponding size distribution is

shown in Figure 3.3. While the size distribution of the total set of pebbles

follows exactly the power law function, the size distribution of pebbles inside

the excised asteroid shape is affected in two ways: first, the large pebbles seem

to be overrepresented in the centre of the agglomerate. Second, some pebbles

intersect the surface of the excised asteroid shape and only part of their volume

count towards the asteroids volume. The equivalent radii of these volumes are

at the left of Rmin in Figure 3.3 and show that the overall size distribution is not

significantly affected.

Converting Into Impact Model of SPH Particles

The gravitational aggregate of pebbles formed in the first step is then transformed

into a SPH model by using the location of the solid pebbles to modulate a local
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Figure 3.2: Central slice through a gravitational aggregate of pebbles forming a
spherical asteroid of roughly 500 m radius. The power law slope of the radius
distribution is α = 2.5, the limiting radii are: Rmin = 6.7m and Rmax = 32m. The
size distribution of all pebbles inside the orange sphere is shown in Figure 3.3.
The orange sphere is the shell of an asteroid with r = 164m that is excised and
converted into the SPH model seen in Figure 3.5 (a). The colour denotes the
actual radius of the pebble, which might be larger than the radius of the circle
in the intersection shown here.
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Figure 3.3: Distribution of radii in the gravitational aggregate shown in Fig-
ure 3.2 that are inside or grazing the surface of the excised asteroid shape. The
dotted line represents the power law function Nr ∝ r−2.5. The inside or grazing
set refers to all pebbles that touch the surface of the asteroid shape or lie inside,
while for the inside the radii of spheres of volume equivalent to intersecting
volume of pebbles at the asteroids surface and the asteroid are included and
lead to the pebbles with radii smaller than Rmin. The limiting radii are plotted
too.
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porosity function φ(x). SPH particles are placed on a grid filling the desired

target shape at a position, ~x , if a randomly chosen variable p ∈ U [0, 1] is lower

than the local porosity value φ(x) which is given by:

φ(x) =







φ(Rx ,i) x is inside pebble i

0 elsewhere,
(3.2)

where Rx ,i = |~x − ~Ri|/Ri is the distance of ~x to the centre of the nearest pebble i

at ~Ri of the gravitational aggregate normalised by the pebble’s radius Ri. The

radial porosity function φ(Rx ,i) describes the density profile within each pebble.

Again, this is poorly constrained. It can be argued that monolithic fragments of

a major disruption event will have been further fractured in the re-aggregation

phase, mostly on their upper layers, which would lead to pebbles that are solid

in the inside and fractured (i.e. porous) on the outside. Such a profile with a

bulk porosity of φb, could be modelled using the following smooth function

φin(Rx ,i) =
2R2

x ,i

2R2
x ,i − 2Rx ,i + 1

·φb. (3.3)

Integrated over the full normalised radius Rx ,i ∈ [0,1], it returns the value

for the bulk porosity, φb, and the distribution function is strictly less than 2.

Therefore, as long as φb <
1
2 , the overall porosity can be easily controlled by the

parameter φb.

For centimetre-sized, highly porous aggregates, Beitz et al. (2012), Weidling

et al. (2012), and Kothe et al. (2013) showed that in further collisional evolution,

material is compacted at the surface layers. A test simulation using such a profile

with higher porosity in the centre of the pebbles showed a small, but significant

difference in the mass excavated during a cratering event: the same impact

configuration excavated 6.7 % of the target’s mass, compared to only 2.4 % using

the pebble porosity profile in Equation (3.3). As the pebbles in the new model

are not centimetre, but metres in scale, the profile that is fragmented more at

the outside seems to be more realistic. All the following simulations therefore

use the profile defined by Equation (3.3).

There are now two levels of macroporosity in the models: the voids between

the spheres, and inside the material itself. Therefore it is possible to control the

bulk porosity of the rubble pile models regardless of the void space fraction in
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the gravitational aggregates. A cut through the central slice of a highly porous

SPH model is shown in Figure 3.4. As laid out in Section 2.1.5, there is no

sub-resolution porosity added to the material description, and all porosity is

explicitly resolved.

3.3.2 SPH Simulations and Material Parameters

The actual impact simulations are run using Autodyn as described in Sec-

tion 2.1.3. The material parameters can be found in Table 2.2. An overview of

the experiments conducted is compiled in Table 3.2.

Because of the difficulties in obtaining good numerical proxies for the expec-

ted asteroid material, some experiments were conducted varying the most salient

parameters, Yi0 and µi. As a result, a strong influence of the shear strength

was observed. A value reduced by a factor of ten to Yi0 = 9MPa lead to a 14%

smaller mass of the largest remnant fragment (Mlr). The coefficient of internal

friction, on the other hand, seemed not to influence the result, as a value of

µi = 0 lead to a reduction of only 3% in Mlr.

3.4 Assessing the Influence of Rubble Pile Structures on

Impact Simulations

To validate the approach on explicitly modelling rubble pile internal structure,

it is necessary to understand the influence of all parameters controlling the

model. Mainly, the model presented here is defined by the size distribution of

the pebbles used to form the gravitational aggregate. As a starting point, the

power law in Equation (3.3) was chosen, with three free parameters α, Rmin,

and Rmax, to create the pebbles used for the gravitational aggregate. These three

parameters are not directly constrained by observational evidence, and knowing

how sensitive impact simulations are to these initial conditions is crucial to

assessing the validity of such simulations in inferring anything about asteroidal

collisional evolution.

The model was tested in a series of impact simulations representing a typical

impact in the main asteroid belt into an asteroid of size equivalent to Itokawa.

In this section, first the chosen characteristics of the test cases are described,

and then the set of rubble pile simulant configurations are explained.
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Figure 3.4: Map of the local porosity function P(rx ,i) described by Equation (3.3)
(top, panel a). The model was created using the gravitational aggregate in
Figure 3.2 in the central slice at z = 0m. On the bottom in panel (b), the
resulting grid of SPH points is shown. To highlight the effect, a high total void
fraction in this model of φb = 0.58 has been chosen.
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3.4.1 Impact Event and Target Properties

The impact event was chosen to represent a typical impact on a small asteroid

in the main belt. At as this point, gravitational forces are not taken into account,

and a spherical asteroid simulant, volume equivalent to asteroid Itokawa was

chosen. Itokawa is just at the transition from the strength- into the gravity

regime, and the detailed shape model available as a result of the Hayabusa

mission provided an interesting case the test simulations presented here could

be compared with in future work. The radius of the volume-equivalent sphere is

Rtar = 164m.

Simple, head-on impact events on a single, non-rotating target have been

calculated. The impact velocity was fixed to 5.5 km s−1 as an intermediate

value for relative impact velocities of two main belt asteroids that range from

4.22 km s−1 to (5.81± 1.88) kms−1 (Davis et al. 2002).

From scaling laws described by Holsapple (2009), the impact energy expec-

ted to match the disruption threshold for the given target radius was derived.

Considering the fixed velocity, this directly translates into a radius of Rimp = 4m

for a monolithic impactor, assuming the same bulk density and material as the

asteroid.

The models contain approximately 700000 SPH particles with a smoothing

length, h, of 2.54 m. The value of the bulk macroporosity for all simulations

except one monolithic case is 30%.

3.4.2 Parameter Space of Rubble Pile Simulants

As described in Section 3.3.1, the power law used in this study (Equation [3.1])

contains three free parameters: slope α, and limiting radii Rmin and Rmax. Three

values for the cumulative power law slope have been used: the observed slope

in the main belt, α = 2.5, (e. g. Gladman et al. 2009) that is similar to the slope

for a collisionally relaxed population (Dohnanyi 1971), and the slope resulting

from impact events without re-accumulation, α = 4 (Tanga et al. 1999). For

comparison with older data, simulations with α = 1.95 (e. g. Kresak 1976; Davis

et al. 2002) have been conducted.

Practical considerations have to be used to define the limiting sphere radii.

The lower boundary is not only given by the resolution defined by the smoothing

length h — each pebble should be represented by at least 32 SPH particles —

but also by the fact that an aggregate too tightly packed will be indistinguishable
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Slope α 1.95 2.5 4
Minimal radius of pebbles, Rmin (m) 6.86 13.72 20.58
Maximal radius of pebbles, Rmax (m) 32.8 82

Table 3.1: Matrix of parameters to construct the pebble size distribution used
in the creation of the gravitational aggregate explored in this study.

from a monolithic material. The influence of the lower limit has therefore to

be tested, and accordingly simulations for Rmin =6.86 m, 13.72 m and 20.58 m

have been executed, which corresponds to multiples of 2.5, 5.5 and 8 times the

smoothing length h. The upper limit should be chosen so that a single sphere

is considerably smaller than the asteroid itself. Values of Rmax = 1/5 · Rtar and

Rmax = 1/2 · Rtar have been tested. All parameter values tested are listed in

Table 3.1.

3.5 Comparing Outcomes of Simulations

To assess the influence of the three parameters discussed, numerical simulations

for each point in the parameter matrix in Table 3.1 have been conducted. Addi-

tionally, more detailed experiments on a subset of these parameters, described as

Sets (a) and (b), have been run and compared to two non-rubble pile test cases

(Sets [c] and [d]). All experimental configurations are described in Table 3.2. As

a representative example, two impact simulation outcomes for equal parameters

of the slope α and Rmin, but differing in maximum radius Rmax are shown in

Figure 3.5. To compare the outcomes of a large number of simulations, vari-

ous metrics are defined. In the following, these metrics and the results of the

simulated test cases are discussed.

3.5.1 Influence on the Fragment Size Distribution and Mass of the
Largest Remnant

One natural metric is the fragment size distribution, and the relative mass of the

largest remnant fragment to the body’s initial mass. Although it is reasonable to

use this to compare different simulations in this study, it is more difficult to com-

pare the results in this work to other researchers’ simulations, or observational

data on asteroid families, as the gravitational aggregation that will follow after

the disruptive impact event is not calculated. The determination of the fragment
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Pebble size distribution Impactor Metric Result in Figure
α Rmin Rmax Rimp

(m) (m) (m)

Experiment 1: Influence of the gravitational aggregate parameters.

All
permutations
of α, Rmin and

Rmax in
Table 3.1

4 M lr 3.10, 3.9

Experiment 2: Testing influence of the exact impact location

α Rmin Rmax Rimp
Set (a) 1.95 6.86 32.8 4 M lr 3.7
Set (b) 4 6.86 32.8 4 M lr 3.7

Experiment 3: Testing rubble pile model against monolithic targets

α Rmin Rmax Rimp
Set (a) 1.95 6.86 32.8 2 to 8 Q∗D 3.8 (3.5, 3.6)
Set (b) 4 6.86 32.8 2 to 8 Q∗D 3.8 (3.5, 3.6)

Set (c)
Monolith,
random

macroporosity
2 to 8 Q∗D 3.6, 3.8

Set (d)
Monolith, no

macroporosity
2 to 8 Q∗D 3.6, 3.8

Table 3.2: Compilation of simulated impact configurations. Sets (a) to (d) are
specific configurations referred to in the text. The three parameters of the pebble
size distribution define the characteristics of the gravitational aggregate (see
Section 3.3.1). The impactor radius defines the impact energy, as all impactors
had a velocity of 5.5 km s−1. The metric denotes the quantity used to compare
a set of simulations. The mass of the largest remnant fragment, M lr, can be
derived for every simulation, while the disruption threshold Q∗D is the energy at
which M lr is exactly 50 % of the target’s mass. For more details, please refer to
Section 3.5.
The largest set of simulations is experiment 1, the complete matrix of power
law parameters to test the influence of the configuration of the gravitational
aggregate. The results are discussed in Section 3.5. In experiment 2, the error
margin caused by the arbitrarily chosen impact location on the inhomogeneous
target was determined. The result is discussed in Section 3.5.1. Experiment 3
is testing the response of rubble pile model simulants in impact simulations
compared to simple monolithic targets. This is discussed in Section 3.6.
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Figure 3.5: Distribution of material compression as given by ρ/ρ0− 1, where ρ0
is the initial density at the start of the simulation, in impact simulations for two
different internal structures after 2.8 seconds. Model (a), top was created using
the gravitational aggregate shown in Figure 3.2 (α = 2.5, Rmin = 6.86m and
Rmax = 32m). Model (b), bottom was created using an aggregate differing in the
maximum radius of the pebbles used (α = 2.5, Rmin = 6.86m and Rmax = 82m).
There is no regolith layer included.

84



A New Approach to Modelling Impacts
on Rubble Pile Asteroid Simulants Comparing Outcomes of Simulations 3.5

size distribution is done using Autodyn. In Autodyn, a fragment is defined as a

conglomerate of SPH particles that are all connected within a smoothing length,

h, within which failure did not occur (Ansys Inc 2012). The mass of the largest

remnant fragment, M lr, is defined as the largest intact fragment as determined

by this algorithm. All simulations where stopped after 30 s, as by this time no

further significant alteration could be observed.

The fragment size distribution is only helpful if it does not directly reflect the

size distribution of the pebbles that formed the gravitational aggregate used to

construct the model. This is checked by examining the outcome of the set of test

calculations: if there is a direct dependency, this should be reflected by a strong

correlation of the model parameters and the largest remnant fragment. The

change in slope of the cumulative fragment size distribution for four simulation

setups described as Sets (a) to (d) in Table 3.2 has been tested, two of which

(Sets a and b) have been created using the rubble pile model discussed here

(See Figure 3.6). While they obviously differ in the mass of the largest remnant

fragment, they also differ in the characteristic of the slope. For both models

that do not include the internal rubble pile structure described in this work, but

rather small, unconnected voids leading to the same macroporosity of 30 % (Set

c) or no voids at all (Set d), the slope is less steep than in the cases of rubble pile

model (Sets a and b). The slope of model (c), containing random porosity, is

similar to the models (a) and (b), while the model with no porosity (d) is clearly

distinct. The slope for Set (a) and Set (b) are very similar, while the power law

slope used to create the gravitational aggregates had been −1.95 and −4.00,

respectively. This indicates that the initial slope of the pebble size distribution

and the resulting fragment size distribution are not identical.

A series of impact simulations on identical target configuration has been

analysed to quantify the influence of the impact location on the mass of the

largest remnant fragment. At a randomly picked impact site, there are two

extreme cases: either the impactor hits a large pebble, or the impactor will hit

a void between pebbles. In Figure 3.7, it is shown that the mass of the largest

remnant fragment differs by not more than 4 %, with a standard deviation of

roughly 1 %. Therefore, the typical error for each value of the mass of the

largest remnant fragment in the following discussion can conservatively be

regarded as ±2 %. Interestingly, this does not seem to depend on the exact

pebble configuration at the impact zone.
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Figure 3.6: Cumulative distribution of fragment mass for four different simu-
lation setups: Set (a) α = 1.95, Rmin = 6.86m, Rmax = 32.8m; Set (b) α = 4,
Rmin = 6.86m, Rmax = 32.8m; Set (c) Random porosity; Set (d) No porosity.
All impacts have been calculated using an impactor of Rimp = 4m at 5.5 km s−1.
The vertical lines on the right denote the mass of the largest remnant fragment
M lr, and the dotted lines are fitted power law distributions.

3.5.2 Influence on the Specific Disruption Energy Threshold Q∗D

While material strength usually means a measure of what kind of stress or strain

states a certain material is able to withstand, it can also define a strength of a

whole body to withstand disruption at a certain impact energy. This empirical

value is usually given by the parameter, Q∗D, defined in Equation (1.16). It

represents the normalised impact energy Ekinimp/M tar, at which the mass of the

largest remnant, M lr, is exactly half the mass of the target, M tar. This denotes

the transition from the cratering regime to disruption regime of the target body.

An additional complexity is the re-accumulation of ejected material. For

bodies larger than a few hundred meters, the gravitational forces are able to

prevent shattered fragments from dispersing (Holsapple 2009). As discussed in

Section 1.3.6, in this so-called gravitational regime, the specific energy required

to disrupt the asteroid increases with asteroid radius, and is given by Q∗D as

the specific energy at which the largest remnant after the re-accumulation has

exactly 50 % of the target’s mass. In the series of simulation presented here,

re-accumulation is not taken into account. As the target has a radius of just

Rtar = 164m, it is just at the transition between strength and gravity regimes,

and therefore Q∗S and Q∗D will not differ significantly.

In Figure 3.8, the largest remnant fraction as a function of the specific impact
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13.72m and Rmax = 82m. See description below for further details.

−200 0 200
x (m)

−200

0

200

y(
m)

z = -1.3 m

94.2 %

97.6 %
97.4 %

97.5 %

97.4 %

(b) This model was created using the parameters α= 1.95, Rmin =
6.8m and Rmax = 32.2m. See description below for further details.

Figure 3.7: Mass of the largest remnant fragment in percent of the target
mass for different impact locations on two different asteroid models. Each box
corresponds to the outcome of a single simulation run on the same model, the
arrow indicating the impactor velocity vector. The impactor was a monolithic
asteroid with Rimp = 4m at a velocity of vimp = 5.5km s−1. This gives an
estimate of the error assigned to resulting largest remnant masses for individual
simulations. 87
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energy for four different target configurations is shown. For Set (d), the one that

includes no voids at all, there is a sharp transition from the cratering regime to

the disruption regime at Q∗D = 1.29× 106 ergg−1. This sharp transition is known

from laboratory scale experiments for the disruption of non-porous targets and

has been reproduced by other simulations (Benz and Asphaug 1999). For all

three cases that include void space, i.e. the models created using the rubble pile

model (Sets a and b), as well as the model using randomly distributed void space

(Set c), this sharp transition is smoothed, and shifted toward higher specific

energies. Therefore, void space actually strengthens the asteroids, a behaviour

observed in numerical experiments before (Holsapple 2009).

A study by Jutzi et al. (2010b) focussed on the transition from the strength

to the gravity regime for solid bodies as well as bodies containing sub-resolution

voids. Scaling laws derived from numerical simulations at six sizes ranging from

3 cm to 100 km using an impact incidence angle of 45° and vimp = 5km s−1 give

an expected disruption threshold for the target size discussed here of Q∗D =

3.05× 106 ergg−1 and Q∗D = 1.89× 106 ergg−1 for porous and solid material,

respectively. This is in good agreement with the values found in this work,

as seen in Figure 3.8: Q∗D = 5.5× 106 ergg−1 and Q∗D = 1.29× 106 ergg−1 for

porous and solid material, respectively. The rubble pile model presented here

seems to be slightly more resistant against disruption, but it is not clear how

much of this difference is attributed to different material model formulations

and parameters.

Because of the simplified material model description, that does not include

size or rate dependency (see Section 2.1.5), it is expected to overestimate the

resistance against disruption of the asteroid simulants. This is not found to hold

true for the simulants with solid material, that are in fact found to be weaker

than the models simulated by Jutzi et al. (2010b). This can in part be explained

by the higher yield strength of 3.5 GPa used by the Jutzi et al. (2010b) compared

to a yield strength of 1.5 GPa used in this work, but still highlights the need to

implement a more advanced material model in further studies.

3.6 Results — Sensitivity to Model Parameters

One of the main objectives of this study is to assess the influence of the three free

parameters used to create gravitational aggregates in the model — the power

law slope α, the limiting radii Rmin and Rmax — on the outcome of impact events.
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Figure 3.8: Specific impact energy plotted against the relative mass of the largest
remnant for four different settings 30 s after impact.
Set (a) α = 1.95, Rmin = 6.86m, Rmax = 32.8m; Set (b) α = 4, Rmin = 6.86m,
Rmax = 32.8m; Set (c) Random porosity; Set (d) No porosity.
The vertical lines denote the linear interpolated position at which the largest
remnant has 50 % of the target’s mass, or Q∗D, the shaded regions show the
enclosing interval.
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Figure 3.9: Relative mass of the largest remnant (upper panel) and pebble
contact area (lower panel) as a function of the void fraction in the gravitational
aggregate for all simulation configurations described in Table 3.2, experiment
1. The pebble contact area is defined as the sum of all contact areas between
pebbles inside the rubble pile simulant.
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Numerical experiments for all combinations of these three parameters found in

Table 3.1 have been conducted. As the inner structure of the rubble pile asteroid

models is controlled only by the power law parameters used, no direct control

of the void fraction defined as the space in between the pebbles and the ratio of

overall asteroid volume is given. Instead the overall bulk porosity φb is equal to

30 % in all models. Therefore, Figure 3.9 shows that models with larger pebbles

(Rmax = 82m) keep more void space open, while smaller pebbles (Rmax = 32m)

fill the voids. This geometric effect causes a higher void fraction if there are

more large pebbles, while the pebbles will have less internal porous space. The

figure also shows that a higher void fraction increases the mass excavated by

the same impact energy. This effect is discussed later.

In Figures 3.10 and 3.10, the resulting mass of the largest remnant fragment

for each internal configuration after a calculated impact event with an impactor

speed of 4 km s−1 is shown. The following observations can be made:

The larger the void fraction, the smaller the mass of the largest remnant

fragment M lr (see Figure 3.9) As the bulk porosity is constant, a larger

void fraction means more connected voids rather than smaller, distributed

voids. The larger pebbles themselves contain less porosity, and therefore

behave more like a solid material that has a lower resistance against

collisional disruption, or in other words a lower disruption energy Q∗D (see

Figure 3.8). Through the solid larger pebbles, energy is transmitted into

the centre of the asteroids more readily, additionally weakening the body.

For small Rmin = 6.9 m, there is less dependency on the decrease in strength

for larger Rmax (Figure 3.10f) This might be because this case resembles

more of a solid body with randomly distributed voids, as the small pebbles

fill the space between the large pebbles evenly.

The slope α seems to have no clear effect on the strength (Figures 3.10a

and 3.10c): only a slight increase of strength when α is changed from

α = 1.95 to α = 4.00 is observed. This increase is in most cases barely

significant, as the error for a single simulation is around 2 % (see Sec-

tion 3.6), and the increase is for most cases between 2 % to 5 %. Still,

the increase is observed for all sets of rminand rmax, and can therefore not

easily be dismissed as a numerical artefact.
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Figure 3.10: Mass of the largest remnant fraction after an impact of a Rimp = 4m
asteroid at vimp = 5.5km s−1 for different internal structures of the target. The
targets have been formed as an Rtar = 164m asteroid, the internal structure
derived from a gravitational aggregate formed using a set of three parameter
α, Rmin, and Rmax of the value matrix in Table 3.1. The individual error bar in
relative mass is ±2 % (see Figure 3.7 and Section 3.5.1). Each sub-figure shows
the same set of data. (Figure continued on page 92)
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Figure 3.10 (continued): Mass of the largest remnant fraction after an impact
of a Rimp = 4m asteroid at vimp = 5.5kms−1 for different internal structures
of the target. The targets have been formed as an Rtar = 164m asteroid, the
internal structure derived from a gravitational aggregate formed using a set
of three parameter α, Rmin, and Rmax of the value matrix in Table 3.1. The
individual error bar in relative mass is ±2 % (see Figure 3.7 and Section 3.5.1).
Each sub-figure shows the same set of data.
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The lower cut-off radius Rmin seems to have no clear effect on M lr (Fig-

ures 3.10b and 3.10d) While for Rmax = 82m the strength increases

with Rmin, and for Rmax = 32m it decreases, this effect is small and not

significant.

A larger upper cut-off radius Rmax results in less resistance to disruption

(Figures 3.10e and 3.10f) This is not an effect of the increasing size of

the pebbles, but rather by the correlation of void space and Rmax (See

Figure 3.9).

A lower cut-off radius of Rmin =6.9 m results in an insensitivity to the upper

cut-off radius Rmax (Figure 3.10e, up most panel) The unconnected

void space with many small pebbles of only 1/24 of the asteroid’s radius

behaves like a solid material with random porosity, indicating that a lower

cut-off radius of Rmin = 6.9m is too small to represent an asteroid model

of loosely bound rubble. This is just a factor 2.7 larger than the smoothing

length h= 2.54m that limits the resolution of the simulations presented

here. A possible solution could be not to assume void space between

the pebbles, but to fill it with a highly porous material described using a

continuum material model or porous media.

In summary, the only clear correlation is between the resistance against disrup-

tion and void fraction. Therefore, the exact choice of the arbitrary parameters

α, Rmin, and Rmax does not significantly influence the outcomes of impact simu-

lations in a direct way, and no physical explicit derivation of these parameters is

needed.

For a lower cut-off pebble radius of Rmin = 6.9m, the model becomes in-

sensitive to the upper cutoff radius Rmax. This is most likely an effect of chosen

resolution, governed by the smoothing length h = 2.54m. In conlusion, for a

rubble pile representation Rmin has to be chosen as Rmin > 3× h.

The main mechanism is the amount of the large-scale bulk porosity given by

connected voids between pebbles rather than small scale porosity given by single

void cells inside the pebbles. Because the total bulk porosity φb is kept constant

in all simulations, if most of the porosity is given by connected void space,

the pebbles themselves are more solid. Like a solid asteroid, in the strength

regime the disruption energy threshold Q∗D for solid pebbles is lower than for

a porous one, as studies by Love et al. (1993) and Jutzi et al. (2010b) have
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shown (see Section 1.3.6). This leads to easier shattering of the pebbles that

form the asteroid and causes a larger fraction of the mass to be excavated, and,

consequently, to a lower mass of the largest remnant fragment M lr.

Although there is a clear dependency of the internal structure as represented

by the void space and the mass of the largest remnant fragment, the disruption

threshold itself seems to be less sensitive to this. The three models with a

bulk porosity of 30 % (Sets [a], [b] and [c]) have a very similar disruption

threshold of Q∗D =(5.1, 6.1 and 5.2) ergg−1, respectively. The void fraction

for the models used in Set (a) and Set (b) are 0.055 and 0.045, respectively.

Therefore, even as at first sight the disruption threshold Q∗D seems to decrease

with increasing void fraction, the validity of this trend is called into question by

the disruption threshold of model Set (c) that contains no large-scale voids at

all and therefore a void fraction of 0. It is important to recall that the trend to

smaller M lr with increasing void fraction is found in the cratering regime. Even

if in Section 3.5.1 it was shown that the exact local configuration at the point of

impact changes the mass of the largest remnant fragment by at most 2 %, the

excavation efficiency measured by M lr in the cratering regime might be a more

local characteristic especially if large pebbles are involved, while the disruption

threshold Q∗D measures a more global quantity.

Another contributing factor is the ‘welding’ of distinct pebbles at the contact

zones into a continuous material resulting from the spatial smoothing of physical

parameters in the SPH formalism (see Section 2.1.2). The area affected by this

welding can be calculated from the contact area of pebbles inside the asteroid

simulant model. In Figure 3.9 it can be seen that the mass of the largest remnant

fragment M lr and the pebble contact area are highly correlated. In cases with

high void fraction, that correspond to models with Rmax = 82m, the contact

area is small, because the pebble size distribution contains large pebbles and

fewer small pebbles. The small contact area leads to a smaller welding area

and consequently to a lower bulk shear strength of the model is expected. This

is, however, counteracted by the increased strength of the larger boulders as

opposed to conglomerates of many small boulders. Therefore, the net effect

of the contact surface area on the resistance against disruption of the rubble

pile asteroid simulant is not clear, and the observed correlation between this

area and the mass of the largest remnant fragment does not support a finding of

causality.
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3.7 Summary

The explicit modelling of the inner structure in rubble pile asteroids when

simulating impact events is not only important to support abstract material

models for brittle materials, but might also help to understand the interior of

asteroids from observing surface features such as depressions, impact craters

or hill-like structures. The exact distribution of the void space that asteroids

with high bulk porosities must contain — up to 60 % — is not known. Are

there cavities inside rubble pile asteroids, created by interlocking large pebbles

constituents, as the series of aligned crater-like pit features on Šteins (Keller

et al. 2010) might suggest? This will be discussed in Chapter 4.

This work proposes a new way to create simulants for rubble pile asteroids,

starting at the formation phase. In the model, the interior of a rubble pile asteroid

is an agglomerate of spherical pebbles following a size distribution governed by

a power law. This is only a first approach and an arbitrary choice, but supported

by the size distributions observed in collisionally evolved populations (Dohnanyi

1971) and observations of asteroid families (e. g. Gladman et al. 2009). The

pebble size distribution used to form the gravitational aggregate includes three

free parameters: the power law slope α, and the cut-off radii Rmin and Rmax. All

these parameters are hard to constrain by observational evidence. Therefore,

in this Chapter the sensitivity of the impact outcomes on the choice of these

parameters was determined by running a series of test simulations.

The choice of the parameters used to form the gravitational aggregate does

not appear to directly influence the outcome of collisions, but rather the only

direct correlation observable is to the void fraction, the void space in between

the pebbles. If there is a higher void fraction, and therefore a higher fraction

of connected voids inside the asteroid as opposed to unconnected void single

cells, the ‘strength’ of the asteroid decreases as shown by the decreasing mass of

the largest remnant fragment in Figure 3.9. The void fraction is only indirectly

controlled by the parameters of the model, and entangled in all three of them.

For this reason, direct conclusions on the influence of the three model parameters

are not straightforward. However, this does mean that a priori knowledge of

the size distribution of the component parts of a rubble pile is not necessary to

construct rubble pile asteroids simulants for impact experiments. This means

a generic rubble pile model can be used to study the outcomes of different

collisions, without concern that the experiment is influenced by assumptions
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about the precise internal structure.

The lower cut-off limit is seen to be dependent on the chosen simulation

resolution, given by the SPH smoothing length h. For values of Rmin < 3× h,

the exact distribution of pebbles does not influence the result any more, and is

undistinguishable from randomly distributed voids.

The main effect of the model is an overall strengthening of the asteroids’

resistance against collisional disruption compared to a non-porous asteroid, as

seen in the higher disruption energy threshold Q∗D for these models (Figure 3.8).

This effect is explained by the energy needed to compress the voids and has

been observed before (Holsapple 2009).
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Chapter 4

Impacts on Rubble Pile Asteroid

Šteins

In this chapter, the new approach to modelling rubble pile asteroids during

impact events is applied to a real asteroid. The model as described in Chapter 3

is focussed on the large scale rubble pile structure. Asteroid Šteins is a good

example of a small asteroid with rather high macroporosity. During the flyby of

the Rosetta spacecraft, about 60 % of the surface were imaged by the OSIRIS

camera system. This allowed, together with ground based observations, to gain

a full, detailed shape model of the asteroid. As Šteins exhibits a large, probably

just sub-critical crater and several other features that might be related to the

impact event creating this crater, Šteins is the perfect test object for the rubble

pile asteroid simulant model presented here. Applying the model and using it in

a series of impact simulations, the plausibility of a link between the cratering

event and several surface features observed on Šteins is tested and implications

for the internal structure of the asteroids are discussed.

4.1 Asteroid Šteins

The MBA Šteins was discovered in 1969 by the Soviet-Ukrainian astronomer

Nikolay Stepanovich Chernykh. It was named after Kārlis Šteins, a Soviet-Latvian

astronomer working on evolution of comet orbits. The asteroid is part of the

inner main belt, with a slightly eccentric orbit (ε= 0.145) at a semi-major axis

a = 2.3AU (see Figure 1.5 and Table 4.1). Determination of physical parameters

only started in 2004, when Šteins was selected as a flyby target when Rosetta
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Figure 4.1: Asteroid (2867) Šteins, a diamond in space, imaged by the OSIRIS
camera system during a flyby in 2008 from a distance of 800 km. In concurrence
with IAU rules, for the retrograde rotating asteroid Šteins the southern pole
is pointing to the top of the figure. Source: ESA ©2008 MPS for OSIRIS Team
MPS/UPD/LAM/IAA/RSSD/INTA/UPM/DASP/IDA

Šteins Ref.

Period hours 6.049 ∗

Dimensions km 6.830× 5.700× 4.42(10) ∗

Requiv. km 2.63(13) ∗

Orbital parameters
ε none 0.145 19906(5) †

a AU 2.364 46723(2) †

q AU 2.021 1488(1) †

i ° 9.932 86(5) †

Ω ° 55.392 01(3) †

ω ° 250.977 19(4) †

Ma ° 216.859 40(2) †

∗ Jorda et al. 2012 † JPL/MPC

Table 4.1: Orbital parameters of Asteroid Šteins.
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Figure 4.2: The roll maneuver performed by the Rosetta spacecraft during the
flyby at asteroid Šteins showing the imaging geometry and the solar position.
Reprinted from Accomazzo et al. 2010

was on already on route to comet 67P/Churyumov-Gerasimenko (67P/CG).

The first determination of the period was done by Hicks et al. (2004), who

found a value of P = (6.06± 0.05)hours, and Weissman et al. (2005, 2007,

2008) who determined the period to (6.0490± 0.0095)hours. Additionally,

assuming colours derived based on a hypothetical phase function slope parameter

of G = 0.15, a taxonomic class of type S was proposed. First spectroscopic

observations where published by Barucci et al. (2005). They revealed similarities

to the spectra of the EL Atlanta meteorite, placing Šteins in the class of E-type

asteroids.

E-type asteroids exhibit relatively high albedos. Therefore, the albedo found

by Fornasier et al. (2006) of 0.45± 0.10 was additional confirmation of the

taxonomic class. Polarimetric parameters determined by these authors supported

this conclusion even more. Using the albedo value, a first guess of the diameter

could be calculated as D = 4.6km. The taxonomic class was further confirmed

by far-infrared observations using the Infrared Spectrograph (IRS) (Barucci et al.

2008).

Previous to the flyby maneuver of Rosetta, planned for the 5th of September

2008, the on-board camera system OSIRIS was used the Narrow Angle Cam-

era (NAC) to obtain a full lightcurve of Šteins on multiple occasions. A full

lightcurve taken on 11th of March 2006 together with ground-based observation

have been used to derive a surface shape model (Lamy et al. 2008). Using a

lightcurve inversion technique developed by Kaasalainen (2001a,b) revealed a

body of almost spherical shape with axial ratios of a/b = 1.17 and a/c = 1.25.
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4.1.1 Rosetta’s Flyby at Asteroid Šteins

On the way to its main target, 67P/CG, Rosetta was steered to fly close by two

asteroids: Šteins and Lutetia. The encounter with Šteins happened on the 4th

of September 2008, passing Šteins at a relative velocity of 8.6 km s−1, and at

a distance of just 800 km at closest approach. To maintain constant pointing

on the object, during the flyby a roll maneuver by almost 180° was performed.

The maneuver is described in detail in a paper by Accomazzo et al. (2010), and

displayed in Figure 4.2.

During the flyby, the OSIRIS camera system (Keller et al. 2007) was scheduled

to take images using both the NAC as well as the Wide Angle Camera (WAC).

10 min before closest approach, the NAC camera encountered an internal error

and went into safe mode. Therefore, images with the highest resolution of

80 m/pixel were taken by the WAC (Keller et al. 2010). Approximately 60 % of

the surface was imaged during the flyby. Both cameras took around 840 images

during approach and flyby, around 253 in which the asteroid is spatially resolved,

although due to the rapidly changing geometry only a small part of the surface

is visible in multiple images: Besse et al. (2012) found only four images usable

for crater detection, covering 44 % of the surface in total with an overlap of only

14 %. A series of images with the highest resolution is shown in Figure 4.1. It

already shows many striking features:

• The large crater close to the southern pole, later named Diamond, at

latitude 50°

• The brilliant-cut diamond like shape with a pronounced bulge on the

equator resembling a YORPoid shape with a deformation due to the large

crater

• A series of crater like pits spanning from north to south at longitudes of

−20° to −25°

• A variety of crater structures ranging over a wide size range and some

deep and some shallow

• A depression bounded by a hill like feature spanning from the northern

pole to the equatorial ridge at a longitude of s 100°.

Analysing the data collected by the flyby maneuver, a series of studies have

been published, as summarised in the following and discussed in more detail

100



Impacts on Rubble Pile Asteroid Šteins Šteins as a Rubble Pile Asteroid 4.2

below: Keller et al. (2010) released a first series of images as well as preliminary

estimates for age and shape and surface spectral properties. Leyrat et al. (2010)

concluded that the imaged surface does not exhibit surface inhomogeneities

larger than 4 %, while Schröder et al. (2010) found that the interior of crater

Diamond at the southern pole is bluer than the rest of the body. Marchi et al.

(2010) derived by determining the cratering statistics the age of Šteins surface

to be in the range of 154 Ma to 1.6 Ga, and a collisional lifetime of 2.2 Ga.

Jutzi et al. (2010a) simulated the impact that might have formed the crater

Diamond, and conclude that the asteroid might have been a monolithic body,

but surely was fractured into a rubble during the impact. The size of the crater

raised some questions because at first it seemed large compared to the diameter

of Šteins. Burchell and Leliwa-Kopystynski (2010) deduced that the ratio of

crater to asteroid size is not larger than found on other bodies suspected to be

fractured or loosely bound rubble piles.

Later, Jorda et al. (2012) published a detailed shape model of Šteins together

with a thorough analysis of the asteroid’s physical properties and defined the local

coordinate system using the centre of crater Spinel as the origin at lon/lat 0°/0°.

Besse et al. (2012) determined crater sizes and ellipticities by detailed modelling

to identify and study all craters imaged on the surface. In this paper, the official

list of named surface features as accepted by the International Astronomical

Union (IAU) was included. Notably, the largest crater Diamond, that has been

named crater Ruby in some publications, was now uniquely identified.

4.2 Šteins as a Rubble Pile Asteroid

As there is no direct measurement of the internal structure of Šteins, and neither

the mass nor the macroporosity can be directly determined, the fact that Šteins

is a rubble pile asteroid cannot be directly verified. Nevertheless, there is a lot

of evidence supporting this hypothesis:

• Šteins is classified as an E-type asteroid. These are related to enstatite

achondrite meteorites (Gaffey et al. 1989) (Aubrites). Aubrites are meteor-

ites that have been exposed to high temperatures above 1000 K, and can

therefore not be primordial (McCoy et al. 1999). Such high temperatures

cannot be explained in formation theories for such a small body. This

means that Šteins is an agglomerate of fragments originating from a much

larger, differentiated body that has been catastrophically disrupted.
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• As Burchell and Leliwa-Kopystynski (2010) point out, only a moderate

level of porosity is needed to explain Šteins survival of the impact that

formed crater Diamond. The observed crater diameter to asteroid size ratio,
D/Requiv. = 0.79 is in the same range as the Martian moon Phobos and the

asteroids (243) Ida and (433) Eros, which have a macroporosity of about

20 % to 35 %, and are fractured. (253) Mathilde or Deimos have a higher
D/Requiv. ratio of 1.2 to 1.6 and seem to be indeed loosely consolidated rubble

piles (Burchell and Leliwa-Kopystynski 2010, see Figure 3). Therefore, it

seems reasonable to assume that Šteins has at least a macroporosity of

about 20 %, but a larger value is still in agreement with observations if

Diamond is not a critical size crater.

• The overall shape does look very similar to other bodies that have un-

dergone reshaping due to rotational spin-up caused by the YORP effect.

Most effective for small to intermediate-sized asteroids, the YORP effect

as described in Section 1.1.9 causes changes in obliquity and spin based

on asymmetric shape features (Rubincam 2000). If the spin of an asteroid

increases, the local gravitational slope changes and leads — in the case of

loosely bound rubble pile asteroids — to the transport of material from the

poles to the equator of the body, depending on the critical angle of repose

of the surface material. This process has been modelled using N -body

codes by Walsh et al. (2008). Harris et al. (2009) simulated shapes as-

suming a constant critical angle of repose of surface material as seen in

Figure 4.3a.

These constant-slope figures (see Figure 4.3a) show the pronounced equat-

orial ridge, that has been found in the shapes of many small asteroids

denoted as YORPoids. A famous example is asteroid 1999 KW4, where

Ostro et al. (2006) and Scheeres et al. (2006) first suggested a rubble pile

interior based on mass and bulk density as well as a radio-echo based shape

model. Many small asteroids seem to have shapes with a pronounced

equatorial ridge. While 1999 KW4 is the primary body of a binary asteroid

system, the reshaping process by YORP might be influenced by the presence

of a close satellite. Still, as seen in Figure 4.3 Šteins looks remarkably sim-

ilar to this body that is only slightly smaller (Requiv. = [1.32± 0.04]km),

providing further evidence of a rubble pile structure.

• The impact that formed the crater Diamond at the southern pole will have
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(a) Constant-slope figure (white line) com-
pared to the shape and gravitational slope
of 1999 KW4 (Ostro et al. 2006; Scheeres
et al. 2006). Critical slope angle was 37°.
Reprinted from Harris et al. 2009

β = 50.2°

1 km

(b) WAC image taken at closest approach
with a resolution of s 80m pixel−1.

Figure 4.3: Comparison of the apparent shape of Šteins and 1999 KW4, both
examples of the typical top-like YORPoid asteroid shaped by spin-up due to the
YORP effect.

shattered the body even if it was monolithic before (Jutzi et al. 2010a).

The authors aimed to recreated the shape of Diamond using a either

monolithic, non-porous, a monolithic, porous, or a rubble pile structure

formed as a ‘fractured body’ (Michel et al. 2004b). They found a preference

for the formation of the expected shape for monolithic, non-rubble pile

models. However, the shape of Šteins strongly suggest shaping due to

YORP spin-up, which requires a only weakly cohesively bound rubble pile

interior to work. Furthermore, Marchi et al. (2010) find a dichotomy

in cratering age, that lead to the conclusion that some event erased all

craters below a certain size limit. These two distinguishable ages of small

and large surface craters can best be explained if the cratering event that

formed Diamond was not as destructive to Šteins as the simulations by

Jutzi et al. (2010a) suggest.

4.2.1 Mass Estimates

Because of the small size of (2867) Šteins, and the flyby geometry, a direct

measurement of the asteroid’s mass by the Radio Science Investigation (RSI),
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using Doppler shift of Rosetta’s radio link signal, was not possible (Schulz et al.

2009; Accomazzo et al. 2010). Instead, indirect methods have to be used to

estimate the bulk density and derive the mass using the defined shape.

The volume of Šteins is relatively well constrained by the shape model de-

rived from OSIRIS images combined with ground-based observations: V =

(76± 11)km3 (Jorda et al. 2012). The large error bar is caused by the relatively

low number of images, the rather coarse image resolution and the fact that only

60 % of the surface have been imaged. The other hemisphere was reconstructed

using the inversion of ground based lightcurve data under multiple observing

geometries (Kaasalainen 2001b, 2011). This technique is not able to reproduce

the convex hull of the asteroids shape (Kaasalainen 2001b), and cannot compete

to the resolution of the spacecraft images. The spatial resolution on this hemi-

sphere is about 200 m, whereas in the area imaged by OSIRIS the resolution is

approximately 20 m (Jorda et al. 2012).

The E-type asteroids like Šteins are linked by asteroid (1862) Apollo to en-

statite achondrite meteorites or aubrite (Gaffey et al. 1992). Macke et al. (2011)

determined properties of 9 out of 22 known non-Antarctic aubrite meteorites.

Mean value for the grain density is ρgrain = 3200kg m−3, with porosity ranging

from φmicro =2 % to 21.5 % (average 9 %). The grain density is very close to

that of pure enstatite which has 3100 kg m−3.

Burchell and Leliwa-Kopystynski (2010) conclude by the ratio of the largest

crater radius to the diameter of Šteins, that a macroporosity of at least φmacro =

20% can be assumed. Generally, rubble pile asteroids can have macroporosities

of up to 60 % (Britt et al. 2002). The total bulk porosity is then given by the

sum of macro- and microporosity: φb = φmacro +φmicro

Finally, the mass can be estimated by

Mast =V ×ρgrain(1−φb). (4.1)

Using this, Šteins mass is estimated as MŠteins = 1.45× 1014 kg assuming a

total porosity of 40 %, and MŠteins = 1.95× 1014 kg assuming a total porosity of

20 %. In the following, if not noted otherwise, a total porosity of φb = 40% will

be used to investigate the upper range of possible values.
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4.2.2 Characterization of Šteins

Cratering

Šteins’ surface exhibits many crater-like structures. After Rosetta’s flyby at Šteins,

Besse et al. (2012) used images in four different geometries, one of them a

NAC image and three of them WAC images near closest approach, to determine

the crater statistics on Šteins. With a spatial resolution between 81 m pixel−1

and 106 m pixel−1, completeness could only be achieved for larger craters. Also,

limited phase angle coverage made it hard to detect shallow craters. In total,

44 % of the surface was analysed, and 42 crater-like features have been detected

(see Figure 4.4).

Detected crater diameters range from 150 m to 2100 m for crater Diamond.

Only 4 craters are larger than 1000 m. Both Marchi et al. (2010) and Besse et al.

(2012) find, using the standardized R-Plot approach (Crater Analysis Techniques

Working Group et al. 1979) where the crater diameter is plotted relative to the

total number of craters, the surface accounted for, and the limiting sizes, that

the crater count for radii of less than 1000 m is not saturated.

Interestingly, a strong dichotomy on Šteins surface has been found. Besse

et al. (2012) report a crater density that is a factor of 3.6 higher for latitudes of

−40° to 40° as for longitudes of 40° to 150°. In the following, the first region

will be referred to as densely cratered, while the latter one will be called sparsely

cratered. The authors argue that the difference is too large to be explained

by observational bias only, although the illumination conditions are different

for each region. Both regions exhibit a very different crater size distribution:

while the densely cratered region has a power law exponent of −1.5± 0.2, the

exponent in the sparsely cratered region is −3.3± 0.2. This might be related to

the cratering event that formed crater Diamond, which is placed almost at the

opposite side of Šteins, at a latitude of −51.6°, although the mechanism leading

to the observed dichotomy is not clear. Another possibility is the existence of a

second large crater in the unimaged part of Šteins: the ejecta blanked created

by the fall-back of material ejected in such an event could have covered small

craters in the sparsely cratered region.

In the depth-to-diameter ratio, no significant differences between the two

regions are found except for a surplus of deep craters d/D > 0.15 in the densely

populated area. The distribution is quite broad, ranging — excluding some

outliers — from 0.055 to 0.2.
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The catena of crater extending from the rim of crater Diamond to the north

is discarded as impact structures, mainly because the chances to find such an

alignment are slim.

Age of Šteins by Crater Statistics

If the orbit of an object and the flux of possible impactors for this orbit is known,

the observed crater density can be used to determine the age since the last

surface-erasing event. Marchi et al. (2010) have combined the crater statistics

on Šteins with the impactor flux size distribution by dynamical models (Bottke

et al. 2005a), to estimate the age of Šteins surface after the last resurfacing

event. Applying two different crater scaling functions, the authors propose an

age of Šteins surface as (154± 35)Ma (model by Nolan et al. [1996], NSL ) or

0.49 Ga to 1.6 Ga (model by Holsapple and Housen [2007], HSL).

Interestingly, Marchi et al. (2010) also found a dichotomy in the crater

scaling, notably for crater diameters smaller than D <0.5 km to 0.6 km. Fitting

only craters with diameters D < 350m, ages of (32± 4)Ma (NSL) and 72 Ma

to 237 Ma (HSL) were derived. The authors suggests, that craters smaller than

500 m have been erased in the event creating crater Diamond, which would then

be dated by the latter fit. As a lower limit to the crater forming event, the time

required to accumulate the observed small crater numbers is given by only 2 Ma

to 10 Ma.

The main process erasing craters is seismic shaking, that is induced by either

both large and small scale impacts, as well as secondary low-speed impacts of

ejecta falling back to the surface (Hofmann 2014). Also, during the internal

reconfiguration leading to the YORPoid shape by spin-up, seismic shaking causes

the erosion of craters and is more efficient at eroding small craters. This effect

has been observed on asteroid Itokawa by Miyamoto et al. (2007).

As a mean collisional time for asteroid Šteins, Marchi et al. (2010) applied

the collision rates of the best-fitting model in Bottke et al. (2005b) to derive

an mean collisional age of s 2.2Ga. This is longer than the age of the surface,

implying that the surface of Šteins has been altered after the formation of the

asteroid.
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Figure 4.4: Craters on asteroid Šteins. Numbers refer to craters determined
using WAC images, letters to those found using NAC images. Reprinted from Besse
et al. 2012
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Figure 4.5: Crater Diamond identified on the shape model of Šteins (Jorda
et al. 2012). Colour refers to radial distance to the original shape model. In
compatible viewers, an interactive 3-D model is displayed.
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////////////////////////////////////////////////////////////////////////////////
//
// (C) 2012--today, Alexander Grahn
//
// 3Dmenu.js
//
// version 20140923
//
////////////////////////////////////////////////////////////////////////////////
//
// 3D JavaScript used by media9.sty
//
// Extended functionality of the (right click) context menu of 3D annotations.
//
//  1.) Adds the following items to the 3D context menu:
//
//   * `Generate Default View'
//
//      Finds good default camera settings, returned as options for use with
//      the \includemedia command.
//
//   * `Get Current View'
//
//      Determines camera, cross section and part settings of the current view,
//      returned as `VIEW' section that can be copied into a views file of
//      additional views. The views file is inserted using the `3Dviews' option
//      of \includemedia.
//
//   * `Cross Section'
//
//      Toggle switch to add or remove a cross section into or from the current
//      view. The cross section can be moved in the x, y, z directions using x,
//      y, z and X, Y, Z keys on the keyboard, be tilted against and spun
//      around the upright Z axis using the Up/Down and Left/Right arrow keys
//      and caled using the s and S keys.
//
//  2.) Enables manipulation of position and orientation of indiviual parts and
//      groups of parts in the 3D scene. Parts which have been selected with the
//      mouse can be scaled moved around and rotated like the cross section as
//      described above. To spin the parts around their local up-axis, keep
//      Control key pressed while using the Up/Down and Left/Right arrow keys.
//
// This work may be distributed and/or modified under the
// conditions of the LaTeX Project Public License, either version 1.3
// of this license or (at your option) any later version.
// The latest version of this license is in
//   http://www.latex-project.org/lppl.txt
// and version 1.3 or later is part of all distributions of LaTeX
// version 2005/12/01 or later.
//
// This work has the LPPL maintenance status `maintained'.
//
// The Current Maintainer of this work is A. Grahn.
//
// The code borrows heavily from Bernd Gaertners `Miniball' software,
// originally written in C++, for computing the smallest enclosing ball of a
// set of points; see: http://www.inf.ethz.ch/personal/gaertner/miniball.html
//
////////////////////////////////////////////////////////////////////////////////
//host.console.show();

//constructor for doubly linked list
function List(){
  this.first_node=null;
  this.last_node=new Node(undefined);
}
List.prototype.push_back=function(x){
  var new_node=new Node(x);
  if(this.first_node==null){
    this.first_node=new_node;
    new_node.prev=null;
  }else{
    new_node.prev=this.last_node.prev;
    new_node.prev.next=new_node;
  }
  new_node.next=this.last_node;
  this.last_node.prev=new_node;
};
List.prototype.move_to_front=function(it){
  var node=it.get();
  if(node.next!=null && node.prev!=null){
    node.next.prev=node.prev;
    node.prev.next=node.next;
    node.prev=null;
    node.next=this.first_node;
    this.first_node.prev=node;
    this.first_node=node;
  }
};
List.prototype.begin=function(){
  var i=new Iterator();
  i.target=this.first_node;
  return(i);
};
List.prototype.end=function(){
  var i=new Iterator();
  i.target=this.last_node;
  return(i);
};
function Iterator(it){
  if( it!=undefined ){
    this.target=it.target;
  }else {
    this.target=null;
  }
}
Iterator.prototype.set=function(it){this.target=it.target;};
Iterator.prototype.get=function(){return(this.target);};
Iterator.prototype.deref=function(){return(this.target.data);};
Iterator.prototype.incr=function(){
  if(this.target.next!=null) this.target=this.target.next;
};
//constructor for node objects that populate the linked list
function Node(x){
  this.prev=null;
  this.next=null;
  this.data=x;
}
function sqr(r){return(r*r);}//helper function

//Miniball algorithm by B. Gaertner
function Basis(){
  this.m=0;
  this.q0=new Array(3);
  this.z=new Array(4);
  this.f=new Array(4);
  this.v=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.a=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.c=new Array(new Array(3), new Array(3), new Array(3), new Array(3));
  this.sqr_r=new Array(4);
  this.current_c=this.c[0];
  this.current_sqr_r=0;
  this.reset();
}
Basis.prototype.center=function(){return(this.current_c);};
Basis.prototype.size=function(){return(this.m);};
Basis.prototype.pop=function(){--this.m;};
Basis.prototype.excess=function(p){
  var e=-this.current_sqr_r;
  for(var k=0;k<3;++k){
    e+=sqr(p[k]-this.current_c[k]);
  }
  return(e);
};
Basis.prototype.reset=function(){
  this.m=0;
  for(var j=0;j<3;++j){
    this.c[0][j]=0;
  }
  this.current_c=this.c[0];
  this.current_sqr_r=-1;
};
Basis.prototype.push=function(p){
  var i, j;
  var eps=1e-32;
  if(this.m==0){
    for(i=0;i<3;++i){
      this.q0[i]=p[i];
    }
    for(i=0;i<3;++i){
      this.c[0][i]=this.q0[i];
    }
    this.sqr_r[0]=0;
  }else {
    for(i=0;i<3;++i){
      this.v[this.m][i]=p[i]-this.q0[i];
    }
    for(i=1;i<this.m;++i){
      this.a[this.m][i]=0;
      for(j=0;j<3;++j){
        this.a[this.m][i]+=this.v[i][j]*this.v[this.m][j];
      }
      this.a[this.m][i]*=(2/this.z[i]);
    }
    for(i=1;i<this.m;++i){
      for(j=0;j<3;++j){
        this.v[this.m][j]-=this.a[this.m][i]*this.v[i][j];
      }
    }
    this.z[this.m]=0;
    for(j=0;j<3;++j){
      this.z[this.m]+=sqr(this.v[this.m][j]);
    }
    this.z[this.m]*=2;
    if(this.z[this.m]<eps*this.current_sqr_r) return(false);
    var e=-this.sqr_r[this.m-1];
    for(i=0;i<3;++i){
      e+=sqr(p[i]-this.c[this.m-1][i]);
    }
    this.f[this.m]=e/this.z[this.m];
    for(i=0;i<3;++i){
      this.c[this.m][i]=this.c[this.m-1][i]+this.f[this.m]*this.v[this.m][i];
    }
    this.sqr_r[this.m]=this.sqr_r[this.m-1]+e*this.f[this.m]/2;
  }
  this.current_c=this.c[this.m];
  this.current_sqr_r=this.sqr_r[this.m];
  ++this.m;
  return(true);
};
function Miniball(){
  this.L=new List();
  this.B=new Basis();
  this.support_end=new Iterator();
}
Miniball.prototype.mtf_mb=function(it){
  var i=new Iterator(it);
  this.support_end.set(this.L.begin());
  if((this.B.size())==4) return;
  for(var k=new Iterator(this.L.begin());k.get()!=i.get();){
    var j=new Iterator(k);
    k.incr();
    if(this.B.excess(j.deref()) > 0){
      if(this.B.push(j.deref())){
        this.mtf_mb(j);
        this.B.pop();
        if(this.support_end.get()==j.get())
          this.support_end.incr();
        this.L.move_to_front(j);
      }
    }
  }
};
Miniball.prototype.check_in=function(b){
  this.L.push_back(b);
};
Miniball.prototype.build=function(){
  this.B.reset();
  this.support_end.set(this.L.begin());
  this.mtf_mb(this.L.end());
};
Miniball.prototype.center=function(){
  return(this.B.center());
};
Miniball.prototype.radius=function(){
  return(Math.sqrt(this.B.current_sqr_r));
};

//functions called by menu items
function calc3Dopts () {
  //create Miniball object
  var mb=new Miniball();
  //auxiliary vector
  var corner=new Vector3();
  //iterate over all visible mesh nodes in the scene
  for(i=0;i<scene.meshes.count;i++){
    var mesh=scene.meshes.getByIndex(i);
    if(!mesh.visible) continue;
    //local to parent transformation matrix
    var trans=mesh.transform;
    //build local to world transformation matrix by recursively
    //multiplying the parent's transf. matrix on the right
    var parent=mesh.parent;
    while(parent.transform){
      trans=trans.multiply(parent.transform);
      parent=parent.parent;
    }
    //get the bbox of the mesh (local coordinates)
    var bbox=mesh.computeBoundingBox();
    //transform the local bounding box corner coordinates to
    //world coordinates for bounding sphere determination
    //BBox.min
    corner.set(bbox.min);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //BBox.max
    corner.set(bbox.max);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    //remaining six BBox corners
    corner.set(bbox.min.x, bbox.max.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.min.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.min.y, bbox.max.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
    corner.set(bbox.max.x, bbox.max.y, bbox.min.z);
    corner.set(trans.transformPosition(corner));
    mb.check_in(new Array(corner.x, corner.y, corner.z));
  }
  //compute the smallest enclosing bounding sphere
  mb.build();
  //
  //current camera settings
  //
  var camera=scene.cameras.getByIndex(0);
  var res=''; //initialize result string
  //aperture angle of the virtual camera (perspective projection) *or*
  //orthographic scale (orthographic projection)
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov*180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('\n3Daac=%s,', aac);
  }else{
      camera.viewPlaneSize=2.*mb.radius();
      res+=host.util.printf('\n3Dortho=%s,', 1./camera.viewPlaneSize);
  }
  //camera roll
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('\n3Droll=%s,',roll);
  //target to camera vector
  var c2c=new Vector3();
  c2c.set(camera.position);
  c2c.subtractInPlace(camera.targetPosition);
  c2c.normalize();
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('\n3Dc2c=%s %s %s,', c2c.x, c2c.y, c2c.z);
  //
  //new camera settings
  //
  //bounding sphere centre --> new camera target
  var coo=new Vector3();
  coo.set((mb.center())[0], (mb.center())[1], (mb.center())[2]);
  if(coo.length)
    res+=host.util.printf('\n3Dcoo=%s %s %s,', coo.x, coo.y, coo.z);
  //radius of orbit
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var roo=mb.radius()/ Math.sin(aac * Math.PI/ 360.);
  }else{
    //orthographic projection
    var roo=mb.radius();
  }
  res+=host.util.printf('\n3Droo=%s,', roo);
  //update camera settings in the viewer
  var currol=camera.roll;
  camera.targetPosition.set(coo);
  camera.position.set(coo.add(c2c.scale(roo)));
  camera.roll=currol;
  //determine background colour
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('\n3Dbg=%s %s %s,', rgb.r, rgb.g, rgb.b);
  //determine lighting scheme
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+=host.util.printf('\n3Dlights=%s,', curlights);
  //determine global render mode
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      currender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      currender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      currender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      currender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      currender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      currender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      currender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      currender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      currender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      currender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      currender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      currender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      currender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      currender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      currender='HiddenWireframe';break;
  }
  if(currender!='Solid')
    res+=host.util.printf('\n3Drender=%s,', currender);
  //write result string to the console
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Copy and paste the following text to the\n'+
    '%% option list of \\includemedia!\n%%' + res + '\n');
}

function get3Dview () {
  var camera=scene.cameras.getByIndex(0);
  var coo=camera.targetPosition;
  var c2c=camera.position.subtract(coo);
  var roo=c2c.length;
  c2c.normalize();
  var res='VIEW%=insert optional name here\n';
  if(!(coo.x==0 && coo.y==0 && coo.z==0))
    res+=host.util.printf('  COO=%s %s %s\n', coo.x, coo.y, coo.z);
  if(!(c2c.x==0 && c2c.y==-1 && c2c.z==0))
    res+=host.util.printf('  C2C=%s %s %s\n', c2c.x, c2c.y, c2c.z);
  if(roo > 1e-9)
    res+=host.util.printf('  ROO=%s\n', roo);
  var roll = camera.roll*180/Math.PI;
  if(host.util.printf('%.4f', roll)!=0)
    res+=host.util.printf('  ROLL=%s\n', roll);
  if(camera.projectionType==camera.TYPE_PERSPECTIVE){
    var aac=camera.fov * 180/Math.PI;
    if(host.util.printf('%.4f', aac)!=30)
      res+=host.util.printf('  AAC=%s\n', aac);
  }else{
    if(host.util.printf('%.4f', camera.viewPlaneSize)!=1)
      res+=host.util.printf('  ORTHO=%s\n', 1./camera.viewPlaneSize);
  }
  rgb=scene.background.getColor();
  if(!(rgb.r==1 && rgb.g==1 && rgb.b==1))
    res+=host.util.printf('  BGCOLOR=%s %s %s\n', rgb.r, rgb.g, rgb.b);
  switch(scene.lightScheme){
    case scene.LIGHT_MODE_FILE:
      curlights='Artwork';break;
    case scene.LIGHT_MODE_NONE:
      curlights='None';break;
    case scene.LIGHT_MODE_WHITE:
      curlights='White';break;
    case scene.LIGHT_MODE_DAY:
      curlights='Day';break;
    case scene.LIGHT_MODE_NIGHT:
      curlights='Night';break;
    case scene.LIGHT_MODE_BRIGHT:
      curlights='Hard';break;
    case scene.LIGHT_MODE_RGB:
      curlights='Primary';break;
    case scene.LIGHT_MODE_BLUE:
      curlights='Blue';break;
    case scene.LIGHT_MODE_RED:
      curlights='Red';break;
    case scene.LIGHT_MODE_CUBE:
      curlights='Cube';break;
    case scene.LIGHT_MODE_CAD:
      curlights='CAD';break;
    case scene.LIGHT_MODE_HEADLAMP:
      curlights='Headlamp';break;
  }
  if(curlights!='Artwork')
    res+='  LIGHTS='+curlights+'\n';
  switch(scene.renderMode){
    case scene.RENDER_MODE_BOUNDING_BOX:
      defaultrender='BoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
      defaultrender='TransparentBoundingBox';break;
    case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
      defaultrender='TransparentBoundingBoxOutline';break;
    case scene.RENDER_MODE_VERTICES:
      defaultrender='Vertices';break;
    case scene.RENDER_MODE_SHADED_VERTICES:
      defaultrender='ShadedVertices';break;
    case scene.RENDER_MODE_WIREFRAME:
      defaultrender='Wireframe';break;
    case scene.RENDER_MODE_SHADED_WIREFRAME:
      defaultrender='ShadedWireframe';break;
    case scene.RENDER_MODE_SOLID:
      defaultrender='Solid';break;
    case scene.RENDER_MODE_TRANSPARENT:
      defaultrender='Transparent';break;
    case scene.RENDER_MODE_SOLID_WIREFRAME:
      defaultrender='SolidWireframe';break;
    case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
      defaultrender='TransparentWireframe';break;
    case scene.RENDER_MODE_ILLUSTRATION:
      defaultrender='Illustration';break;
    case scene.RENDER_MODE_SOLID_OUTLINE:
      defaultrender='SolidOutline';break;
    case scene.RENDER_MODE_SHADED_ILLUSTRATION:
      defaultrender='ShadedIllustration';break;
    case scene.RENDER_MODE_HIDDEN_WIREFRAME:
      defaultrender='HiddenWireframe';break;
  }
  if(defaultrender!='Solid')
    res+='  RENDERMODE='+defaultrender+'\n';

  //detect existing Clipping Plane (3D Cross Section)
  var clip=null;
  if(
    clip=scene.nodes.getByName('$$$$$$')||
    clip=scene.nodes.getByName('Clipping Plane')
  );
  for(var i=0;i<scene.nodes.count;i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd==clip||nd.name=='') continue;
    var ndUTFName='';
    for (var j=0; j<nd.name.length; j++) {
      var theUnicode = nd.name.charCodeAt(j).toString(16);
      while (theUnicode.length<4) theUnicode = '0' + theUnicode;
      ndUTFName += theUnicode;
    }
    var end=nd.name.lastIndexOf('.');
    if(end>0) var ndUserName=nd.name.substr(0,end);
    else var ndUserName=nd.name;
    respart='  PART='+ndUserName+'\n';
    respart+='    UTF16NAME='+ndUTFName+'\n';
    defaultvals=true;
    if(!nd.visible){
      respart+='    VISIBLE=false\n';
      defaultvals=false;
    }
    if(nd.opacity<1.0){
      respart+='    OPACITY='+nd.opacity+'\n';
      defaultvals=false;
    }
    if(nd.constructor.name=='Mesh'){
      currender=defaultrender;
      switch(nd.renderMode){
        case scene.RENDER_MODE_BOUNDING_BOX:
          currender='BoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX:
          currender='TransparentBoundingBox';break;
        case scene.RENDER_MODE_TRANSPARENT_BOUNDING_BOX_OUTLINE:
          currender='TransparentBoundingBoxOutline';break;
        case scene.RENDER_MODE_VERTICES:
          currender='Vertices';break;
        case scene.RENDER_MODE_SHADED_VERTICES:
          currender='ShadedVertices';break;
        case scene.RENDER_MODE_WIREFRAME:
          currender='Wireframe';break;
        case scene.RENDER_MODE_SHADED_WIREFRAME:
          currender='ShadedWireframe';break;
        case scene.RENDER_MODE_SOLID:
          currender='Solid';break;
        case scene.RENDER_MODE_TRANSPARENT:
          currender='Transparent';break;
        case scene.RENDER_MODE_SOLID_WIREFRAME:
          currender='SolidWireframe';break;
        case scene.RENDER_MODE_TRANSPARENT_WIREFRAME:
          currender='TransparentWireframe';break;
        case scene.RENDER_MODE_ILLUSTRATION:
          currender='Illustration';break;
        case scene.RENDER_MODE_SOLID_OUTLINE:
          currender='SolidOutline';break;
        case scene.RENDER_MODE_SHADED_ILLUSTRATION:
          currender='ShadedIllustration';break;
        case scene.RENDER_MODE_HIDDEN_WIREFRAME:
          currender='HiddenWireframe';break;
        //case scene.RENDER_MODE_DEFAULT:
        //  currender='Default';break;
      }
      if(currender!=defaultrender){
        respart+='    RENDERMODE='+currender+'\n';
        defaultvals=false;
      }
    }
    if(origtrans[nd.name]&&!nd.transform.isEqual(origtrans[nd.name])){
      var lvec=nd.transform.transformDirection(new Vector3(1,0,0));
      var uvec=nd.transform.transformDirection(new Vector3(0,1,0));
      var vvec=nd.transform.transformDirection(new Vector3(0,0,1));
      respart+='    TRANSFORM='
               +lvec.x+' '+lvec.y+' '+lvec.z+' '
               +uvec.x+' '+uvec.y+' '+uvec.z+' '
               +vvec.x+' '+vvec.y+' '+vvec.z+' '
               +nd.transform.translation.x+' '
               +nd.transform.translation.y+' '
               +nd.transform.translation.z+'\n';
      defaultvals=false;
    }
    respart+='  END\n';
    if(!defaultvals) res+=respart;
  }
  if(clip){
    var centre=clip.transform.translation;
    var normal=clip.transform.transformDirection(new Vector3(0,0,1));
    res+='  CROSSSECT\n';
    if(!(centre.x==0 && centre.y==0 && centre.z==0))
      res+=host.util.printf(
        '    CENTER=%s %s %s\n', centre.x, centre.y, centre.z);
    if(!(normal.x==1 && normal.y==0 && normal.z==0))
      res+=host.util.printf(
        '    NORMAL=%s %s %s\n', normal.x, normal.y, normal.z);
    res+=host.util.printf(
      '    VISIBLE=%s\n', clip.visible);
    res+=host.util.printf(
      '    PLANECOLOR=%s %s %s\n', clip.material.emissiveColor.r,
             clip.material.emissiveColor.g, clip.material.emissiveColor.b);
    res+=host.util.printf(
      '    OPACITY=%s\n', clip.opacity);
    res+=host.util.printf(
      '    INTERSECTIONCOLOR=%s %s %s\n',
        clip.wireframeColor.r, clip.wireframeColor.g, clip.wireframeColor.b);
    res+='  END\n';
//    for(var propt in clip){
//      console.println(propt+':'+clip[propt]);
//    }
  }
  res+='END\n';
  host.console.show();
//  host.console.clear();
  host.console.println('%%\n%% Add the following VIEW section to a file of\n'+
    '%% predefined views (See option "3Dviews"!).\n%%\n' +
    '%% The view may be given a name after VIEW=...\n' +
    '%% (Remove \'%\' in front of \'=\'.)\n%%');
  host.console.println(res + '\n');
}

//add items to 3D context menu
runtime.addCustomMenuItem("dfltview", "Generate Default View", "default", 0);
runtime.addCustomMenuItem("currview", "Get Current View", "default", 0);
runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);

//menu event handlers
menuEventHandler = new MenuEventHandler();
menuEventHandler.onEvent = function(e) {
  switch(e.menuItemName){
    case "dfltview": calc3Dopts(); break;
    case "currview": get3Dview(); break;
    case "csection":
      addremoveClipPlane(e.menuItemChecked);
      break;
  }
};
runtime.addEventHandler(menuEventHandler);

//global variable taking reference to currently selected node;
var target=null;
selectionEventHandler=new SelectionEventHandler();
selectionEventHandler.onEvent=function(e){
  if(e.selected&&e.node.name!=''){
    target=e.node;
  }else{
    target=null;
  }
}
runtime.addEventHandler(selectionEventHandler);

cameraEventHandler=new CameraEventHandler();
cameraEventHandler.onEvent=function(e){
  var clip=null;
  runtime.removeCustomMenuItem("csection");
  runtime.addCustomMenuItem("csection", "Cross Section", "checked", 0);
  if(clip=scene.nodes.getByName('$$$$$$')|| //predefined
    scene.nodes.getByName('Clipping Plane')){ //added via context menu
    runtime.removeCustomMenuItem("csection");
    runtime.addCustomMenuItem("csection", "Cross Section", "checked", 1);
  }
  if(clip){//plane in predefined views must be rotated by 90 deg around normal
    clip.transform.rotateAboutLineInPlace(
      Math.PI/2,clip.transform.translation,
      clip.transform.transformDirection(new Vector3(0,0,1))
    );
  }
  for(var i=0; i<rot4x4.length; i++){rot4x4[i].setIdentity()}
  target=null;
}
runtime.addEventHandler(cameraEventHandler);

var rot4x4=new Array(); //keeps track of spin and tilt axes transformations
//key event handler for scaling moving, spinning and tilting objects
keyEventHandler=new KeyEventHandler();
keyEventHandler.onEvent=function(e){
  var backtrans=new Matrix4x4();
  var trgt=null;
  if(target) {
    trgt=target;
    var backtrans=new Matrix4x4();
    var trans=trgt.transform;
    var parent=trgt.parent;
    while(parent.transform){
      //build local to world transformation matrix
      trans.multiplyInPlace(parent.transform);
      //also build world to local back-transformation matrix
      backtrans.multiplyInPlace(parent.transform.inverse.transpose);
      parent=parent.parent;
    }
    backtrans.transposeInPlace();
  }else{
    if(
      trgt=scene.nodes.getByName('$$$$$$')||
      trgt=scene.nodes.getByName('Clipping Plane')
    ) var trans=trgt.transform;
  }
  if(!trgt) return;

  var tname=trgt.name;
  if(typeof(rot4x4[tname])=='undefined') rot4x4[tname]=new Matrix4x4();
  if(target)
    var tiltAxis=rot4x4[tname].transformDirection(new Vector3(0,1,0));
  else  
    var tiltAxis=trans.transformDirection(new Vector3(0,1,0));
  var spinAxis=rot4x4[tname].transformDirection(new Vector3(0,0,1));

  //get the centre of the mesh
  if(target&&trgt.constructor.name=='Mesh'){
    var centre=trans.transformPosition(trgt.computeBoundingBox().center);
  }else{ //part group (Node3 parent node, clipping plane)
    var centre=new Vector3(trans.translation);
  }
  switch(e.characterCode){
    case 30://tilt up
      rot4x4[tname].rotateAboutLineInPlace(
          -Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(-Math.PI/900,centre,tiltAxis);
      break;
    case 31://tilt down
      rot4x4[tname].rotateAboutLineInPlace(
          Math.PI/900,rot4x4[tname].translation,tiltAxis);
      trans.rotateAboutLineInPlace(Math.PI/900,centre,tiltAxis);
      break;
    case 28://spin right
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            -Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(-Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 29://spin left
      if(e.ctrlKeyDown&&target){
        trans.rotateAboutLineInPlace(Math.PI/900,centre,spinAxis);
      }else{
        rot4x4[tname].rotateAboutLineInPlace(
            Math.PI/900,rot4x4[tname].translation,new Vector3(0,0,1));
        trans.rotateAboutLineInPlace(Math.PI/900,centre,new Vector3(0,0,1));
      }
      break;
    case 120: //x
      translateTarget(trans, new Vector3(1,0,0), e);
      break;
    case 121: //y
      translateTarget(trans, new Vector3(0,1,0), e);
      break;
    case 122: //z
      translateTarget(trans, new Vector3(0,0,1), e);
      break;
    case 88: //shift + x
      translateTarget(trans, new Vector3(-1,0,0), e);
      break;
    case 89: //shift + y
      translateTarget(trans, new Vector3(0,-1,0), e);
      break;
    case 90: //shift + z
      translateTarget(trans, new Vector3(0,0,-1), e);
      break;
    case 115: //s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1.01);
      trans.translateInPlace(centre.scale(1));
      break;
    case 83: //shift + s
      trans.translateInPlace(centre.scale(-1));
      trans.scaleInPlace(1/1.01);
      trans.translateInPlace(centre.scale(1));
      break;
  }
  trans.multiplyInPlace(backtrans);
}
runtime.addEventHandler(keyEventHandler);

//translates object by amount calculated from Canvas size
function translateTarget(t, d, e){
  var cam=scene.cameras.getByIndex(0);
  if(cam.projectionType==cam.TYPE_PERSPECTIVE){
    var scale=Math.tan(cam.fov/2)
              *cam.targetPosition.subtract(cam.position).length
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }else{
    var scale=cam.viewPlaneSize/2
              /Math.min(e.canvasPixelWidth,e.canvasPixelHeight);
  }
  t.translateInPlace(d.scale(scale));
}

function addremoveClipPlane(chk) {
  var curTrans=getCurTrans();
  var clip=scene.createClippingPlane();
  if(chk){
    //add Clipping Plane and place its center either into the camera target
    //position or into the centre of the currently selected mesh node
    var centre=new Vector3();
    if(target){
      var trans=target.transform;
      var parent=target.parent;
      while(parent.transform){
        trans=trans.multiply(parent.transform);
        parent=parent.parent;
      }
      if(target.constructor.name=='Mesh'){
        var centre=trans.transformPosition(target.computeBoundingBox().center);
      }else{
        var centre=new Vector3(trans.translation);
      }
      target=null;
    }else{
      centre.set(scene.cameras.getByIndex(0).targetPosition);
    }
    clip.transform.setView(
      new Vector3(0,0,0), new Vector3(1,0,0), new Vector3(0,1,0));
    clip.transform.translateInPlace(centre);
  }else{
    if(
      scene.nodes.getByName('$$$$$$')||
      scene.nodes.getByName('Clipping Plane')
    ){
      clip.remove();clip=null;
    }
  }
  restoreTrans(curTrans);
  return clip;
}

//function to store current transformation matrix of all nodes in the scene
function getCurTrans() {
  var tA=new Array();
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(nd.name=='') continue;
    tA[nd.name]=new Matrix4x4(nd.transform);
  }
  return tA;
}

//function to restore transformation matrices given as arg
function restoreTrans(tA) {
  for(var i=0; i<scene.nodes.count; i++){
    var nd=scene.nodes.getByIndex(i);
    if(tA[nd.name]) nd.transform.set(tA[nd.name]);
  }
}

//store original transformation matrix of all mesh nodes in the scene
var origtrans=getCurTrans();

//set initial state of "Cross Section" menu entry
cameraEventHandler.onEvent(1);

//host.console.clear();





Impacts on Rubble Pile Asteroid Šteins Šteins as a Rubble Pile Asteroid 4.2

4.2.3 The Crater Diamond on Šteins

Close to the southern pole, at 13.4°,−54.6° lon/lat, Šteins exhibits a very large,

circular crater with a diameter of D = 2100m (Besse et al. 2012), estimating

the achieved precision to about 140 m.

As the crater is at the southern pole, and the obliquity of Šteins is approx-

imately Θ = 172° (Jorda et al. 2012), the floor of the crater is not visible in

the images (see Figure 4.6), and therefore the depth is only poorly constrained.

Besse et al. (2012) determined a best fit value of d = 294m, but estimating the

accuracy to only about 50 %. This results in a ratio of d/D= 0.14± 0.07.

The ratio between the crater diameter and the asteroid’s equivalent radius is
D/Requiv. = 0.79± 0.05. This value is comparable to the largest craters found on

asteroids Ida, Phobos and Eros, while other asteroids like Deimos have values

between 1.2 to 1.6 (Burchell and Leliwa-Kopystynski 2010) for the largest crater.

Burchell and Leliwa-Kopystynski (2010) therefore conclude that the crater size

is not abnormally large on a small body like Šteins.

Morris et al. (2013a) proposed the hypothesis that Diamond is not an clas-

sical impact crater created by an non-dispersive late-stage impact at all. They

conducted a small-scale impact experiment of an Rimp = 2.5mm steel sphere

onto a Rtar = (37.5± 0.5)mm cement sphere, rotating at an angular speed of

ω = 21.6 rad s−1, corresponding to an asteroid of Šteins’ size with an period

of P = 5.66hours, similar to the period of Šteins. The impact velocity was

vimp = 4.54km s−1, corresponding to a specific energy of Q = 1066J kg−1 In the

fragments resulting from this impact, Morris et al. (2013a) found one particular

fragment that in overall shape closely resembled the shape of Šteins, including

the crater features corresponding to Diamond. This provides an additional ex-

planation of the features seen on Šteins as the direct outcome of an disruption

event of a larger parent body, but the apparent erasing of smaller craters only as

seen by Marchi et al. (2010) cannot be explained if not by a major impact event.

4.2.4 The Hill Feature on Šteins

In the NAC images, prior to closest approach (see Figures 4.6a and 4.7a), there

is a bright, elongated feature visible near the rim of Šteins. It is described

as the northern hill in Jorda et al. (2012), extending over s 2km with an

elevation of 120 m to 15 m. Although only observed in a single geometry, and

therefore constrained only by photoclinometry rather than stereographic shape
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β = 29.7° β = 11.2°

β = 20.1° β = 50.2°

(a) (b)

(c) (d)

1km 1km

1km 1km

Figure 4.6: Šteins at different phase angles β from the OSIRIS flyby. Panel 4.6a
was taken by the NAC camera, while the others are taken by WAC. By convention,
as Šteins rotation is retrograde, the south pole points up. The images have been
scaled by a factor of three using nearest neighbour interpolation. Note the
changing illumination conditions on crater Diamond near the southern pole.
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β = 29.7°(a)

1 km

(a) Highlighting the hill-like structure 125°
away of crater Diamond. The feature is
seen mainly as a bright, elongated struc-
ture, but only constrained in NAC images
under very similar observing geometries.

(b) A circular, hill like feature at a similar
angular distance to crater Diamond as a
model for the hill feature.

Figure 4.7: A hill like feature on Šteins at approximately 125° angular distance
to crater Diamond.

reconstruction, an interpretation as a crater rim is discarded for the lack of an

apparent crater and the linear slope of the feature. The authors write:

It is therefore conceivable that the above feature corresponds to a

very large monolithic fragment that emerged from the surround-

ing pile of smaller pieces either by direct pressure exerted by the

impactor of the crater Ruby [Note: in the paper, crater Diamond is

referred to as Ruby] (the hill is approximately diametrically opposite

to that crater) or the spreading of the surrounding smaller fragments

as the reshaping proceeded (Jorda et al. 2012).

In the following, the general idea of a hill forming during an impact event

on the opposite side of the asteroid is discussed. Due to the current assumption

on spherical pebbles in the model for the interior of Šteins applied here, the

possibility of a hill forming by the rise of a spherical, coherent fragment initially

just below the surface is discussed. This is used as an initial test case for the

formation of structures as the feature observed by Jorda et al. (2012).

Therefore an elevated, but more circular feature at a similar angular distance

to Diamond was chosen. In reproducing this feature (see Figure 4.7b) the general

feasibility of such an assumption is tested.
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Designation Diameter Depth Ratio Description
m m

17 Agatea 500 125 0.25 Elongated
18 Amethysta 450 81 0.18 Elongated, possible

dual crater
19 Citrinea 610 79 0.13 Circular
20 Opala 400 50 0.125 Circular, margin-

ally elongated
21 Garneta 390 51 0.13 Circular, margin-

ally elongated
22 Jadea 260 62 0.24 Circular, disturb

the rim of 30
23 Peridota 270 24 0.09 Uncertain, depression?
24 Lapis 440 44 0.1 Very uncertain

Table 4.2: Dimensions of the depression pits in the catena as measured by Besse
et al. (2012). Designations can be found in Figure 4.4. Reprinted from Besse et al.
2012

4.2.5 The Catena of Aligned Pits on Šteins

Extending from the northern pole to almost the rim of crater Diamond, a series

of pits is seen on the surface of Šteins. These correspond to the ‘crater-like

features’ measured in Besse et al. (2012). While the alignment of the pits

clearly indicates a common origin, the very similar size seems to contradict an

impact origin. Keller et al. (2010) and Marchi et al. (2010) argue that a partial

drainage of regolith into an underlying fracture formed by the impact event that

created Diamond, or even pre-existing internal inhomogeneities, are a more

likely explanation of this feature.

Chains of craters are observed on other bodies too. Schenk et al. (1996)

studied crater chains on Callisto and Ganymede, as well as the Earth’s Moon and

Mercury, and found several chains of typically 6 to 20 craters. Some of these

extend radially from large impact crater basins, and are therefore classified as

secondary impact events. These are particularly frequent on larger bodies like

the Moon and Mercury, but less frequent on smaller bodies. The observed ratio

of the diameter of the primary crater basin to secondary crater diameters is s 25,

far larger than the ratio observed on Šteins with craters around D = 400m,

approximately 1/5 of the diameter of Diamond.

Other crater chains are linked to impacts of objects that have been dispersed
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β = 50.2°(d)

1 km

Figure 4.8: Highlighting the catena of pit-like features on Šteins. WAC image
taken at closest approach, resolution s 80.8m pixel−1.

by gravitational tidal forces like SL9 when passing Jupiter. While this in principle

is a viable explanation for crater chains on larger bodies (Schenk et al. 1996), in

the case of Šteins it is regarded as very unlikely. The small orbital separation

reflected in the short distances of the craters would only be realistic very shortly

after the tidal disruption event, and therefore only in a moment of the orbital

evolution where both bodies quasi simultaneously undergo a close encounter

with a large body.

4.3 Simulating Crater-Forming Impacts on Asteroid Šteins

Asteroid Šteins as a rubble pile asteroid with a spacecraft-data derived shape

model is a test-case for the model presented in Chapter 3. The model focusses

on the large-scale structure of the interior of rubble pile asteroids, and possibly

provides a tool to determine a link between surface features and the configuration

of constituent fragments in the interior.

In a series of impact experiments recreating the crater Diamond near the

southern pole of Šteins, a possible link between the internal configuration and

two specific surface features is investigated: the hill-like structure at a longitude

of s 100° and the aligned pit chain at longitudes of s−20° to −25°.

In the following the parameters for the SPH shock physics code are discussed.

As Šteins is at the transition size of the strength- to the gravity regime, gravita-

tional forces had to be included into the numerical treatment. For this reason,

a different shock physics code was used than in the simulations presented in

Chapter 3. The influence of the gravitational forces on the outcome of impact
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simulations is estimated. Then, the surface features to be reproduced are dis-

cussed, and a plausible pre-impact shape for asteroid Šteins is derived. Finally, a

series of impact simulations to recreate crater Diamond is presented and links to

the surface features are investigated.

4.3.1 Model Parameters

On the resolution provided by OSIRIS images, the surface of Šteins looks smooth,

showing no boulder like features at a size ofs 80 m to 200 m. Instead, the whole

surface is covered in a thick regolith layer. Therefore, the size of pebbles in the

inside of the asteroid cannot be inferred by the images, as it was at least partly

possible on Itokawa (Michikami et al. 2010). For asteroid Lutetia OSIRIS images

showed a number of boulders on the surface in the range of approximately 60 m

to 300 m (Küppers et al. 2012). By their spatial distribution, most of Lutetia’s

boulders can be attributed to cratering events, therefore most likely not being

representative of the constituent fragments in the interior of the asteroid. The

thick regolith layer covering the surface of Lutetia prohibits a direct measurement

of any constituent fragments, and most likely the same holds true for asteroid

Šteins.

Instead, for the following simulations a size distribution following the power

law in Equation (3.1) with a slope α= 1.95 was chosen. Limiting the number

of particles at approximately 800000, the corresponding smoothing length h

is 34.2 m. The minimum cut-off radius is Rmin = 65m. The maximum radius

is chosen between Rmax = 300m and Rmax = 500m. As shown in Chapter 3,

the sensitivity of the impact outcome to the exact choice of this parameters is

small. Although Šteins material has been characterised as enstatite, material

parameters for enstatite are hard to find, and therefore olivine was chosen with

the same parameters as used in Chapter 3 as a material proxy (see Table 2.2).

For the following simulations, the SPH solver in LS-DYNA was used, because

it was not possible to implement self-gravitational forces into the Autodyn solver

used for the simulations in Chapter 3.
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4.4 The Influence of Gravitational Forces on Simulated

Impacts on Šteins

4.4.1 Šteins as Asteroid in the Gravitational Strength Regime

Šteins, with an volume-equivalent radius of Requiv. = 2.63km (Jorda et al. 2012),

is just at the beginning of the so-called gravitational regime, described in Sec-

tion 1.3.6 and Figure 1.17. The final stage of an impact event is governed by

gravitational re-aggregation of fragments, but the material strength cannot be

neglected.

4.4.2 Šteins’s Gravitational Binding Energy

To estimate the role of gravitation on the material strength, the gravitational

binding energy is a first reference point. The gravitational binding energy or

total gravitational potential energy for a spherical body of constant density is

given by (e.g. Carroll and Ostlie 2007, p. 297)

Ebd =
3
5

G
M2

R
. (4.2)

Using the parameters of Šteins as discussed above, a binding energy of Šteins

of 3.24× 1021 erg is derived. This means that the specific binding energy of

Šteins, Ebd/MŠteins = 2.2× 104 ergg−1 is considerably lower than the expected

disruption threshold Q∗D. This threshold denotes the energy at which impacts

transition from cratering to disruption and is discussed in Section 1.3.6. As

evident in Figure 1.17 (found on Page 40) different models differ widely. Using

the rock-like parameters from Benz and Asphaug (1999) gives a value for Šteins

of Q∗D = 1.38× 107 ergg−1. While this is still several magnitudes larger than

the gravitational binding energy, a clear transition at the size of Šteins can be

seen in the size dependency of Q∗D. Therefore, full and explicit treatment of

gravitational forces was included a into the SPH code LS-DYNA. For a description

of the method see Section 2.2.

While for the first stage of crater formation, during contact and compression,

gravity mainly acts as an overburden pressure decreasing material strength, the

later stages that act on longer timescales are affected more.
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4.4.3 Following the Ejecta

After shock relaxation, which acts on a very short timescale τcc as described in

Section 1.3.2, the last stage of crater formation is dominated by gravitational

interaction and acts on a timescale several magnitudes longer. As the timestep

of the shock code used cannot be increased without losing physical meaning

beyond the signal travel time on the resolution length scale, several million time

steps have to be calculated to model such relatively slow events. Therefore,

different strategies have to be employed to infer the end stage of an impact event

in the gravitational regime.

A common approach is to split the simulation into two regimes, and use

dedicated codes for each. Michel et al. (2001) used first SPH to calculate the

disruption of a large asteroid, and stopped the simulation when fractures ceased

to propagate. The considered impact conditions led to full disruption of the

parent body. Therefore, each SPH pseudo particle could easily be mapped onto

a single hard-sphere particle, and the re-aggregation could be calculated using a

purely gravitational N -body code.

While using this approach efficient calculation of the gravitational stage

is possible, care has to be taken during the hand-over from the impact to the

gravitational code if fragments consist of more than one SPH pseudo particle.

Benavidez et al. (2012) described the problems in a similar hand-over attempt in

only partially disruptive impact events. Because the hard-sphere particles used

in the gravitational code cannot be overlapping, the radius-equivalent smoothing

length, h, of the SPH code is not transferable to the gravitational part. Thus, the

radius and density of the particles has to be adapted, conserving the mass.

In a simplified approach to estimate the ejecta eventually lost to the body,

the escape velocity can be taken into consideration. The concept is to compare

the kinetic energy of the fragment to the gravitational potential at the point of

the particle. If the first exceeds the latter, the particle is considered lost to the

final remaining body. The speed at which both are equal is called the escape

velocity vesc, and for a single particle in the gravitational potential of a point

symmetric mass M at distance R given by

vesc =

√

√

2
GM
R

. (4.3)

Because the end-stage of impact simulations differs considerably from the as-
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sumption of point symmetry, the local escape velocity for each particle has to be

evaluated by summation of the gravitational potential distribution of all other

particles. For this purpose, the same gravitational k-D tree code as described in

Section 2.2 was used. The main shortcoming of this estimation is the assumption

of a static gravitational field, but the only solution avoiding this assumption

would be a full integration of the motion of all particles by an N -body simulation

until all ejecta either settled or escaped.

The velocity of the ejected material as a function of mass is sometimes

approximated by a power law (e. g. Davis et al. [2002]), but Jutzi et al. (2010b)

found that the wide spread of velocity values for a given mass prevent the

description as a simple power law. Here, the ejection probability of not fragments,

but single SPH pseudo particles is discussed to give a first approximation of the

mass lost during the impact event. In Figure 4.9 and Figure 4.10, a non-disruptive

impact simulation on a low resolution Šteins simulant is compared including

(Figure 4.9) and excluding (Figure 4.10) gravitational forces. While visually

the outcome of both simulations look very similar (Figures 4.9a and 4.10a), the

ejecta velocity distribution is slightly different. Figures 4.9b and 4.10b show the

velocity distribution for both simulations, separated in particles gravitationally

bound (|v| < vesc, right panel) and gravitationally lost (|v| ≥ vesc). For this

comparison, the ejection speed is compared to the local escape velocity, not

taking into account the direction of the velocity vector and therefore ignoring

subsequent particle collision that would eventually lead to a further loss in

momentum, so the mass of ejected material is likely to be overestimated.

It can be observed that the ejecta velocities are slightly higher in the case

where gravitational forces are included. In the case including gravitational

forces, a total of 8.1 % of the mass are eventually lost, compared to a total of

7.8 % without gravitational forces. While this is below the error margin that was

associated to the uncertainty of the mass of the largest remnant fragment of about

±2 % discussed in Section 3.5.1, in this case of identical impact configurations

this effect is only attributed to the gravitational forces. This is not the expected

result: Indeed, the gravitational forces should increase the lithospheric pressure,

preventing fractures to form, as they have to overcome this additional pressure.

To interpret this surprising result, several possible causes are discussed.

The additional lithospheric pressure might lead to damage in the material in

the material model implemented, the additional kinetic energy might increase

the kinetic energy deposited into the ejecta, or the numerical treatment of the
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gravitational forces in the SPH solver of LS-DYNA used in the set of simulations

presented here is leading to spurious results.

The additional lithospheric pressure applied as an isotropic lithostatically

equilibrated stress given by Equation (1.21) at the centre of asteroid Šteins

is about 5.1 kPa, several magnitudes below the yield strength of the material.

Lithospheric pressure should prevent fractures to form, and therefore strengthen

the material. In the simplified material model here, where no sub-resolution

fracturing is implemented (see Section 2.1.5), this effect is neglected because

only sub-resolution fractures would form at these small pressures and therefore

the expected increase in bulk strength is lost, but no explanation for the observed

decrease in strength is provided by this mechanism either.

The potential energy converted into kinetic energy of the impactor is rather

small. The distance of the impactor centre to the target surface for the largest

projectile with Rimp = 80m is 130 m, as the projectile was started at a height of

50 m. The converted potential energy is given by

∆Epot = Epot(Rtar + 130m)− Epot(Rtar) (4.4)

= GM tarM imp

Rtar+130 m
∫

∞

1
R2

dR−

Rtar
∫

∞

1
R2

dR

≈ 6.1× 108 J,

which is negligible when compared to the kinetic energy of the impactor of

Ekin = 1/2 M impvimp
2 = 4.1× 1016 J. This can therefore be ruled out as the cause

of a weakening.

To ensure that the higher impact velocities when gravitational forces are

included is not a numerical artefact by the implementation of the gravity solver

and its integration into the impact code LS-DYNA, the dynamic relaxation of a low

resolution Šteins simulant was analysed (see Figure 4.11). Dynamic relaxation

time is given by the ramp-up time during which the forces due to gravity are

linearly increased from zero to their respective value (see Section 2.2.1) and an

additional time until the movement of particles due to the increase of stresses

has ceased. Whenever the ramp-up time was choosen to be long enough to

include at least a hundred time steps, the hydrostatic pressure profile shown in

Figure 4.11 developed and dynamic relaxation was found after a few additional
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timesteps. In particular, no damaged material was found. Therefore, the source

of the unexpected high ejecta velocities could not be found. This might indicate

that the strength model used is not ideally suited for the gravitational regime.

For further studies, a more advanced material model including rate effectes and

sub-resolution fractures should be used.

The overall outcome might not be affected, though, as Benz and Asphaug

(1999) point out, the enhanced role of gravity is dominated by the difficulty

of fragments escaping the gravity well. Because the re-aggregation has not yet

taken place, the mass of the largest remnant fragment in the gravity-included

case will increase with time, therefore the final largest remnant may well be

larger in the gravitational case than in the one excluding gravity.

4.5 Reproducing Surface Features Observed on Šteins

The rubble pile asteroid Šteins shows several surface features that can possibly

be linked to restructuring processes of the internal structure during impact

events. When the impact that created crater Diamond erased craters smaller

then D = 500m (Marchi et al. 2010), the internal structure of Šteins was

rearranged too.

The question to be addressed using the rubble pile simulant representation

described in Chapter 3 is: Are there surface features on Šteins that are caused by

the reconfiguration of the internal structure during the impact event that created

crater Diamond? Such a feature would help to understand the large-scale pebble

structure of Šteins, and might be used to constrain formation scenarios and the

past evolution of this YORPoid shaped rubble pile asteroid.

4.5.1 Possible Pre-Impact Shape of Šteins

To test the feasibility of a hill-forming event during the impact that created crater

Diamond, first a possible pre-impact shape of Šteins has to be constrained.

Two processes are applied — filling the crater Diamond, and levelling the

region where the hill feature is expected to form.

The crater is identified by visual determination of the crater centre, and

assumed to be circular, and selecting all shape model vertices inside a sphere

of radius Rcrat around the centre. Next, a plane is fitted to the crater vertices,

allowing to determine the surface normal of the crater. This plane is extruded

119



Impacts on Rubble Pile Asteroid Šteins
Reproducing Surface Features
Observed on Šteins 4.5

Velocity (m/s)

> 100

0

50
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(b) Velocity distribution of SPH pseudo particles. Horizontal axis is the particle distance
d imp to the impact site. Particles on the left panel are eventually lost, unbound to the
final body: the velocity is larger than the local escape velocity vesc i , while the right
panel shows bound particles (v i > vesc i) Note that in this logarithmic plot, particles with
velocities v = 0m s−1 are not accounted for in the number density, but are included in
the total mass calculation.

Figure 4.9: Velocity distribution and displacement of particles for a simulated
impact on Šteins. The impactor had a velocity of vimp = 5.5km s−1 and a radius
of Rimp = 80m. In this simulation, gravitational forces have been included.
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(b) Velocity distribution of SPH pseudo particles. Horizontal axis is the particle distance
d imp to the impact site. Particles on the left panel are eventually lost, unbound to the
final body: the velocity is larger than the local escape velocity vesc i , while the right
panel shows bound particles (v i > vesc i) Note that in this logarithmic plot, particles with
velocities v = 0m s−1 are not accounted for in the number density, but are included in
the total mass calculation.

Figure 4.10: Velocity distribution and displacement of particles for a simulated
impact on Šteins. The impactor had a velocity of vimp = 5.5km s−1 and a radius
of Rimp = 80m. In this simulation, gravitational forces have not been included.
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Figure 4.11: Slice through a low-resolution Šteins simulant showing the equi-
librium pressure after dynamic relaxation without impactor present. The radius
of the SPH pseudo particles corresponds to 1/2 h or half a smoothing length. No
sign of predamage could be found.

by a visually chosen height along the surface normal, and all crater vertices are

projected onto the plane, again in the direction of the surface normal.

This plane is now merged into the original shape model by interpolating

between both, ensuring the new shape smoothly interlinks with the old without

introducing artefacts at the crater boundary.

To detect the uprise of a hill, a levelled plane was introduced to the shape

model by a process very similar to the above, except that the plane is fitted only

to the faces lying at the border of the selected region, and no extrusion is applied.

The result is a level plane, fitting without artefacts into the original shape model,

following the contours of the surrounding surface.

The resulting shape can be seen in Figure 4.12a. In volume, the new shape is

3.9× 107 m3 smaller than the original shape, but this is only 0.5 %� of the total

volume and significantly smaller than the uncertainty in the original volume.

4.5.2 Setup of Impact Simulations

All impact simulations where again carried out using typical parameters found

in the main asteroid belt. The velocity was chosen to be vimp = 5.5km s−1,

considered a typical value for asteroid–asteroid collisions (Davis et al. 2002).
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(a) Crater Diamond identified on the shape model of Šteins (Jorda et al. 2012) and
replaced by spherical interpolation of the region inside the crater rim. Colour refers
to depth relative to a plane fitting the rim of the crater. In compatible viewers, an
interactive 3-D model is displayed.

(b) The levelled surface to test for possible hill feature created in impact events on
rubble pile asteroids.

Figure 4.12: A possible pre-impact shape for asteroid Šteins.

123




Impacts on Rubble Pile Asteroid Šteins
Reproducing Surface Features
Observed on Šteins 4.5

From the scaling laws discussed in Section 1.3.6 and Figure 1.17, a spe-

cific disruption energy threshold of Q∗D =5× 106 ergg−1 to 1× 107 ergg−1 was

estimated, assuming an olivine impactor with 30 % porosity and therefore a

bulk density of ρbulk = 2240kg m−3. This corresponds to an impactor radius

of Rimp =80 m to 100 m. To investigate different impact regimes, the impactor

radius was varied between 30 m and 80 m.

The material parameters used for olivine are displayed in Table 2.2. The

bulk porosity was set to φb = 40% in all simulations.

Three main models were tested in a series of impact experiments:

model (Sa) A pebble of 300 m radius was placed under the levelled area of

the pre-impact shape. The pre-impact shape and the placed pebble is

shown in Figure 4.13. The model parameters to create the gravitational

aggregate power law size distribution were: α = 1.95, Rmin = 65m and

Rmax = 500m. The void fraction as the amount of void space between

the pebbles of the gravitational aggregate in the body is 42.1 %. See

Figure 4.13 for a representation.

model (Sb) A pebble of 500 m radius was placed under the levelled area of the

pre-impact shape. The parameters to create the gravitational aggregate

were the same as in model (Sa). The void fraction in this model is 13.4 %.

See Figure 4.14 for a representation.

model (Sc) A pebble of 600 m radius was placed under the levelled area of

another pre-impact shape where the levelled mountain has been placed at

a different location as seen in Figure 4.15. The void fraction in this model

is 16.4 %. See Figure 4.15 for a representation.
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(a) View of the z – y plane. (b) View of the x – z plane.

(c) View of the x – y plane. (d) View showing the impactor plane and
the pebble where a hill might form during
the impact event.

Figure 4.13: Šteins simulant model (Sa) for impact simulations showing the
impact velocity vector, going from the position where the crater Diamond has
been levelled out toward the pebble that has been placed where a hill could
form. SPH pseudo particles in a plane parallel to the x axis that contains the
impact velocity vector are shown to highlight the internal structure. This plane
corresponds to the plane shown in Figures 4.16 to 4.18.
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(a) View of the z – y plane. (b) View showing the impactor plane and
the pebble where a hill might form during
the impact event.

Figure 4.14: Šteins simulant model (Sb). It is almost equivalent to model (Sa),
but the radius of the pebble is 500 m.
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(a) View of the z – y plane. (b) View of the x – z plane.

(c) View of the x – y plane. (d) View showing the impactor plane and
the pebble where a hill might form during
the impact event.

Figure 4.15: Šteins simulant model (Sc) for impact simulations showing the
impact velocity vector, going from the position where the crater Diamond has
been levelled out toward the pebble that has been placed where a hill could
form. SPH pseudo particles in the impact vector plane are shown to highlight
the internal structure. This plane corresponds to the plane shown in Figures 4.21
to 4.24.
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model (Sa) Rimp = 80m

Figure 4.16: Slice through Šteins simulant model (Sa) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 80m.

4.5.3 Impact Simulation Results

The results of impact simulations for the asteroid simulant models (Sa), (Sb) and

(Sc) with impactor radii Rimp =(30, 50 and 80)m are displayed in Figures 4.16

to 4.24.

It can be seen that in all cases the impact with an impactor radius of Rimp =

80m, corresponding to a specific impact energy of Q = 5× 106 ergg−1, the body

is disrupted.

The void fraction seems to affect the outcome. While for models (Sb) and

(Sc) with similar void fraction the front of the excavated material is mostly well

defined, in the case of (Sa) with a significantly higher void fraction the front

where material has been moved is broader and extends far into the asteroid’s

interior.

4.5.4 Formation of a Hill Opposite to the Impact Zone

In none of the simulations is the pebble placed to form a hill displaced, and no

hill formation was observed. Under the range of impact conditions tested here

no link between the cratering event forming crater Diamond and the formation

of the hill seen in Figure 4.7a could be established. More energetic impact events
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Figure 4.17: Slice through Šteins simulant model (Sa) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 50m.
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model (Sa) Rimp = 30m

Figure 4.18: Slice through Šteins simulant model (Sa) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 30m.
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Displacement (m)
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Figure 4.19: Slice through Šteins simulant model (Sb) impacted at vimp =
4.5km s−1. The impactor radius was Rimp = 50m.
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0

Figure 4.20: View of Šteins simulant model (Sb) impacted at vimp = 4.5km s−1.
The impactor radius was Rimp = 50m.
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2 km

Figure 4.21: Internal structure of Šteins simulant model (Sc), as shown in
Figure 4.23.
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0
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model (Sc) Rimp = 80m

Figure 4.22: Slice through Šteins simulant model (Sc) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 80m.
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Figure 4.23: Slice through Šteins simulant model (Sc) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 50m.
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Figure 4.24: Slice through Šteins simulant model (Sc) impacted at vimp =
5.5km s−1. The impactor radius was Rimp = 30m.
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that might cause more internal reconfiguration will destroy the asteroid, as seen

in the simulation with an impactor of radius 80 m. Therefore, it is considered

to be unlikely that the hill is a result of a cratering event. Alternatively, the

hill feature is a remnant of the formation history of Šteins. As discussed in

Section 1.1.9, the observed top-like shape of Šteins can be explained by the

reshaping process outlined in Walsh et al. (2008), where increasing the spin

rate, for example due to YORP forces, leads to transport of material from the

poles to the equator as well as to seismic shaking during the reshaping. This

seismic shaking may lead to either size segregation and vertical sorting due to

the so-called ‘Brazil nut effect’ (e.g. Tancredi et al. 2012), or the redistribution

of surrounding smaller fragments, leaving the large fragment forming the hill

feature.

Assuming the hill is indeed a coherent fragment, its dimension could allow

to infer the size distribution of the pebble constituents in Šteins. Extending

over 2 km, and elevated 120 m to 150 m, assuming a cylindrical profile leads to

an estimated volume of 2.8× 108 m3, equivalent to a sphere of radius Requiv. =

493m. As distribution of pebbles by gravitational aggregation tends to show an

overabundance of large pebbles in the centre, this might indicate the existence

of large fragments in the size range of the hill in the interior of Šteins.

Inspection of the output from the simulations by looking for a coherent

movement of single pebbles rising above the surrounding surface did not reveal

possible hill candidates. Therefore, it is unlikely that impacts with different

impact angles would lead to the eventual formation of a hill.

4.5.5 Formation of Cracks

Material displaced by the passing shock wave is guided by inhomogeneities of

the internal structure. In impact simulations on model (Sa), which has the

highest void fraction of 42.1 %, the propagation of the material displacement

can be seen to follow the link in between pebbles, leading to the subsequent

formation of a fracture reaching the surface perpendicular to the crater rim.

Figures 4.25 and 4.27 shows the final state and development of a network of

fractures during an impact simulation. In Panel Figure 4.25a and Figure 4.27 it

can be seen that some of the fragments extend through the asteroid’s interior to

the surface. The radial extent is about 2 km; three of the fractures have been

annotated in Figure 4.27. Interestingly, the fractures do not extend to the surface

over their whole length, but rather emerge from a few hundred meters depth
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(a) Displacement of SPH pseudo particles
in the x–y plane at z = −1000m.

Displacement (m)

> 100
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(b) Same as Panel (a) shortly after impact.

Displacement (m)
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0
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(c) Displacement of SPH pseudo particles
in a plane perpendicular to the impactor
300 m below the impact point.

Displacement (m)

> 100

0
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(d) Same as Panel (c) shortly after impact.

Figure 4.25: Fractures forming in a simulated impact event on model (Sa) with
an impactor of Rimp = 50m.

(a) View of the z – y plane. (b) View of the x – z plane.

Figure 4.26: The same model (Sa) as shown in Figure 4.25, with the plane at
z = −1500m shown in Figures 4.16 to 4.18 and 4.25.
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Frac. (1) l = 2406m

Frac. (2) l = 2042m

Frac. (3)
l = 1773m

Figure 4.27: The network of fractures that developed inside the asteroid at the
end of the simulation run on shape model (Sa) with an impactor of Rimp = 50m
as seen in Figure 4.25. Displayed are all SPH particles that moved between 1 m
and 100 m. Colour refers to z value.
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(a) Displacement of SPH pseudo particles
in the x–y plane at z = −1000m in model
(Sb) (see Figure 4.19).

Displacement (m)

> 100

0
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(b) Displacement of SPH pseudo particles
in the x–y plane at z = −1000m in model
(Sc) (see Figure 4.23).

Figure 4.28: For comparison, the same plane that revealed the formation of
fractures in impacts on model (Sa) shown in Figure 4.25a, here for the asteroid
simulants model (Sb) and (Sc) where no fracture formation can be observed.

and break through to the asteroid surface at the end (Fractures 1 and 3) or even

at regular intervals (Fracture 2). The width of these fractures ranges from a few

SPH pseudo particles, corresponding to a few times the smoothing length, h, of

2 to 3 hundred meters. Assuming a cylindrical shape, the contained volume can

roughly be estimated as V = πR2l ≈ π(150m)2 × (2km) = 1.4× 108 m3. If the

volume of all craters in Table 4.2 are summed up, approximated as cones with

volume V ≈ 1/3πR2d, a volume of 2.8× 107 m3 has disappeared into the fracture,

so at least within an order of magnitude this process seems to be plausible.

These fractures show many features found on the aligned pit chain as seen on

Šteins (Figure 4.8). The pit chain also extends radially from the crater rim, and

the regular spacing can be interpreted as an underlying fracture breaching the

surface where there are weak links between similar sized rubble pile fragments.

The length of the observed pit chain, extending from the crater rim almost to

the opposing pole, is not in agreement with the observed fracture described

here. This might be due to a slightly higher impact energy of the event forming

crater Diamond, or an underlying inhomogeneity in the interior of Šteins that

additionally weakened the body at this fracture. Such a pre-existing fracture

might also explain the fact that only one catena of pits is seen on Šteins, while

there are many, if smaller, fractures present in the simulation.

These fractures do not occur in other simulations with lower void fraction.
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As seen in Figures 4.28a and 4.28b, the shock front in both other simulations

with the same impactor radius Rimp = 50m is more even, and no fractures occur.

Therefore, if the catena observed on Šteins is indeed connected to a fracture

induced by the impact that created crater Diamond, an internal structure similar

to model (Sa) with a high void fraction is a better match to observations than

interiors with lower void fraction as in model (Sb) and (Sc).

4.6 Asteroid Šteins: Conclusions

Asteroid (2867) Šteins is, by multiple lines of evidence, a fully fractured or

rubble pile asteroid, with an estimated macroporosity of φmacro =20 % to 40 %.

Therefore, relating surface features as observed by the OSIRIS camera system on

board the Rosetta spacecraft to the behaviour of an modeled rubble pile interior

during impact events provides a tool to gain insights into the behaviour of rubble

pile asteroids in general.

Here, the link of two remarkable surface features on Šteins — a hill-like

feature opposite the crater Diamond, and a catena of aligned pit-like structures

extending from the crater rim to the north — has been studied. The hill-like

feature could not be linked to the impact event, it is likely therefore a remnant

of formation and evolution of the asteroid, while the catena of pits can be linked

to fractures forming in models containing a high macroporosity.

The underlying fracture forming the catena of pits seems to be modelled best

by assuming a high void fraction in between the pebbles or constituent fragment.

This is a first answer to the question on how the macroporous void space is

distributed inside rubble pile asteroids. Rather than in small cracks and voids

homogeneously distributed throughout the body, the catena of craters supports

an interior of Šteins with large, consolidated voids. As the macroporosity of

Šteins is unlikely to be more than 40 %, the constituent fragments in the interior

of Šteins have a low macroporosity themselves and are only lightly fractured

during the re-aggregation at the formation of the asteroid.
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Chapter 5

Discussion

In this work, a new approach to modelling the interior of rubble pile asteroids in

hypervelocity impact events has been developed. A schematic of the approach is

shown in Figure 5.1. Rubble pile asteroids reveal a macroporosity of about 40 %.

This means, that about 40 % of these bodies are void space, on scales larger than

the micrometre sized fractures observed in meteorites. How this void space is

distributed, and on what scale, is not yet known, as there have been no in-situ

measurements using spacecraft instruments of asteroid interiors yet.

The surface appearance of small asteroids as well as the violent collisional

history of small asteroids supports the idea that rubble pile asteroids are aggreg-

ates of fragments (Michel et al. 2015) rather than an originally monolithic bodies

permeated by fractures. The statistics of observed boulders on asteroid Itokawa

can only be interpreted as fragments of a larger parent body (Michikami et al.

2008), and the top-like shape of asteroid Šteins is indicative of YORP reshaping

process (Walsh et al. 2008), that also is more efficient if the body is made of

multiple fragments as opposed to a large fractured body.

In this work, the consequences of a rubble pile internal structure containing

a size distribution of large pebbles are analysed. In the model, these pebbles are

represented by spherical structures, and their arrangement inside the asteroid

determined using a simplified model of gravitational aggregation. As for the

conversion into an impact model, the bulk macroporosity is kept constant, there-

fore the influence of the void space fraction as the relative volume contained in

between the pebbles can be varied.

In this Chapter the applicable range of the rubble pile asteroid model is

discussed. The implications of assumptions on the internal structure of rubble
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1 2 3

Figure 5.1: Schematic of the rubble pile simulant model. In step (1), the interior
is formed by gravitational aggregation of spherical pebbles. In step (2), the
model of an asteroid is excised. In step (3), the simulant is created by filling the
model with SPH pseudo particles following a radial porosity function.

pile asteroids and their formation scenario are considered in Section 5.2.1. In

the model, the large scale interior of rubble pile asteroids is a gravitational

aggregate of fragments that are remnants of a disrupted parent body. As these

fragments themselves contain fractures, in the model a radial porosity function

is considered. The effect of the chosen function is discussed in Section 5.2.2. In

the model, all constituting fragments are assumed to be spherical. This is clearly

a simplification, and possible implications are discussed in Section 5.2.3.

The focus of this work is to find a link between the large scale rubble pile

structure and surface features found on asteroids. This was tested on asteroid

Šteins in Chapter 4. One possible link to the interior of Šteins is found in

the catena of pit-like features found to extend radially from the rim of crater

Diamond. This linkage and the influence of the surface regolith is discussed in

Section 5.3.1. Then, conclusions about the large scale interior structure of the

rubble pile asteroid Šteins are drawn and analysed, and their implications for

the evolution scenario of the asteroid are reviewed.

Šteins is rather small rubble pile asteroid. As the SPH shock physics code

used to calculate the impact event is, like all numerical methods, bound in

resolution to the available computational resources, the range of other asteroids

the model might be applied to is discussed in Section 5.5, and Section 5.6 lists

open questions that the application of the model might help to answer.
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5.1 A Simulant for the Large Scale Structure of Rubble

Pile Asteroids

While the natural limit to size resolution does not allow to analyse small scale

effects of regolith and the lower end of the pebble size distribution, the model

provides a tool to track restructuring processes in the interior of rubble pile

asteroids during impact events.

This study concentrates on small asteroids, the size of a few hundred metres

to a few kilometres. Multiple transitions in the characteristics of asteroids as

found in the main belt happen on this size, mainly seen in the lack of superfast

rotators above that size as discussed in Sections 1.2.2 and 1.2.3 and the transition

from the strength to the gravity dominated regime for asteroids as discussed in

Section 1.3.6.

The largest fast rotating asteroids that can be interpreted as monolithic

bodies are just about 130 m in radius. All bodies larger than the size seem to be

limited to a rotation period of 2.2 hours (see Section 1.1.5) , indicating a very

weak stability against rotational disruption and therefore only weak cohesive

forces. Therefore, most likely all bodies larger than a few hundred metres and

smaller than s 100km are rubble piles or a least fractured bodies (Michel et al.

2015).

To simulate impacts in the gravitational disruption regime, the existing code

and material model used in this work should be improved first. The simplified

material model lacking strain rate effects and size scaling is only a starting point,

and should be replaced with a more advanced model and compared again to

the results of simulations using other impact code packages. The increase in

ejection velocity for simulations that include gravitational forces when compared

to simulations neglecting those, lacks a physical explanation and therefore limits

the explanatory power of the results in this work when compared to work of

others. As in Section 4.4.3 the cause of this behaviour was not found, further

investigations are necessary before using the code for further studies in the

large-scale gravitational regime of large asteroids.

Rubble pile asteroids with large voids, as the models with a large void fraction

in this work show, behave very different in impact events than monolithic ones.

Compaction of voids and internal reconfiguration lead to an increased strength

of the asteroid against disruption.

To show if this specific model of rubble pile asteroid interiors can be distin-
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guished from other internal structures by surface features observed in resolved

imaging by spacecraft encounters, the case of asteroid Šteins is analysed. Šteins

exhibits a very large crater close to the southern pole, and while the impact is

still not considered to be abnormally large, and well below the disruption limit,

it still can be expected to have significantly influenced today’s appearance of the

asteroid.

Assuming that Šteins is an remnant of a catastrophically disrupted parent

body, the catena of pit-like features observed extending radially from the crater

rim can be well explained. On the other hand, the formation of a hill by coherent

movement of one of the pebble constituents in a simulated impact event could

not be observed. The observed hill-like feature on Šteins is therefore most likely

a remnant of the earlier evolution or even the formation. This gives us additional

insight into the size distribution of the original fragments now constituting Šteins

and will be discussed in Section 5.3.3.

5.2 The Internal Structure of Rubble Pile Asteroids in

Impact Events

In the model described in this work, the interior of a rubble pile asteroid is

represented by spherical pebbles following a defined size distribution. The

spatial configuration of the pebbles is determined by calculating a simplified

gravitational aggregation of particles randomly distributed in space. The starting

point of the model is therefore a series of fragments presumably created during

a disruptive impact event on a large parent body, subsequently forming rubble

pile asteroids. This process has been shown to reproduce the size distribution of

asteroid families quite well. Michel et al. (2004a) combined in an attempt to

recreate the Koronis family, SPH impact simulations to calculate the disruption,

and a gravitational N -body code to follow the evolution and re-aggregation. In

their model all of resulting family members were rubble pile aggregates formed

during the re-aggregation phase.

5.2.1 Rubble Pile Asteroids as Remnants of Catastrophic Disrup-
tion Events

One simplification in the model presented in this work is that initially all pebbles

are at rest, while the fragments ejected during a disruption event certainly exhibit
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Figure 5.2: Local median of pebble mass as a function of distance to the centre of
mass Rcms for three different initial velocity conditions in gravitational aggregates.
The median is calculated in 25 evenly spaced bins of width w, corresponding
to spherical shells from Ri,cms to Ri,cms + w. The initial velocity is distributed
according to a power law vinitial = vminMη

max × M−η. Mmax is the mass of the
largest pebble allowed with radius Rmax, η is 1/6, and the minimal velocity vmin
is varied. For the pebble size distribution, the parameters α = 1.95, Rmin = 60m
and Rmax = 500m are identical for all aggregates shown. Please note that the
number of pebbles inside of Rcms = 200m is less than six in all cases.

relative velocities. The angular momentum contained in the initial pebble sample

would potentially lead to a different shape of the gravitational aggregate, that

was calculated using the N -body code Rebound. Generally, smaller particles

ejected in an impact event have higher velocities than larger ones. While more

recent simulations show that the relation between speed and mass of a fragment

is not easily described by an analytic function (Michel et al. 2015), a power law of

the form v∝ M−η is used in models of collisional evolution (Davis et al. 2002),

with a power law slope from η= 0 to η= 1/6 while in average approximately

η = 1/13 (Giblin 1998). In Figure 5.2, the pebble distribution inside gravitational

aggregates created with different initial velocity conditions using the above power

law is shown. Contrary to intuition, there is an enhancement of large pebbles

on the surface of the aggregate when no or only weak initial velocity dispersion

is assumed. As mean ejecta velocity are at the range of vmean ≈ 200m s−1 (Jutzi

et al. 2010b) in impacts on a parent body with Rtar = 100km, the cases with a

minimal velocity larger than vmin = 100m s−1 are unrealistic over-exaggerated
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but still shown for illustrative purposes. In the process to create rubble pile

simulants the actual shape of the asteroid is excised from the interior of the

gravitational aggregate. Because the differences discussed here affect only the

surface layer of pebbles, the resulting simulant models will not differ significantly

if the dimensions of the aggregate are larger than the dimension of the applied

shape model.

Evolution of the Rubble Pile Interior Structure

In the model presented in this work, earlier stages of internal restructuring

are not included. During the evolution of the asteroid, multiple processes will

change the interior of the asteroid. Seismic shaking by small impact events or by

relaxation of stresses during YORP induced spin-up are known to produce a radial

size sorting. The so-called Brazil nut effect tends to enhance the number of large

particles at the surface. If a granular media is shaken, granular convection leads

to particle segregation (Behringer et al. 1999), and therefore to an enrichment

of large particles at the surface. Miyamoto et al. (2007) found evidence for this

effect on asteroid Itokawa.

Influence of the Evolution on the Modeling

The influence of the exact size distribution and spatial arrangement of the

pebbles in the interior of the rubble pile simulant on the general outcome of

impact events is most probably small. As seen in Section 3.6, the sensitivity of

impact simulations using the rubble pile simulant model to the exact values of

the power law parameter controlling the size distribution is small. Therefore the

assumption of initially stationary pebbles will not influence the bulk parameters

of the outcome of an impact event, such as mass of the largest remnant fragment.

It might, however, be important for the connection of surface features to

restructuring processed in the asteroid’s interior, as the size distribution of

pebbles at the surface directly is likely to influence the result.

5.2.2 The Porosity of the Pebble Building Blocks

In the conversion process from the gravitational aggregate, the shape of the

asteroid is excised and the interior is filled with SPH particles. As described in

Section 3.3 two assumptions are made during this process: a radial porosity
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Figure 5.3: Assessing the influence of the assumed radial porosity function
inside the pebbles of the gravitational aggregate.

profile φin(Rx ,i) is superimposed on each pebble, and a total bulk porosity φb is

ensured.

The porosity profile used in this work (see Equation [3.3]) assumes a process

where fragments are fractured by low-speed collisions during the accretion

process at or near the surface. On the other hand, for small particles it has

been shown by (Beitz et al. 2012; Weidling et al. 2012; Kothe et al. 2013) that

during collisional aggregation from micrometre sized particles to millimetre sized

spheres, material is compacted at the surface layers. Starting with aggregates of

constant porosity, subsequent multiple collisions compacted the outside of the

aggregates. To first order, the compaction decreased linearly to the interior of

the aggregates, and the outer half of the aggregates was affected. As a simplified

model the following radial porosity as a function of the normalised distance Rx ,i
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to the centre of pebble i, assuming a total bulk porosity φb, could be used:

φsolid outside(Rx ,i) =







4
3 ·φb , 0< Rx ,i < 0.5
4
3 ·
�

−2Rx ,i + 2
�

·φb , 0.5< Rx ,i < 1 .
(5.1)

In Figure 5.3a both forms of the radial profile are shown. A test simulation

using Autodyn for the same internal structure as given by the gravitational

aggregate and the same impactor characteristics, differing only in the radial

porosity function used, showed some change in the fragment size distribution

(Figure 5.3b). While the slope of small fragments looks very similar, the mass of

the largest remnant fragment changes: In the case of pebbles solid in the inside,

M lr = 97.6%, and for pebbles solid at the outside M lr = 93.3%, a change above

the threshold for significance of 2 % found in Section 3.5.1. This shows that even

locally the porosity increases the stability of the objects and inhibits cratering,

while for pebbles solid at the outside more material is excavated.

As argued in Section 3.3, pebbles that are solid on the outside can only

originate from formerly porous bodies that are compacted at the surface in

a series of low velocity collisions, a process happening during the dust grow

phase in the PPD in the formation of the Solar System at sizes up to a few

centimetre (Johansen et al. 2014). This is not in agreement with the idea of

fragments originating in a catastrophic disruption of a parent body, that has

been differentiated and therefore should exhibit only a small porosity. Therefore,

the porosity model in Equation (5.1) might only be useful in high-resolution

simulations of small asteroids, where the smallest pebbles considered as defined

by the minimum radius Rmin of the gravitational aggregate is in the size range

of centimetres.

In the simulations presented in this work, all porosity is resolved explicitly.

While this is a straightforward way to achieve constant bulk porosity with varying

inter-particle void space, it might blur the distinction of small scale porosity

inside the pebbles and large scale porosity between pebbles. An interesting

experiment would therefore be represent the porosity inside the pebbles using a

sub-resolution porosity model as described for example in Jutzi et al. (2010b).

5.2.3 Treatment of Interlocking Pebbles

The form of the fragments resulting from catastrophic disruption will not be

spherical. In laboratory-size impact experiments, Capaccioni et al. (1984) found
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that fragments, while showing a wide distribution in shapes, have a mean axial

ratio of b/a = 0.72. A similar value is found for asteroids smaller than R = 100km

with b/a = 0.77± 0.11 (Capaccioni et al. 1984). While boulders larger than

R = 5m on asteroid Itokawa show a slightly different value of b/a = 0.62± 0.19,

Michikami et al. (2010) argue that this might be due to the sorting by granular

motion that has evidently been processing the interior of Itokawa (Miyamoto

et al. 2007). The effect of elongated shapes to the rubble pile simulant model is

not clear. In a study on the packing of M&M candies Donev et al. (2004) found

that ellipsoids can be more closely packed than spherical particles, which could

indicate that the void fraction as given by the inter-pebble space is overestimated

in the rubble pile simulants compared to real asteroids.

More important than the packing might be the treatment of the contact

points between the pebbles. Pebbles most likely will be fractured and damaged

at the contact points due to low-velocity collisions and relative movement during

formation and evolution. Benavidez et al. (2012) modelled this damage by

reducing the density of material at the contact zones by a factor of two (see

Figure 1.18). This approach could be extended to pre-damage the material at

the contact zone. Completely damaged material in the model used in this work

is described using a Mohr-Coulomb dry friction law (see Section 2.1.5). The

cumulative damage of each particle is parameterized using the damage parameter

Ddam, where Ddam = 0 for intact material, and Ddam = 1 for completely damaged

material. Setting the damage parameter Ddam to 1 for all SPH particles at the

contact zone would result in significantly reducing the yield strength of the

material to the value of Yd instead of Y i for the undamaged material.

This would most likely facilitate the formation of cracks. As shown in impact

simulations on Šteins (see Section 4.5.5), crack formation is going along the

contact zones between the pebbles. A lower material strength in this zone would

therefore encourage fracturing. This could possibly result in a lower stability

against disruption of the body, as it would be easier to separate whole pebbles

from the body.

Furthermore, real fragments with asymmetric shapes will hold together by

interlocking. In the case of granular materials — loosely bound aggregates on

small scale — the bulk behaviour is determined not by the material properties

of the grains themselves, but mostly by surface characteristics and shape (Herle

and Gudehus 1999). For millimetre sized grains, the static angle of repose which

is the critical angle when avalanching starts on a pile of grains, is almost twice
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as high (about 40°) as for spherical particles, even in low-gravity conditions

(Kleinhans et al. 2011). It is reasonable to assume that the same effect of

interlocking also works on larger scales.

While this indicates a possible deficit in the creation of the gravitational

aggregate, the SPH approach inherently includes some interlocking treatment.

As discussed in Section 2.1.2, an inherent problem of the SPH formalism is

the lack of a clearly defined interface between two distinct solid bodies. As

local quantities like density and pressure are defined by evaluating pseudo

particles within two smoothing lengths h using a kernel function W , effectively

material at the contact zone will be treated as a continuous material if no special

treatment of interfaces is implemented as it was the case in the simulations

presented in this work. The effect of this welding is eventually similar to a

perfect interlocking, where the shear strength needed to fracture the locking is

given by the shear strength of the material itself. Scholtès and Donzé (2013)

successfully implemented the treatment of interlocking effects into Discrete

Element Method (DEM) simulations of brittle rocks by a similar approach, where

the DEM elements take into account forces by other elements in an extended

neighbourhood, and were able to reproduce the rock behaviour well. Therefore

it can be concluded that by using the SPH formalism, some interlocking between

the pebbles is implicitly included into the simulations even for spherical pebbles.

More problematic is the assumed tensile strength at the interlocking interface,

which in our approach is also assumed to be the tensile strength of the intact

material. This could be solved by using the material model for totally damaged

(Ddam = 1) material in the effected pseudo particles, highlighting once more the

need to implement this feature in further studies.

In Figure 3.9 (Section 3.6), a strong correlation between the mass of the

largest remnant fragment and the effectively welded area as the total pebble

contact area can be seen. This might indicate a causal relation, as the smaller

total contact area results in a decrease of shear strength between the pebbles.

However, the data analysed is in the cratering regime with ejected masses of

less than 16 % of the target mass. Therefore the contact welding is only a

contributing factor, and the decrease in small-scale porosity of the larger pebbles

for models with higher void fraction is a more likely explanation for the increase

in excavated material.

The effect of the welding on the simulated asteroid collisions can also be

estimated by comparison with other studies. In Section 3.5.2, the disruption
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threshold for the rubble pile asteroid simulant as well as a non-porous model

of same size using the SPH solver in Autodyn is compared to results of a study

by Jutzi et al. (2010b). It is observed that while for the solid model Jutzi et al.

(2010b) find a slightly higher disruption threshold, this is reversed for the rubble

pile asteroid simulant, where the disruption threshold is found to be lower than

the value found in this work. Because of the simplified material model neglecting

size and rate effects, this is contrary to expectations, as the neglected decrease in

strength with size should lead to an overestimation of the target strength in the

strength regime explored here. It does imply that the welding of pebbles resulting

from using the SPH formalism with no extra treatment of interface effects is

resulting in a stronger interlocking than expected, as the increase in resistance

against disruption for the rubble pile simulant is higher than the increase in

strength of the porous models simulated by Jutzi et al. (2010b) compared to the

non-porous models. A explaining factor is the tensile strength of the weldings.

While interlocking should result only in an effective shear strength between the

pebbles, by effectively welding to a continuous, intact material a tensile strength

is introduced. This could be avoided by setting the SPH pseudo particles at

the contact zones to totally damaged material as described above. Again, it is

concluded that this approach has to be implemented in further studies using the

rubble pile simulant model described in this work.

In the model presented here, space between pebbles is indeed void space.

On real asteroids, it is expected that at least some of these voids are filled by

highly porous, regolith like material, as the regolith produced on the surface

will be transported into the interior during internal restructuring processes. This

regolith is expected to have have negligible tensile strength of well below 1 Pa

(Sánchez and Scheeres 2014), and while this may explain the apparent cohesive

strength in superfast rotating asteroids as 1950 DA, it might not play a significant

role in hyper-velocity impact events where the pressures of several Gigapascal

occur.
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5.3 Linking Surface Features on Šteins to its Internal

Structure

5.3.1 Structures in the Surface Regolith Layer

The Regolith Layer on Šteins

Material at the surface of asteroids is ground down to ever smaller sizes (Housen

et al. 1979) by the continuous flux of micro impacts, as well as by thermal fatigue:

thermal stresses due to the multiple day-night cycles on asteroids effectively des-

troy surface rocks (Delbó et al. 2014). All airless bodies are found to be covered

by a layer of granular material consisting of small, solid grains. On Itokawa, the

smallest asteroid so far visited by spacecraft, shows a regolith of approximately

up to centimetre sized pebbles (Miyamoto et al. 2007). The thickness of the

regolith layer cannot be inferred from the images. The much larger asteroid

Lutetia (dimensions [121± 1] km× [101± 1] km× [75± 13] km, Sierks et al.

2011) shows a layer of regolith. Even though hard to determine, its thickness is

estimated to be approximately 600 m by the depth-to-diameter ratio of a series

of buried craters found in the Baetica region. The asteroid (951) Gaspra with

dimensions of 18.2 km× 10.5 km× 8.9 km shows a regolith layer of a few tens

of metres (Carr et al. 1994). The thickness is a function of the surface gravity of

the body, as only material ejected at a speed below the escape velocity will fall

back onto the surface. Therefore, both on Itokawa as well as on Šteins, only a

thin layer of regolith is expected.

The tensile strength of regolith material is considered to be very low, in the

range of below 1 Pa (Sánchez and Scheeres 2014). The shear strength of such a

material can be described using a Mohr-Coulomb dry-friction law. For lunar soil,

which is much more compressed due to the high surface gravity, shear strength

at zero pressure is around a few Kilopascal (Carrier et al. 1991). Therefore the

strength of regolith is much lower, and the outcome of impact events will not be

effected by neglecting the thin regolith layer on small asteroids like Šteins.

Another effect of the regolith is that it covers surface features. On Šteins,

even though the best resolution images have a scale of about 80 m pixel−1, all

features appear to be covered by a surface regolith, and the erosion of small

craters can best be explained by regolith migration (Besse et al. 2012). In this

work only the first stages of crater formation are accounted for. Therefore the

settling of the ejecta blanket is not followed.
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The Catena of Pit-Like Features as Tracer of Subsurface Fractures

The fractures discussed in Section 4.5.5 will change their appearance by the

resettling of ejecta and the flow of surface regolith. If a cavity is opened under a

layer of regolith, the regolith will flow down until either the cavity is filled, or the

angle of the emerging pit wall becomes smaller than the dynamic angle of repose.

Kleinhans et al. (2011) found a dynamic angle of repose of less than 20° at a tenth

of the Earth’s gravitational surface acceleration g for non-cohesive millimetre

sized gravel, and a decrease of dynamic angle of repose with decreasing gravity.

The pit-like features seen on Šteins (see Section 4.2.5 and Figure 4.8) might

provide a way to infer characteristics of Šteins regolith. Interpreting them as

structures where a cavity opening below the regolith layer was filled by granular

flow, the static angle of repose can be estimated from their shape. Because of

the low resolution of the shape model, the exact shape of the pit-like features

cannot be determined, and the values given in Table 4.2 originate from fitting an

idealized semi-hemispherical representation of each feature (Besse et al. 2012).

If a conical shape is assumed for the pit-like features, the slope of the walls

can be estimated. The steepest slope is in feature Agatea with a slope angle

of ϑ = 15° and the most shallow one in feature Peridota with ϑ = 5°, with a

median angle of ϑ = (7.5+3.8
−0.6) °.

A N -body simulation of the flow of granular regolith into the cavity formed

by the shape of the fracture found in Section 4.5.5 might therefore provide a

way to both verify the volume of the fracture cavity under the catena and to infer

the thickness of the regolith layer on Šteins. Due to the complexity of realistic

simulations of granular flow, this is beyond the scope of this work.

5.3.2 Linear Surface Features on Other Minor Bodies

The catena of pits observed on Šteins, extending about all the asteroid but

lacking a connecting groove, as well as the absence of other grooves or linear

features, appear to be a unique feature in the resolved images of asteroids taken

by spacecraft to date. In the following, linear structures on other minor bodies

identified in images of other space missions are discussed.

Aligned structures have been identified on other bodies before. In most

cases grooves are observed, long but narrow curvilinear features. Ida, shown in

Figure 5.4, revealed a number of grooves up to 4 km in length ands 100m width

(Sullivan et al. 1996) on a body with dimensions of 29.9 km× 12.7 km× 9.3 km.
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Figure 5.4:
Mosaic
image of
asteroid Ida
from the
Galileo flyby.
NASA/JPL,
public domain

Crater Mammoth

Grooves

Figure 5.5: Grooves on Gaspra imaged by the Galileo spacecraft, and some large
ones marked on a geomorphological map Reprinted from Veverka et al. 1994

Figure 5.6: Mosaic image
of the Martian moon Phobos
showing crater Stickney and
grooves extending from the
crater. NASA/JPL, Dr. Edwin
V. Bell, II (NSSDC/Raytheon
ITSS), public domain
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Similar grooves have been found on the Martian moon Phobos (Thomas et al.

1979). Also, asteroid Gaspra in Figure 5.5 shows a large number of grooves, of

length up to 2.5 km and again width of 100 m to 200 m (Veverka et al. 1994). In

the case of Gaspra, there is no relation to impact structures found, but again they

seem to be connected to the internal structure. On Phobos they extend up to

20 km, while the width is again about a hundred metres. As seen in Figure 5.6,

they seem to be connected to the peculiar crater structure Stickney, as the widest

and deepest groves occur just at the crater’s rim, and groves are absent from

the area opposite to the crater. Also, their geological formation time has been

determined as shortly after the formation of Stickney (Thomas et al. 1979).

Catena, aligned crater-like structures, have been observed on asteroid Dactyl.

The small satellite Dactyl of asteroid Ida, discovered at the flyby of the Galileo

spacecraft in 1993, shows a series of four craters extending from the largest

crater, Acmon, that seem to be aligned (Veverka et al. 1996). While more

suspiciously in the Galileo image Figure 5.7a, the alignment is clearly seen in

the morphological map Figure 5.7c. The principal dimensions of Dactyl are

1.6 km× 1.4 km× 1.2 km, and with a equivalent radius of Requiv. = 0.7km the

body is about 3.7 times smaller than Šteins. The size of the aligned craters is,

starting from Acmon: [280, 120, 90 and <90] km. Therefore the smaller craters

have a size ratio to Acmon of 0.42, 0.32 and <0.32. This is significantly larger

than the ratio observed on the catena of pits discussed on Šteins: there, the

largest crater Agatea has a size ratio of 0.23 to crater Diamond (see Table 4.2).

The catena on Šteins extends at a visible length of approximately 4 km, about

twice the diameter of Diamond (see Figure 5.7b). The catena on Dactyl extends

approximately 440 m, about 3/2 the diameter of Acmon. Also, the ratio of crater

diameter to asteroid size on Dactyl is D/Requiv. = 0.4, about half the value for

Šteins (D/Requiv. = 0.79). Acmon is therefore clearly a sub-critical crater, and it is

unlikely that the interior of the satellite has been as consequently rearranged as

in the impact on Šteins that formed crater Diamond.

The catena of four craters found on Dactyl might therefore be caused by an

internal fracture forming or opening during the impact event that formed the

main crater Acmon, but as this event has been clearly sub-critical, this conclusion

is not compelling. Chapman et al. (1996) explained the catena as a byproduct

of the extraordinary formation history assumed for the satellite Dactyl. As they

argue, it is highly unlikely that Dactyl is a body that is just by chance bound to

Ida. More likely is a common origin as remnants of the larger disrupted body,
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the parent body of the Koronis family. The reservoir of slow moving (relative to

Ida) fragments that Dactyl is from, is then thought to be the source of closely

arranged bodies of similar size, that impacted Dactyl and formed the catena as

well as the impact craters close by.

Also, the crater chain could originate from boulders ejected in a cratering

event on the much larger Ida. The surface of Ida shows several large craters,

and the orbital distance to Dactyl is easily covered by ejected material.

Because only about a quarter of Dactyl’s surface has been observed, it is

plausible to consider a large crater on the unimaged side, that formed the

observed catena of craters in a process similar to the fracturing on Šteins. The

maximum topographic variation from the best fit ellipsoid is 0.13 km (Veverka

et al. 1996), or 21 % of the shortest dimension. Almost ellipsoidal in shape,

Dactyl could be interpreted as rotational relaxed, which would be congruent

with an rubble pile interior and advocate the applicability of the model presented

here.

5.3.3 Šteins’ Constituent Fragment Size Distribution

As discussed in Section 4.5.4, no link of the hill-like feature opposite to the

crater Diamond on asteroid Šteins and the restructuring of the large-scale pebble

structure in the interior during the crater forming event can be found. Therefore,

the hill feature is interpreted as a remnant of the formation and non-impact

evolution of the asteroid. If it is assumed that the hill is formed by a single

consolidated pebble that is one of the constituent fragments from the formation

of the asteroid, it can be used to see which large-scale pebble size distribution is

in agreement to the observed appearance of Šteins.

As seen in Section 4.5.4, the estimated volume equivalent radius is Requiv. ≈
500m. As there are no larger hill-like features seen on the asteroid, this is

likely to be the largest coherent fragment on the surface of the body. The radial

distribution of pebble radii in the interior of Šteins depends on the original

configuration from the formation of the body and the evolution. The original

distribution resulting from the gravitational aggregation of pebbles can be seen

in Figure 5.2 and shows that for reasonable initial velocity dispersion, a slight

enhancement of large pebbles at the surface occurs.

These Šteins models can be compared with the resulting size distribution of

the pebbles in the asteroid simulant as discussed in Figure 3.3 (see Chapter 3

on Page 77). There, large pebbles inside or grazing the surface of the excised
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s 500m

(a) Dactyl, satellite of Ida imaged by the
Galileo spacecraft on August 28, 1993. Im-
age resolution is about 39 m pixel−1. NAS-
A/JPL, public domain

β = 50.2°

1 km

(b) WAC image of Šteins showing the
catena of pits. Image resolution is abouts
80m pixel−1. Same image as Figure 4.3b
repeated here for comparison.

IDA’S SATELLITE 209

FIG. 9—Continued(c) Morphological map of the surface of Dactyl (1.6 km× 1.4 km× 1.2 km), showing the
alignment of craters extending from the largest crater Acmon (D ≈ 280m). Reprinted
from Veverka et al. 1996

Figure 5.7: Dactyl, satellite of Ida, showing a series of aligned crater features.
Panel (b) shows Šteins for comparison.
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asteroid shape are overrepresented, but in the size distribution considering only

the excised part this vanishes. This is only possible if a number of the large

pebbles are only grazing the surface, and therefore cut away, and in accordance

to the radial size distribution discussed here.

Additionally, grain sorting by granular convection (Miyamoto et al. 2007;

Behringer et al. 1999) will lift up larger pebbles more easily than smaller ones.

It is therefore reasonable to assume that the fragment forming the hill is one of

the largest coherent fragments on Šteins, and the upper limit for the power law

size distribution of Rmax = 500m was an accurate choice.

The simulations presented here assume a high void fraction of 40 % for

asteroid Šteins. As there is no accurate measurement of mass and therefore the

bulk density, the only criteria to derive a macroporosity is the ratio of the largest

crater diameter to the size of the asteroid (Burchell and Leliwa-Kopystynski

2010).

From the diameter of the largest crater on nine rocky bodies as small as

Dactyl (R ≈ 0.7km), six of them in the size range of R ≈ 0.7 km to 26.5 km,

Leliwa-Kopystynski et al. (2008) found an empirical limit for a sub-critical crater

size Dcrit as a function of the asteroids size, and Burchell and Leliwa-Kopystynski

(2010) extended the applicable size range to R ≈ 0.7 km to 120 km. Using

these scaling laws results in sub-critical crater size limits on Šteins with Requiv. =

2.63km of Dcrit
LK = 3.4km (Leliwa-Kopystynski et al. 2008, Equation 2) and

Dcrit
B = 2.5km (Burchell and Leliwa-Kopystynski 2010), significantly larger than

crater Diamond. Therefore, crater Diamond is not necessarily at the critical

limit, as an asteroid of the size of Šteins could even accommodate a larger

crater. A macroporosity of 40 % is considered to be well compatible with the

characteristics of Šteins. As long as the mass of Šteins is not determined directly,

the question of the exact macroporosity cannot be answered unambiguously.

5.4 Šteins as a YORP Evolved Asteroid

Since the flyby of the Rosetta spacecraft at Šteins, it has been suggested that

the asteroid was shaped by spin-up due to YORP torques (Keller et al. 2010).

The pronounced bulge at the equator does indeed look similar to other asteroids

which are effected by YORP, as for example the primary of the binary asteroid

pair 1999 KW4 shown in Figure 1.12, where McMahon and Scheeres (2010)

could show that BYORP evolution explained the current state well. Numerical
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simulations have shown that such a top-like shape can indeed originate from

spin-up of rubble pile agglomerates with only moderate cohesion (Figure 1.11a,

Walsh et al. 2008) although Statler (2015) cautions to over-interpret the connec-

tion of top-shape and YORP spin-up because the mechanism proposed does not

take into account self-limitation of the YORP effect (Cotto-Figueroa et al. 2015).

An evolution scenario for asteroid Šteins has been proposed by Jorda et al.

(2012). Starting as a slightly elongated prolate body, the YORP effect increased

the spin rate to a period well below 4 hours, where the equatorial bulge formed

due to a surface gravity dominated by centrifugal acceleration. For unclear

reasons, the spin rate did not increase further to produce an entirely complete

circular ridge, and due to changes in shape and obliquity the sign of the CYORP

amplitude changed, leading to the large period of s 6hours.

Using the shape model of Šteins obtained during the Rosetta mission (Jorda et

al. 2012) with the advanced thermophysical model of Rozitis and Green (2013),

the acceleration due to YORP on Šteins current shape was estimated as dω/dt ≈
−1.58× 10−10 radd−2 (Rozitis, private communication). This is equivalent to a

timescale of 439 Ma needed to spin up starting at a period of 3 hours to todays

6.45 hours. This is in the range of the age of Šteins surface, that Marchi et al.

(2010) estimate to be in between 154 Ma to 1600 Ma, but larger than the time

from the event that erased small craters 32 to 273 Ma ago (see Section 4.2.2).

The pre-impact shape discussed in Section 4.5.1 shows an accelerations due

to YORP of dω/dt = −1.18× 1010 radd−2 (Rozitis, private communication). Even

though the pre-impact shape is not well constrained, and only one of multiple

plausible solutions, this might allow the conclusion that the formation of crater

Diamond lead to an enhanced decelerations of Šteins spin, but most likely was

not responsible for the change in sign of the YORP acceleration, turning the

spin-up period needed to explain the equatorial ridge to the spin-down episode

explaining the observed long period. Taking into account that the shape of Šteins

will have changed even when the spin is decelerating due to seismic shaking by

small-scale impacts, the scenario proposed by Jorda et al. (2012) is still valid

and fits into the observed timescales.

5.5 Applicability of the Rubble Pile Interior Model

The model of rubble pile asteroid interiors used in this work is targeted to follow

internal restructuring processes of the large scale pebble structure during impact
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events. As shown in Chapter 3, the bulk strength as measured by the disruption

threshold Q∗D is within the range of values comparable to other studies, so it

can be said to reproduce the bulk behaviour of rubble pile asteroids during

disruptive collisions, implicating applicability for all impact problems involving

rubble pile asteroids. For this reason, size limits coincide with the size limits of

rubble pile asteroids, and while the existence of superfast rotating bodies with

radii R < 130m proves the existence of monolithic bodies below that limit, it

does not disprove the occurrence of rubble pile asteroids below that limit. In

fact, asteroid Itokawa shows only six boulders larger than 20 m on the surface,

the largest one with dimensions of 50 m× 30 m× 20 m (Michikami et al. 2008).

Even of the very small asteroids, most might be rubble piles, and a lower size

limit cannot reasonable be drawn.

An upper size limit of rubble pile asteroids limits the models applicable

range. Large, differentiated asteroids might have a porous surface layer, but

gravel and pebbles start to grind at pressure of s 10MPa which is reached a

few kilometres below the surface for large asteroids (Britt et al. 2002). The

observed bulk density of asteroids is proportional to the radius (Carry 2012),

and no bodies with significant macroporosity are observed larger than R =

155km. The largest asteroid that could be accounted as a rubble pile is the

X type asteroid (87) Sylvia with dimensions of 384 km× 264 km× 232 km and

a macroporosity in the range of 25 % to 60 % (Marchis et al. 2005). For this

asteroid, the mass has been well constrained due to the two orbiting satellites,

but the uncertainty in density because of the lack of a clear link to meteorites

results in the not well defined macroporosity. While there is an upper limit for

rubble pile asteroids as with larger size the lithostatic pressure will eventually

lead to differentiation, it is not valid to conclude from a size below this limit

to a rubble pile interior. The high density of asteroid Lutetia has led to the

interpretation as a partially differentiated, most likely primordial body (Weiss

et al. 2012), and is clearly not a rubble pile. Also many asteroids showing only

a few percent macroporosity (Carry 2012) cannot be regarded as rubble pile,

and therefore the model presented here is not applicable.

As the implementation using the SPH solver in LS-DYNA takes into account

all gravitational interactions, there is in principle no limit to the size of the

target. However, how the interior of such a large rubble pile asteroid as Sylvia is

structured and how the lithostatic pressure effects the size distribution of the

constituent fragment is not yet known and remains to be studied.
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5.6 Future Applications of the Model

As rubble pile asteroids are numerous in the inner solar system, the list of inter-

esting features to study is extensive. In the context of this work, there are a few

open questions yet to be analysed. In Chapter 3 a spherical asteroid that is equi-

valent in volume to asteroid Itokawa is used to determine the sensitivity of the

modeling process on the parameters of the gravitational aggregate. The dataset

is therefore ideally suited for comparison with simulations on the spacecraft

derived shape model of Itokawa (Demura et al. 2006; Gaskell et al. 2008). The

rubble pile asteroid Itokawa itself poses still some intriguing questions. Lowry

et al. (2014) were able to measure YORP induced spin-up of the body, and

determined an offset of s 21m of the centre of mass along the body’s long-axis.

This was interpreted as a bi-lobed structure, with a small, but dense head on

top of a low-density body. A plausible scenario for this is a primordial Itokawa

forming a binary due to YORP spin-up, that re-collided with the body at a later

stage. Simulating this collision could bring insights into if such a low-speed,

massive collision of two similar sized bodies results in internal restructuring.

A similar process has been proposed as the origin of the conspicuously

bi-lobed structure of the comet 67P/Churyumov-Gerasimenko (67P/CG) (Jutzi

and Asphaug 2015). 67P/CG, the main target of the Rosetta mission as seen in

Figure 5.8 shows indeed a clear bi-lobed structure (Sierks et al. 2015), although

if originating from two large scale bodies colliding or a byproduct of cometary

activity is not yet resolved. Formation models of comets do also indicate that

they might have a rubble pile structure, and the low bulk density on 67P/CG of

[470± 45] kgm−3 (Sierks et al. 2015) does indicate a large porosity as known

for most comets. Furthermore, the comet shows a series of pits with enhanced

activity. They are attributed to the collapse of sinkholes, large underground

cavities (Vincent et al. 2015). How these sinkholes form, is not yet clear. The

rubble pile simulant model can help to learn if large void cavity can be original

features in the interior of comets, and if they are sustained or formed during

low-speed collision events of partners of similar size.

The rubble pile asteroids Šteins is, as discussed in Chapter 4 and Section 5.4

of this Chapter, most likely a body evolved by the YORP effect. While the

pronounced YORPoid shape indicates that Šteins must have for some time been

fast spinning, with a period of under 3 hours, and therefore been spun up by an

accelerating YORP effect, todays long period indicates that the sign of the YORP
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Figure 5.8: Comet 67P/Churyumov-Gerasimenko (67P/CG) imaged by the
OSIRIS camera system on board of the Rosetta spacecraft. The image was taken
just after arrival at the comet on August 3rd 2014. Source: ESA/Rosetta/MPS for
OSIRIS Team MPS/UPD/LAM/IAA/SSO/INTA/UPM/DASP/IDA
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torque must have changed at some point. While initial calculations have shown

a decelerating effect of the shape changes due to the Diamond cratering event,

a change in sign could not be observed (again, see Section 5.4). A systematic

study to find a plausible pre-impact shape that exhibits the largest change in

YORP torque, and reproduces the shape of crater Diamond and the catena of

pits, is planned. This would not only help to further explore the evolutionary

history of Šteins, but also deepen the understanding of the interplay of YORP

and collisional evolution of rubble pile asteroids.

The apparent link of the catena of pits to the cratering event has helped

to shed some light on the interior of Šteins, that will not be observed in-situ

in the foreseeable future. Although not equipped with in-situ radar or seismic

experiments, the OSIRIS-REx mission is promising to provide multiple applica-

tions of the model presented here. The target of OSIRIS-REx, Bennu, is a small

NEO of Requiv. ≈ 246m that shows the typical YORPoid shape of a YORP evolved

rubble pile asteroid. A detailed shape model provided by the OSIRIS-REx Laser

Altimeter will be used to search for features that are linked to impact events, as

the catena of pits on Šteins to crater Diamond. Modelling of these features again

will help to infer the interior of Bennu, and comparison with the gravitational

mapping provided by OSIRIS-REx will be the perfect chance to learn from using

the rubble pile simulant model presented here as a tool to study the interior of

rubble pile asteroids.
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J.-L. Margot, A. A. Hine, L. A. M. Benner and A. B. Chamberlin (2003).

‘Direct Detection of the Yarkovsky Effect by Radar Ranging to Asteroid 6489

Golevka’. Science 302.5, 1739–1742.

Collins, G. S. (2002). ‘Hydrocode Simulations of Chicxulub Crater Collapse and

Peak-Ring Formation’. Icarus 157.1, 24–33.

Collins, G. S., H. J. Melosh and B. A. Ivanov (2004). ‘Modeling damage and

deformation in impact simulations’. Meteoritics & Planetary Science 39, 217–

231.

Collins, G. S., H. J. Melosh and K. Wünnemann (2011). ‘Improvements to the

ε-α; porous compaction model for simulating impacts into high-porosity solar

system objects’. International Journal of Impact Engineering 38.6, 434–439.

Collins, G. S., K. Wünnemann, N. A. Artemieva and E. Pierazzo (2012). ‘Numer-

ical modelling of impact processes’. In: Impact Cratering. John Wiley & Sons,

Ltd, pp. 254–270. ISBN: 9781118447307.

Collins, G. S. and H. J. Melosh (2014). ‘Improvements to ANEOS for Multiple

Phase Transitions’. 45th Lunar and Planetary Science Conference 45, 2664.

165

http://dx.doi.org/10.1016/j.pss.2012.03.009
http://dx.doi.org/10.1046/j.1365-8711.1999.02379.x
http://dx.doi.org/10.1046/j.1365-8711.1999.02379.x
http://dx.doi.org/10.1088/2041-8205/791/2/L35
http://dx.doi.org/10.1088/2041-8205/791/2/L35
http://dx.doi.org/10.1016/0019-1035(75)90191-8
http://dx.doi.org/10.1016/0019-1035(75)90191-8
http://dx.doi.org/10.1006/icar.1996.0038
http://dx.doi.org/10.1126/science.1091452
http://dx.doi.org/10.1126/science.1091452
http://dx.doi.org/10.1006/icar.2002.6822
http://dx.doi.org/10.1006/icar.2002.6822
http://dx.doi.org/10.1111/j.1945-5100.2004.tb00337.x
http://dx.doi.org/10.1111/j.1945-5100.2004.tb00337.x
http://dx.doi.org/10.1016/j.ijimpeng.2010.10.013
http://dx.doi.org/10.1016/j.ijimpeng.2010.10.013
http://dx.doi.org/10.1016/j.ijimpeng.2010.10.013
http://dx.doi.org/10.1002/9781118447307.ch17
http://dx.doi.org/10.1002/9781118447307.ch17


BIBLIOGRAPHY

Collins, G. S. (2014). ‘Numerical simulations of impact crater formation with

dilatancy’. Journal of Geophysical Research (Planets) 119.12, 2600–2619.

Cotto-Figueroa, D., T. S. Statler, D. C. Richardson and P. Tanga (2015). ‘Coupled

Spin and Shape Evolution of Small Rubble-pile Asteroids: Self-limitation of

the YORP Effect’. Astrophysical Journal 803.1, 1–18.

Crater Analysis Techniques Working Group, R. E. Arvidson, J. Boyce, C. Chapman,

M. Cintala, M. Fulchignoni, H. Moore, G. Neukum, P. Schultz, L. Soderblom,

R. Strom, A. Woronow and R. Young (1979). ‘Standard techniques for

presentation and analysis of crater size-frequency data’. Icarus 37, 467–474.
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Appendix A

Tables

Table A.1: Parameters controling the implementation of the k-D tree gravity
solver used.

Symbol Name Description Default value

θ Opening angle Opening angle, parameter in

calculating the opening radius

Rθ of each cell

0.600

Rsave Safety radius Safety factor for maximum

movement of particles in cell

before the tree has to be

rebuild

0.400

Cmax Maximum Ratio Maximum ratio of longest to

smallest dimension of a cell

10

Nemax Max particles per cell Maximum number of elements

in a single leaf of the tree

8

Nsteps Skip timesteps Maximum number of timesteps

before rebuilding the tree

20

ζ Softening paramter Softeing parameter for

regularization of the

gravitational force

1× 10−9

tramp Ramptime Ramptime to scale

gravitational forces at initation

of simulation

1× 10−3



Appendix B

Code listings



Code listings B.0

Input: An array particleList containing indices to particles
Result: A balanced k-D tree tree structure
Data: All data for the particles, like mass and positions, can be

accessed by the indices in particleList

1 particleList← Index of particles to be distributed
2 theCell← Root cell
3 RecursiveFunction CreateCell(theCell: type Cell,particleList:

index,Level: int):
4 if number of particleList > Nemax then
5 // End of the tree not reached, distribute particles

6 d ← Level mod 3 // bisect along dimension d
7 sort particleList.x along dimension d
8 // create daughter cells:

9 CreateCell(LeftCell,left part of particleList,Level+ 1)
10 CreateCell(RightCell,right part of particleList,Level+ 1)
11 theCell.M tot← sum of the masses of the daughter cells
12 theCell.xcms← based on xcms of the daughter cells
13 theCell.quadrupoleTensor← quadrupole Tensor based on

daughter cells
14 // if one of the daughter cells contains only one

particle, its opening Radius is ill defined, so

replace it here

15 foreach subCell← (LeftCell,RightCell) do
16 if subCell.particleList has only 1 entry then
17 subCell.xcms← theCell.xcms subCell.Rθ ← theCell.Rθ
18 else
19 // End of tree reached

20 // save indeces of particles belonging to this leaf

cell:

21 theCell.particleList← particleList
22 theCell.M tot← sum of the masses
23 theCell.xcms← center of mass
24 theCell.quadrupoleTensor← quadrupole Tensor
25 // Calculate opening radius, see Equation (2.26)

26 theCell.Rθ =
2p
3

max(|x i − xcms|) +max(|x i − xcell|)
27 return

Algorithm 1: Creating the k-D tree tree by recursivley distributing the
particles into daughter cells until each cell contains no more than Nemax
particles.
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Code listings B.0

Input: A cell theCell for which we are building the lists
Result: The list PPlist will contain all particles to which forces have to

be evaluated directly, the list PClist will contain all cell of
which forces will be approximated using the gravitational
moment

Data: A tree containing all particles, treeNode refers to the current
node

1 theCell←Current cell to search interaction lists for
2 treeNode← Root tree cell
3 RecursiveFunction InteractionListWalk(theCell: type

Cell,treeNode: type Cell):
4 if (treeNode is a leaf of the tree) then
5 // Reached end of the tree

6 add ( all particles in treeNode) to theCell.PPlist
7 return // Done with this tree branch, end recursion

8

9 foreach subCell← ( the two daughter cells of treeNode) do
10 D← cell center distance from subCell to theCell
11 if (subCell.cellRatio> Cmax) or

(D < (subCell.Rθ + theCell.max(|x i − x cell|)) then
12 // Check if we have to open the subCell
13 // Decent to daughter cell:

14 InteractionListWalk(theCell,subCell)
15 else
16 // We can use the approximation for this daughter

cell

17 add subCell to theCell.PClist
18 return

Algorithm 2: Creating the interaction lists. Rθ is the opening radius of
a cell as by Equation (2.26), max(|x i − xcell|) the maximum distance of
any element to the cell center.
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Code listings B.0

Input: A leaf of the k-D tree, theCell
Result: Accelerations due to gravity for all particles in theCell
Data: All data for the particles, like mass and positions, can be

accessed by the indices

1 theCell← Leaf of tree
2 RecursiveFunction CalculateGravity(theCell: type Cell):
3 // Initialize acceleration array to zero

4 theCell. ẍ ← 0
5 // Check if theParticle has moved to far:

6 dsave←max(theCell.Rθ )× Rsave, theCell.maxCdist)
7 foreach theParticle in theCell.particleList do
8 if |theCell.x − theCell.x cms|> dsave then
9 RemakeTree← True

10 // Calculate direct forces in the cell:

11 foreach theParticle in theCell.particleList do
12 foreach otherParticle in ( theCell.particleList 6=theParticle) do
13 add to theParticle. ẍ accelerations between theParticle and

otherParticle
14 // Calculate direct forces to nearby particles:

15 foreach theParticle in particleList do
16 foreach otherParticle in theCell.PPlist do
17 add to theParticle. ẍ accelerations between theParticle and

otherParticle
18 // Calculate forces from far away cells

19 foreach theParticle in theCell.particleList do
20 foreach otherCell in theCell.PClist do
21 add to theParticle. ẍ accelerations between theParticle and

otherCell by evaluating the gravitational moment
22 return

Algorithm 3: Calculate accelerations due to gravity to all particles in a
single cell belonging to a k-D tree.
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Appendix C

Glosssary

Parameters of the Gravitational Model

Cmax Maximum ratio of longest to smallest dimension of a cell.

Nemax Maximum number of elements in a single leaf of the tree.

Nsteps Maximum number of timesteps before rebuilding the tree.

Rsave Safety factor for maximum movement of particles in cell before the tree

has to be rebuild.

Rθ Opening radius, threshold value from which distance the gravitational force

will be calculated using a pseudoparticle approximation a group of mass

elements.

θ Opening angle, parameter in calculating the opening radius Rθ of each cell.

tramp Ramptime to scale gravitational forces at initation of simulation.

ζ Softeing parameter for regularization of the gravitational force.

Minor Bodies Mentioned in this Work

Apollo (1862) Apollo, 1932 HA. (p. 104)



Minor Bodies Mentioned in this Work C.0

Bennu Bennu, a NEO of small, YORPoid shape, is the target of the OSIRIS-REx

mission. (p. 160)

Ceres (1) Ceres, the largest object in the asteroid belt. (pp. 3, 27)

67P/CG Comet 67P/Churyumov-Gerasimenko, main target of the Rosetta mis-

sion. (pp. 97, 99, 158)

1950 DA (29075) 1950 DA. (pp. 11, 31, 148)

Dactyl Dactyl ((243) Ida I Dactyl), small satellite of Ida. (pp. 152, 153, 155, 195)

Deimos Deimos, moon of Mars. (pp. 101, 109)

Eros Asteroid (433) Eros, primary tyarget of the NEAR Shoemaker spacecraft.

(pp. 101, 109)

Gaspra Asteroid (951) Gaspra. (pp. 148, 150)

Golevka (6489) Golevka. (p. 21)

Hygiea Asteroid (10) Hygiea. Fourth largest MBA. (p. 3)

Ida Asteroid (243) Ida MBA in the Koronis family, flyby target of the Galileo

spacecraft. (pp. 101, 109, 150, 152, 153)

Itokawa (25143) Itokawa. Main target of the Hayabusa mission. Other names:

1998 SF36. (pp. 11, 19, 23, 25, 39, 42, 47, 49, 75, 79, 106, 114, 138, 143, 145, 148,

156, 157, 195)

1999 KW4 (66391) 1999 KW4. (pp. 23, 102, 155)

Lutetia Asteroid (21) Lutetia. (pp. 18, 27, 99, 114, 148, 157)

Mathilde Asteroid (253) Mathilde. (p. 101)

OE84 (2001) OE84, superfast rotating asteroid with a diameter D ≈ 700m,

rotating above the spin barrier (Pravec et al. 2002b). (pp. 11, 29)

Pallas (2) Pallas. (p. 3)
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Software Mentioned in this Work C.0

Phobos Phobos, moon of Mars. (pp. 101, 109, 150)

Šteins Asteroid (2867) Šteins, flyby target of the Rosetta mission. Other des-

ignations: 1969 VC. See Table 4.1 for orbital paramters. (pp. i, ii, xiii, 11,

27, 39, 42, 46–49, 72, 73, 75, 97, 99–106, 109, 111–115, 117–119, 122, 124, 128, 133,

136–141, 146, 148–150, 152, 153, 155, 156, 158, 160, 194)

Sylvia Asteroid (87) Sylvia is probably the largest rubble pile asteroid (Marchis

et al. 2005), exhibits two small satellites. (p. 157)

Vesta Asteroid (4) Vesta, second largest object in the asteroid belt. (pp. 3, 27)

(54509) YORP (54509) YORP, formerly 2000 PH5. (p. 23)

Software Mentioned in this Work

ANEOS Analytic Equations of State for Shock Physics Codes (Thompson 1990).

(pp. 51, 53)

Autodyn Hydocode package by Ansys Autodyn, (Century Dynamics Ltd 2000).

Includes a variety of solvers, the SPH solver is described in Birnbaum et al.

(1996). (pp. 52–54, 56, 57, 72, 73, 79, 82, 114, 145, 147)

CADFEM CADFEM GmbH, Munich, Germany. German distributer of Ansys and

support provider. www.cadfem.de. (p. 64)

CTH CTH 2D/3D, Eulerian shock physics code developed at Sandia National

Laboratories (McGlaun et al. 1990). www.sandia.gov/CTH. (p. 53)

iSALE iSALE 2D/3D, Wünnemann et al. (2006) and Collins et al. (2004). (pp.

52, 53, 72)

LS-DYNA Hydocode package by Ansys Autodyn, (Century Dynamics Ltd 2000).

Includes a variety of solvers, the SPH solver is described in Birnbaum et al.

(1996). (pp. 57, 58, 64, 65, 72, 114, 115, 117, 118, 157)

MPI API for distributed-memory parallel programing. www.mcs.anl.gov/research/

projects/mpi/. (p. 65)
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Glossary C.0

MPP Massively Parallel Processing is a synonym for using computation clusters

of multiple, independet machines. (p. 65)

OpenMP API for shared-memory parallel execution of program loops using threads.

openmp.org/wp. (pp. 58, 65)

PKDGRAV SPH3D Benz and Asphaug (1995). (p. 63)

Rebound A modular gravity N -body code. Published under open source license,

described in Rein and Liu (2012). Available at https://github.com/

hannorein/rebound. (pp. 76, 141)

SALE SALE 2D shock physics code, a predecessor of iSALE, Melosh et al. (1992).

(pp. 45, 53)

Glossary

Acmon Crater Acmon is the largest crater on Dactyl with a size of D ≈ 280m

(Veverka et al. 1996). (p. 152)

Atlanta The Atlanta meteorite was found 1938 in Louisiana. The 5.5 kg met-

eorite has been classified as an brecciated, low-iron Enstatite Chondrite.

See http://www.mindat.org/loc-256625.html and http://www.lpi.

usra.edu/meteor/metbull.php?code=4886. (p. 97)

aubrite http://www.lpi.usra.edu/meteor/metbullclass.php?sea=Aubrite.

(p. 104)

Chixculub The Chixculub impact event created a crater at the north of Yucátan,

Mexico. Because it was quickly burried by sedimentary rocks, it is one

of the best preserved giant crater structures. It is believed to coincide

with the CretaceousPaleogene transition and the extinction of dinosaurs

64 million years ago (Schulte et al. 2010). (pp. 33, 45)

Dawn The Dawn spacecraft was launched in September 2007. From July 16

2011, Dawn was in orbit of asteroid Vesta, and transfered later to orbit

Ceres, where it arrived March 6 2015. dawn.jpl.nasa.gov/. (p. 27)
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Glossary C.0

Diamond Crater Diamond is the largest crater on (2867) Šteins, located near

the southern pole. Equivalent to the crater called ‘Ruby’ in Jorda et al.

(2012). (pp. i, 46, 100–102, 105, 106, 109, 111–113, 119, 122, 124, 128, 136, 137,

139, 152, 153, 155, 156, 158, 160)

Drucker-Prager criterion The Drucker-Prager yield criterion defines the failure

or plastic yielding limit of a material. (pp. 29, 30)

EL EL chondrites are ordinary chondrites, low of total iron and with ferroan

alabandite. (p. 97)

Galileo The primary mission is the exploration of the Galileo project was the

exploration of the Jupiter system in 1995-97. On the way to Jupiter it

imaged asteroid Gaspra and Ida with its moon Dactyl. (pp. 150, 152, 153)

Haughton impact crater The Haughton impact structure, located on Devon

Island, Canada, was formed 39 Ma ago. The rim diameter is about 23 km,

and is very well preserved (Osinski et al. 2005). (p. 32)

Hayabusa The Hayabusa mission by JAXA started in 2003 to the NEO Itokawa,

and returned a sample of dust to earth in 2010. http://hayabusa.jaxa.

jp. (pp. 23, 47, 49, 79, 192)

Hugoniot The Rankine-Hugoniot conditions connect the state of two materials

connected through a discontinous shock front. Together with an additional

relation, usually the equation of state (EOS), they allow to derive the state

of the shocked material from the know state of the initial material without

having to know the state inside the shock front.. (p. 37)

k-D tree k-D tree is a balanced sorting tree for, where elements in the k-di-

mensional space are hierarchically divided in two buckets in alternating

directions. (pp. xiii, 63, 65, 67, 76, 116, 186, 187)

LCDB The Asteroid Lightcurve Database is a continous effort to improve the

dataset available on asteorid lightcurve parameters and other information,

e.g., estimated/measured diameters, absolute magnitudes (H), phase

slope parameters (G), albedos, and more. It is hosted on http://www.

minorplanet.info/lightcurvedatabase.html and described in Warner

et al. (2009). (pp. 11, 201)
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Acronyms C.0

oct-tree An oct-tree is a sorting tree, where elements in the three-dimensional

space are hierarchically sorted into the corresponding octant until each

cell contains just a single element. (p. 63)

OSIRIS The OSIRIS camera system (Optical, Spectroscopic, and Infrared Remote

Imaging System) is the scientific imagin system on the Rosetta spacecraft.

Led by the Max-Planck-Institute for Solar System Research, a consortium

of 9 institutes developed and build this instrument, consisting of two

cameras, a high resolution Narrow Angle Camera (NAC) and a Wide Angle

Camera (WAC) (Keller et al. 2007). (pp. x, 47, 97, 99, 100, 104, 109, 114, 137,

158, 197, 198)

OSIRIS-REx OSIRIS-REx is a sample return mission by NASA to the NEO Bennu.

Start is scheduled for the year 2016. http://www.asteroidmission.org.

(p. 160)

Rosetta Rosetta launched in 2004 and arrived at Comet 67P/Churyumov-

Gerasimenko on 6 August 2014. It is the first mission in history to rendez-

vous with a comet, escort it as it orbits the Sun, and deploy a lander to

its surface. Rosetta is an ESA mission with contributions from its member

states and NASA. Rosetta’s Philae lander is provided by a consortium led

by DLR, MPS, CNES and ASI. ESA, http://rosetta.esa.int/ . (pp. i, x, 47,

49, 97, 99, 137, 155, 156, 158, 192, 196, 197)

R-Plot Standardized plot to examine the cratering saturation (Crater Analysis

Techniques Working Group et al. 1979). (p. 105)

Stickney Stickney is the largest crater on Phobos. (p. 150)

Acronyms

ALE Arbitrarily Lagrangian Euler. (p. 53)

BYORP Binary YORP. (pp. 25, 155)

CAI Calcium-Aluminium Rich Inclusions. (pp. 13, 26)

CDO Classical Disk Object. (p. 17)
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Acronyms C.0

DDO Detached Disk Object. (p. 17)

DEM Discrete Element Method. (p. 147)

ECAS Eight-Color Asteroid Survey, http://sbn.psi.edu/pds/resource/ecas.

html, first release by Zellner et al. 1985. (p. 7)

EOS equation of state. (pp. 37, 45, 51, 53, 56, 60, 195)

HSL Crater production scaling law by Holsapple and Housen (2007). (p. 106)

IAU International Astronomical Union. (p. 101)

IRS Infrared Spectrograph of the Spitzer space telescope (SST). (p. 99)

LCDB Asteroid Lightcurve Database. (pp. viii, 11, 195, 201)

MBA Main Belt Asteroid. (pp. 3, 97, 192)

MBC Main Belt Comet. (pp. 3, 15)

MPC Minor Planet Center. (pp. 2, 97)

NAC Narrow Angle Camera of OSIRIS. (pp. 99, 100, 104, 106, 109, 111)

NEO Near-Earth Object. (pp. 19, 21, 160, 195)

NSL Crater production scaling law by Nolan et al. (1996). (p. 106)

PC Particle–Cell. (pp. 67, 68)

PLS Palomar-Leiden survey. (pp. 5, 75)

PP Particle–Particle. (pp. 67, 68)

PPD Proto-Planetary Disk. (pp. 13, 15, 16, 26, 145)

RSI Radio Science Investigation of the Rosetta spacecraft. (p. 103)

SDSS Sloan Digital Sky Survey, http://www.sdss.org. (p. 5)

SFD Size Frequency Distribution. (pp. 5, 16, 18)
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Mathematical Symbols, Latin C.0

SKADS Sub-Kilometer Asteroid Diameter Survey. (pp. 5, 75)

SL9 D/Shoemaker-Levy 9. (pp. 28, 112)

SMASSII Small Main-Belt Asteroid Spectroscopic Survey, Phase II (Bus 2002b).

(pp. 7, 8)

SMASSIR Small Main-Belt Asteroid Spectroscopic Survey in the near-infrared

(Burbine 2002). (p. 7)

SMBAS Subaru Main Belt Asteroid Survey (Yoshida and Nakamura 2007). (p. 5)

SPH Smoothed Particle Hydrodynamics. (pp. i, 47, 48, 52–58, 72, 73, 75, 76, 78, 79,

81, 82, 94, 96, 113–117, 119, 124, 133, 138, 139, 141, 143, 146, 147, 157, 199)

SST Spitzer space telescope. (p. 197)

TNO Trans-Neptunian Object. (pp. 2, 8, 17)

WAC Wide Angle Camera of OSIRIS. (pp. 100, 102, 104, 106, 109, 153)

YORP Yarkovsky-O’Keefe-Radzievskii-Paddack. (pp. ii, 19, 21–23, 49, 102, 128, 138,

143, 155–158, 160)

YORPoid A asteroid with the typical top-like shape most likely originating from

YORP induced spin-up. (pp. ii, 23, 100, 102, 106, 119, 158, 160)

Mathematical Symbols, Latin

A Geometric albedo.

a Long axis of ellipsis or spheroid, semimajor axis.

B Linear coefficient of the Ivanov failure model.

b Short axis of ellipsis or spheroid.

C Coupling parameter; see Holsapple and Schmidt (1987).

c heat capacity.
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Mathematical Symbols, Latin C.0

C1 Constant term relating shock velocity and particle velocity in many materials.

C A constant.

CYORP YORP amplitude factor.

D Diameter.

d Depth.

D Dimension.

dcrater Depth of the final crater.

Dcrit Critical diameter of cratering on a small body before disruption.

dtc Depth of the transient crater cavity.

Ddam Damage parameter.

e Internal energy.

Ebd Gravitational binding energy.

Ekin Kinetic energy..

Epot Potential energy..

F Force.

G Newtons gravitational constant.

G Phase function slope parameter.

g Surface acceleration due to gravity.

H Absolute magnitude.

h Smoothing length in Smoothed Particle Hydrodynamics (SPH) simulations.

The kernel function is usually defined to be zero for distances further away

than 2 h from the particle.

i Integer index number.
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Mathematical Symbols, Latin C.0

I Moment of inertia.

i Inklination.

J Shear stress invariant.

j Integer index number.

K Thermal conductivity.

k Limiting shear strength.

kW Weibull parameter, linear coefficient.

l Length or typical lengthscale.

Ma Mean anomaly.

M Mass.

M imp Mass of the impactor.

M tar Mass of the target body.

M tot Total Mass.

M lr Mass of the largest remnant fragment.

mW Weibull parameter, exponent of power law.

N Integer number.

P Period.

p Pressure.

p Deviatoric part of the stress tensor.

pc Linear coefficient of the Ivanov failure model.

Q Specific energy of impact.

q Perihelion distance.
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Mathematical Symbols, Latin C.0

Q∗ Specific disruption energy threshold. Q∗ denotes the kinetic energy of the

impactor in units of target mass where the largest remaining fragment left

after the impact has 50 % of the target mass.

Q∗D Specific energy threshold leading to disruption.

Q∗RD 1:1 Equivalent equal mass specific impact energy at disruption.

Q∗S Specific energy threshold leading to shattering.

R Radius.

RC1 Effective radius of mass-equivalent sphere at reference densityρ0 = 1000 kg m−3.

Requiv. Radius of volume-equivalent sphere.

Rimp Impactor radius.

Rmax Maximum Radius.

Rmin Minimal Radius.

Rtar Target radius.

s Friction coefficient, the slope of the failure envelope in the Drucker-Prager

failure criterion.

S1 Linear term relating shock velocity and particle velocity in many materials.

s Deviatoric part of the stress tensor.

t Time.

TJ Tisserand parameter.

U Quality parameter of the LCDB database.

v Velocity vector.

vesc Escape velocity.

vimp Velocity vector of the impactor.

V Volume.
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Mathematical Symbols, Greek C.0

vs Shock front velocity.

W Kernel function in the SPH formalism.

X Probability.

x Position.

xcell Centre of cell.

xcms Centre of mass.

Y Yield strength.

Yd Yield strength of damaged material.

Yd0 Damaged strength at zero pressure.

Y i Yield strength of undamaged material.

Yi0 Intact strength at zero pressure.

Yi lim Limiting strength of material.

Yi dam Limiting strength of damaged material.

Y M von Mises plastic limit.

Mathematical Symbols, Greek

α Power law index.

α Distension, the ratio of specific volumns of a porous material and the matrix

material.

β Phase angle, angle between sun – surface – observer.

δ Kronecker delta.

ε Excentricity.

ε Strain.
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Mathematical Symbols, Greek C.0

ε̇ Strain rate.

εero Geometric strain limit for erosion.

εf Plastic strain at failure.

εfc Minimum failure strain.

εp Accumulated plastic strain.

η Power law exponent for the mass dependence of the fragment velocity.

Γ Gruneisen coefficient.

γ Thermal inertia.

µ Coupling parameter velocity exponent.

µi Coefficient of internal friction.

ν Coupling parameter density exponent.

Ω Argument of ascending node.

ω Angular frequency.

ω Argument of perihelion.

Φ Angle of friction.

π Circle constant.

φ Porosity.

φb Bulk Porosity.

φmacro Macroporosity.

φmicro Microporosity.

ρ Density.

ρbulk Bulk density.

ρgrain Grain Density, ρgrain = 1−ρbulk/φmicro.
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Mathematical Symbols, Greek C.0

ρ0 Reference density.

σ Shear stress or stress tensor.

σ Strength of material.

τcc Contact and compression time scale parameter.

τexc Time scale for the excavation phase in cratering events on planets.

τrel Time scale for relaxation of exited rotational states of asteroids.

Θ Obliquity, angle between impactor velocity vector and the targets surface.

ϑ Surface slope angle.
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