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Abstract

When massive stars form, they emit strong, hydrogen ionising radiation fields into
their molecular cloud environment, forming Hii regions. This is believed to be capable
of inducing effects which can trigger further star formation through a process known as
Radiative Driven Implosion. Hydrodynamic shock fronts are generated at the interface
between ionised and un-ionised material. These shocks propagate into the clouds,
and their motion and increase in density can result in the conditions required for star
formation.

Using the method of Smoothed Particle Hydrodynamics, the effect of varied initial
geometrical and physical properties of a molecular cloud on the prospect of radiation
triggered star formation is investigated over a large parameter space. The physical
processes of the model include a detailed ray-tracing implementation of the ionising
radiation, along with a thermodynamic model and chemical evolution for multiple
species of atoms.

A parameter dEUV, defined as the ratio of the initial ionising penetration depth to
the scale length of the cloud along the radiation axis, was found to be an effective
indicator of the final evolutionary prospects of the molecular clouds investigated. Low
dEUV clouds typically exhibit shock front motion which converges on a focus or foci,
and form symmetric or asymmetric B or C type Bright Rimmed Clouds depending on
orientation. At medium dEUV there is a mixture of focus/foci convergent and linear
or filamentary structure formation with cores formed indirectly, after disruption of
material by the shock fronts. At high dEUV only fragment-core and irregular structures
form, with the clouds being increasingly dominated by photoevaporation. At extremely
high dEUV cores cannot form and the cloud will photoevaporate.

In addition, qualitative impressions of the scope of structure morphologies, espe-
cially those for irregular morphologies, is compiled. Of note, it is found that the simple
initial conditions of a uniform prolate cloud at inclinations to incident radiation are
capable of producing a wide variety of the structures observed at Hii boundaries.
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Chapter 1

Introduction

An initial narrative overview to the processes being investigated is presented here, with

all elements expanded upon later in the text.

The cycles of stellar evolution permitted the existence of a small bluey-green planet,

third out from a G2V class star in an outer spiral arm of an SBb galaxy and, as a result

of that, this very document. Much of those same cycles which resulted in this confluence

of circumstances, remains something of a mystery. It is, then, of great interest to

determine and understand the processes involved in stellar evolution. Importantly,

an understanding of stellar evolution is one of (admittedly several) lynch-pins in the

understanding of the whole chain of astrophysical interactions which link everything

from cosmological scales down to planetary formation and solar system dynamics.

One process involved in the formation of stars also presents a peculiar dichotomy

of destruction and creation, feedback. The result of this process can be examined on

various scales, from the modification of the immediate environment around a protostar,

to stellar winds and radiation across star forming regions, up to supernovæ, releasing

enormous quantities of energy on timescales which would be short to us, let alone

astrophysically. The topic of interest for this thesis is ionising radiation feedback, such

as found in Hii regions.

When a massive star forms (though, how it does that is another major question

in itself), it will reach a point at which its radiation output increases substantially.

This occurs on relatively short timescales, and results in an expanding spherical front
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(subject to surroundings), propagating and ionising the region around the star. For

the first period of the ionising radiation’s expansion, it does so as an R-type front

(‘R’ being ‘rarefaction’, indicating the low densities involved), with the nature of the

expansion being supersonic relative to the material upon which the radiation is incident.

The ionisation front fans out, ionising material faster than the material is able to

react hydrodynamically, creating a diffuse, but high temperature and pressure, region,

referred to as an Hii region.

As the radiation fans out further, a combination of the increasing area over which

it is incident (going as r2) and the attenuation in the inner material, means that the

flux decreases to a point at which the ionisation front transitions from a supersonic

R-type to a subsonic D-type (‘D’ being ‘dense’). At this stage, the ionisation front

advances more slowly than the hydrodynamic shock wave produced by the pressure

discontinuity between ionised and non-ionised material.

It is of interest to us to examine the interaction of the ionising radiation with a

dense (relative to ISM) cloud structure. Specifically, in sequence, the formation of

an ionised region of the cloud, followed by the shock front generated at the interface

between the ionised and neutral material when the ionisation front becomes D-type,

then the motion of that shock front into the cloud.

The dichotomy previously mentioned is this: such effects can very easily eliminate

all chances of a cloud undergoing gravitational collapse and star formation. Material is

swept up, ionised and dissipated, easily winning out against the relatively weak binding

force of gravity. However, the ionisation heating induced shock propagates into the

neutral material of the cloud, creating high density structures, which enhance self-

gravity. When this effect is strong enough, the high density structures can form cores,

further collapsing to create a protostar. This process is Radiative Driven Implosion

(RDI). This permits, through RDI, stars to form in neutral clouds which otherwise

could not collapse to form a star (or stars) with their own initially weak self-gravity.

Full analytical treatment of this problem is beset by the difficulties in solving the

highly non-linear astrophysical fluid dynamics equations for a non-isotropic environ-

ment, with infeasibly large systems of interconnected variables required to fully de-

scribe the scenario. Whilst analytical solutions to some of the simpler configurations

of a particular scenario can be constructed, arbitrary geometries and complex density

structures cannot be described. It is the aim here to provide an insight, using the

computational method of Smoothed Particle Hydrodynamics (SPH), into the effect of

varied cloud properties, especially geometry, on the evolution and potential for such

clouds to be hosts of triggered star formation.
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Element log10 Ai Element log10 Ai
He -1.00 C -3.44
O -3.34 Si -4.45
Mg -4.41 Fe -4.49
S -4.73 N -3.95

Table 1.1: ISM elemental abundances relative to total hydrogen number density
(Ai = ni/n, where n = nH ii + nH i + nH2) from Wolfire et al. (1995).

1.1 Molecular Clouds and the Interstellar

Medium

Current generation star formation predominantly takes place inside Giant Molecu-

lar Clouds (GMC) (Blitz, 1993; Williams and McKee, 1997; Wong and Blitz, 2002).

They possess the largest localised reservoirs of molecular hydrogen available to fuel the

star formation process, by whichever actual star forming mechanism (Burton, 1976;

Williams and McKee, 1997; Wong and Blitz, 2002). This makes the molecular cloud

environment and the Interstellar Medium (ISM) important to understand in order to

provide the circumstances and initial conditions required for star formation itself.

GMCs are typically regions of the order of 105 M�, tens of Parsecs in linear dimen-

sion, and average densities of tens of particles per cubic centimetre (Stark and Blitz,

1978; Blitz, 1993). However, their exact definition, and specific ranges of properties are

difficult to delimit to agreement. They are also known to be ‘clumpy’ on a wide variety

of length scales (Larson, 1981; Shu et al., 1987; Williams et al., 1994, 2000) that is, that

they are composed of substructure rather than purely uniform. Part of the difficulty in

their analysis and categorisation is their composition: cold (10 K) molecular hydrogen

- H2. H2 at this temperature is not directly observable, lacking excited states. Several

methods exist for measuring it indirectly using various ‘tracers’, molecular lines and

other signs which are expected to have a relation to the abundance of H2, especially

extinction and line emission from several isotopic forms of carbon-monoxide CO (Tan

et al. (2013) includes a good summary).

The average ISM composition which will prove a good basis for the initial chemistry

conditions is shown in Table 1.1.

3



1.2 Star Formation in Molecular Clouds

Because molecular clouds provide the raw material in the quantities required for the

mechanisms of star formation to take place, it is a common phrase that ‘star formation

occurs in molecular clouds’ (Blitz, 1993). Whilst isolated star formation may occur,

for instance in Bok Globules (Bok and Reilly, 1947; Yun and Clemens, 1990), by pure

weight of matter it is bound to be substantially rarer, making star formation in the

more common molecular clouds more likely to be important in overall stellar statistics

and population evolution.

1.2.1 Gravitational Collapse

Gravitational collapse is generally described in the context (for non-massive star for-

mation) of the local medium exceeding some critical mass for its density and scale

(McKee and Ostriker, 2007). Once the point of criticality is passed, the balance of

gravitational potential against thermal and net-kinetic energies falls in favour of grav-

ity and the structure constricts.

Massive stars are thought to require more complex conditions, or conditions which

are at least not fully elaborated. ‘Massive’ can constitute a range of masses from 8 M�

and above, up to over 100 M�. Stars of this mass range are small in number, being

< 1 % of all stars or ≈ 10 % of the number of stars of masses 1 to 2 M� (using the mod-

ified Salpeter Initial Mass Function (IMF) of Kroupa (2001)), but are of considerable

importance; not least due to the substantial effect they can have on their surroundings,

as will become evident.

The peculiarities in the formation of massive stars are due to several features of

known processes preventing accumulation of such mass via the same mechanisms as

lower mass stars. For instance, the luminosity of the protostar becomes sufficiently

large as to prevent further accretion before high stellar masses can be reached (Larson

and Starrfield, 1971); i.e. the so-called Eddington luminosity (beginning with Ed-

dington (1916) for ‘classical’ Eddington luminosity). More recent work has expanded

the description, with better understanding of physical processes within stars, see for

example Hennebelle and Commercon (2012) (published in Stamatellos et al. (2014)).

Massive star formation is therefore believed to necessitate a different manner of col-

lapse, requiring turbulent cores within a large cluster, for instance (McKee and Tan,

2002); or a multi-stage process (Zinnecker and Yorke, 2007) in order to result in the

quantity and size of massive stars known to exist through observation.
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The exact details of massive star formation are incidental to the effect they have

on their environment, forming Hii regions, as outlined in Section 1.3.

Low-mass star formation retains mysteries of its own, but a general picture is avail-

able describing the expected path.

A key reference point for the collapse of gas is that of the Jeans parameters. Tracing

roots back to Jeans (1902), these parameters describe analytical conditions of, and

behaviour of, collapse of a symmetric, isothermal cloud of gas. These descriptions

have been updated with time, as more has come to light regarding expected factors

contributing to collapse, but the underlying concept remains as a basis for comparison

with any subsequent description. The Jeans’ mass and Jeans’ length can be given as,

MJeans′ =
4 π

3

cs
3

√
G3 ρ

, (1.1)

RJeans′ =
cs√
G ρ

, (1.2)

where cs is the characteristic sound speed, G the gravitational constant and ρ the

characteristic density. The nature of what constitutes ‘characteristic’ is circumstance

dependent (McKee and Ostriker, 2007).

A more comprehensive description of the critical mass is that of the Bonner-Ebert

mass (Bonnor, 1956; Ebert, 1957). In this, self-collapse accounts for conditions of

the Virial theorem applied to the gravitational energy along with multiple supporting

kinetic energies. The results here are obtained independently from the assumptions

regarding density used for the Jeans’ Criteria, instead, they are from modified descrip-

tions of gas properties from Boyles’ law. An equation with very similar form to that of

Jeans’ mass is obtained (as would be expected). Similarly to Equations (1.1) and (1.2)

the Bonner-Ebert mass and length can be given as,

MBonner−Ebert = 1.182
σ3

√
G3 ρ0

, (1.3)

RBonner−Ebert = A
σ√
G ρ0

, (1.4)

where ρ0 is the surface/boundary density of the cloud and σ is the mean-square gas

velocity; A is a density profile factor which is frequently given as either A ≈ 0.66 for a

simple mean density sphere (Krumholz, 2011); or A ≈ 0.486 for a Bonnor-Ebert profile

(McKee and Ostriker, 2007).

Collapse of these idealised spheres occurs on timescales of the order of the freefall

time (Spitzer, 1978; Dyson and Williams, 1997), tff , the time taken for the cloud to fall

in to a point from pure gravity (excluding hydrodynamic effects of pressure preventing
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collapse). The potential at a point location within a cloud at any time is a function of

the radial position from the centre of mass of that point and the total mass enclosed

at all smaller radii (with spherical symmetry assumed). Integrating the equations of

motion with this in mind provides the gravitational free-fall time as,

tff =

√
3 π

32 G ρ
, (1.5)

with ρ in this case being the initial mean density of the cloud (i.e., that which can be

defined as ρ = M/(4
3
πR3), with M the total mass and R the outer radius).

This gives and impression of the required timescales, but represents only a bound

on the realistic collapse times, as it does not account for any of the thermodynamic

changes undergone by the core during its collapse. In particular, it describes neither

the pressure gradient forces, nor the change from isothermal to adiabatic as the core

reaches densities at which it becomes opaque to emission from excited molecules deeper

within.

Once the opacity changes in this way, energy is ‘trapped’ in the core and, with the

existing inertia of the collapse to that time, continues to compress whilst increasing

in temperature. Collapse soon becomes inhibited by the increasing pressure which

results, but at the same time, chemical changes (specifically dissociation of molecular

hydrogen) uses more energy from the system and results in a further pseudo-isothermal

collapse and increase in core mass. This continues until energy ceases to be used in

dissociation, and the temperature and pressure rise to produce a supported central

core; the protostar proper. This pattern is described, and evaluated numerically, as

early as Larson (1969).

The basic premise of the pattern remains broadly similar today, with the gradual

evaluation and inclusion of other expected physical effects and processes; along with

values being refined as better data became (and continues to become) available for

the assumptions. The range of alterations to the basic model is extensive. One can

consider rotation (Norman et al., 1980; Terebey et al., 1984), micro- and macro-scopic

turbulence (Lizano and Shu, 1989) and magnetic fields (McKee et al. (1993) for an

early review of several magnetic effects) to name a few key developments. It is not the

intention here to describe the full process of the formation of core and star in much

detail, as it is almost tangential to the topic of the environment in which the process is

permitted, which is the key interest of this thesis. A far more adept description of the

process can be found in, for example, Shu et al. (1987); McKee and Ostriker (2007).
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1.2.2 Triggered Star Formation

Whilst star formation via gravitational collapse is fairly well understood and categorised

for non-massive stars (at least, as far as any topic in star formation goes), a greater

unknown is that of other mechanisms of star formation. Triggered star formation is the

process in which the behaviour of some factor external to a region, drives circumstances

for star formation where otherwise closed internal behaviour of that region may not.

This can be accomplished by any external factor capable of either directly altering the

density profile within a molecular cloud, or driving a shock into the cloud which reaches

sufficient densities for material to begin collapsing into a protostellar core.

Amongst these triggering processes are compression by stellar wind (Foster and

Boss, 1996), driven turbulent motion (Elmegreen, 2002), or even potentially supernovæ,

either directly, or as a driver of turbulence (Cameron and Truran, 1977; Elmegreen,

2002; Gritschneder et al., 2012; Li et al., 2014). The last-most of these is also of interest

due to the possibility for it to have been the formation mechanism for the solar system

(Cameron and Truran, 1977; Gritschneder et al., 2012).

The focus of the understanding of triggered star formation in this context is Radia-

tive Driven Implosion. In this mechanism, the formation of Hii regions results in the

expansion of an ionisation front up to the surfaces of pre-existing clumps / overdensities

within the overall cloud (Reipurth, 1983; Bertoldi, 1989; Lefloch and Lazareff, 1995).

Shock waves formed at the surfaces of these objects propagate inwards, and the density

increase from this effect is thought to be capable of triggering star formation. This

differs from other descriptions such as ‘Collect & Collapse’ (C&C), in which expansion

of the ionisation front is through a sufficiently uniform medium that triggering is due to

the fragmentation of a dense shell generated spherically around the expanding region

(Elmegreen and Lada, 1977). The latter has been extensively analysed e.g. (Deharveng

et al., 2005; Zavagno et al., 2006; Dale et al., 2007), but may not explain all scenarios

(Pomarès et al., 2009; Deharveng et al., 2010). RDI may complement C&C depending

on the nature and character of the molecular cloud and Hii regions. In particular,

the balance of the two mechanisms may be determined by the anisotropy of the initial

neutral medium into which the Hii region expands (Pomarès et al., 2009; Walch et al.,

2012).

The concept of triggered star formation by RDI has been supported on bases of

observation (Morgan et al., 2008; Chauhan et al., 2009; Hayashi et al., 2012) as well

as computational simulation (e.g. Miao et al. (2006, 2009); Bisbas et al. (2011b), see

Section 1.5.3 for more).
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1.3 Hii Regions

Radiation with photon energies hν > 13.6 eV is capable of photoionising atomic hydro-

gen. Into a predominantly hydrogen medium this changes the hydrodynamic properties

of the gas directly, as ionised hydrogen has a mean molecular mass half that of atomic;

as well as changing its temperature, as photons with greater than the ionisation thresh-

old deliver additional energy into the resulting electron/proton.

Balancing the strong photoionisation heating effects are the cooling effects of op-

tically thin line emission. Key among these is the collisionally excited Oii emission;

emission from this excited state resulting in production of photons which are not lo-

cally reabsorbed. Escaping the region, this represents a net ‘loss’ of energy from the

system, and contributes to the balance between heating and cooling present in the

region. Many transitions contributing to this cooling are in the category of ‘forbidden’

lines, excitation states which would usually be collisionally de-excited, but in the low

densities of the Hii region are given the time necessary to decay via emission of these

optically thin lines.

This readily alters a gas which would be expected to be approximately 100 K with

sound speeds of the order of 1 km s−1 to gas at ≈ 10 000 K and ≈ 13 km s−1 (for isother-

mal sound speeds).

Such environments are created in the vicinity of massive stars, with surface tem-

peratures sufficient to generate ionising fluxes capable of substantially affecting their

environments. O stars can produce ionising photon luminosities in the range of 5× 1047

to 1× 1050 s−1 (emission surface fluxes of approximately 8× 1022 to 7× 1024 cm−2 s−1)

(Sternberg et al., 2003).

Initial behaviour of these massive stars involves a wave of radiation expanding

spherically outwards from the star. Initially, this wave travels greatly supersonically

relative to the sound speed of the undisturbed material. This ‘R’-type (for ‘rarefac-

tion’) front continues to expand, with material overtaken by the front faster than that

material is able to react hydrodynamically. This high temperature/pressure region is

the early Hii region.

As this spherical shell expands, the volume of material to be ionised increases

cubically with radius, with the number of available ionising photons per unit area of

the shell decreasing as the inverse square of radius. At some radial position, the front

will reach a point at which all available photons are used re-ionising hydrogen atoms

within the sphere which have undergone recombination, rather than be available for

entirely new ionisation events. As this transition is approached, the speed of the front
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reduces to sub-sonic, a D-type front (for ‘dense’). In this circumstance, material is

forced into a shock front ahead of the ionisation front. This is the mechanism for the

triggered star formation being investigated.

Pictured in Figure 1.1 is Messier 16, most commonly known as the Eagle Nebula.

With visually stunning features, it is arguably the most well known of the Hii regions.

The central ‘cavity’ region, surrounded by the bright rimmed clouds and darker molec-

ular gas, is the Hii region itself. It is fascinating in and of itself, being the centre of

multiple studies; an overview of its features in the context of star formation can be

found by Oliveira (2008).

More details of the exact behaviour and physics of Hii regions is present in Chap-

ter 3, pertinent, as it is, to the description and implementation of the ionising radiation

field needed for the code.

1.4 Bright Rimmed Clouds

The edges of the Hii regions, with their strong Hii recombination emission lines con-

trast with the darker, obscuring molecular medium beyond ionisation front. This has

made such features identifiable in observations and has long been catalogued and cate-

gorised, such as in Deharveng and Maucherat (1975); Lada and Black (1976); Hayashi

et al. (1985), as a few examples. It is from their bright outline that their descrip-

tion as ‘Bright Rimmed Clouds’ (BRCs) is derived (earlier references sometimes to

‘Bright Rimmed Molecular Clouds’, BRMCs). In this section, the general structure

morphologies, and existing nomenclature is examined.

Continuing the theme of the Eagle Nebula mentioned at the end of the previous

section, pictured in Figure 1.2 are the ‘Pillars of Creation’, BRC features at the edge

of the Hii region.

1.4.1 Regular Structures

A catalogue of BRCs was compiled by Sugitani et al. (1991) and Sugitani and Ogura

(1994) using a system of classification in which categories of BRCs are delineated by

the overall curvature of the bright rim. This was a broadly qualitative distinction,

based on the impression of their morphology. The groups were notated A, B and C

BRCs, in order of increasing curvature. Type A BRCs are wide, low-curvature, ‘hill’-

like features; type C BRCs are ‘cometary’ types, with a ‘head’ and a straight or tapered

‘tail’; and type B BRCs are those that fill the divide between clear type As and type Cs.
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Figure 1.1: View of the entire M16 Eagle Nebula region. Taken by the Na-
tional Science Foundation’s telescope on Kitt Peak, it is a false colour im-
age with red, green and blue corresponding to narrow-band observation in Sii,
Hα and Oiii respectively. Image credit: T.A.Rector (NRAO/AUI/NSF and
NOAO/AURA/NSF) and B.A.Wolpa (NOAO/AURA/NSF).

10



Figure 1.2: View of the ‘Pillars of Creation’ in the M16 Eagle Nebula. As with
Figure 1.1, the colours red, green and blue map to observations in Sii, Hα and
Oiii respectively. Image taken by the Hubble Space Telescope (HST), image
credit: NASA, ESA, and the Hubble Heritage Team (STScI/AURA). This image
in particular is a repeat observation (Jan, 2015) of a commonly used image taken
by the HST in 1995.
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Figure 1.3: Diagrammatic representation of standard type A, B and C bright
rimmed clouds, along with the type ‘M’ extension (Miao et al., 2010), and asym-
metric morphologies. All are presented relative to the illuminating source as
indicated.

The illustration in Figure 1.3 gives a general indication as to the degrees of curvature

of each of the groups. In the four panels of Figure 1.4 are images of BRCs and their

types from Digitized Sky Survey (DSS) data. The BRCs selected are from Sugitani

et al. (1991) in which a catalogue was constructed for the northern hemisphere, but

the images are taken from the specific sources listed in the figure caption.

A further category of BRC was posited, a type M morphology with observational

and simulation support (Osterbrock, 1957; Karr et al., 2005; Urquhart et al., 2006;

Miao et al., 2010), for high ionisation-state conditions; this is also illustrated within

Figure 1.3.

1.4.2 Asymmetric Structures

Of the observed BRCs, when examined in detail, many do not fit in to a straightforward

classification system. The major deviation from the basic curvature classifications are

the presence of asymmetric structures, with different, or discontinuous, curvature either

side of the axis between the ‘head’ or centre of the cloud and the illuminating star. Due

to the expected ‘clumpy’ substructure of all molecular cloud regions, from both theory

and observation (Williams et al., 2000), it can be expected that the region through

which the ionisation front of an Hii region expands will not be uniform, and will
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(a) Type A : SFO 16 * (b) Type B : SFO 4 **

(c) Type C : SFO 37 ** (d) Type M : IC59 (described in
Miao et al. (2010)) *

(e) Asymmetric : SFO 5 (illumi-
nation indicated by arrow (Lefloch
et al., 1997; Fukuda et al., 2013)) **

(f) Asymmetric : B33 Horsehead
Nebula (illumination indicated by
arrow (Abergel et al., 2003)) *

Figure 1.4: Images of BRCs and a MC illustrating the basic variation in mor-
phology for the A/B/C/M type classifications of surface curvature, as well as
two examples of irregular morphology (B33 being non-BRC). Images via Wenger
et al. (2000) of DSS-2-Red data. All are presented as 15′ by 15′ in the ICRS
frame.
* Copyright © 1993-2000 by AAO and AURA
** Copyright © 1992-2000, Caltech and AURA
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feature density variations throughout. In such non-isotropic environments, assumptions

of spherical initial conditions and symmetric structures of early models may not be

sufficient. The generation of asymmetric structures may be explained by the presence

of ‘oddly shaped’ initial structures during the formation. The gist of such morphologies

is also illustrated in Figure 1.3.

An example of an asymmetric BRC is also presented in Section 1.4.1, SFO 5. In

this instance the shape of the outer surface is not aligned with the axis of the incident

illumination, illustrated with the arrow. Another, indirect, example which may owe

aspects of its evolution to the same effects being described is shown in Section 1.4.1,

the Horsehead Nebula. It is present in a photo-dissociation region (PDR), rather than

directly on an Hii boundary. However, it presents several of the features which are com-

mon to asymmetric BRCs, as well as being pertinent to results presented in Chapter 5,

in which morphologically similar structures are generated.

1.5 Theoretical Models of RDI

Multiple models exist, and have existed, to describe some of the aspects of BRCs and

the Hii regions at which they are formed. Here a brief summary of their scope and

nature is given, though it is not exhaustive. Some key work includes the description

of the scenario by Elmegreen and Lada (1977) and Whitworth (1979), which outlines

many of the parameters and behaviours of the interaction of a growing Hii region with

its environment.

1.5.1 Semi-Analytical

An important description of the dynamics of inwards directed shock fronts for a spher-

ical molecular cloud (or spherical over-density within a diffuse medium), is given by

Bertoldi (1989) and Bertoldi and McKee (1990). This also forms the basis for the

subsequent numerical models of such regions, for it provides a basis of comparison be-

tween simulation and theory. Axi-symmetric spheres and the evolution of the shocks

at their illuminated surface were examined, as well as the fate of the clouds which host

them. Importantly, the work illustrates that within a substantial region of the param-

eter space, the ionisation front entering the cloud forms the necessary inwards-directed

shock conducive for RDI.
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1.5.2 Numerical Models Without Gravity

As theoretical models were available for comparison for collapse of symmetric spheres,

this provides an ideal starting point for many simulations. These circumstances have

been studied extensively, and have shown formation of symmetric C type BRCs, along

with potential embedded protostellar cores in investigations such as by Lefloch and

Lazareff (1994). This work examined the evolution of lower mass (a maximum of

20 M�) globules exposed to ionising radiation expanding upon similar 2D calculations

by Sandford et al. (1982). These provide an insight into the underlying mechanics of

the shock dynamics, but there exists a substantial parameter-space which has not yet

been investigated for small scale (single molecular cloud) variations in initial shape,

morphology and symmetry/asymmetry.

In addition, these early models tend to omit self-gravity. This can only be dismissed

(as it was, in Lefloch and Lazareff (1994)) for low mass clouds, which can be expected

to be magnetically supported against gravitational collapse. More massive clouds, or

those for which support from magnetic effects cannot be assumed, require more detailed

physics within the model.

1.5.3 Improved Numerical Models

As observational capabilities have provided more reference data on which to base mod-

els, and computational power has increased, the scope of numerical models has been

able to expand and become more accurate. Small to medium scale models (individual

clouds up to clusters of clumps) have been investigated from a variety of perspec-

tives (Kessel-Deynet and Burkert, 2003; Miao et al., 2006, 2009; Gritschneder et al.,

2009b; Miao et al., 2010; Bisbas et al., 2011b; Haworth and Harries, 2012; Tremblin

et al., 2012). These models have increased the resolution and expanded the scope of

the physics of the scenario, importantly including gravity in many cases, enabling the

observation of core formation and the potential for protostars.

With expanded conditions, the entire range of regular BRC morphologies can sub-

sequently be generated, as well as sequence them as a potential evolutionary chain

A→B→C, as shown in Miao et al. (2009).

Tremblin et al. (2012) illustrates that the shape of the upper surface of a molecular

cloud or density enhancement has substantial effects on the development of, for the

parameter space investigated by them, pillar-like structures, but a wider general effect

on surface morphology as a whole.

In addition to investigation of individual cloud features, investigation has been per-

formed into large scale structures. This permits the evaluation of entire Hii regions and
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associated star formation statistics across the whole of a simulated region, combined

with the interplay of numerous physical effects (Dale et al., 2005, 2007; Walch et al.,

2012). Whilst this provides a useful (and in most cases spectacular) insight into this

large scale behaviour, it leaves little leeway for exhaustive investigation of parameter

space, as each simulation becomes sufficiently substantial as to require computational

resources exceeding the capability to run a large number of instances of the model.

1.6 Limitations of Existing Numerical

Investigations

Whilst large-scale simulations have an advantage in providing a wider scope, and more

natural evolution of some features, there remains an advantage in investigating some

effects on a smaller scale, in order to better characterise individual cloud features and

behaviours, and finely observe a portion of the parameter space for initial conditions.

Investigations of initially spherically symmetric models have an automatic disad-

vantage in that, although it is a useful way to describe symmetric BRC structures, it is

unlikely to reveal the formation mechanism for asymmetric BRC, such as the example

in Figure 1.4. Symmetric initial conditions are bound to tend towards symmetric re-

sults. It can be seen from existing analysis of observed molecular clouds and cores, that

the projections of cloud structures and substructures, at least, are ellipsoidal (Jones

et al., 2001; Myers et al., 1991; Curry and Stahler, 2001; Rathborne et al., 2009). Whilst

this does not definitively state their 3D shape due to the lack of depth information,

a reasonable approach is to consider them as simple ellipsoidal structures; prolate or

oblate ellipsoids.

The alternative, tri-axial ellipsoids, with all three axes different lengths, remains

fairly likely; some theoretical investigations show an even distribution between broadly

prolate and true tri-axial as well as some oblate structures (Jones et al., 2001; Gammie

et al., 2003; Li et al., 2004). However, all tri-axial cloud populations modelled have

suggested at least a sizeable fraction (≈ 41 % by one metric in Gammie et al. (2003))

which are broadly prolate. At worst, ellipsoidal clouds represent only a portion of clouds

that exist, albeit a substantially more sizeable portion than spherical. In addition to

the difficulties imposed by the vastly increased parameter space of true tri-axial clouds,

it makes for a reasonable choice to investigate the more accessible option of ellipsoidal

clouds first.
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1.7 An Updated Model

It is the intention of this thesis to attempt to characterise the kinematics and outcome

morphologies of BRCs formed by the exposure of ellipsoidal uniform density molecular

clouds to plane-parallel Extreme Ultraviolet (EUV, hydrogen ionising) radiation. In-

vestigated herein will be a comprehensive combination of axial ratios, densities, ionising

fluxes, and inclinations to the radiation to induce asymmetric formation. The physical

processes of the model include a detailed ray-tracing implementation of the ionising ra-

diation, along with a thermodynamic model and chemical evolution for multiple species

of atoms.

1.8 Thesis Structure

In Chapter 2, the computational methods underpinning this research are

described. This begins with the physical context into which the codes fit, especially

what makes such codes suitable for describing the environments being modelled. Fol-

lowing this, the key equations of hydrodynamics which chain the numerical methods to

the realities which they attempt to describe are presented. This is expanded upon with

a look at the ‘non-standard’ physical processes which are (or are not) present in the

scenario being modelled. Where relevant, this includes the reason for their inclusions

or the justifications for being left out of the final model. The different approaches to

hydrodynamics are then described, with emphasis on their suitability and limitations.

Then, a description and brief history of the code used for this research is provided.

Subsequent sections of this chapter then deal with the exact implementations of the

physical and computational processes in the code. This begins with the SPH method

itself, then the addition to the code of chemistry processes and thermodynamics, the

use of a Barnes-Hut ‘oct-tree’ for nearest neighbour and gravitational computation

and the inclusion of isotropic far-ultraviolet (FUV) radiation. Finally, an examination

is made of the manner in which initial conditions can be generated, which possess as

many of the characteristics thought of as ‘ideal’ and as few of the inevitable drawbacks.

In Chapter 3 the process key to the RDI mechanism is examined: the

treatment of the ionising radiation. For this research, an ionising radiation prop-

agation routine was written from scratch, based on a model and algorithm produced

by Kessel-Deynet and Burkert (2000). The chapter begins with an introduction to the
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relevant physics, connecting with the specific scenario of the Hii regions described in

Chapter 1. This is then followed by a full description of the algorithm as implemented,

with mention of expansions and modifications not deemed required for this thesis, but

viable for future addition. Following this, a section covers the testing performed on the

algorithm and code, comparisons with theory on various different metrics, and basic

comparison with similar codes. This also incorporates the results of tests conducted

on the code to determine that the theoretical suitability of the methods used are met

in practice with this code in particular for convergence, and the uncertainties present

in the results.

The final section of this chapter deals with the derived property ‘dEUV’, a value

describing the ratio between the equilibrium penetration depth of the ionising radiation,

and the longest scale length in the direction of radiation propagation. The value is

used extensively for the description and categorisation of results, and is pertinent to a

number of physical parameters of the clouds being investigated.

The first major results are presented in Chapter 4, much of the content

of which has been published as Kinnear et al. (2014). This chapter deals with

an Hii boundary scenario in which prolate clouds of a variety of masses, densities and

axial aspect ratios are subjected to incident ionising radiation perpendicular to their

semi-major axes. The evolutions and properties of several series of cloud simulations

are examined by various methods. The initial sections of the chapter deal with the

definition and explanation of the problem, then the methods used to examine the results

to find meaningful quantities and qualities. A program, corefinder, is described and

used to investigate the properties of cores formed in the simulations.

In Chapter 5, the parameter space of the simulated clouds is extended

to cover those with semi-major axes at various inclinations to the incident

radiation; with content which has been published as Kinnear et al. (2015).

The additional asymmetries introduced by this problem are examined, as well as further

use and expansion of the methods of analysis used previously in Chapter 4.

In Chapter 6, the conclusions are drawn and prospects of future work

evaluated. Summaries spanning both results chapters are presented, as well as several

overviews of future topics which can be covered including sequential star formation,

synthetic observations, comparisons with observations and further variations to the

geometric initial conditions.

Throughout this thesis, rendered plots for SPH particle properties were produced

using the SPLASH plotting code (Price, 2007). All other plots (unless otherwise stated)

were produced in Python (Rossum, 1995) using the matplotlib plotting library (Hunter,

2007). The Python modules NumPy and SciPy were also used extensively for analysis
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and plotting (van der Walt et al., 2011). Diagrams (unless otherwise stated), were

produced using the Inkscape vector graphics utility (Inkscape Team, 2014).
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Chapter 2

Smoothed Particle
Hydrodynamics Code

The dynamics of much of the universe on astrophysical scales can be described using

fluid mechanics. This ranges from scales of planetary formation (e.g. Armitage (2011)),

to stellar structure (e.g. Mihalas (1978)), individual and cluster star formation (McKee

and Ostriker, 2007), giant molecular clouds (e.g. Dobbs and Pringle (2013)), galaxy

evolution (Marinacci et al., 2014), and multiple galaxy interactions (Springel et al.,

2005). Despite this multiple order of magnitude range, the majority of the underlying

techniques and processes are common across many or all these scales, for instance the

use of the almost ubiquitous viscous disk description of Shakura and Sunyaev (1973).

This huge range of applicability makes an understanding of hydrodynamics a highly

investigated and developed field.

Though the equations of hydrodynamics can describe the underlying mechanics

of the scales and situations described, modelling these scenarios analytically rapidly

encounters problems. The structures involved or distributions of properties are fre-

quently inhomogeneous, with complex geometries, or geometries otherwise awkward

to describe analytically. There can be highly non-linear thermodynamic effects: phase

changes, radiative properties of materials at different densities and temperatures, as

well as dissociation and ionisation from radiation sources. Magnetic fields and turbu-

lence further complicate some of these scenarios. These issues are compounded by the
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quantity of non-negligible physical processes taking part, each potentially providing

dominant effects within different regimes of the evolution or properties of the subject.

The result of these factors is that analytical solutions would either be too difficult to

construct or, if constructed, would, by necessity, be limited to a subset of the overall

problem. For these tasks, then, a numerical approach can be of great value.

With the ever increasing capability to implement and run larger scale computational

models, hydrodynamics within astrophysics has received increasing attention and de-

velopment. Its use can help illuminate areas of problems left dark through analytical

work alone, as well as provide theoretical context for the ever increasing quantity and

resolution of observations.

The particular code used in this work is referred to in subsequent sections as

RadCode II, developed from Cloud, used for Nelson and Papaloizou (1993) and others.

A description of the history of the code in particular is given in Section 2.8 following

sections describing the suitability of the environment to simulation, and the physics

and computational processes involved in such implementations.

2.1 Properties of the ISM

The interstellar medium (ISM) has been described in the context of its physical prop-

erties in Section 1.1. In this Section, we are concerned with which of those properties

makes computational simulation, especially of the Lagrangian SPH method, a suitable

basis to investigate the behaviour of the ISM.

ISM elemental abundances are summarised in Table 1.1. Hydrogen is the dominant

component, at approximately 90 % by number and 71 % by mass. Despite this, the

chemistry of the less abundant elements, especially carbon and oxygen, means that

substantial non-linear thermodynamic effects govern some regimes of its evolution. In

addition to this, phase changes in hydrogen, dissociated by Far Ultraviolet (FUV)

radiation and ionised by Extreme Ultraviolet (EUV), also prevents simple treatment

of the medium as an ideal gas.

The ISM is also subject to a large degree of inhomogeneity in density and structure,

becoming more pronounced in molecular cloud regions where star formation is soon to,

or is already, taking place. It is believed to be ‘clumpy’ at a vast range of length scales

(Larson, 1981; Shu et al., 1987; Williams et al., 1994, 2000).

These factors can make simple analytical modelling of the medium somewhat ab-

stracted from reality, providing a good base description of underlying physical effects,

but preventing an accessible picture of its evolution in actuality. These varieties of
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non-linear, highly dynamical effects and initial conditions, coupled with a basis in

hydrodynamics, makes it an ideal candidate to be analysed by computational fluid

dynamics.

When describing the process of star formation within the ISM, there are huge

variations in scale of multiple parameters. Distances range from multiple parsecs down

to stellar scales of the order of A.U., and densities vary from low density ISM material

of ≈ 10 cm−3 up to protostar densities increasing above 1013 cm−3.

2.2 Hydrodynamic Equations

The hydrodynamic behaviour of a non-viscous, compressible fluid in the context of

astrophysical material can be described by three key equations governing the dynam-

ics, plus one for the coupling of material properties (internal energy specifically) and

hydrodynamic properties. These equations are:

Mass continuity,
∂ ρ

∂t
+∇ · (ρu) = 0. (2.1)

Momentum,

ρ

(
∂ u

∂t
+ (u · ∇) u +∇Φ + Svisc

)
+∇p = 0. (2.2)

Energy,

ρ
∂ e

∂t
+ p ∇ · u + (Λcool − Λheat) = 0. (2.3)

Equation of State,

p = ρ (γ − 1) e. (2.4)

With the following definitions, along with dimensions of each parameter in descriptive

form and fundamental units, ‘element’ in all cases used for brevity to refer to a ‘fluid

element’:
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ρ element density p element pressure

kg m−3 mass length−3 kg s−2 m−1 force length−2

u element velocity Φ gravitational potential

m s−1 length time−1 m2 s−2 energy mass−1

e element internal energy Svisc element bulk viscosity

m2 s−2 energy mass−1 m s−2 force mass−1

Λcool non-adiabatic cooling rate t time

kg m−3 s−1 energy length−3 time−1 s time

Λheat non-adiabatic heating rate γ ratio of specific heats

kg m−3 s−1 energy length−3 time−1 unitless

∇ being the total spacial derivative, ∇A = ı̂∂ A
∂x

+ ̂∂ A
∂y

+ k̂∂ A
∂z

(̂ı, ̂ and k̂ the

standard Cartesian unit vectors). These equations are ubiquitous throughout fluid dy-

namics and hydrodynamics, and form the underlying basis for almost all computational

implementations.

The effective statement of the mass continuity equation proscribes that the amount

of mass crossing any boundary must be conserved. Specifically: for a fluid element,

the rate of change of density of that element (∂ ρ
∂t

) combined with the divergence of the

product of density and velocity (∇·(ρu), being the density accumulation or loss within

the element) must equal zero; for a constrained described volume, this corresponds to

the equivalent statements for mass conservation rather than density.

For the momentum equation there are several separate behavioural components

described. The terms in the brackets correspond to the rate of change of velocity with

time (∂ u
∂t

), the rate of change of the velocity in its direction of travel ((u · ∇) u, being

the rate travelling ‘with’ the motion), the spacial gradient of the gravitational potential

(∇Φ, being the gravitational force) and finally the viscous contributions (Svisc). These

all represent the force per unit mass within the material. When taken as the product

with density, outside of the brackets, the meaning of this sum of parameters is the force

per unit volume for a fluid element. Added to the spacial gradient of the pressure at the

element, these represent the net momentum per unit volume, which should be constant.

As with the mass continuity, for a described volume, this represents conservation of

momentum.

Energy conservation dictates the net gain or loss of energy from the material. For

pure fluid dynamics, this is conserved for a closed system. Within the simulation, when

incorporating radiative transfer and molecular line emission, it is not a closed system

which is described. There can be net positive change in energy of the system (from

incident radiation) and net loss of energy from the system through radiation (assumed

to leave the system when optically thin). This is still technically conserved; the sum of
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energy in the system and leaving the system to external sinks cannot exceed that being

introduced to the system from external sources. Hydrodynamically on local scales,

however, this happens ‘between’ steps, altering the internal energy e, and behaves as

though energy is conserved hydrodynamically, as expected.

The first term (ρ ∂ e
∂t

) indicates the rate of change of the product of density internal

energy of the element with time, i.e. rate of change of energy per unit volume with

time, specifically for variations due to the equation of state/thermodynamical (the

‘random’ velocities corresponding to the temperature). The second term (p ∇ · u) the

product of the divergence of velocity with pressure, describes the work compressing

or expanding material with or against pressure. The last term (Λcool − Λheat) is the

balance between any sources of non-adiabatic heating and cooling processes, such as

those contributed by the chemical reactions and molecular line emission processes;

described in Section 2.3.5.

Finally, the equation of state defines the internal behaviour of the material; its

reaction to changes in energy, effectively. Importantly, e is taken to be a function of

the mean molecular mass µ, which changes drastically with ionisation. For rapidly

ionised regions and pure hydrogen (as an example), this goes from 2 u whilst molecular

down to 0.5 u when ionised (with u the atomic mass unit). This is accounted for in the

code, and coupled to the chemical changes induced by the radiation.

2.3 Forces and Physical Processes

Several terms in Equations (2.1) to (2.4) require calculation separately in order to

evaluate the expressions in which they are part. This section elaborates upon how

they are dealt with for the purposes of evaluation in general, and the implementation

used for this work specifically. One addendum to this last point is that for some of the

details on implementation, reference is made to ‘particles’. This is due to the selection

of the Lagrangian Smooth Particle Hydrodynamics (SPH) method actually used for

this research, the particulars of which are described later in Sections 2.4 and 2.5. The

only concept required for the understanding of some of the implementations described

in this section is that the continuous fluid is treated as discrete ‘particle’ fluid elements.

2.3.1 Gravity and the Barnes-Hut Oct Tree

Self gravity, that is, the gravitation of an element of a continuous fluid/object with the

rest of the fluid/object, can be an important force in shaping astrophysical material.
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This features in the equations described above as the ∇Φ term in Equation (2.2). The

force acting on a mass element i by a mass element j can be given as,

Fji = −∇Φji = −G mi mj rji
dij3

, (2.5)

with mi and mj the masses of elements i and j, rji the vector connecting j to i, G the

universal gravitation constant, and dij trivially calculated as in Equation (2.6),

dij
2 = |rji|2 = (xj − xi)2 + (yj − yi)2 + (zj − zi)2. (2.6)

Within the SPH method, another requirement is a list of near-neighbours to any el-

ement (particle, in SPH), in order to calculate local derivatives of properties. This

makes two purposes for which the calculation of mutual distances is required.

The inclusion of this calculation in particle-based simulations can either be con-

ceptually simple, but enormously computationally expensive, or conceptually complex

with a great saving in computational effort. The former description can be applied to

the ‘O(n2)’ methods. These can provide better accuracy, and are easy to understand,

but their computational expense for large numbers of elements, n, means that for high

mass resolution/spatial resolution simulations they are not a viable option. Calcula-

tion of the net force on a particle i, Fi, for every particle in a system of n particles, by

finding every combination of dji can be performed as shown in Equation (2.7). This

produces a summation of n particle contributions for every of n particles, hence the

O(n2) computation order. In practice, only half as many are required, due to the sym-

metry of the gravitational forces (Fij = Fji). However, this is of little impact to the

overall computational intensity.

Fi =
n∑

j=1

(j 6= i)Fji (2.7)

The alternative is the, now commonly-used, Barnes-Hut ‘Oct Tree’ method, which

scales with particle number as O(n log n). It possesses a lower accuracy, though well

within the bounds imposed by other uncertainties in calculations, and permits the

high-resolution simulations of recent years to include gravity, with run-times orders of

magnitude smaller than the O(n2) method above.

Posited in the mid 1980s (Appel, 1985; Barnes and Hut, 1986), the Barnes and

Hut (1986) method being the progenitor for most modern implementations. Using a

hierarchical nested tree system for describing the locations of groups of particles and

collective properties of these groups (specifically their centre of mass), it permitted

nearest neighbour searching and self gravity calculations to be reduced in computa-
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tional complexity from O (n2) to O (n log n). This permits multiple order-of-magnitude

particle resolution increases without the computation time becoming infeasibly long.

The Oct Tree system removes the need for a great many of the comparisons, both

building up a nearest neighbour list (needed for calculation of local gradients for SPH,

see Section 2.5) and calculating gravitational forces using the same structure.

Initially, the computational space is divided into root octants. For each of these

starting octants the list of particles contained within it is built up, along with the total

mass and centre of mass of the octant. This is a fast operation, as simple rounded

division operations on each axis can determine which octant each particle is located

in without reference to any other particle, meaning linear complexity. This forms the

first level of the tree.

For each octant, if the list of particles contained within is longer than one, it is

subdivided an additional level. These 8 new sub-octants build up lists of contained

particles of their own and a centre of mass in the same manner as the previous level.

This recursive process is continued so long as there is an octant with more than one

particle contained within. Once the Oct Tree is built, evaluation for the nearest neigh-

bours and gravitational forces can begin.

For each focus particle, an evaluation of the octants at the top level of the tree is

made. The exact form of this evaluation varies, but it usually takes the form of finding

the angular size of the octant relative to the particle. If this angular size is above a

certain value, the octant is ‘opened’ and the list of sub-octants evaluated in the same

way. This leads to a distribution of octants which have been opened all the way down

to a level revealing an individual particle, and octants which, at some level, fail to

fulfil the criterion/criteria and are not opened. All particles within these unopened

boxes need not be evaluated as a potential nearest neighbour, cutting out a substantial

proportion of distances to be evaluated.

These nearest neighbour lists can then be applied to calculate the smoothing length,

pressure forces or any other short-range interactions.

While the calculation could be done in a separate descent, most codes simultane-

ously perform the calculations for the gravitational forces. For each un-opened octant,

the total mass of particles contained within and the centre of mass are used along

with a quadrupole expansion to approximate the gravitational force from the entire

collection of particles. Again, this cuts out a substantial proportion of possible direct

particle-particle distances/interactions.

As mentioned previously, the computational cost of this algorithm is very substan-

tially lower than a regular O (n2) search of every mutual distance. At O (n log n),

it permits a numbers of particles to be simulated which would be infeasibly time-
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consuming for the alternative.

As virtually all things which provide such a substantial benefit, however, it comes

at a cost. That cost is accuracy. Distant particles are no longer guaranteed to exert

symmetric forces on one another, and so momentum is not strictly conserved. The

errors produced, however, are minor on the scale of the systems involved, as examined

originally by Barnes and Hut (1986).

2.3.2 Artificial Viscosity

In the formal, hydrodynamic, sense, the astrophysical fluids investigated here are non-

viscous. For the initial neutral material the value for the Reynolds number will be in the

tens of thousands, for the ionised material it will be in the millions and the condensed

(106 cm−3) cold (10 K) gas in the hundreds of millions; any fluid with Reynolds numbers

� 1 can be considered non-viscous.

Artificial viscosity does not represent a ‘real’ fluid viscosity, but permits approx-

imate treatment of shocks where the required scale lengths become far smaller than

resolved by the particles/grid representing it. The thermodynamic behaviour of the

shocks themselves are not resolved on any scale over which the calculations are tak-

ing place, and are missed as a result. Artificial viscosity ‘pretends’ to be the physical

effects experienced at such a boundary, introducing the correct thermodynamic alter-

ations produced; without directly representing the underlying physics. In addition, it

stabilises a simulated fluid against numerical noise and error, usually at the cost of

smoothing out some physically accurate higher frequency/smaller length scale effects.

This expense can be justified as any such effects will be, by their nature of possessing

properties likely to be smoothed out, near the resolvable limit of physical processes

anyway.

Many implementations of the artificial viscosity are based on that developed by

Monaghan and Gingold (1983). More recently developments in implementation include

those laid out by Monaghan (1997) and Morris and Monaghan (1997), which especially

provide benefit at higher resolutions. For the resolutions investigated here, further

alteration to the, already extensively tested, hydrodynamics in this regards were not

made. The product of the α viscosity term and particle smoothing length is analogous

to the mean free path of a traditional viscosity expression. The specific implementation

for Cloud and unchanged for RadCode II is the form in Monaghan and Gingold (1983)

with the addition of the β term for stability in high Mach numbers (e.g. Monaghan

and Lattanzio (1991); Nelson and Papaloizou (1993)). The overall effect is given as a

term Πij added to the pressure force for particle i for any near-neighbour j with mutual
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velocity < 0 (i.e. closing),

Πij =
1

ρ̄ij

(
−α µij c̄ij + β µij

2
)
, (2.8)

in which Āij = 1
2
(Ai + Aj), α and β the artificial viscosity scaling constants, c the

sound speed and ρ the density. µij is an expression,

µij = hij
vij · rij
|rij|2 + η2

, (2.9)

with hij the mutual SPH smoothing length, Aij = (Ai−Aj) with v the velocity and r

the position. η2 is a term η2 = 0.01 hij
2, preventing asymptotic behaviour as |rij| → 0.

For this work α = 0.5 and β = 1.0, based on those shown to converge for the code

previously, see Nelson and Papaloizou (1994); Nelson and Langer (1997). These values

fulfil the generally accepted range for convergence of α = 0.5− 1.0 and β = 2α, see for

instance Springel (2010) as well as many other reviews of the SPH method.

2.3.3 The FUV and EUV Radiation Fields

Far-Ultraviolet (FUV) radiation provides heating primarily through photo-ejection of

electrons from dust grains. It is also responsible for the dissociation of various molec-

ular species, including molecular hydrogen, H2. However, unlike ionising Extreme-

Ultraviolet (EUV) radiation, the absorption of FUV does not substantially affect the

optical depth of the medium, the result of this is that the radiation strength attenuates

predictably with column depth of the material. In the case of EUV, the absorption

cross-section of the material drops drastically with increasing ionisation fraction.

The FUV scheme implemented in the code has two main interactions with the

material. The first is direct absorption of FUV radiation onto dust grains, increasing

the temperature of the medium; the second is via the chemical evolution. As described

in Table 2.1, several of the chemical paths are created via FUV absorption to one of

the components, making the rates proportional to the FUV radiation density, as well

as any dependencies on reactant densities or temperatures.

Computationally, the FUV radiation is implemented by initially gridding the den-

sity data of particles. For each particle, a set of 26 rays are traced through the simplified

gridded density to obtain column densities for each direction. These column densities

are then converted first to visual extinction values, Av, then applied to calculate flux

rates for both heating of dust (whose flux is shown in Equation (2.10)) and the chemical
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photo-dissociation rates used in Table 2.1.

fdust =
∑

i

∑

j

∑

k

4 π

26
Iijk e

−2.5 dτ ijk , (2.10)

where Iijk is the incident FUV radiation intensity from the ijk-direction, and dτ ijk

is the column density in the ijk-direction.

EUV radiation has additional complexities. Absorption of FUV radiation is by

either dust grains, or molecules where their abundance is not drastically changed im-

mediately upon absorption. This is what permits the use of the general ‘attenuation

based on quantity of material traversed’ method. The same is not true of EUV. Upon

absorption, EUV dramatically changes the optical properties of the material; ionised

gas becomes transparent to the radiation which ionised it. As a result, the radiation

profile through material with distance to the source must be calculated as a function

of the radiation profile itself. A solver is necessary for a scenario which can be de-

scribed as a set of differential equations. As this is a focus of this work, it warrants a

description in more detail, and can be found in Chapter 3.

2.3.4 Chemical Processes

The chemical reaction pathways which are present in molecular gas are thought to

be vital to the process of star formation (van Dishoeck and Blake, 1998). Multiple

molecular species provide cooling through emission lines which cause gas temperatures

to drop at higher densities, permitting further collapse. Although star formation itself

is hypothesised to not be entirely reliant on existing molecular gas environments (Glover

and Clark, 2012), the presence of high density molecular gas in observed active star

forming regions is sufficient to suggest that chemical interactions in present-day star

formation must at least play a part in pre-stellar dynamics in these regions.

The full range of chemical interactions within astrophysical gases is extensive and it

is only plausible to deal with a subset in a dynamical simulation. There are 15 chemical

species included in RadCode II, unchanged from the original Cloud code: H2, He, He+,

He3, He+
3 , C, C+, O, CO, HCO+, CHx, OHx, M, M+ and free electrons, e.

Table 2.1 displays the entire list of chemical interactions and formation/destruction

mechanisms implemented within the code. The chemical system within the code was

designed to deal with lower temperature gas temperatures (< 200 K), it provides chemi-

cal composition data below this threshold; above it, the rates are such that any chemical

feedback effects to the hydrodynamics (through the coupled thermodynamics) dimin-

ish with increasing temperature. As such, chemical fractional densities are correct for

gas temperatures < 200 K and effectively default towards simple ‘high temperature’
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fractional densities above that (maximum ionised states of atoms, few molecules).

All chemicals have the basic rate form, shown in Equation (2.11), creating a total

series of ten such equations.

d Bspecies

dt
=
∑

f

(
k([T ], [Av])

[∏
(Breactant and/or Bcatalyst)

])

−
∑

d

(
k([T ], [Av])

[∏
(Bcatalyst)

]
Bspecies

)
, (2.11)

in which, Bspecies/reactant/catalyst is the fractional abundance relative to hydrogen of the

specified subscript, Av is the visual extinction, T temperature in Kelvin, and k is

the rate coefficient. The summations notated f and d are for any and all reac-

tions/interactions involving formation and destruction of the species in question re-

spectively. Segments of the equation in square brackets indicate ‘optional’ arguments,

in that not all rates incorporate terms of that variety.

This set of differential equations is then solved for the timestep interval using the

general purpose ‘Livermore Solver for Ordinary Differential Equations’, lsode package

(Radhakrishnan and Hindmarsh, 1993), in Cloud, but could equally be processed by

any solver for series of differential equations.

2.3.5 Thermodynamic Processes

In order to obtain the evolution of temperature throughout the system, the energy

equation is solved numerically at each time step. This differs from most implemen-

tations where simplified relations are used. This is especially true for those where

ionising radiation is present, in which temperature is frequently set as a linear su-

perposition of ‘neutral’ and ‘ionised’ temperatures based on the ionisation fraction

(T = X Tionised + (1 − X) Tneutral). Both heating and cooling in complex radiation

field and chemical environments result in non-linear behaviour of the simulated gas

in different circumstances. Accounting for the most dominant of these effects is the

rationale for a full thermodynamic evolution being treated. The overall picture of the

thermodynamic contributions is as follows:

Heating:

• Hydrodynamic

• Far-ultraviolet radiation incident on dust grains and ejected electrons

• Background cosmic ray rate

• Dust grain surface H2 formation
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Reactants → Products Rate coefficient/expression

Cosmic Ray Interactions [s−1 molecule−1]
cr + H2 → H3

++e+H+cr 1.2× 10−17

cr + He → He+ + e+ cr 6.8× 10−18

Ion-molecule Interactions [cm3 s−1 molecule−1]
H3

+ + C → CHx + H2 2× 10−9

H3
+ + O → OHx + H2 8× 10−10

H3
+ + CO → HCO+ + H2 1.7× 10−9

He+ + H2 → He + H + H+ 7× 10−15

He+ + CO → C+ + O + He 1.6× 10−9

C+ + H2 → CHx + H 4× 10−16

C+ + OHx → HCO+ 1× 10−9

Neutral-neutral Interactions [cm3 s−1 molecule−1]
O + CHx → CO + H 2× 10−10

C + OHx → CO + H 5.8× 10−12 T 0.5

Electron recombinations [cm3 s−1 molecule−1]
He+ + e → He + hν 9× 10−11 T−0.64

H3
+ + e → H + H2 1.9× 10−6 T−0.54

C+ + e → C + hν 1.4× 10−10 T−0.61

HCO+ + e → CO + H 3.3× 10−5 T−1.0

M+ + e → M + hν 3.8× 10−10 T−0.65

Charge transfer interactions [cm3 s−1 molecule−1]
H3

+ + M → M+ + e+ H2 2× 10−9

Photoreactions [s−1 molecule−1]
hν + C → C+ + e 3× 10−10 G0 e

−3Av

hν + CHx → C + H 1× 10−9 G0 e
−1.5Av

hν + CO → C + O 1× 10−10 Θ G0 e
−3Av †

hν + OHx → O + H 5× 10−10 G0 e
−1.7Av

hν + M → M+ + e 2× 10−10 G0 e
−1.9Av

hν + HCO+ → CO + H 1.5× 10−10 G0 e
−2.5Av

Table 2.1: Chemical Reaction Table. Elements and molecules presented in default
notation, superscript ‘+’ indicates singly ionised. ‘M’ indicates the category for
all metals, dealt with in abstract only. ‘cr’ indicates cosmic ray presence in the
reaction. hν indicates a photon contributing to, or resulting from, the reaction.
Data table is essentially the same as that shown in, for example, Nelson and
Langer (1999), one of the original descriptions of the chemistry in the code.
Values for rate coefficients, unless stated otherwise, are based on the UMIST
catalogue data (Bergin et al., 1995).
† Rate and equation from Bergin et al. (1995), developed from the work of van
Dishoeck and Black (1988). Θ indicates the CO self-shielding function.
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• Extreme ultra-violet ionisation heating

Cooling:

• Hydrodynamic

• Atomic/molecular line emission (for lines where the mean-free-path of the photon

would approach or exceed the length scale of the clouds; CO, Ci, Cii and Oi

included)

• Oii collisional cooling

• Gas-dust cooling

The net change in internal energy of a particle, e, is modified as the summation of

all contributions to energy change through these various sources and sinks. As this is

also a feedback process, with many of the processes being temperature dependant, it

must be solved numerically. This is done using a simple bisection method. For any

step i of the bisection, the equation being minimised for this solution process is,

ei = eti − eti−1 −∆t (fuv−grain + fcr + fH2−grain + fH i→H ii

−femission − fCO − fgas−dust − fH ii→H i − fO ii) , (2.12)

where etj is the internal energy based on temperature for the guessed temperature at

step j; given by etj = 3
2
rµ Tj with rµ the specific gas constant and Tj the guessed

temperature for that step. The change in energy over the timestep ∆t is the sum

of all contributions to temperature change, each of these processes are as follows:

fuv−grain UV heating to dust grains fcr cosmic ray heating

fH2−grain H2 grain formation heating femission optically thin line emission

fCO self-shielded CO line emission fgas−dust gas-dust cooling

fH i→H ii ionisation heating fH ii→H i hydrogen recombination cooling

fO ii oxygen collisional cooling
This bisection continues to estimate the temperature until the change is below a

threshold. At this stage the internal energy / temperature is deemed ‘solved’ and the

next particle is evaluated.

The calculation of the ionisation and recombination rates required to determine the

solutions to fH i→H ii, fH ii→H i and fO ii are described in full in Chapter 3.

2.3.6 Turbulence and Magnetic Fields

Neither explicit turbulence, nor magnetic fields, are included within the simulations

presented in this thesis. There is, however, an internal pressure term assuming the
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implicit presence of them. This is in the form of a small additional contribution to the

pressure terms in Equations (2.1) to (2.4), as examined analytically by, for example,

Gorti and Hollenbach (2002).

The nature of turbulent motion within astrophysical clouds is only partially under-

stood due to their numerous and complex origins and interactions, and the difficulties

of determining which of these is active (or, to what extent) due to the limits of what

can be observed (Elmegreen and Scalo, 2004; Scalo and Elmegreen, 2004). Initial tur-

bulent velocity fields, based on power law distributions of wave-numbers are included

in many simulations (see, for example, Klessen et al. (2000); Federrath et al. (2010))

to replicate observed inhomogeneity and motion of such clouds. Whilst included in

some simulations, usually to specifically investigate the effects of the turbulence itself,

in order to reduce the parameter-space being investigated it is frequently omitted.

Were it desired to include magnetic fields in the simulations performed, we begin

with the issue that substantial difficulties exist in implementing magnetic fields and

magnetic field effects into SPH codes. These generally manifest in the inability to fulfil

the requirement of ∇ · B = 0. This results in spurious sources and sinks of magnetic

field-lines, and corresponding non-physical forces affecting particles. The intricacies

and complexity of creating a suitable computational implementation of these effects

are dealt with in detail in Price and Monaghan (2004a,b, 2005); Price (2010).The

properties of the ISM described in Section 2.1 do not exclude the potential for the

presence of, and effects resulting from, magnetic fields. However, the materials and

time-scales of the sections of molecular clouds being examined permit the assumption

that magnetic field effects present, if any, will not be a dominant factor in the dynamical

evolution of the clouds compared to the effects of the shock fronts, ionisation region

expansion and other radiative effects.

2.4 Computational Approaches

In order to simulate the medium in which star formation occurs, some numerical system

must be selected. The categories into which hydrodynamic simulation methods broadly

fall are Eulerian and Lagrangian. The most simplistic manner in which the two methods

can be described is that both use evaluation points within the fluid to determine its

motion and properties. In the Eulerian system, these evaluation points stay fixed and

the flux of material moving between them is described. In the Lagrangian system,

the evaluation points move with some fixed fluid property (usually a mass-element),

and their motion through space is calculated, describing the fluid. Both are ways to
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describe a medium which, to all intents and purposes, is continuous; but which we

must find a way to discretise for computation.

These methods each make use of either grids or ‘particles’. In a grid system, there

are multiple volume elements with properties of the boundaries between itself and its

neighbours. ‘Particles’ covers the use of single points, possessing certain properties;

using some description of interaction with other nearby points. Complexities in im-

plementation can be examined which utilise multiple combinations of the two basic

systems (Eulerian and Lagrangian) and the two basic representations (grid and par-

ticle), however, the usual combinations are that Eulerian systems make use of some

fixed grid, and Lagrangian systems make use of moving ‘particles’ (though Lagrangian

grids are popular in other fields, especially those for which free-surfaces exist).

In a common Eulerian grid system, finite differences across grid cell boundaries

permit calculation of spatial derivatives, and hence fluid flow rates and tracking of

properties of fluid moving into and out of cells (see, for example, Trac and Pen (2003)).

A common Lagrangian particle system is Smoothed Particle Hydrodynamics, SPH. In

this, the continuous fluid is represented as a distribution of mass-element particles, the

properties at each particle position is calculated with the use of properties of nearby

surrounding particles, weighted by a smoothing kernel. This facilitates the calculation

of the important spacial derivative terms vital to application of the hydrodynamic

equations. Calculation of the spatial derivative for a true point particle otherwise being

difficult or requiring convoluted methods of interpolating onto a grid or similar. This

kernel-based SPH method was first developed and utilised in 1977 (Lucy, 1977; Gingold

and Monaghan, 1977). Multiple developments have been made over time, greatly

expanding the scope and utility of SPH applications. Perhaps the most important of

these for astrophysical purposes was the Oct Tree system, which is described in more

detail in Section 2.3.1.

Some of the desirable features of SPH over grid-based systems include its dynamic

spacial resolution, accounting for wide density ranges and intrinsically resolving small

scale, dense, features with high spacial resolution which is not intrinsic to grid methods

(though it can be done, albeit via the inclusion of Adaptive Mesh Refinement (AMR)

techniques); that it can calculate self-gravity with no issues and, in combination with

the Oct Tree system, without great computational expense; it provides a simple support

for a wide variety of arbitrarily shaped structures, some of which can easily cause

problems on grid systems (any curved surfaces can be difficult to represent without

axially aligned artefacts).
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2.5 Smoothed Particle Hydrodynamics

2.5.1 Basic SPH Theory

Smoothed Particle Hydrodynamics (SPH) is predicated on the concept of finding the

value and derivative of a property at a point location through the use of arbitrarily

positioned evaluation points, weighted by a smoothing Kernel extending from the point

location. With the evaluation spanned across the volume surrounding the target, and a

well-defined gradient of any property, a collection of such point locations, as ‘particles’,

can fulfil the description of a continuous fluid, the behaviour of which can be governed

by the equations of Section 2.2. This section will attempt to provide an overview of

the theory and basic implementation of an SPH-based computational simulation. The

term was coined with Gingold and Monaghan (1977) with similar work by Lucy (1977)

and has since undergone numerous developments and refinements.

Arguably the most important concept within SPH is the smoothing kernel. Any

problem which is effectively continuous, in order to be examined numerically, must

be discretised. The method of creating this discrete form of a continuous problem

determines the capabilities and characteristic behaviours of that method. Some aspects

of which are likely to be undesirable, but need to be understood in order to account

for their effects on resultant data.

For gas dynamics, it is imperative to consider the forces produced by pressure

gradients. The momentum conserving expression, Equation (2.2), exemplifies this. It

is this process which underpins the dynamics of gases. For a grid system one can,

without too much difficulty, consider these gradients as examined spatially across grid

cell boundaries, across grid cells as a whole, or a combination of both, all through

evaluations of finite differences across those intervals. For a particle based system,

with arbitrarily distributed particles, gradients are far more difficult to evaluate. It is

the ‘smoothing kernel’, describing the location of a particle as an evaluation point of a

distributed weighting function, which permits the properties at the location of a single

particle (and therefore, by extension, the properties for that particle) to be determined.

Properties for a particle i are calculated as a function of the sum of the product of

the properties of each neighbour particle j with the value of the smoothing kernel at the

distance dij. The gradient of the smoothing kernel at each location is also evaluated,

to be used for proper calculation of the pressure forces on each particle.

A smoothing kernel can be described as a function of the radial distance away from

its centre xkernel to some position xj |xkernel − xj| and the smoothing length (char-
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acteristic width) of the kernel, h. Referring to the kernel function as W , a kernel

evaluation is expressed as, W (r, h). The exact properties of this function are examined

in Section 2.5.2.

Defining the evaluation in this way means that a property A at the location of

particle i, xi, with contributions from N neighbouring particles is expressed as Equa-

tion (2.13).

Ai =
N∑

j=1

mj
Aj
ρj

W (|xi − xj| , hi). (2.13)

For convenience of notation the value of the property A at the position of particle i,

Axi is notated as, simply, Ai. This is also appropriate to the purpose of the evaluation,

for which the particle itself takes on the properties of the evaluation of the smoothing

kernel at its location. ρ is the density, and m the SPH particle mass. Note, also, the

smoothing length argument of the kernel is hi, the smoothing length of the particle

currently the focus of the evaluation, this is a necessary distinction when considering

formulations utilising variable smoothing length. When determining the density for a

given particle, the reliance on appearing to require the density of the near particles

already would be a problem, though the expression cancels when the property Ai = ρi,

giving,

ρi =
N∑

j=1

mj W (|xi − xj| , hi). (2.14)

These are the basic form of the equations for a property which is not a derivative

(these cannot provide a pressure gradient term for Equation (2.2)). Before exam-

ining the required extension to evaluate derivative properties, the application of the

smoothing kernel itself can be altered. Using only the smoothing length of one posi-

tion, projected onto the other, will fail to adequately conserve both linear and angular

momentum. This is as a result of the interactions being asymmetric. These can be

symmetrised by incorporating mutual smoothing lengths (Hernquist and Katz, 1989).

This results in the following, altered, expression for a property Ai,

Ai =
N∑

j=1

mj
Aj
ρj

W (|xi − xj| , hi) +W (|xj − xi| , hj)
2

. (2.15)

In each evaluation, both the position of particle j on i’s smoothing kernel and the

position of i on j’s is used. This ensure that, when particle j is the focus, and Aj is

being calculated; the effect of i on it, will be the mirror of it on i.

To find the derivative of a property, ∇A, at the position of particle i, the full form,
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using mutual smoothing lengths, becomes,

∇Ai =
N∑

j=1

mj
Aj
ρj

∇W (|xi − xj| , hi) +∇W (|xj − xi| , hj)
2

. (2.16)

Having determined the manner in which SPH particle properties can be calculated,

the next priority is to define a suitable kernel over which the evaluation is to be applied.

2.5.2 The Smoothing Kernel Function W

The important aspects of an implementation are the restricting criteria on producing a

valid kernel form. Their integral over all space should be unity, they should tend to the

Dirac Delta Function as h tends to zero, and must be continuous and differentiable. A

basic kernel shape can be taken as a Gaussian, with h = σ,

W (r, h) =
1

h3 π3/2
exp

(
−
( r
h

)2
)
. (2.17)

This kernel form is actually not especially effective, suffering from a number of issues

in a practical implementation.

One key issue with the Gaussian kernel function is that it is not ‘compact’, there

is no cut-off distance, beyond which evaluations are not performed. To properly eval-

uate the kernel, one must examine every particle in the simulation. This is a problem

computationally, where as few comparisons and operations as possible are desired.

A commonly used (for example, SEREN (Hubber et al., 2011), Gadget and Gadget-2

(Springel et al., 2001; Springel, 2005), VINE (Wetzstein et al., 2009) and others) alter-

native kernel is an M4 spine of a form described by Monaghan and Lattanzio (1985).

This is expressed as a sequence of three connected polynomials,

WM4(r, h) =





1
4π

((
2− r

h

)3 − 4
(
1− r

h

)3
)
, for 0 6 r

h
6 1,

1
4π

(
2− r

h

)3
, for 1 < r

h
6 2,

0, for r
h
> 2.

(2.18)

In this kernel, the weighting value for all points further than 2h from the focus are

explicitly zero. The implication of this is that only Nnear other particles need be

evaluated. This kernel has been extensively evaluated, with no preferable alternative

found for a wide variety of alterations (e.g. Fulk and Quinn (1996)), evident in its

continued and extensive use.

After having selected a suitable kernel function, selection of the size of the smooth-

ing length, h for a particle becomes the next priority. Selecting a simple fixed smooth-
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ing length is not optimal for situations in which particles become either widely spaced

relative to h or excessively close together. In practice, a variable smoothing length is de-

sired, the volume of the function possesses the same, or a similar, number of evaluation

points (other particles) at all times. Various computational approaches are available

for determining a suitable smoothing length. Consequentially, there are adaptations

based on: current particle density (Miyama et al., 1984), the rate of change of density

(Evrard, 1988) or to fit a target number of other particles within 2h (Hernquist and

Katz, 1989) (citations are as early examples of each practice).

In the case of Cloud, an estimate is made for the smoothing length based on the

previous step’s value, a tree descent is performed and the number of particles within

2h of the particle is found. If this is within a tolerance of a target number, Nnear,

of ‘nearest neighbours’ it is kept, otherwise it is shrunk or grown and a new descent

performed to optimise the length. Results are shown to be most consistent when this

tolerance is zero, i.e. that the number of nearest neighbours found must be exactly

equal to the target number (Nelson and Papaloizou, 1994) (though there are concerns

with such methods which suggest it would be desirable to migrate away from them as

precision elsewhere is obtained (Price, 2012)). However, the tolerance can be used in

order to greatly increase the speed of the algorithm adjusting the smoothing length,

usually at the expense of only minimal sacrifices in accuracy. In particular, re-searching

the tree when a new estimate of h is made is computationally expensive and repeated

attempts should be avoided where possible.

With this kernel scheme, and the methods to evaluate any arbitrary property and

differential of a property possessed by the SPH particles, we now have a coherent system

to implement the Lagrangian formulation of hydrodynamics on a particle based system.

Properties for all particles (in fact, any arbitrary location) can be calculated using this

scheme.

2.6 Integration Schemes

All dynamical codes must make use of some scheme with which to advance through

time. This is a non-trivial issue due to the nature of discretising a continuous problem,

much as the issues for other areas of computational calculation including those already

discussed. The basis of the problem can be considered as that, for a single moving point,

subject to some acceleration ai dependant on position xi, at any moment it will have

a spontaneous velocity vi, appropriate to that particular instant i. If time is stepped

discretely by ∆t, then a new position at the end of that step in time xi+1 can be treated
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simply as the current position plus the product of the velocity and length of the time

step, xi+1 = xi + vi ∆t. However, as the acceleration, and hence velocity, is a function

of the position, all of the changes in the acceleration and velocity during that timestep

are ignored. In regions or scenarios where the change of acceleration with position is

small for a given time step, this is not a problem. For all circumstances, however,

where it changes strongly with position, key dynamics could be lost in the intervening

time or accumulation of small differences could result in a different outcome.

There are then two key problems, one is to make a scheme for advancing the time

step which will minimize issues with varying acceleration during the step; and the

second is to determine, for that scheme, what a suitable size of time step should be

utilised to keep the scheme within reasonable margins of error.

2.6.1 Leap Frog Algorithm

Cloud makes use of a ‘leap frog’ integration scheme for the time stepping. The concept

of the leap frog method is that velocities and position updates are calculated one half-

timestep out of sync. This is a somewhat approximate method, explicit solvers being

preferred for accuracy. However, it has been shown that it produces acceptably small

errors (Monaghan, 1992) and, importantly, is fast to compute. It is a scheme which is

second-order accurate in ∆t.

In this formulation, rather than the basic equations for stepping time described in

Section 2.6, updates are performed with Equations (2.19) and (2.20).

vi+ 1
2

= vi− 1
2

+ ai ∆t, (2.19)

xi+1 = xi + vi+ 1
2

∆t. (2.20)

On its own, this would be sufficient for all cases where the acceleration a is de-

pendant only on the position x (which are available at the same time-offsets). For

SPH formulations incorporating artificial viscosity, a is also dependant on v, which is

currently only available one half-timestep out of sync. This is not sufficient to maintain

second-order ∆t accuracy. In order to calculate a, an estimate of the timestep-centred

velocity vi is required, this is calculated as,

vi = vi− 1
2

+ 0.5 ai ∆t. (2.21)

An attempt at graphically illustrating this sequence of equations is displayed in

Figure 2.1. In this, each circle node represents a calculated version of the quantity
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Figure 2.1: Diagrammatic illustration of the leap frog integration scheme with
the inclusion of a dependence on v due to artificial viscosity. v̂ is the additional
‘timestep centred’ velocity. Each circular node represents a calculated value for
the property notated on the left. Lines from one node to a second node represent
the use of the first value in calculating the second. Of interest is that the value for
a parameter based on the same one full timestep ago, is calculated using another
quantity mid-way between, representing the best available value for the continu-
ous time between the steps. The spontaneously calculated property, acceleration
a is calculated using other properties which are only timestep-synchronised.
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notated on the left of the diagram. Any lines leading from one node to another,

represent use of that value in calculating the other. It can be seen that the two values

contributing to the a values are both ‘time-synchronised’, aligned vertically.

Whilst this method, at second order ∆t accuracy would not, on its own, be sufficient

for gravitational n-body simulations (for which more elaborate solvers are used), due

to the nature of the fluid dynamic interactions across nearest neighbours, the accuracy

is well within the bounds of that required for the purpose.

2.6.2 Courant-Friedrichs-Lewy Condition

In order to retain a good accuracy, whilst not wasting time calculating unnecessary

steps, it is desirable to have an adaptive timestep, rather than a fixed one. The size

of a timestep for the majority of dynamical simulations is set using an extension of

the Courant-Friedrichs-Lewy (CFL) Condition (Courant et al., 1928). The gist of this

method for a basic setup can be thought of as though, for some characteristic change

in velocity in one timestep ∆t |achar| and length scale lchar a limit is imposed on the

size of the timestep ∆t such that the velocity difference ∆t |achar| is some fraction k

of the characteristic velocity, travelling lchar in the same ∆t. In other words,

|achar| ∆t < k
lchar

∆t
, (2.22)

or,

∆t2 < k
lchar

|achar|
, (2.23)

∆t = C

√
lchar

|achar|
, (2.24)

where C is a selected k2 for a specific value rather than a boundary condition, selected

as 0 6 C 6 1. How the length scale lchar and accelerations |achar| are evaluated can

vary substantially.

In practice, variations from this are utilised. The formulation introduced by Mon-

aghan (1992) is summarised as ∆t = C min (∆tf ,∆tcv), where,

∆tf = mini

(
hi
|ai|

)1/2

(2.25)

∆tcv = mini

(
hi

ci + 0.6 (α ci + β maxj (|µij|))

)
. (2.26)

In these equations, the minimum is taken across all particles. ci is the sound speed
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of particle i, and µij the artificial viscosity parameter of nearest-neighbour particle j

on particle i (see Section 2.3.2). α and β are the viscosity coefficients as described in

Equation (2.8).

Cloud uses a combination of this method and that of Hernquist and Katz (1989),

where the ∆tcv equation (Equation (2.26)) is replaced with,

∆thk = mini

(
hi

hi |∇ · vi|+ ci + 1.2 (α ci + β maxj (|µij|))

)
. (2.27)

As with the previous method, the final timestep size is then taken as,

∆t = C min (∆tf ,∆thk) . (2.28)

This is not the implementation envisioned by Hernquist and Katz (1989); where the

calculation is performed for each individual particle and retained. The method then

uses independent particle timesteps. This process, sometimes referred to as a sub-

timestep format, effectively scales the time resolution in much the same way that the

spacial resolution is automatically varied. This is accompanied by its own advantages

and disadvantages. Ensuring that the timestep resolution is enforced in a way which is

self-consistent, and an increase in code complexity; being weighed against larger scale

computational efficiency.

At the very beginning of the simulation, various sharp changes occur and it can be

desirable to artificially alter the Courant number to a smaller value to prevent steep

changes of parameters effectively bypassing the normal scaling by the timestep size. For

this purpose, in the code used for this thesis, a total of three effective Courant number

values are used. A base value of Cbase = 0.3 is used for the majority of the simulation.

For the very first step, a modified value of Cfirst = 0.001 Cbase is used; this is primarily

to account for the changes in internal energy and associated dynamics caused by the

lack of a term related to the chemistry in the timestep calculation. A second reduced-

timestep regime was implemented with the ionising radiation code; for Nslow steps after

the initial step of the simulation, the Courant number is set to Cslow = 0.01 Cbase. This

is to account for and resolve the advance of the ionisation front for its initial, sudden

expansion through the material at radiation-facing surfaces of the cloud during the

R-type front phrase. Ideally, an additional factor would have been added to either of

Equations (2.26) and (2.27), however early extremely high time resolution steps were

found to reliably resolve any motion of the front without further alteration to the basic

equations. Nslow = 50 was used, having been found to provide a large margin of error

on tracking the initial progress of the ionisation front (Section 3.1.4).
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2.7 Initial Distribution of SPH Particles

Results from computational simulations are always affected by the initial conditions

and for certain circumstances even minor variations in initial conditions can have sig-

nificant effects in the evolution of a simulation. SPH in particular suffers from this,

in that an initial distribution of particles invariably introduces inhomogeneities in the

inter-particle distance interactions. Various methods are available with which to gen-

erate distributions of particles with as little noise as possible. However, an alternative

lies in intentionally introducing variation which will dominate over the inter-particle

scale variations. This may seem to simply transfer the uncertainty to a different source,

the difference lies in the knowledge of how the variation was generated. Particle po-

sition variation is unpredictable and difficult to evaluate or account for, whereas an

intentionally introduced effect can be controlled and defined more completely.

2.7.1 Particle Distribution Methods

To limit the range of effects being accounted for in this investigation, the decision was

made to attempt to use homogeneous, uniform density clouds. Multiple methods exist

for ensuring that the density is the same throughout the particle distribution, though

each has its flaws.

An obvious choice for ensuring that the distribution of nearest neighbour distances

for every particle is identical would be to arrange the particles as a grid of some

variety, a ‘crystalline’ structure. Either Primitive Cubic (PC) or Body-Centred Cubic

(BCC) being simple to produce choices for such a distribution. The disadvantage of

this solution is that the particles themselves being distributed in too regular a global

pattern is, itself, undesirable. Such global patterns result in grid-aligned anomalies

in the simulation results (Diehl et al., 2012). Similar effects are observed when using

Eulerian grid codes, grid aligned effects can become noticeable or problematic.

Another method involves using uniform randomly distributed position components

created by a random number generator. For a suitably reliable random number gen-

erator, this will create a set of particles whose properties are, on average across the

entire placement region, uniform. On small scales, however, substantial variation in

local particle number density is exhibited. This will result in a broad range of actual

particle densities, as can be seen in Figures 2.2 and 2.3. The densities displayed in these

plots was calculated through the SPH smoothing kernel method as in Equation (2.14),

meaning that the distributions shown are those that would be present when run as
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actual simulations.

This method can be substantially improved upon by taking the initial distribution

and applying some method to permit movement of the particles with the objective

of normalising the distance distribution of nearest neighbours. The result of making

the inter-particle distance distributions even is to substantially decrease the range of

densities, as calculated through the SPH kernel method. An effective way to do this is

to process the initial distribution with a pure hydrodynamic code with periodic bound-

aries. For an effective ideal gas with no solid boundaries, natural pressure equilibrating

motion will transition the particles to a configuration with uniform density. For the

simulations presented here, this was done with the Gadget2 code (Springel et al., 2001;

Springel, 2005); these generated distributions will be referred to as ‘glass-like’ due to

their amorphous structure. Extracting a shape from this cube is then performed using

a ‘cookie-cutting’ method. A function returning a boolean indicating whether a parti-

cle is inside or outside of the desired shape is generated. This is applied to the initial

cube of particles and those particles fulfilling the criteria are output, those that do not

are discarded.

To produce a target particle count Ntarget, a solution by bisection method was

employed. There will be some unknown desired size of the shape to contain Ntarget.

This size will be Rtarget. An initial estimate is made of the size of the shape needed to

contain the desired number of particles, Ri=0. If the contained number of particles Ni

is less than Ntarget, a new estimate is made of Ri+1 = Ri +Ri 2−i. If Ni > Ntarget, then

Ri+1 = Ri − Ri 2−i. In addition, for the version of the algorithm implemented, the

dataset in memory for the particles then discards all particles shown to be > Rtarget,

resulting in a smaller dataset to be searched for the next iteration. This is continued

until Ni = Ntarget, or until i exceeds a limiting threshold, in which case an error is

returned.

2.7.2 Particle Distribution Effectiveness

To present a sample case, a spherical cloud was defined with a mass of 30 M� and

radius of 1 pc for a target mean density of 144.80 cm−3 for hydrogen number density.

Distributions of 500 000 particles were generated using the uniform random number

generation method and a BCC crystalline arrangement as a simple sphere. A box

of particles was generated with the gfortran random number generator of 7 077 888

particles; 256 timesteps were used in Gadget2 to reach a refined pressure equilibrium.

A 500 000 particle sphere was then extracted from this using the bisection method

described above.

For the analysis, we will look at subsets of the entire generated cloud. One is the
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Figure 2.2: Radially binned density for uniform random, glass-like and BCC
crystalline particle distributions, intended to represent a homogeneous density of
144.80 cm−3. The crystalline distribution is partially obscured by the glass-like
distribution for much of the inner portion of the cloud, as the mean values are
more similar than can be easily distinguished.

internal region of the cloud (all particles at greater than 2 smoothing lengths from

the edge of the cloud), and one set which includes the ‘surface’ particles, those whose

distances to the edge of the cloud are smaller than 2 smoothing lengths.

Looking first at the interior region of the cloud, an enormous benefit can be observed

in switching method from the uniform random number distribution. The densities and

standard deviations are shown in Table 2.2. The key difference is between the mean

and standard deviations for the uniform random number distribution and the glass-

like distribution. The standard deviation of the densities drops from 50.2 cm−3 for

uniform random to 1.15 cm−3 for the glass-like distribution. The production of severe

under- and over- dense spots within the distributions also results in a poor value for

the mean density, giving a percentage difference of approximately 26 % from ntarget.

This compares with 0.03 % for the glass-like, and less than 0.001 % for the crystal.

It is of note that the density standard deviation for the BCC crystalline particle

distribution in the ‘true’ interior of the cloud is effectively zero (within the machine

precision used), where particles are far enough inside that no other particle within their
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Figure 2.3: Log of the cross-sectional number density difference rendered im-
ages of: (top) uniform random number generated distribution (middle) glass-like
distribution (bottom) BCC crystalline distribution. Note the improvement in
homogeneity from top to bottom, as well as the edge feature in the glass-like and
crystalline distribution.
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Interior Full
Median Mean σ Median Mean σ

Uniform Random 177.146 182.768 50.1941 174.034 179.128 51.2428
Glass-like 144.746 144.756 1.15076 144.692 142.442 10.3048

BCC Crystalline 144.773 144.799 0.15705 144.773 142.467 10.6322

Table 2.2: Statistical properties for the densities of particles produced through
different distributions intended to represent the same simulated object. All values
are in cm−3. The target density was 144.80 cm−3.

smoothing length itself has a smoothing length that exceeds the radius of the cloud.

This is due to the calculation for density being for effectively the same layout of particles

within the smoothing range, with those particles also having identical properties.

These statistics illustrate the misleading accuracy of the crystalline distribution.

The exceptional values for the density distribution are more than offset by the unde-

sirable, and un-physical, prominence of crystal plane-aligned features in the evolution

and results of simulations with this basis (Diehl et al., 2012).

2.7.3 Edge Effect

A noticeable effect which has not been discussed so far, but hinted at, is the difference

between the ‘body’ / ‘bulk’ density, and the ‘edge’ densities. The SPH formulation

used includes an adaptive smoothing length. This is described in greater detail in

Section 2.5.2, but is summarised here in direct relation to the effect being examined for

convenience. SPH particle density can be thought of as the mean density obtained by

extending an effective volume with radius 2h until it contains NTOL nearby particles.

It can be thought that it is then the combination of the SPH particle’s fixed mass and

the volume defined by the 2h radius sphere encompassing NTOL particles which gives

the density.

This means that particles close to the edge of cloud will extend this 2h radius

further to contain NTOL particles than those deep within the cloud. This effect makes

perfect sense when considering the intended nature of the SPH particle. Each particle

is intended to represent an mass element of a continuous fluid. The particles near

the edge of the cloud are attempting to bridge the gap between the constant density

material within the cloud, and the apparent vacuum outside of the cloud. SPH particles

with variable smoothing lengths are especially poorly adjusted to representing bodies

with ‘hard’ boundaries. This is a specific case of their properties of generally not being

effective at representing any discontinuity.

As the evaluation of the smoothing kernel for a single particle i at the position

of another particle j is actually performed with mutual smoothing lengths, hij =
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0.5 (hi + hj). This means that the effect is not limited to only those particles which

possess a smoothing volume which exceeds the bounds of the intended cloud shape,

but also those which merely evaluate a neighbour particle which has such a smoothing

volume. This is the reason that the standard deviation value for the crystalline struc-

tures only falls to effectively zero for particles with approaching a 4h separation from

the edge of the cloud.

This is also the cause of the slight increase in density just prior to the drop off for the

crystalline and glass-like distributions. This is likely due to the interaction lists for each

particle being symmetrised. Consider a particle i, greater than 2hi from the actual edge,

but within the smoothing radius of a particle j which is on the edge. Its own 2hi limit

does not include a low density boundary particle, but particle j does contribute effective

density via its own, larger, value of hj in the mutual smoothing length. This results in a

very slightly greater density contribution for borderline boundary particles. The size of

this lip is of the order of a few percent more dense than the bulk material, of the same

magnitude as the standard deviation for the density across the entire distribution and

substantially smaller than the variation in the uniform random distribution. Combined

with the behaviour of the ionisation equilibrium depth described later, it can be safely

neglected.

These effects can be mitigated by altering the SPH particle distribution near the

boundary, placing particles in a more densely packed configuration. This would create

an artificial SPH particle density increase, balancing the material density decrease

resultant at the same locations. Or alternatively placing virtual particles as an outer-

surface bound (Liu and Liu, 2003).

These are difficult effects to achieve correctly, however. In addition, secondary

effects as a result of forcing the particle distribution in this manner are difficult to

predict, and may require other alterations to reduce; or are simply not suitable (in this

case the boundary cannot be treated as a specific free surface, for instance).

Given the nature of the simulations to be performed, clouds subjected to ionising

EUV radiation, some justifications can be examined which permit leaving the edge

effects as they are.

The equilibrium penetration depth of the EUV radiation is given in Equation (3.12)

in the next Section. The summary of the reasoning for the establishment of this

depth is the position within the cloud at which the number of recombinations along a

‘beam’ reaching that depth, equals the supplied flux. This depth is reached in several

recombination timescales, trec = (nαB)−1, which is of the order of a few 102 years.

The hydrodynamical timescales are taken to be sufficiently large in comparison that

this depth is reached before the material being ionised has an opportunity to undergo
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motion and expansion in response. This means that the key boundary for the shock

generation is at this equilibrium depth. As long as this position exceeds a depth at

which the edge effects have reduced (as seen previously), the edge effect itself can be

neglected.

For the example clouds described in this section, for instance, the actual pene-

tration depth calculated from the outer radius inwards is 0.067(1) pc for both of the

glass-like and crystalline; and 0.047 pc for the uniform random. These were calculated

using a simple numerical binning for the density structure and can only be treated as

approximate, the actual radiation transfer algorithm evaluates the system in more de-

tail. These are both positioned past the depth at which the edge effects no longer affect

the number density. The crystalline distribution becomes perfectly uniform at a depth

of 0.03 pc and the glass-like reaches a minimum standard deviation at approximately

0.04 pc.

2.8 Code Background

This section contains a short overview of the lineage and development of the code

used for this research and its features, as well a broad categorisation of the relative

advantages and disadvantages of the use of this code compared to others. In other

published literature, the code used is referred to as RadCode II to distinguish it from

the older version of the same code with a different EUV radiation implementation

(RadCode I) and the original code without any ionising radiation (Cloud).

The majority of Cloud was developed by Richard Nelson (Nelson and Papaloizou,

1993). It was combined with chemistry routines written by William Langer in 1993

with heating and cooling terms based on Goldsmith and Langer (1978). At this stage

it contained: a Smoothed Particle Hydrodynamics (SPH) basis with ; a hierarchical

Barnes and Hut Oct Tree system for nearest neighbour searching and gravitational

interactions; simple artificial viscosity; a grid-based radiative transfer algorithm for

Far Ultraviolet (FUV) radiation; a chemical evolution solver for 12 chemical species;

thermal evolution solver with heating and cooling terms derived from the FUV and

chemical state solutions, along with constants for cosmic rays and dust temperature;

all evolved through time with a leapfrog integration scheme. A number of publications

were made using this basic system (Nelson and Papaloizou, 1993, 1994; Nelson and

Langer, 1997; Nelson, 1998; Nelson and Langer, 1999).

The code was subsequently expanded to include a host of processes permitting

uni-directional ionising Extreme Ultraviolet (EUV) radiation to be modelled, forming
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RadCode I (Miao et al., 2006, 2009, 2010). This system utilised the existing radiative

transfer grid system used by the FUV system, where ionisation state of a single par-

ticle was calculated by the attenuation of the initial ionising flux through grid cells of

averaged properties for the particles within each grid cell between the source and the

particle, up to a distance of 2h from the particle. Within this distance the ionisation

state was solved explicitly using the particle’s density and the smoothing kernel. Sev-

eral iterations of this were performed per time-step to converge on the solution for the

ionisation state of all particles. This method presented convenience of implementation,

and comparatively rapid computation, whilst suffering from low resolution.

As part of the development of this thesis, a new ionising radiation scheme was writ-

ten and implemented with improved resolution and minimal increase in computational

expense. The new method is a ray tracing routine based directly on Kessel-Deynet

and Burkert (2003), in which the ionisation state for each particle is computed in

order of increasing distance from the source, utilising the ionisation state of already

computed particles to obtain the attenuation of the initial flux prior to reaching each

subsequent particle. This builds up a complete picture of the ionisation profile from the

source outwards. The version with this implemented is the aforementioned RadCode

II. The concepts and development of the RadCode II ionising radiation field code are

elaborated upon in the next Chapter.
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Chapter 3

Ionising Radiation and Code
Implementation

In active regions of star formation, feedback of radiation into the progenitor cloud

environment is considered to be one of the key factors for the prospect for further star

formation in the region. Massive stars, with strong, ionising radiation fields are capable

of clearing out their local environment. The radiation has the contradictory effects of

both inhibiting and, potentially, driving star formation.

Atomic hydrogen is highly opaque to the ionising radiation, and fully ionised hy-

drogen is transparent. In any ionised gas, however, protons and electrons will undergo

recombination. Each of these recombined hydrogen atoms in the ionised region will

then provide a source of opacity, which will expend further photons to reionise. The

result of the incident radiation is the advance of an ionisation front determined by

the quantity of photons reaching the front boundary itself after the reionisation ‘ex-

penditure’. With a large reservoir of photons, early expansion of an Hii region is

rapid relative to the sound speeds of the gases. The front will advance faster than the

material can react hydrodynamically, being supersonic. For this period the front is

termed ‘R-type’ for ‘rarefaction’. Each ionisation event adds energy to the gas, any

photon with more than the 13.6 eV required to ionise the hydrogen atoms deposits the

remainder as kinetic energy into the liberated pair of proton and electron, gradually

increasing the temperature. A high pressure internal environment is left behind as the

front advances.
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As the Hii region volume increases, the number of recombinations/reionisations

increases as the cube of the radial size (hence a decrease in available photons at the

same rate), and the available photons per unit area of the surface decreases as the

inverse square of the radial size. This leads to a comparatively rapid cut-off of available

photons as a critical distance, the Strömgren radius (Equation (3.1), Strömgren (1939)),

is reached. This represents the distance at which the total available ionising luminosity

is spent reionising recombined hydrogen within the Hii region volume, with the flux of

photons at the outer surface being zero.

rStrömgren =

(
3

4 π

NLyman

αB n2

) 1
3

(3.1)

Where NLyman is the total quantity of ionising photons emitted by the central star

per unit time, n is the (atomic) hydrogen number density behind the front and αB

is the recombination coefficient of proton-electron in units of volume of material per

second (the subscript B indicates the recombination coefficient under a certain ap-

proximation which avoids the contribution to ground-state recombinations, described

in Section 3.1.1).

In practice the speed of the advance of the front decreases prior to reaching this

distance, due to the fall-off in the number of available photons for new ionisation

events. As this speed decreases it becomes trans-sonic and sub-sonic relative to the

undisturbed material, becoming a so-called ‘D’-type front (for ‘dense’). This means

that the ionisation front is moving slowly enough for the material to react and move

before it passes. Now, the circumstance is such that there will be a boundary with

the same density either side, but behind the front, a pressure of the order of 200

times greater than that ahead (assuming ideal gas behaviour with the parameters for

temperatures and mean molecular masses given at the beginning of the section). This

pressure discontinuity drives a shock wave normal to the surface of the boundary.

Specifically, there are two threshold velocities, determined by the jump conditions

across the ionisation front. vR and vD, for the R-type and D-type velocities, respec-

tively; and where vR < vD. These are with respect to the ionisation front itself, not

the frame of rest of the source star. When the front velocity v fulfils v > vR, it exhibits

the R-type front properties, expanding supersonically through the material. As this

decelerates due to fewer available ionising photons relative to the density of the mate-

rial through which the ionisation front is incident, the velocity of the front approaches

R-critical, v = vR. Below this there is a jump, where an effective isothermal shock is

instigated; the velocity of the front falls to D-critical v = vD and decreases from this

point. This is not derived fully here as it is dealt with in depth in many other sources,
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in particular Shu (1991b).

The shock which has been generated, the result of the steep pressure discontinuity

between the undisturbed medium and the ionised medium, will continue to propagate

ahead of the ionisation front at a velocity vs ≈
√

FLyman

n
(Bertoldi, 1989). Initially driven

and maintained by the steep pressure gradient provided by the ionisation front, it will

also dissipate as the ionisation front slows behind it, it loses inertia, and spreads over

increasingly large areas.

It is this environment which is of interest for this thesis. In order to investigate this

computationally, a good understanding of the radiation field is required.

3.1 Algorithm Implementation and Integration

into SPH Code

The code used for this research was furnished with an improved ionising radiation

transfer routine as part of the project. This implementation was based on that de-

scribed by Kessel-Deynet and Burkert (2000). This section elaborates the details of

the computational process and implementation.

The core concept of a radiation transfer algorithm is the determination of the

attenuation and energy deposited at all positions within the material being subjected

to the radiation. For some radiation/medium combinations, this is straightforward

and attenuation is some fixed function with depth into the medium from the source of

the radiation. This is the case for the FUV radiation incident on the molecular clouds

dealt with here.

For ionising radiation, feedback exists which complicates the scenario. With the

FUV example, the absorption of the FUV radiation changes the temperature and

chemistry of the medium, but none of the factors (more or less) relating to the medium’s

opacity. For ionising radiation, medium which absorbs some amount of the radiation

is partially ionised. The (predominantly) proton-electron ionised material becomes

virtually transparent to the radiation. This results in the need to solve a set of partial

differential equations, either implicitly or explicitly, for the regions through which the

radiation is travelling.

In practice for such a code, this is done numerically and iteratively. Such a routine

can be computationally expensive, and there is a necessity to balance computational

expense against accuracy.
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3.1.1 Mathematical Formulation

As the dimensions and units for these derivations can be awkward to keep track of, each

new parameter is introduced with a statement of its dimensions and the units in which

any value for that parameter will be stated in. For any gas element, the ionisation rate

can be given as stated in Equation (3.2), where the rate is the product of the un-ionised

atomic hydrogen number density (nH i in units of cm−3 wherever values are stated), the

hydrogen ionisation cross section (σ̄, in cm2) and the ionising flux incident on the gas

element (F , in cm−2 s−1). This can be rephrased using the ionisation fraction X as

a parameter, along with the total hydrogen number density n (neutral + ions). Note

that this is specifically only formally correct for plane-parallel radiation, and no more

than an approximation where the divergence of the radiation field across the depth of

the SPH particle smoothing length can be ignored. For a correct implementation for

point sources, the term F would have to be adjusted for this divergence.

RI = nH i σ̄ F = (1−X) n σ̄ F. (3.2)

The remaining flux after attenuation between the source and the location being exam-

ined is given as shown in Equation (3.3).

F = F0 e
−τ , (3.3)

with the optical depth τ for a given depth of material ∆x,

τ = σ̄ n (1−X) ∆x. (3.4)

The recombination rate for any gas element is given in Equation (3.5). For this relation,

the electron number density (ne) can be replaced with the product of the ionisation

fraction and the total hydrogen number density. This only technically applies when the

gas is 100 % hydrogen, and the only source of free electrons is already ionised hydrogen

(i.e. one per hydrogen ion). The true formulation in the code retains the ne expression,

as electrons contributing from other ionised sources are counted. Nonetheless, the

approximation is an extremely good one and the use of ne in the code could be dispensed

with, as for the gases considered the free electrons from hydrogen ions vastly outnumber

any other sources (by a factor in the region of millions). The αB term is the hydrogen

recombination coefficient, expressed in units of cm3 s−1 where values are given. It is the

variant of the term accounting for the ‘on-the-spot’ approximation, in which photons

produced by recombination to the ground state (i.e. also capable of ionisation) are

not added to a diffuse field, but assumed to be re-absorbed in the immediate region
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of the emission (Spitzer, 1978; Shu, 1991a). Specifically, that the total recombination

coefficient, which is usually the sum of recombinations in to any energy level i, αtot =∑n
i=0 αi (in a greatly simplified notation), can be assumed to be the sum instead from

recombinations into the first excited state at lowest αB =
∑n

i=1 αi. This simplifies

the scenario and is massively beneficial computationally, as it avoids treatment of a

secondary, non-directional radiation field.

RR = ne
2 αB = X2 n2 αB (3.5)

Each of the rates in Equations (3.2) and (3.5) are based on number density rates and

act in units of cm−3 s−1. The net rate resulting in change to the electron number

density and ionisation fraction, therefore, are Equations (3.6) and (3.7) respectively.

d ne
dt

= RI −RR (3.6)

d X

dt
=
RI −RR

n
(3.7)

It is shown in Kessel-Deynet and Burkert (2000) that, for a single fluid element such

as an SPH particle, the actual depth of the ionisation front itself for realistic purposes

is many times smaller than the SPH particle length scales. This means that the front

is a discontinuity relative to the SPH particle. As such, the ionisation fraction X of an

SPH particle describes the proportion of the mass of the SPH particle through which

the sharp front has travelled. In effect, the position on sub-SPH resolutions at which

the front has reached.

With these rates obtained, heating and cooling rates can be calculated to integrate

with the thermodynamic evolution described in Section 2.3.5. Heating and cooling

through the terms fH i→H ii, fH ii→H i and fO ii; the ionisation heating and recombination

cooling, as well as the oxygen line cooling, constituting the dominant contributions to

temperature equilibrium in the ionised regions.

The ionisation heating contribution is determined by the product of the ionisation

rate with the average photon energy above 13.6 eV for a blackbody of temperature

T?, the temperature of the illuminating star (Cantó et al., 1998). The recombination

cooling given by the recombination rate to non-ground states (for which recombination

is assumed to be immediately reabsorbed by the ‘on-the-spot’ approximation) and

the average electron kinetic energy, kBTe (Hummer and Seaton, 1963). For fO ii, the

formulation for emission of excited Oii population photons is taken from Raga et al.

(2002).
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Figure 3.1: One-dimensional grid-based implementation of the algorithm for ra-
diation propagation.

3.1.1(a) One-dimensional example

To illustrate the method of the calculation, one can first consider a simple, one-

dimensional grid implementation, without ray tracing for evaluation points. There

is a grid as shown in Figure 3.1. Each cell i of the three cells has density, ionisation

fraction and optical depth of ni, Xi and τi respectively. Each cell has a flux entering it

of Fi−1 and exiting it of Fi. All have physical depth ∆x, and are being calculated for

a step in time of ∆t from t = t0 to t = t1. The ionising radiation is incident on the top

of cell 1 with a flux F0. The the purpose of the initial illustration, assume that cells 1

and 2 each have already been calculated, and cell 3 is being examined in order to find

X3 and, by necessity, τ3.

The equation for the new value of X3 is,

X t1
3 = X t0

3 +
d X3

dt
∆t, (3.8)

where,
d X3

dt
=
RI(X3, n3, F2)−RR(X3, n3)

n
. (3.9)

F2, the flux exiting cell 2 to enter cell 3, is given as F2 = F0 e
−(τ1+τ2); attenuated by

the total optical depth through cells 1 and 2, as also shown in Figure 3.1.

It is important to notice that the ionisation fraction of any cell i is dependant only

on the solutions for the timestep of the cells that are between it any the radiation

source. This means that, provided there is only a single radiation source, the cells can

be calculated for each timestep outwards from the radiation source, without needing
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to go back to a previous cell and recalculate.

From a numerical standpoint it is important to determine how to solve Equa-

tion (3.9). The problem has a number of aspects which make it easier to solve. It has

well defined boundaries, 0 6 X 6 1, this means that a solution-by-bisection method

can be implemented with ease. However, it provides a mediocre computational effi-

ciency with only linear convergence on a solution. Utilising the, only slightly more

complex, Newton-Raphson solver provides a quadratic convergence and is preferred for

this task, though a bisection solver was implemented initially in order test the method,

and validate that the results from the solvers were matching.

3.1.2 Ray Tracing

For any single SPH particle within the cloud, calculating its ionisation rate and fraction

depend on the knowledge of the obscuring medium between it and the radiation source.

This is accomplished here using a ‘ray tracing’ method. Ray tracing is a somewhat

general term for a variety of techniques used to trace, or approximate, the path of

illumination from some source or sources, towards or through opaque or translucent

media. For the algorithm from Kessel-Deynet and Burkert (2000) this process is per-

formed on a per-SPH-particle basis; where the path for a projected ‘ray’ is effectively

evaluated from the SPH particle back towards the radiation source. The nearest other

SPH particles along the length of this path are selected as representative evaluation

points to describe the optical depth from the source to the particle.

As shown in Section 3.1.1, the entire field of SPH-particles only requires a single

pass to determine a solution, as long as the SPH particles can be perfectly ordered in

distance from the radiation source. More generally, they must be able to be ordered

such that for any single SPH particle, the path from it to any radiation source, or

sources, does not require another SPH particle to act as an evaluation point if that

SPH particle has not itself already been evaluated. With a single radiation source, this

is trivial, and distance from the source is the only criteria that needs be evaluated.

For the investigation here, it was simplified further by the radiation source having

been selected to be plane-parallel rather than a point source. This assumption means

that the particles need only be ordered by their z-coordinate (the axis of the radiation)

a parameter already stored, rather than requiring the calculation of d2 = (x−xsource)
2+

(y − ysource)
2 + (z − zsource)

2 for every particle prior to the use of a sorting algorithm.

The sorting algorithm used in this implementation was a simple heap sort, with order

O (n log n), which was tested extensively and runs effectively. It was adapted from

Rosetta Code (Rosetta Code, 2015) under the GNU Free Documentation License.

Once this ordering is performed, the system is almost identical to the 1D grid
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described in Section 3.1.1 except that the grid cells are determined by selecting rep-

resentative particles along the line of sight from the particle being evaluated back to

the source. Each ‘cell’ (evaluation interval, herein) is then the evaluation point centred

interval to the same for the nearer and farther evaluation points. This is illustrated in

Figure 3.2, as the concept described in words is unwieldy.

First, the neighbours of the particle i being evaluated are known to at least within

2hi of its position. The particle from this list which is closest to the line of sight (defined

by the minimum opening angle) is selected as an evaluation point, provided that it is

also within 2ai physical offset from the line of sight. This additional criteria effectively

defines the ‘upper surface’ of the cloud, by setting the condition under which a path

is determined to have no further evaluation points between the last position and the

ionising source.

Key steps, illustrated in Figure 3.2, are as described below. In the explanation, the

particle for which the ionisation properties are being determined is the ‘focus particle’.

The straight line directly connecting the focus particle to the source is the ‘line of sight’

(LOS). each particle selected en-route to the source is an ‘evaluation particle’ i which

provides ‘evaluation points’ on the LOS at positions perpendicular to the true location

of the evaluation particle. Each particle i has its own neighbours j. When the LOS is

split into segments for the evaluation of the behaviour of the radiation travelling to the

focus particle, each 1D segment associated with an evaluation point is an ‘evaluation

interval’.

(a) First, the neighbours of the focus particle are known to at least within 2hfocus

of its position. Any particle i from this list which is closest to the line of sight

(minimum opening angle) is selected as an evaluation point, provided that it is

also within 2ai perpendicular offset from the line of sight. Evaluation points are

indicated as crosses in Figure 3.2.

(b)-(d) This process continues from the previously selected evaluation particle. Within

2hi of evaluation particle i, the next neighbour particle j that is: (1) nearer to

the radiation source than i, (2) within 2aj of the LOS, (3) smallest opening angle

θsource−focus−j by the angle formed by the source, to the focus particle, to particle

j (i.e. not the smallest angle source-i-j). This selects the next evaluation point,

and continues until a circumstance shown in the next panel, (e).

(e) once an evaluation particle i is reached for which none of its own neighbours

j satisfy all of the requirements in the previous point (nearer, 2aj from LOS,

smallest opening angle), the evaluation deems itself to have reached the end of

the representative medium between the focus particle and the source.
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(a) (b) (c)

(d) (e) (f)

Figure 3.2: Illustration of the building and creation of the evaluation point and
evaluation intervals, in the ray tracing algorithm for radiation transfer. In se-
quence, (a) to (e), the construction of the evaluation points used to determine
the flux reaching the focus particle (red, at the foot of each panel) and therefore
its own optical depth and change in ionisation fraction. Also (f), the conversion
of the evaluation point positions into 1D evaluation intervals. See text for a full
description of the process.
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(f) the evaluation points for each evaluation particle are converted into evaluation

intervals. Each interval extends half-way between its own evaluation point and

the adjacent evaluation points. This is bar two exceptions, the initial evaluation

point has an interval for which the ‘near’ side extends all the way to within 2afocus

of the focus particle. The final evaluation point has an interval for which the ‘far’

side extends to 2afinal of the evaluation point.

This is the algorithm as laid out by Kessel-Deynet and Burkert (2000); however,

alterations were made to adjust for circumstances found to be of issue in the code.

There is an initial stage of binning the particle IDs into Ncol × Ncol columns, where

the bounds of the columns are the outermost positions of the particles. Ncol was set

as the required value to fill the area of particles with columns of area 〈h〉2, the mean

smoothing length squared. These column lists are used as an additional search regime

for when an alleged ‘final’ evaluation particle is found.

This additional search determines whether there is a possibility of more particles

between the ‘final’ particle and the radiation source, which are outside the range of the

nearest neighbour list. This additional search was added as, for lower resolutions, it was

found in testing that configurations of particles could arise where the evaluation path

appeared to reach the radiation source, despite still having further material ‘in the way’.

This can occur if the cloud has any stratification of dense-diffuse-dense in the direction

of the radiation; or regions near the outer edge of the material. The distribution of

particles in the ‘diffuse’ portion could be such that an evaluation path from the dense

region farthest from the radiation could create evaluation paths appearing to end once

they reached the diffuse region.

As the columns are constructed after the sorting of particles by their distance to

the radiation source, they are also so sorted within the column lists. This makes the

searches in the columns for possible particles ahead of the ‘final’ evaluation particle

quicker than might otherwise be the case. Whilst it is not intrinsically computationally

efficient, as it only needs to be performed once per evaluation path (and so once

per particle) and the search is linear for the quantity of particles in the list, it is

only marginally slower than O (n) and was believed to be a justifiable computational

expense.

3.1.3 Optical Path Evaluation

As previously described, once the evaluation path is built up as described, it is then op-

erated on in the same manner as the simple gridded example as shown in Section 3.1.1.

In this case, however, rather than a uniform ∆x depth to each evaluation segment,
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the evaluation interval length is used, with the properties of the evaluation particle

assumed to apply along that interval’s length. The definition of the optical depths

per-evaluation interval remain in the form described by Equation (3.4).

3.1.4 Timestep modification

The characteristic timescale of the ionising radiation is the recombination time,

trec = (n αB)−1. (3.10)

It is in several instances of this time that all of the dynamic radiation processes occur.

For the vast majority of the simulation, this will be far smaller than the characteristic

timestep based on the hydrodynamic properties of the simulation, the HK timestep

Equation (2.27), an expansion of the Courant-Friedrichs-Lewy condition described in

Section 2.6.2. However, this does not necessitate that the simulation timestep be

reduced to trec. As shown in Kessel-Deynet and Burkert (2000), the equilibrium position

of the ionisation front can be represented ‘macroscopically’. The larger timestep can

be used, with the assumption that the ionising radiation is simply ‘keeping up’ with

the equilibrium position of the gas which, after an initial expansion phase whilst still

an R-type front, is set by the hydrodynamic constraints of the gas changing.

As such, it is only important to resolve the front in time whilst it is undergoing R-

type expansion. Failure to do so during this phase would result in the ionisation front

advancing to a particular position, at which location the shock front would be initiated.

On the next timestep, this failure can result in the ionisation front jumping past the new

infant shock front, establishing another such front further on. This is obviously hugely

non-physical and means that the establishment of the initial equilibrium position of

the ionisation front prior to shock propagation must be determined correctly.

For this purpose a crude alteration to the timestepping routine was implemented.

This was based on an empirical assessment using the testing results in Section 3.2. The

first Nslow timesteps are advanced at a Courant parameter value of Cslow = 0.01 Cbase.

This provides adequate time for the front to have advanced to its equilibrium position

in resolved steps for the densities examined in this thesis.

As described, this is an implementation based on empirical results, done so for effi-

ciency in time and computation. A more robust implementation, for more generalised

initial conditions, would require an evaluation of the specific trec value and additional

modifications to the timestepping algorithm. Nonetheless, through the testing no in-

dication of a failure to converge the solution for the initial shock front was determined

with this criteria, for the range of parameters investigated for this thesis.
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3.2 Ionising Radiation Testing

In order to test the validity of the code for propagation of ionising radiation, a series of

tests were conducted for several standard models (Gritschneder et al., 2009a; Kessel-

Deynet and Burkert, 2003; Lefloch and Lazareff, 1994). This provides a grounding of

comparison with well established analytical solutions or popularly used testing models.

There are two test scenarios being investigated.

1. A uniform density box of material with constant pressure (not periodic or re-

flective) boundary conditions, excluding hydrodynamics. This investigates the

simple propagation of the ionisation front through uniform material, observing

both rate of propagation and the profile of the ionisation front with depth. This

is conceptually similar to the manner of process in an R-type ionisation front,

where the ionisation front velocity is far greater than the sound speed of the

medium. The effective process being investigated is the code’s ability to con-

form to a 1D plane-parallel formulation of the expansion and equilibrium of a

Strömgren sphere (Strömgren, 1939).

2. Hydrodynamic implosion. In this scenario, replicating that of Lefloch and Lazareff

(1994), a cold, neutral sphere of material is placed inside a hot, diffuse medium.

This directly mimics the boundary across the ionisation front generated by the

first test, but reducing the number of variables being examined. The direct ef-

fect of the ionising code on the hydrodynamics is exclusively via the change to

each particle’s internal energy/temperature. With the ionisation propagation and

structure determined to be physical, the remaining test is on the shock conditions

themselves.

3.2.1 Ionisation Without Hydrodynamics

Of initial importance is testing the ionising radiation process itself, without considering

the complications of dynamic media reacting to the radiation. These tests consist of

the propagation of plane-parallel ionising radiation into a static, isothermal column of

fixed density material.
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3.2.1(a) Analytical Solutions for the Propagation of the

Ionisation Front

The equilibrium condition for the simplest static geometry which can be constructed

assumes the ionisation front to be a step function with the discontinuity at the front,

between neutral material with zero ionisation fraction, and ionised material with Xi

ionisation fraction. The gas in a cuboid box, of constant Hydrogen number density, n,

is illuminated by a constant flux directed along one axis at the surface of the material

(depth = 0), F0. x = 0 will always be the edge of the material with the incident

radiation, directed in the positive x direction.

The equilibrium depth, xs, is the depth at which the sum of the recombinations per

unit area and unit time equals the supplied flux, F0,

xs n
2 αB Xi

2 = F0, (3.11)

where Xi is the ionisation fraction within the ionised region,

xs =
F0

n2 αB Xi
2
. (3.12)

This notional equilibrium depth is not realised in practice, as the assumption of a

discontinuous jump at the front, while thin, is still technically smoothly varying. In

the case of the code implementation, this will be exaggerated by the discretised nature

of computational simulation. The ideal solution assumes that the material is capable

of becoming perfectly ionised, providing a value for Xi of 1. This corresponding value

of xs is defined as xs0.

The profile for the advance of the front can be derived to obtain a theoretical

comparison to the simulation results. The basic expression for this can be given as,

dx

dt
=
F0 − x αB n2 Xi

2

n
, (3.13)

consisting of the distance by which the ionising flux would advance the front in a

given time ∆t (F0 ∆t/n) and the recombination would recede it in the same time

(x αB n2 Xi
2 ∆t/n), expressed in a continuous form. In a form with previously

established parameters for recombination timescale and equilibrium depth, trec and xs,

this becomes,
dx

dt
=
xs0 − x Xi

2

trec

, (3.14)
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for which the solution is,

x =
xs0
Xi

2
(1− e−

t Xi
2

trec ). (3.15)

The equilibrium condition is approximately reached within a few recombination

timescales, trec = (n αB)−1, as can be seen from the form of Equation (3.15). This

time is generally short in comparison with the evolution timescales of the astrophysical

conditions being examined, but can be looked at in more detail to ensure the veracity

of this short-timescale process, and evaluate the computational implementation.

3.2.1(b) Ionisation Structure At Equilibrium

Another useful diagnostic for the accuracy of the radiation absorption with depth is

the exact profile of the ionisation fraction over the depth that it is absorbed. This is

especially useful as it is independent of any definitions of an artificial, binary condition

discontinuity between fully ionised, and fully neutral gas. The profile of the ionisa-

tion fraction with depth can be derived to obtain a differential equation in a form

comparable with computational results as follows.

Beginning with the equation for the ionisation equilibrium,

n (1−Xx) Fx σ̄ = n2Xx
2αB, (3.16)

the radiation flux at depth x, Fx, is described in terms of the incident radiation, F0

and the optical depth to x, τx,

n (1−Xx) F0 e
−τx σ̄ = n2Xx

2αB, (3.17)

where τx is given by,

τx =

∫ x

0

σ̄ n (1−Xs) ds. (3.18)

The radiation equilibrium depth xs0, is given by xs0 = F0/n
2 αB, permitting us to

factor out F0 and then divide through by n2 αB to simplify the equation,

n (1−Xx) xs0 e
−τx σ̄ = Xx

2. (3.19)

This can then be differentiated with respect to x,

nxs0 σ̄

(
(1−Xx)

d

dx
e−τx + e−τx

d

dx
(1−Xx)

)
=

d

dx
Xx

2, (3.20)
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nxs0 σ̄

(
−(1−Xx) e

−τx dτx
dx

+ e−τx
d

dx
(1−Xx)

)
=

d

dx
Xx

2, (3.21)

nxs0 σ̄ e
−τx
(
−dτx

dx
(1−Xx)−

dXx

dx

)
= 2Xx

dXx

dx
. (3.22)

This can be greatly simplified by observing that, as shown by Equation (3.19),

Xx
2

e−τx (1−Xx) σ̄ n xs0
= 1, (3.23)

multiplying through by this results in,

−Xx
2 dτx

dx
− Xx

2

1−Xx

dXx

dx
= 2Xx

dXx

dx
. (3.24)

Simplifying further, and expanding the differential dτx
dx

using Equation (3.18), we obtain,

−Xx (σ̄ n (1−Xx))−
Xx

1−Xx

dXx

dx
= 2

dXx

dx
. (3.25)

Consolidating the remaining differential, we can get,

(
2 +

Xx

1−Xx

)
dXx

dx
= −Xx σ̄ n (1−Xx) , (3.26)

alternatively able to be expressed as,

2−Xx

1−Xx

dXx

dx
= −Xx σ̄ n (1−Xx) , (3.27)

resulting in the final differential equation,

dXx

dx
= −Xx (1−Xx)

2

2−Xx

σ̄ n. (3.28)

This is coupled with a boundary condition, being the ionisation fraction at x = 0

for a complete solution. This result, however, is extremely sensitive to minor variations

in that boundary condition. As the boundary ionisation fraction approaches 1.0, the

effective location of the front tends to infinity. The solution to this is examined in

Section 3.2.1(e).
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3.2.1(c) Ionisation Front Determination For Numerical Sim-

ulations

In order to compare the subsequent numerical test results with the analytical solutions,

parameters were chosen to keep the tests in line with those performed by Gritschneder

et al. (2009a).

The recombination coefficient, αB, was set as 2.7× 10−13 cm3 s−1, and the absorp-

tion cross section, σ̄, to 3.52× 10−18 cm2. The flux was set as 8.33× 107 s−1 cm−2 and

the density of the material was fixed at 10 cm−3. These values give the equilibrium

depth and recombination timescale as xs0 = 1.00 pc and trec = 11.7 kyr.

To determine the ionisation front evolution with time from the numerical simulation

results, it is necessary to find a way to suitably define the position x of the front for

the effectively continuous and smoothly varying interface layer which exists between

the highly ionised and neutral gases. There are several ways of defining this, utilising

varying assumptions and processes. Any ‘geometric’ method, defining a position on

the shape of the front, must define a ionisation fraction threshold, Xthresh; for which,

wherever the ionisation fraction profile crosses this threshold is the location at which

the ‘position’ of the front is defined.

1. A näıve, but straightforward and generally representative, assumption is to set

Xthresh = 0.5, that at whatever depth the gas becomes more neutral than it is

ionised is the front. If the front profile were symmetric about this threshold this

would fulfil other criteria, however this is not the case.

2. Perhaps a better basis relates to the quantity of material which is actually ionised,

the integral of the ionisation fraction profile with depth. It is then possible to

compare the integral of a step function which switches from 1 to 0 at the depth

xs, and the integral for a smooth front profile described in Section 3.2.1(b). A

numerical solver by bisection was used to evaluate this problem, minimising the

function

f =

∣∣∣∣
∫
Xstep dx−

∫
Xsmooth dx

∣∣∣∣ , (3.29)

using the smooth profile boundary condition X0 as the free parameter. The step

function with depth being Xstep and the numerically calculated solution to the

differential equation given in Equation (3.28) being Xsmooth. Once a minimum

has been found, the ionisation fraction at which the two profiles cross can be

found. This provides a threshold value Xthresh to be used in the same manner

as the previous method. Using this process, a value was found for Xthresh of

0.734 299 for Xi = 1, xs = xs0 (for which the boundary condition was found to be
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X0 = 0.990 586). This means that a smooth ionisation profile crossing the step

function at X = 0.734 299 provides the same quantity of ionised material as the

step function itself.

Using this threshold throughout assumes that the shape of the front takes the

same form throughout the evolution. This is not the case; meaning that the

position of the front for the simulation will be inaccurate at early times, but tend

towards this correct solution as time progresses.

3. Rather than describe the position of the front in terms of the shape of the front at

each step, this can be bypassed, and the underlying mechanism for the previous

method can be used directly. For this a quantity x′ can be introduced, which is

the integral of the ionisation fraction the material with depth over all space,

x′ =

∫ ∞

0

Xxdx. (3.30)

This quantity is the column depth of material ionised.

As the SPH particles comprising the material are known to be spread evenly

along the length of the material, it is a simple process to obtain the equivalent

discretised quantity for the simulations. This can be defined as the summation,

x′ =

npartic∑

i=1

Xi∆x, (3.31)

where ∆x = xmax/npartic, the approximate depth represented by any single par-

ticle in the collection; the total depth divided by the number of particles, npartic.

This also gives the property xs
′, the same calculation for the point at which the

front has reached equilibrium.

It is method 3 which shall be used, as it means that the solution given by Equa-

tion (3.15) can be used with Xi = 1; due to the correspondence of the quantity of

material being ionised. The description for method 2 is presented here regardless as

it is used to calculate the correct boundary conditions for the analytical solution of

Section 3.2.1(b).

Figure 3.3 is an illustration of the raw data for a 50 000 particle simulation after

a short while running, but before equilibrium is reached. The lowest particle count

was selected as the variations in both methods 2 and 3 are expected to be sensitive

to particle count, the differences will therefore be exaggerated here and represent an

upper bound on the uncertainties. Plotted along with the raw particle distribution is a

horizontal line at Xthresh and vertical lines indicating the front position using methods 2
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Figure 3.3: 50 000 particle simulation for 1D, non-hydrodynamic ionisation front
propagation test at 24.82 kyr (≈ 2.1 trec). Shown are the particle ionisation frac-
tions with depth; the red horizontal line is at Xthresh = 0.734 299, the red vertical
blue line is the Gaussian-based fit to the weighted-mean position of the particles
at the same Xthresh, the blue vertical line is the analytical solution position based
on Equation (3.15); and the green vertical line is given by the particle ionisation
fraction integral described in Equation (3.31).
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Figure 3.4: Results for 50 000 particles for static medium ionisation front prop-
agation tests. Illustrated by a solid red line is the position with time of the
ionisation front using the Xthresh = 0.734 299 criteria, and the solid green line
the direct summation/integral method given by Equation (3.31); as well as the
analytical solutions of Equation (3.15) for X0 = 1 and X0 = 0.990 586.

and 3. The method 2 position was calculated using the particle positions for a Gaussian

weighted average centred on Xthresh. The Gaussian width, σgauss was selected as 0.001,

an arbitrary value small enough to be a narrow selection, but large enough to include

sufficient particles for a valuable estimation; only particles within 7σgauss were used.

The number of particles within that range varies for each test and total particle count,

but for the 50 000 particle test displayed, this value varied between 100 and 200. This

plot represents relative positions of the lines around the maximum that they diverged;

as time increases the line positions become closer to the extent that they invariably

overlap.

Figure 3.4 is a comparison of these two methods, the position corresponding to

method 2, the particle ionisation fraction of X = Xthresh = 0.734 299, and the integral

equivalent through method 3. The results converge towards the same solution as equi-

librium is reached towards t/trec = 5, but present a slightly different profile at earlier

t/trec. The values differ by no more than 0.03/xs0 even within the steepest section of

the profile, indicating that the variation of the shape of the ionisation front with time

is only minor; the Xthresh based value for position along the front is also less smooth
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Figure 3.5: Profiles of ionisation front position with time for varied particle num-
ber of the static medium ionisation front propagation tests. Illustrated are the
positions with time of the ionisation front using the integral method described in
the text, for 50 000, 100 000 and 250 000 particles in a glass-like structure, and
125 000 particles in a cubic grid structure. The dashed line indicates the ana-
lytical solution for the propagation of a discontinuous front through the same
medium.

than the summation process.

3.2.1(d) Numerical Results for Ionisation Front Propaga-

tion

Figure 3.5 contains the results for tests of 50 000, 100 000 and 250 000 particles in the

glass-like structure described in Section 2.7.1, as well as a 125 000 particle 50× 50× 50

cubic grid; again mirroring the test setup used by Gritschneder et al. (2009a). The

50 000 particle test was included as the baseline for previous tests run to produce quick

results for feedback into checking the code.

The numerical results appear to overestimate xs
′, ending at 1.007 9, 1.009 6, 1.001 8

and 1.016 9 for 50 000, 100 000, 125 000 and 250 000 particles respectively. However, in

the case of each numerical simulation, the maximum ionisation fraction observed for

any particle is approximately 0.990 6. If one uses the full form of the equilibrium depth

equation, xs = F0/(n
2 αB Xi

2), using Xi = 0.990 6, xs
′ is given as 1.009. The use of this
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value for Xi can be justified by the boundary condition calculation in Section 3.2.1(b).

3.2.1(e) Investigation of Equilibrium Ionisation Profile

The exact profile with depth of the ionisation front from the tests already described

with the analytical solution for the front given in Section 3.2.1(b) can be compared. As

described there, however, determining the correct boundary condition is of importance,

as the apparent penetration depth of the front in the analytical solution is highly

sensitive to this parameter.

Calculating the boundary condition can be done analytically by determining a non-

empirical value for X0 first. Using Equation (3.16) and the knowledge that, at the

surface (x = 0), τx = 0, we have,

n (1−X0) F0 σ̄ = n2X0
2αB, (3.32)

this provides us with an equation which can be solved for X0. The solution has the

form (using a = F0 n σ̄ and b = n2 αB),

Xcalc
0 =

√
a2 + 4 a b− a

2 b
. (3.33)

For the physical situation being investigated, this gives a value for X0 of Xcalc
0 =

0.990 957. This boundary condition can be examined with the property used to define

the step function position of the front, the integral of the ionisation fraction over

depth, giving a value of x′ = 1.046xs0. This is in excess of the solutions for x′s using

Equation (3.12) for either the ideal case Xi = 1, xs = x′s = xs0, or the modified case

Xi = Xcalc
0 = 0.990 957 (x′s = 1.010). As a result, the profile appears correspondingly

deeper than the simulation results, for which the integral was never more than 1.017.

Selection of the suitable boundary can also be investigated empirically using the

method for finding Xthresh (Method 2) in Section 3.2.1(c), such that the integrated

quantity x′s for the profile matches up with the calculated value of that quantity. This

gives a boundary value of X0 = 0.990 586 for Xi = 1.0; and X0 = 0.990 591 for

Xi = Xcalc
0 . Both fall close to the maximum ionisation fraction of any SPH particle in

the simulations, all being in the vicinity of 0.990 6.

Figure 3.6 shows the results for these tests, displaying profiles for each of the particle

numbers used previously (50 000, 100 000 and 250 000 in a glass distribution; 125 000 on

a simple cubic lattice). In addition, two of the analytical solutions discussed are shown;

firstly the case where the boundary condition X0 = Xcalc
0 , and secondly the ‘best fit’

condition of X0 = 0.990 591. In the case of the former, it can be seen how much further
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Figure 3.6: Results for varied particle number for the ionisation fraction profile
at equilibrium. Illustrated are the Gaussian-smoothed fits to the particle distri-
butions of ionisation fraction with depth at t ≈ 5trec. Shown are lines for 50 000,
100 000 and 250 000 particles in a glass-like structure, and 125 000 particles in
a cubic grid structure. Solid lines are the ionised fraction, dashed lines are the
neutral fraction. The grey line represents the analytical solution based on Equa-
tion (3.28) for the boundary condition X0 = Xcalc

0 , and the black line that but
with the boundary condition X0 = 0.990 591.
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into the cloud the profile appears to have progressed. The latter provides a modified

profile matching up with the analytical solution for the integrated penetration depth,

xs
′. This form provides a close fit with the displayed numerical results.

3.2.2 Ionisation Including Hydrodynamics - Hydrodynamic

Implosion

The key interaction between the ionising radiation and the hydrodynamics components

of the code is not directly, but via the intermediate step of altering the internal energy

of the particles affected. Once the ionising radiation has done this, the behaviour of

the particles reaction to this change in internal energy is purely hydrodynamic. This

can be exploited to create a pure hydrodynamic test case which investigates whether

the alterations to the material which would be caused by the ionising radiation would

be followed through correctly by the hydrodynamics.

The concept of this test is a hydrodynamic implosion scenario, described and used

by Lefloch and Lazareff (1994). For the same purpose, a central, high density (nc =

100 cm−3), low pressure ‘cold’ sphere is embedded in a low density (nh = 10 cm−3),

high pressure ‘hot’ medium. The respective temperatures are selected such that a

specific pressure ratio between the cold sphere and the warm medium of Ph/Pc = 20

is set. This requires Tc = 100 K and Th = 20 000 K. This is designed to reflect the

pressure gradient across a newly ionised boundary region, created within the scale times

described previously. The ‘hot’ temperature is Th = 20 000 K rather than the expected

ionised equilibrium temperature of Th ≈ 10 000 K because a single equation of state is

used with a non-varying mean molecular weight. In the full version of the ionisation

code, the mean molecular weight decreases with increasing ionisation fraction, in this

artificial configuration this is not set to occur, and so a higher temperature is used to

account for this. Specifically, pure atomic hydrogen has a mean molecular weight of

µH i ≈ 1 u; when fully ionised, the effectively massless electrons (relative to the protons)

in a ratio of one per hydrogen ion, reduce this to µH ii ≈ 0.5 u. A factor of two increase

in temperature is therefore needed to represent this with a fixed µ = µH i.

In practice, boundary issues described in Section 2.7.3 result in a slightly higher

initial mean pressure ratio of Ph/Pc ≈ 25.8 due to the manner in which density is

calculated from the initial conditions. Figure 3.7 illustrates this issue, showing the

initial density distribution for the simulation. An unavoidable (for the manner in

which the code behaves) density mixing region exists for each particle i within 2hi

of the boundary between hot material and cold material. For the resultant actual

densities, the net pressure ratio is that which provides the value of Ph/Pc ≈ 25.8.

For initial pressures of Ph and Pc for the hot and cold material respectively, and an
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Figure 3.7: Profile of initial density with radius for hydrodynamic implosion
test. All SPH particles at r 6 0.75 pc (black dots) are the ‘cold’ sphere at
Tc = 100 K, and all SPH particles r > 0.75 pc (red dots) are the ‘hot’ medium at
Th = 20 000 K.

equation of state where P ∝ n T , will result in an equilibration of pressures at some

compressed radius Req. This is calculated assuming that the material compresses with

uniform density throughout the cold material, and that the ‘hot’ material is of fixed

pressure. Neither statement is true, but provides a useful reference point.

Given the equation of state P ∝ n T , where the constant of proportionality is the

same for both materials, solving for an equilibrium state is a ratio of the volumes of

the initial sphere and the compressed sphere, giving,

Req = R0

(
Pc
Ph

) 1
3

. (3.34)

For Lefloch and Lazareff (1994), the parameter Req ≈ 0.28 pc for the exact values

of the two densities. For the simulation here, the mean pressure ratio of Ph/Pc ≈ 25.8

results in Req ≈ 0.25 pc. Simply that the higher pressure difference should result in a

more compact sphere.

Figure 3.8 displays the profile of the average radius at which the boundary between

the cold and hot material resides (averaged over all directions, as the collapse cannot

be perfectly spherically symmetric) over time. The horizontal red and blue dashed
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Figure 3.8: Profile of boundary radius between the cold and hot material of the
hydrodynamical implosion with time. The red and blue dots indicate the radius
and time of maximum compression for this simulation and Lefloch and Lazareff
(1994) respectively. The horizontal red and blue dashed lines indicate the values
of Req for this simulation and Lefloch and Lazareff (1994), respectively.

lines indicate Req for this simulation and Lefloch and Lazareff (1994) respectively.

This radius is (expectedly) overshot in both cases due to the inertia of the collapse.

Indicating the result of this overshoot, a red dot at the radius and time of maximum

compression for this simulation, and a blue dot at the approximate location for the

same from Lefloch and Lazareff (1994). In addition, Figure 3.9 shows two density

cross-sections; one early in the collapse and one at maximum compression.

The behaviour observed is as expected, with the cold sphere undergoing compression

with a hydraulic shock driven inwards by the initial pressure discontinuity. The path

of the collapse through radius/time space very closely passes the reference point for

Lefloch and Lazareff (1994) at approximately r = 0.22 pc at t = 0.169 Myr. Maximum

compression in this test occurred at 0.219 Myr with a radius of 0.102 pc; the average

velocity of the boundary during its compression was ≈ 2.9 km s−1; the specific number

isn’t available for Lefloch and Lazareff (1994), but would be ≈ 3.1 km s−1 to reach the

stated minimum radius for the available value for time. The slight difference is likely

caused by the density mixing layer resulting in a slower shock due to the gentler initial

pressure gradient (despite the slightly higher net pressure gradient).

This outcome is consistent with with the expected pattern and profile for such a
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Figure 3.9: Snapshots of the cross-sectional density through the x-z plane of the
collapsing sphere during the early shock (left hand frame, t = 0.045 Myr) and at
approximately maximum compression (right hand frame, t = 0.219 Myr).

compression. Despite limitations in replicating the exact initial conditions due to the

nature of the SPH particles, the evolution matched that expected from Lefloch and

Lazareff (1994).

3.3 Convergence Testing

Given that the particle distribution for SPH initial conditions selected is still ultimately

random, it is important to determine how much of an effect variations in the particle

distribution has on the final result of the evolution of a simulated cloud, especially

with the addition of the strong dynamical changes induced by the addition of the EUV

radiation field. A series of tests were conducted with clouds whose parameters were

identical, but whose particle distributions were independently generated. Conceptually,

one would hope that the evolutions of these clouds would be identical, in practice, they

will vary to at least some degree. The key is determining the extent of these variation,

and hence get an impression as to whether any single result from a particular particle

distribution is suitably representative of a ‘perfect’ result.

3.3.1 Mass Resolution

Determining the correct resolution to use for the purposes of any simulation is a vital

aspect of being able to make sense of, and justify, the results that they produce. For

this purpose, a spherical, M = 30 M�, n = 1 200 cm−3 simulation set was generated, at
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Particle count M�/particle particles/M�
5 000 1.5× 10−3 167
10 000 3.0× 10−3 333
20 000 1.5× 10−3 667
50 000 6.0× 10−4 1 667
100 000 3.0× 10−4 3 333
125 000 2.4× 10−4 4 167
150 000 2.0× 10−4 5 000
200 000 1.5× 10−4 6 667
300 000 1.0× 10−4 10 000

Table 3.1: Table of the particle counts and mass resolutions for the mass resolu-
tion convergence testing simulations. Each of the ‘particles/M�’ mass resolutions
are rounded to the nearest particle.

a variety of mass resolutions. Eight instances of each test were run, with the particle

count and mass resolutions described in Table 3.1.

Figure 3.10 shows the profile of the time at which each of the simulations reached

a mean density (across all SPH particles) of 108 cm−3. In addition, the red pluses with

error bars indicate the mean time for that resolution, and ±2σ for the values.

Rendered images of the final step for one of each of the resolution results are shown

in Figures 3.11 and 3.12. Variations due to increasing resolution are clear, with the

profile of the cloud becoming more distinct and finer details beginning to show. Fig-

ure 3.13 shows a direct comparison between the particle resolutions of 50 000, 100 000

and 300 000 at 0.120 Myr. Variations have reduced to a minimal amount by 100 000,

though lacking in some of the features present in the higher resolution simulations.

In general, the formation of density-related features appears to be delayed at lower

resolutions, as is apparent from Figure 3.10.

For the 100 000 particle case, in the 30 M� cloud, assuming a worst case scenario

of the material falling below 10 K (towards the minimum equilibrium temperature in

the code of 5 K); the estimate of the critical density for artificial fragmentation found

by Bate and Burkert (1997) can be used, being,

ρcrit =

(
3

4 π

)(
5 Rg T

2 G µ

)3(
Ntot

2 Nnear Mtot

)2

. (3.35)

Converting the units to particle number density for convenience, this gives a value

ncrit ≈ 108 cm−3. This may seem a severe limit, but requires accounting for that the

temperature used is assumed to apply to every particle in the simulation. In practice,

temperatures as low as T < 10 K are only attainable once high densities have already

been reached.
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Figure 3.10: Times in the resolution convergence testing simulations at which an
all-simulation mean density of 〈n〉 = 108 cm−3 is reached (interpolated between
output snapshots), across several of the resolutions examined. Black crosses are
simulation results, red pluses with error bars are the means and ±2σ.
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Figure 3.11: Column density renders of one of each of the particle resolution
simulations for particle numbers of 10 000, 20 000, 50 000 and 75 000 (indicated
in upper left corner of each panel; column density is in cm−2).

Figure 3.12: Column density renders of one of each of the particle resolution sim-
ulations for particle numbers of 100 000, 150 000, 200 000 and 300 000 (indicated
in upper left corner of each panel; column density is in cm−2).
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Figure 3.13: Column density renders at t = 0.120 Myr of one of each of the
particle resolution simulations for particle numbers of 50 000, 100 000 and 300 000
(indicated in upper left corner of each panel; column density is in cm−2).
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This threshold is convenient, but not strictly calibrated for simulations with ex-

tensive additional physics. For instance, it does not account for the radiative cooling

functions produced by the formation of molecules at high densities. It can be deemed

to give an impression of the validity of the simulations, rather than a definitive arbiter

of whether or not it is correct.

This critical density threshold calculation is used in Section 4.2 as one of the cri-

teria for evaluating legitimate cores. It is calculated locally, per-particle, in order to

determine whether regions of high density particles are genuinely separate, or could be

the result of artificial fragmentation.

Shown in Figure 3.14 is the plot of the percentages of particles exceeding this criteria

locally at t = 0.120 Myr in the simulation. A few anomalously low values for some of the

lower particle counts, including values of zero, are from simulations in which noise has

prevented collapse to a high density point by 0.120 Myr, being low due to the absence

of any especially high densities. Very low / zero values in some of the higher resolution

tests are due to the simultaneous formation of multiple separate peaks/cores prior

to the artificial fragmentation limit, with especially high densities still not reached.

The profile retains a degree of variation, but exhibits no obvious net change after

the 3 333 particles/M� - 100 000 particles mark. After this point the means for each

resolution are all well within 2σ of each other. This can be interpreted as indicating

that, whatever other reasons for variation the simulation may have, they have ceased to

depend strongly upon the resolution in the region of 2 500 to 3 333 particles/M�. This

can provide a reasonable lower resolution limit of approximately 3 333 particles/M�.

Ultimately, the selection of a resolution at which to run a series of simulations

is weighted on the factors of accuracy and CPU-time. Once results are deemed to

have converged for increasing resolution, resolving details at smaller length scales may

be desirable, but encounters increasing CPU-time costs which, at some point, makes

increasing resolution infeasible.

3.3.2 Spherical Cloud Uniformity

Having selected 100 000 particles / 3 333 particles/M� as a suitable resolution; a larger

series of tests were conducted in order to assess the degree of variability due to the

randomised nature of the particle distribution. The first of these sets was for a simple

spherical cloud, and in the next section, an ellipsoidal cloud is examined in the same

manner.

Starting with a cloud with general properties matching those used in Chapters 4

and 5: a cloud of prolate aspect ratio, γ = 1, total initial mass M = 30 M� and initial

density of n = 1 200 cm−3, subject to an ionising flux of 109 cm−2 s−1. 32 instances of
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Figure 3.14: Percentage of particles exceeding the strict Jeans critical density
threshold for artificial fragmentation at t = 0.120 Myr, versus particle resolution.
Black crosses are from individual simulations, red pluses with error bars are the
means and ±2σ.
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Figure 3.15: Distribution of the time of the final timestep for 32 simulations
with identical initial conditions but varied particle distributions. The mean is
0.133 Myr, the standard deviation 0.002 Myr.

this cloud were generated with the glass-like technique described in Section 2.7.1, each

using random positions and orientations within an initial box of 7 077 888 particles;

with 100 000 particles for the simulations themselves, determined from the mass res-

olution requirements in the previous section. Several interesting comparisons can be

made between these tests, shown in Figures 3.15 to 3.17 are the distributions of the

times, masses above 108 cm−3, and maximum densities at the end of the simulations

respectively.

As can be seen in Figure 3.15, the simulations ran to varied times. The minimum,

mean and maximum of these times were 0.127, 0.133 and 0.136 Myr respectively; the

standard deviation of the distribution being 0.002 Myr. In order to best compare the

simulations to one another, the final common time of all will be taken, i.e. the minimum

final time, 0.127 5 Myr. As the simulations do not output timesteps by simulated time

intervals, but by computational timestep intervals, this means that it is impossible

to select an exact common time between the simulations, and the closest output to

the target time for each simulation is taken instead. This means that for each of the

subsequent ‘final common time’ data, the effective time is technically 0.127 5(1) Myr

with two standard deviations taken as the ‘uncertainty’.

With this in mind, similar plots to Figures 3.16 and 3.17 can be produced at a time

where the simulations should still be ‘in sync’. Figures 3.18 and 3.19 are just such

83



Figure 3.16: Distribution of the masses above a density threshold of 108 cm−3 at
the final timestep for 32 simulations with identical initial conditions but varied
particle distributions. The mean is 3.07 M�, the standard deviation 0.46 M�.

Figure 3.17: Distribution of the maximum density at the final timestep for 32
simulations with identical initial conditions but varied particle distributions. The
mean is 3.18× 1011 cm−3, the standard deviation 0.73× 1011 cm−3.
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Figure 3.18: Distribution of the masses above a density threshold of 108 cm−3 at
the common time of t = 0.127 5(1) Myr for 32 simulations with identical initial
conditions but varied particle distributions. The mean is 1.96 M�, the standard
deviation 0.20 M�.

illustrations of the data. The distribution is narrower for the distribution of masses

above the density threshold of 108 cm−3 (Figure 3.18); though has increased for the

distribution of maximum densities (Figure 3.19).

The wide variation in the maximum density is not necessarily of any concern, as

any sampling technique based on taking the value of any single particle becomes ex-

ceptionally susceptible to very localised variations skewing the impression of the whole

picture.

The distribution sampling at any single time after (it can be presumed) variations

in the outcome of the evolution have already set in, provides an un-converged data

set. However, the overall profile of the evolution (on the size scales of the cloud itself,

rather than the core regions) can be seen to be essentially the same. A sample of

nine clouds at t = 0.127 5(1) Myr are presented as column density rendered maps

in Figure 3.20 (at the length scale presented, the equivalent plots for t = tfinal are

indistinguishable). The structure on the length scale of the original cloud is very similar

in each case, a dome of increased density relative the the surroundings, with a central

intrusion into the apex of the dome of a high density spike. In this spike, created by

the converged high-density shocks, are located one or more ‘core’ structures. These are

undergoing gravitational collapse, and are the cause of the rapidly increasing densities
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Figure 3.19: Distribution of the maximum density at the common time of
t = 0.127 5(1) Myr for 32 simulations with identical initial conditions but var-
ied particle distributions. The mean is 2.12× 1011 cm−3, the standard deviation
1.30× 1011 cm−3.

and corresponding vanishingly small timesteps, preventing the continued simulated

evolution of the cloud.

Figure 3.21 presents the same clouds as displayed in Figure 3.20, but zoomed in on

the high density spike at the apex of the cloud. This region does experience changes

between the final common time and the actual final timestep for each simulation.

In particular, for many of the simulations, core collapse is able to continue slightly

further, illustrating more distinct cores and general further motion downwards as the

entire cloud recoils from the rocket effect. Figure 3.22 presents the same, zoomed in,

view of the nine clouds, but for each cloud’s own final timestep.

More variation, and more definition in the core shapes and positions, is clear in

Figure 3.22. The variation in the vertical position in the cores is a function of the

time at which the snapshot occurs, as the net vertical velocities of the high density

material, vz[n > 108], at t = 0.127 5(1) Myr is very similar across the 32 simulations

(〈vz[n > 108]〉 = −2.27(1) km s−1). Interesting substructure, beyond simple high den-

sity spherical cores can be observed, in particular a number of compact linear struc-

tures. The exact nature of these structures and their formation mechanisms, however,

is beyond the scope of the current investigation in to the uniformity exhibited between

variations in particle distribution. Further investigation into the configuration of cores
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Figure 3.20: Snapshots of rendered column density at t = 0.127 5(1) Myr for
9 simulations with identical initial conditions but varied particle distributions.
Column density is in cm−2.

and their surrounding structures is undertaken in Chapters 4 and 5.

An alternative illustration of the agreement between the separate simulations is

to observe the time evolution of some properties of the simulations. Presented in

Figure 3.23 are the time evolutions of the mean and maximum densities for each of the

32 simulations; along with the running averages for each statistic with time. Taking

this picture further, the ratio between the individual mean density profiles with time

to the spline-fitted profile can be examined; this is presented in Figure 3.24. It can be

seen that the variation between the simulations hovers at around 1 % for much of the

evolution, diverging upon the formation of cores in any of the simulations.

3.3.3 Inclined Ellipsoidal Cloud

It is important to guarantee that more ‘extreme’ asymmetric cases exhibit similar basic

uniformity as the spherical clouds shown so far. For this an ellipsoidal cloud with an

axial ratio of 2 and inclination of 45 ◦ is examined. As with the spherical cloud tests,

32 instances of this cloud were generated with the glass-like technique described in

Section 2.7.1, again using random positions and orientations. Shown in Figure 3.25

are the distribution of the times at the end of the simulations, plotted with both these

results and the sphere results shown in Figure 3.15. Other parameters are summarised
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Figure 3.21: Snapshots of rendered column density at t = 0.127 5(1) Myr for
9 simulations with identical initial conditions but varied particle distributions.
Detail of the high density spike structure at the apex of the cloud. Column
density is in cm−2.
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Figure 3.22: Snapshots of rendered column density at the final timestep for each
of 9 simulations with identical initial conditions but varied particle distributions.
Detail of the high density spike structure at the apex of the cloud. Column
density is in cm−2.
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Figure 3.23: Time evolution of the mean (lower, black lines) and maximum (up-
per, red lines) densities. Presented as solid, smooth lines in contrasting colours
and in front of each of the data sets is a spline-based best fit for each parameter.
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Figure 3.24: Time evolution of the fractional differences between the density of
each of the 32 simulations to the spline-based best fit line. Two horizontal dashed
lines indicate 100 % and 1 % difference.
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Figure 3.25: Distribution of the time of the final timestep for 32 simulations with
identical initial conditions but varied particle distributions. The black line is the
histogram for the angled ellipsoid initial conditions, with a mean of 0.147 Myr,
and standard deviation 0.009 Myr. The red line is a re-plot of the data presented
in Figure 3.15, presented for comparison.

in the Table 3.2.

The distribution seen in Figure 3.25 is clearly unfavourable for the angled ellipse ini-

tial conditions compared to the sphere initial conditions. This effect is to be expected,

however, with a greater degree of asymmetry and dynamic variation causing more var-

ied outcomes. The picture is better, however, when looking at the other parameters,

listed in Table 3.2. In this, it is shown that the absolute variation in the values (σ

in each pair of columns), is the same or smaller than for the sphere. This suggests

that although the formation times present a greater uncertainty in their values, the

properties of the cloud and its cores once formation occurs is fairly consistent.

A major caveat to the data presented thus far, however, is that it is taken from

specific frames of output. These are performed at regular timestep intervals, and due

to the variable timestep used by the simulation, do not all sync up in time. This means

that when a specific time for a simulation is evaluated, it is done so for the nearest

available output with respect to time. This means that certain quantities will appear to

have a variance greater than the simulation may actually be exhibiting, but has been
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Spherical Ellipsoidal
Parameter Mean σ Mean σ
tfinal (Myr) 0.133 0.002 0.147 0.009
Mass at t = tfinal (M�) 3.07 0.46 0.90 0.34
Max Density at t = tfinal (×1011 cm−3) 3.18 0.73 1.54 0.45
Mass at t = tcommon (M�) 1.96 0.20 0.25 0.20
Max Density at t = tcommon (×1011 cm−3) 2.12 1.30 1.01 0.89

Table 3.2: Statistical properties for two sets of 32 simulations, one a spherical
cloud and one an ellipsoidal cloud with axial ratio γ = 2 and inclination ϕ =
45 ◦. The other initial conditions of both cloud types were identical, with n =
1 200 cm−3, M = 30 M� and F = 109 cm−2 s−1. Each of the 64 clouds had
different particles distributions, obtained randomly using the glass-like method
described in Section 2.7.1. tfinal are the times at which the simulations ended
due to timestep contraction as a result of high-density core formation. tcommon

indicates the final time of the earliest simulation to finish, in other words the final
time at which all simulations have data. The masses indicated are the mass for
all material n > 108 cm−3.

added by the limited time frequency sampling. If, instead, the profile of the maximum

particle density with time is taken, and linearly interpolate those data; a time at which

a selected density is first reached can be obtained. For the tests above, for a density

of 108 cm−3, the mean interpolated time for that density’s first occurrence is 0.117 Myr

with a standard deviation of only 0.003 Myr, just over 2 % compared to the just in

excess of 6 % for the value shown in Table 3.2.

Figure 3.27 presents the equivalent to the Figure 3.21 plot, displaying rendered

images of column density for nine of the angled ellipsoid clouds at t = tcommon, the

largest time at which all simulations are still running. Several of the clouds have

already formed high density core structures, whereas some are still densities associated

with the bulk cloud material at that stage. Figure 3.26 illustrates a representative view

of the final morphology of the entire series of clouds. It shows a ‘spine’ like structure

along the upper centre of the remainder of the cloud, with a condensed ‘head’ at the

top right of the structure, this region being where the core formation appears to occur.

At the scale of the entire cloud, the end results are all as morphologically similar as

those instances for the spherical cloud shown in Figure 3.20.

Figure 3.28 is the equivalent of Figure 3.27 but at t = tfinal, each cloud is shown at

that cloud’s own final timestep, those times are shown in the upper left corner of each

panel. The scope of the axes has had to be enlarged substantially relative to the same

frames in Figure 3.27, to account for the variation in formation time having progress

the motion of cloud material due to the rocket effect by varying amounts. Similar

manners of shape and core qualities are observable in each frame, however, despite
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Figure 3.26: Rendered column density at t = 0.3 Myr for one of the ellipsoidal
test clouds, taken as a representative sample case. Column density is in cm−2.
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Figure 3.27: Snapshots of rendered column density at t = 0.130 0(1) Myr for nine
inclined ellipsoidal simulations with identical initial conditions but varied particle
distributions. Detail of the high density spike structure at the apex of the cloud.
Column density is in cm−2.
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Figure 3.28: Snapshots of rendered column density at the final timestep for each
of nine inclined ellipsoidal simulations with identical initial conditions but varied
particle distributions. Detail of the high density spike structure at the apex of
the cloud. Column density is in cm−2.
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the larger variation in position and time when compared to the same results for the

spherical cloud (Figure 3.22).

3.3.4 Summary

For the reasons presented previously, and the requirements necessitated by desire to

reduce computational time, 3 333 particles/M� was deemed suitable as the approxi-

mate resolution requirement for converged simulations. It will be used throughout as

standard.

In conclusion, whilst random variation due to the initial particle distribution causes

variation in the measured parameters, the general pattern of results remains consistent.

It can be said that, while any single test at the resolutions used doesn’t provide a

perfect representation of the results for the specified physical initial conditions only,

it produces ‘variations on a theme’, where the key properties and dynamic behaviours

are representative of the initial set up, if not unique to it.

3.4 The EUV Radiation Penetration Depth

Parameter

The peculiar dichotomy of the RDI mechanism is that the expectation of a compres-

sive shock front, driving material to high densities, is held in a balance against the

‘destructive’ effect of the radiation, strong photo-evaporation removing material from

the cloud and reducing potential for star formation. It is the exact balance of these

two effects which can be expected to determine whether, and to what efficiency, a given

cloud can be induced to form stars, or to vanish as a ‘cloud’, merging with the material

of the Hii region itself.

In order to better describe the dynamics of the clouds investigated, it can be useful

to search for some parameter which correlates with the key observed features of the

evolution of the system. For the system here, whose evolution is driven by the EUV

radiation flux and the geometry of the cloud, it is important to define a parameter

which pertains to both.

Equation (3.12) in Section 3.2.1(a) shows the equilibrium depth for the EUV ra-

diation. For an assumption of perfect ionisation, an approximation is given by d =
F0

n2 αB
, where F0 is the ionising radiation flux, n the initial density of the material

upon which the radiation is incident and αB the recombination coefficient, taken as
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2× 10−13 cm3 s−1 for these purposes (Dyson and Williams, 1997). This parameter de-

scribes the depth into the cloud at which the ionising radiation reaches a point at which

the total supplied flux is expended reionising material up to that depth, rather than

ionising new material. This takes place on timescales shorter than those of the dynam-

ical effect (explained in Section 3.2.1(a)), effectively ‘instantly’ from the perspective of

the global evolution of the clouds being investigated.

As has been mentioned, hydrodynamical effects will only begin to take effect to any

degree after the radiation has achieved this penetration into the cloud. As such, the

initial equilibrium depth of the cloud can be described as part of the effective initial

conditions, and incorporated into the desired parameter to describe the evolutionary

prospects of the cloud.

This will be examined in two sections. First, for the condition where the major

axis of the cloud is perpendicular to the axis of the radiation (ϕ = 0 ◦ inclination), in

which the maximum depth through the cloud along the radiation axis is simply two

times the semi-minor axis. Second for the asymmetric condition where ϕ 6= 0 ◦, which

introduces an additional complexity.

3.4.1 Clouds with ϕ = 0 ◦ Inclination

To account for the geometry of the clouds investigated, the following parameter can be

defined, being the ratio between the ionisation equilibrium depth, and the semi-minor

axis of the cloud (half of its total depth in the direction of the radiation, for clouds of

ϕ = 0 ◦),

dEUV =

(
F0

αB n2

)

(
a
γ

) =
F0 γ

n2 αB a
, (3.36)

this is expressed as a percentage, representing the proportion of the half-depth of the

initial cloud through which the radiation will advance prior to substantial dynamical

effects.

This parameter is comparable to those used by Lefloch and Lazareff (1994, 1995), ∆

and Γ. These acted as measures of the overpressure of the ionised gas and the ratio of

photon re-ionisation/new ionisation events, respectively; and characterised ionisation

shock propagation scenarios in a similar manner.

It will be seen that for dEUV 6 1 % the clouds are ‘shock dominated’ with the con-

vergence of the shock front from their origins on the curved upper surface of the cloud

resulting in preferential core formation wherever the locations of peak convergence are.

As dEUV increases further, of the order of 1 % < dEUV < 10 %, the locations of peak

convergence do not gather sufficient material to create densities high enough for core
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formation. This results in a more prolonged collapse, where collection of disturbed

material along a line coincident with the semi-major axis results in sporadic core for-

mation along the whole length of the final structure; this is termed ‘linear convergence

dominated’. At extreme dEUV (> 10 %), the cloud tends not to survive, with too much

material being evaporated and insufficient convergence of shock fronts to trigger col-

lapse. Cores may form, but due to the linear convergence mechanism, and sporadically.

This mode is termed ‘photoevaporation dominated’.

3.4.2 Clouds with ϕ 6= 0 ◦ Inclinations

Figure 3.29: An overall illustration of the geometry and parameters relevant for
inclined clouds. On the left is a cross-section through the x−z plane at y = 0, and
on the right is a cross-section through the y − z plane at x = 0. The parameters
and lines in orange are the geometric definitions of the cloud, semi-major axis
a, semi-minor axis a/γ (expressed as a function of the axial ratio γ) and the
cloud inclination ϕ. The curved black line ellipse arc is the initially unaffected
surface of the cloud; the upper blue ellipse arc is the original upper surface; and
the upper red ellipse arc is the modified upper surface, after penetration of the
ionising radiation to the equilibrium depth d. That equilibrium depth is shown
throughout as the short, green, vertical lines. The half-depth of the longest
vertical path through the ellipsoid at (y = 0, x = 0) is d0, where dEUV = d/d0.
In addition, the vertical, grey, dashed lines are labelled for parameters used for
identification of features in other sections. xmax is the farthest distance along the
x-axis that any part of the cloud extends to, xpeak is the location of the x-axis
of the peak or apex of the cloud (the x position for maximum y), and xa is the
projected distance xa = a cosϕ of the semi-major axis.

When dealing with clouds whose major axis is not perpendicular to the direction of

the radiation, a more general scheme must be devised. It is necessary to calculate the
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longest straight-line path through an ellipse aligned for a particular direction. This will

be a line through the centre of the ellipse. All of the relevant geometry and parameters

are displayed in Figure 3.29.

The polar form of the equations for an ellipse can be stated as,

r(θ) =
a b√

(b sin θ)2 + (a cos θ)2
. (3.37)

This gives the half-distance for the longest path for θ = ϕ for any inclination ϕ. The

half-distance is taken as it conveniently means that θ = ϕ = 0 and 90 ◦ results in the

semi-minor and semi-major axes respectively; rather than two times each. Presented

as a function of a and γ as in Equation (3.36), the general expression for dEUV can be

given as,

dEUV =
F0 γ

n2 a αB

√
cos2 ϕ+

sin2 ϕ

γ2
. (3.38)

This equation presents the entire picture of the dEUV parameter for combinations

of all of the parameters to be investigated. The intent is that it acts as an effective

mechanism through which to describe the relation between initial conditions of all

varieties and aspects of the evolution for those conditions.

It is of not insignificant note that the projected area of this ellipsoid on the x − y
plane can be expressed as,

A(a, γ, ϕ) =
π a2

γ

√
cos2 ϕ+

sin2 ϕ

γ2
. (3.39)

Expressing the relationship between dEUV and the area of the cloud intercepting the

EUV radiation with a proportionality constant of χ,

dEUV = χ A, (3.40)

which gives χ as,

χ =
F0 γ

2

π n2 αB a3
. (3.41)

The mass of an ellipsoidal cloud with particular density and geometric parameters

is M = (4 mH2 n π a
3)/(3 γ2) (where mH2 is the mass of a hydrogen molecule, and

n mH2 = ρ gives the actual mass density), substituting this in to Equation (3.41) gives,

χ =
4 mH2 F0

3 n αB M
. (3.42)
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Returning to Equation (3.40), this gives an alternative description of dEUV as,

dEUV =
4 mH2 F0 A

3 n αB M
. (3.43)

This shows the nature of the degeneracy within dEUV. For constant M , n and exposed

to the same F0, clouds of a variety of geometry and inclination combinations can result

in the same projected area, and will give the same dEUV. If the dynamics of the exact

geometry of the upper surface of the clouds are the dominant factor in determining the

path of the evolution of that cloud, this may limit the ability of the dEUV parameter to

describe all of these scenarios. If the dynamics are determined by the initial radiation

state, described by dEUV, then the whole picture may be given by the single parameter.

3.4.3 Effective Initial Geometry

With ionising radiation incident on the upper surface of the clouds, a surface layer, to

the aforementioned equilibrium depth, will be ‘instantly’ (on hydrodynamic timescales)

ionised. This mass is lost before hydrodynamical effects take over. It is possible, then

to calculate an ‘effective’ initial mass, modified by the amount lost from the surface of

the cloud. The manner in which the plane-parallel ionising radiation acts such that the

initial surface is the same shape as the original cloud, shifted down by the equilibrium

depth. The effective initial cloud will be the intersection of the original ellipsoid, and

this shifted ellipsoid.

Shown in Figure 3.30 is a plot of the ‘effective initial mass’ (mass remaining neutral

after several recombination timescales) for clouds of initial mass M = 30 M� and

ϕ = 0 ◦ at three densities used in subsequent sections, 100, 600 and 1 200 cm−3, with an

incident flux of 2× 109 cm−2 s−1. The results are strongly density dependent, as would

be expected, and show that the fraction of initially ionised material increases non-

linearly with increasing axial ratio. In all cases the least initial material is found at the

highest ratio, 8.0 in Figure 3.30, where it has fallen to ratios/masses of 59 %/17.60 M�,

98 %/29.37 M� and 99 %/29.79 M� for 100, 600 and 1 200 cm−3 respectively.

Shown in Figure 3.31 are the effective initial mass profiles for 30 M�, 100 cm−3

clouds at inclinations of 0 to 90 ◦ in steps of 15 ◦.

The point described at the end of Section 3.4.2, in which the degeneracy of certain

properties with regards to dEUV can be observed if the data from Figure 3.31 is taken

and replotted as the effective initial mass as a function of the value for dEUV calculated

for each cloud. This extends to adding clouds of varied initial density (50 and 600 cm−3

in addition to 100 cm−3). The values for dEUV, and correspondingly the effective initial

mass overlap broadly between the inclinations and densities.

101



Figure 3.30: Profiles of initially neutral material after one equilibrium depth of
ionising radiation (at a flux of 2× 109 cm−2 s−1) is applied to initial clouds of
M = 30 M� and ϕ = 0 ◦ at the indicated densities.

Figure 3.31: Effective initial mass profiles as a function of the cloud ratio, for
30 M�, 100 cm−3 clouds at the indicated inclinations.
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Figure 3.32: Effective initial mass profiles for 30 M� clouds. Numerical results as
data points for 50, 100 and 600 cm−3 clouds at inclinations ranges of 0 to 90 ◦ in
steps of 15 ◦ and axial ratios of 1 to 8 in steps of 1. Each are plotted as a function
of the cloud’s value of dEUV. The solid line indicates the analytical profile.

(a) (b)

Figure 3.33: Geometric illustration of the displaced cloud surface by the ionisa-
tion depth as cross-sections of the original ellipsoids (a), and the corresponding
geometry with the transforms applied to simplify to unit spheres (b).
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To calculate the analytical solution for the remaining neutral mass for the initial

conditions, it is necessary to consider the described pair of ellipsoids and find the ra-

tio between the volume of the intersection region, to the volume of a single ellipsoid.

Working with ellipsoids is awkward and given that only a single translation is made

(offset at an inclination can be considered as simply a translation along that same

inclination angle by the same amount) the entire scenario can by reduced by scaling

transformations to conformally map to two unit circles, greatly simplifying the calcula-

tions. The scenario is illustrated the two panels of Figure 3.33. Figure 3.33a describes

the familiar scenario in coordinates fixed to the axes of the ellipse. d in this panel is the

equilibrium depth, d = F0

n2 a
without dividing by a scale-length (as with dEUV itself).

Figure 3.33b shows the situation after translations have been applied to produce two

unit spheres. Specifically, relative to the original coordinate system (x, y, z), we have

a new coordinate system (x′, y′, z) where,

x′ =
x

a
, (3.44)

y′ =
y γ

a
. (3.45)

The scenario displayed in Figure 3.33b has then also been rotated (due to the introduced

circular symmetry) for ease of illustration.

The equilibrium depth in this new coordinate system is d′, this is calculated using

the simple statement that the two axial components of d are dx = d sinφ and dy =

d cosφ. This gives transformed coordinates of,

dx
′ =

d sinφ

a
, (3.46)

dy
′ =

d γ cosφ

a
, (3.47)

with their magnitude,

d′ =
d

a

√
sin2 φ+ γ2 cos2 φ. (3.48)

Conveniently, though to be expected, as it is just the proportion of the equilibrium

depth to a scale length, d′ = dEUV (as can be shown through the use of trigonometric

identities). In Figure 3.33b this offset is represented as an axially aligned line simply

because the orientation becomes irrelevant in the circularly symmetric scenario, and it

makes the presentation of other aspects of the scenario less complicated to view.

Having created a system of two unit spheres with a known offset, the important
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parameter to determine is the ratio of the intersecting volume to the volume of the

original. This ratio is the same in both coordinate systems, and will provide the true

ratio of both volume and mass (due to constant density) and hence the effective initial

neutral mass. Importantly, the system now also has mirrored symmetry about the

orange line in Figure 3.33b representing the plane at which the two spheres intersect.

The volume of a spherical ‘cap’ is given by,

Vcap =
π h2

3
(3r − h) , (3.49)

where h is the height of the cap, and r the radius of the sphere. As we have a unit

sphere, and two of these caps, one either side of the plane of symmetry, this gives,

Vcap =
2 π h2

3
(3− h) . (3.50)

2h can be seen to be the diameter of the sphere minus the offset, giving h = 1 − 1
2
d′,

and an expression for the total intersection volume (the overlapping region between

the red and black circles of Figure 3.33b) of,

V =
2 π

3

(
1− 1

2
d′
)2 (

2 +
1

2
d′
)
. (3.51)

With some additional rearrangement, division by the volume of a unit sphere and

recalling that d′ = dEUV, the fractional volume, ν, is,

ν =
1

16
(dEUV − 2)2 (dEUV + 4) . (3.52)

The result of this is plotted in Figure 3.32 along with the data for examples of

individual cloud calculations. The most useful aspect for the purposes of the clouds

investigated by simulation later, is that for small dEUV, the first order approximation

of Equation (3.52) becomes the simple, linear,

ν ≈ 1− 3

4
dEUV. (3.53)

This means that for small dEUV, the mass loss through rapid evaporation is directly

proportional to 3
4
dEUV. dEUV can therefore be described as a fundamentally physical

parameter, describing the effect the ionising EUV radiation has relative to the cloud

scale and mass, as well as its geometric configuration.
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3.5 Setting initial conditions

Shown in Figures 3.34a and 3.34b are the profiles of the distances with stellar luminosity

at which certain specified surface fluxes would be observed, for an Hii region expanding

through a medium of constant density 100 cm−3. The luminosity range was from stellar

luminosities measured in hydrogen ionising photons per second calculated by Martins

et al. (2005). Where, for O-stars of various luminosity classes, stellar temperatures of

between 30 000 and 45 000 K provided a maximum luminosity range of around 1047.5 to

1049.5 s−1. Figure 3.34a displays this as absolute distances from the illuminating star;

and Figure 3.34b as a fraction of the Strömgren radius as given in Equation (3.1).

In both cases, the ranges for surface fluxes of the order of 109 cm−2 s−1 provides

sensible configurations. The range of distances is sensible in scale relative to observed

structures, and not too close the Strömgren radius itself, where the front may already

have transitioned to D-type.

These factors make the use of 109 cm−2 s−1 a good basis for investigating the be-

haviour at the boundary of the Hii region of an O-type star or small OB association.

In all cases, the recombination coefficient αB is set as 2.7× 10−13 cm3 s−1 (Lefloch

and Lazareff, 1994), and the absorption cross-section, σ is set as 6× 10−18 cm2 (a wide

range of values have been used in the past for this parameter, but see, for example

Verner et al. (1996); in addition, there is some considerable leeway in which value

is used for the numerical implementation as described in Kessel-Deynet and Burkert

(2000)).
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(a)

(b)

Figure 3.34: Profiles with stellar luminosities of the distances required for each
specified flux of 1× 108, 109 and 1010 cm−2 s−1. (a) the distances themselves in
parsec, (b) as a fraction of the Strömgren radius.
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Chapter 4

The evolution of normal prolate
molecular clouds at Hii

boundaries

Content in this Chapter is based on, and in areas reproduced from, Kinnear et al.

(2014). The aforementioned paper was produced during this PhD, and is listed in the

declarations for this thesis.

In looking at the various geometric configurations of prolate clouds subject to EUV

radiation, a logical starting point is a set up in which there is analytically advantageous

symmetry. Such a configuration is a prolate ellipsoidal cloud of semi-major axis a

and semi-minor axis b = a/γ, oriented such that the major-axis is perpendicular to

the incident radiation. This geometry is illustrated in Figure 4.1, and represents the

starting point for this investigation.
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Figure 4.1: Annotated illustration of the geometry of the clouds investigated in
this section; an isotropic interstellar background radiation field is also included,
but not presented in the diagram.

4.1 Introduction

4.1.1 Background

Most of the current RDI models adopt a spherical molecular cloud as the initial condi-

tion in simulations. However, recent observations on a large sample of isolated molec-

ular cores have revealed that spherically symmetric molecular cloud cores are the ex-

ception rather than the rule (Jones et al., 2001; Myers et al., 1991; Curry and Stahler,

2001; Rathborne et al., 2009). Theoretical investigations have also found physical

mechanisms which result in formation of prolate clouds in general astrophysical envi-

ronments (Tassis, 2007; Boss, 2009; Cai and Taam, 2010). Shown in Figure 4.2 is the

distribution of molecular clumps over the ratio γ of the semi-major (a) to semi-minor

(b) axis, collated from a Galactic Ring survey of 6 124 objects, which gives a mean

axial ratio γ = a
b

= 1.6 (Rathborne et al., 2009). It is worth noting that the data from

which these ratios were calculated was determined using the FWHM of two axes in

the observation. As such, clumps which are elongated but have their semi-major axis

intercepting the observational plane by an angle are represented with a lower γ value

than their actual ones. It can be expected that the ‘true’ ratios of these objects will

be shifted to higher γ value range.
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Figure 4.2: The distribution of molecular clumps over the semi-major to minor
axial ratios γ. Statistics based on the data in a survey for 6 124 single molecular
clumps (Rathborne et al., 2009).

4.1.2 Initial Stability of a Prolate Cloud

This chapter is concerned with the investigation of the dynamic evolution of a prolate

cloud with its semi-major axis perpendicular to the incident direction of EUV radiation

as shown in Figure 4.1. Dynamic evolution, in this context, constitutes the motion of

material, material properties, and high density regions, up until the formation of the

first, or first few, high density cores of ≈ 1013 cm−3. The geometric parameters for

the clouds will be notated as the semi-major axis, a, and the ratio of semi-major to

semi-minor γ = a/b, rather than the semi-minor axis length itself.

As it is important to configure the initial cloud such that its collapse can be posi-

tively linked with the incident EUV radiation, it is necessary to ensure that the initial

conditions of the cloud are stable against pure gravitational collapse. The Jeans’ cri-

terion (in terms of Jeans’ number J) for an isolated prolate cloud to be stable against

its own gravity can be expressed as (Bastien, 1983),

J =
π G ρ µ b2

15 e Rg T
ln

(
1 + e

1− e

)
6 1, (4.1)

where ρ, b, T and µ are the mass density, the minor axis, the initial temperature and

the mean molecular mass of the prolate cloud respectively, G and Rg the Gravitational

Constant and Specific Gas Constant, and with the eccentricity e =
√

1− b2

a2
=

√
γ2−1

γ
.

Substituting ρ = (3M) / (4πab2) into Equation 4.1, the condition for the major axis
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a of an isolated non-collapsing prolate cloud is obtained,

a > acrit =
µ G M

20 Rg T e
ln

(
1 + e

1− e

)

= 0.052
M∗ γ

T
√
γ2 − 1

ln

(
γ +

√
γ2 − 1

γ −
√
γ2 − 1

)
[pc], (4.2)

where M∗ is the mass of the prolate cloud in units of solar masses, and a and acrit

have units of Parsecs. For a given molecular cloud of mass M∗, initial temperature

T and ratio γ, the conceptual minimum value of semi-major axis length acrit can be

calculated, the major axis of an initially gravitationally stable cloud should therefore

satisfy a > acrit.

4.1.3 Initial Conditions of Prolate Clouds

Table 4.1 describes the range of initial conditions for the simulated prolate clouds,

the corresponding section numbers in which the they appear as well as the objective

of investigation for each. The initial conditions are described in terms of the mass

(M), density (n), axial ratio (γ), and EUV flux (F0), covering the range of defining

characteristics of the clouds investigated.

4.2 Core finding

A limitation of the code being used for this investigation is the omission of ‘sink par-

ticles’. SPH simulations are subject to what constitutes both an advantage and dis-

advantage with their effective adaptive spacial resolution. Increasing densities occur

through SPH particles becoming closer together, with adaptive smoothing length, par-

ticles closer together represents smaller smoothing lengths, and hence increased spa-

cial resolution. Unfortunately, when there is gravitational collapse, especially when

chemistry is included, producing decreasing temperatures enhancing the collapse, par-

ticles will continue closing together. As the timestep of the simulation is based on

the Courant-Friedrichs-Lewy (CFL) condition, the result of this is that the timesteps

will become vanishingly small, preventing the simulation from advancing. This can be

‘catastrophic’, in that a rapidly increasing number of timesteps is required for decreas-

ing amounts of time and, for all intents and purposes, the simulation has ended.

Sink particles were created as a remedy for this situation (Bate et al., 1995). Once a

dense collection of particles obtained collective properties which exceeded the require-
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ments for its formation, a sink particle would be placed at their centre of mass, and the

original particles removed from the simulation. The sink particle would possess all of

the fundamental quantities of the ensemble of particles used in its creation, conserva-

tion of mass, momentum and energy. They are usually designed with the assumption

that they already represent compact (compared to the SPH particles) objects, e.g.

protostars or similar. They can accrete additional SPH particles, but otherwise only

interact gravitationally with their surroundings, no longer representing a fluid element.

Sink particles are accompanied by their own drawbacks, including the extensive

calibration necessary to ensure that their properties are consistent with the other ac-

companying physics. These can be improved upon and modified (Hubber et al., 2013)

for consistency with comparable simulations, across resolutions, and in comparison

with theory. However, implementation is still an extensive process and due to these

difficulties, testing must always be very extensive in order to validate the implementa-

tion.

Whilst sink particles are not implemented in RadCode II and the simulations halt

upon the formation of the initial highly condensed cores, it is useful to be able to

identify objects/regions which could be classed as collapsing material or actual pre-

protostars. For this purpose an algorithm and code was developed to search through

particles to find localised density peaks and material associated with those positions.

The code will be referred to as corefinder.

A ‘core’ in this context is defined as a region surrounding a local density maxima

with a peak H2 number density greater than 106 cm−3. This results in selection of

‘cores’ with a wide range of peak densities, from just over 106 cm−3 up to the code’s

effective limit of ≈ 1013 cm−3. This is less specific than the equivalent criteria to form

sink particles. This is because the intent is to locate regions which are approaching

collapse in addition to those actively undergoing collapse. Since the timestep issue

ends the progress of the simulation prior to all potential cores having reached the point

of formation, objects which would not be identified as ready to become an actual sink

particle can be identified as local density maxima. With information on their context

(peak density/surrounding mass/etc.), it can be determined in post processing what

prospect, if any, each may have to collapse to actual cores.

Importantly, for this work, a determination of whether the core is gravitationally

bound is not conducted. Implementation of criteria for selection based on the Virial

Theorem was not performed, though has been considered for future analysis. The cores

in this context are designed to represent high density regions only, as an alternative

to a ‘mass above a threshold density’ metric with ability to provide some indication of

probable core formation locations.
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The end of a simulation is taken as the practical limit of the formation of the

first, or first few, timestep converging cores with sufficient quantities of material at, or

approaching, n = 108 cm−3 for the timestepping to have ceased advancing. This will

be referred to as ‘density triggered completion’ of the simulation.

4.2.1 The Algorithm

In the following, the main framework of the corefinding code is presented.

To begin with, all particles below a density threshold (n < nthresh) are discounted.

Following this initial filter of particles, the cores are determined in the following pro-

cedures:

1. The code generates nearest neighbour lists for every particle using an Oct Tree

method, such as that described in Section 2.3.1. A set of Nnc neighbours is

selected, with this value configurable to adjust the qualities of cores identified.

It was intended that the same value as Nneigh for the SPH code be used, however

others are also investigated.

2. The particle with maximum density is selected and acts as the seed for the first

core.

3. The code then searches outwards to select all of the nearest neighbour particles

which have a density lower than ncurrent× fn. Where ncurrent is the density of the

currently branching particle, and fn is a fractional threshold for selection. This

fractional threshold is intended to be set as just over 1, to provide a selection of

marginally over-dense particles. For most of the work presented here, this was set

as fn = 1.01 for a 1 % over-density margin. From each of these neighbours, the

selection process then attempts to search further outward for any lower density

neighbours which have not already been selected. Each particle is added to a

list for the current seed as they are selected. An additional selection criteria is

that any connected particles will be automatically selected, regardless of relative

number density, if they are above the Jeans’ density limit described by Bate and

Burkert (1997), nlimit here. This is the density above which artificial fragmen-

tation is expected to occur, and the selection process ensures that local density

maxima separated by greater than this density are jointly selected as a single

core.

4. The selection process continues until no particles remain which are: (a) lower

number density than the last seed particle (plus the two exceptions); (b) not

already selected by the current seed.
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5. This procedure is then repeated from step 2. This time the new seed particle is

selected as being the next maximum density particle which has not already been

selected by a previous descent along nearest neighbour branches. This is done

until no particles remain which can be selected, having been ruled out by one

or more of the previously described criteria. Note that particles already selected

and labelled by one seed may also be selected and labelled by another seed. Each

particle builds up a list of which seeds have selected it.

6. Through this process, particles are selected in groups growing out from all lo-

calised density maxima. Following the selection of all possible candidate groups,

mean properties for each group are determined (position, density, i.e., collective

properties of any attribute possessed by the component particles).

7. An additional point of note regards particles which were selected and labelled

from multiple seeds. In the current implementation, the properties of any particle

which is part of more than one seed descent is equally weighted between those

seeds. A more comprehensive process for deciding ‘ownership’ of each particle

will be implemented in the near future.

8. Following the selection of all possible particles, some post-processing is performed

to filter the core selections. This incorporates deallocating any core possessing

fewer than a particular count Nunique of ‘uniquely selected’ particles (i.e. particles

selected by only itself, not shared with any other cores), and/or fewer than a

particular count Ntotal of particles for the entire core, including those shared with

another core. As the mass per particle is constant, these criteria can also be

considered as a minimum unique mass threshold for the core, and a minimum

total mass threshold for the core.

This method may provide an advantage in determining non-spherical or highly

asymmetrical cores, for which a radial selection or search may not be sufficient. It

additionally permits determination of structure shapes which are of highly irregular

geometries. These include filament and clump features as the approximate shape, size

and extent of each core can be determined in the code.

Figure 4.3 presents a graphical illustration of the process for a 1D arrangement of

particles. The following is the step-by-step explanation of the specific case illustrated.

a) The initial layout of particles, with the first seed having been selected as the

particle with the maximum density.
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b) Nearest neighbour particles are selected sequentially in a branching fashion. Note

the branch presented as a bold line, the density gradient is positive, which would

usually result in this branch not being permitted, however, since both particles

are above nlimit the branch is forced. Note that the algorithm is tracing as far

as it can down and to the left first, with leftmost particles furthest down the

tree begin selected afterwards. This reflects the true algorithmic operation of the

code, in which one particular path is traced all the way down, before backtracking

and trying routes from further up.

c) With all particles that can be selected based on the rules from the first seed. The

new maximum is selected from the particles not already marked as belonging to

a core.

d) The descent for the second core is performed. Particles already possessed by the

first core are permitted to be reselected.

e) An unselected particle still remains, and so is selected as a progenitor for a third

candidate core; most of its component particles are shared between all three cores.

f) With no unselected particles remaining, the core select process finishes, and those

which fail to fulfil remaining criteria are deselected. In this case, the third core

(blue) only possess one unique particle, assuming that Nunique > 1 this core is

removed from the candidate list.

4.2.2 Code Testing

Although there are no comparable codes available to provide a direct benchmark of

results and performance, the sensitivity of the results obtained to variation in the

free parameters for the selection criteria can be examined to determine the extent to

which the code is self-consistent and insensitive to resolution. The parameters which

characterise the behaviour of the algorithm are:
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Figure 4.3: Illustration of the corefinding process for a 1D representation of SPH
particles. Sequence of operations is from a) to f) in alphabetical order. Each
particle is represented by a circle of particular x-coordinate and density. nlimit

represents the density resolution threshold for artificial fragmentation.
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nthresh The threshold above which particles are permitted to be selected (below

it being discounted), and the lowest density for which a prospective seed

can be selected. This includes the selection of particles, as well as the

minimum core density peak; in other words, raising this value also reduces

the total number of particles, and hence mass, available to be selected for

cores which have a peak above the both threshold values.

fn The ‘over-density’ ratio, the fraction of the current branching particle

above which neighbours can be selected.

Nnc The number of neighbours to populate the nearest neighbour list with.

Nunique The minimum number of uniquely selected particles (shared with no other

core) a core is permitted to possess, below which it is discounted.

Ntotal The minimum total number of particles which a core must possess, below

which it is discounted.
Slight variation of these values should not substantially modify the statistics of the

cores being identified. It is also important to note that some of these criteria are not

equivalent to just selecting a subset of cores from a single run of the algorithm.

Presented in Figure 4.4 is the final timestep of a cloud from Section 4.5.1, with

initial properties of: γ = 2, n = 1 200 cm−3 and M = 30 M�, subjected to a EUV

flux of 2× 109 cm−2. The projected images of the final snapshot of this simulation are

presented in Figure 4.4.

This will be used as a sample cloud on which to examine the results of corefinder

for several selections of the available parameters. Table 4.2 describes the variations in

the parameters with which corefinder was run, and the basic results of each run of

the program.

For each combination of set parameters, the resultant core properties Nc and Mc

(number of cores, and the total mass of the cores, respectively), are presented along

with subsets of those properties for only cores above set density thresholds.

The data from this algorithm are only meant to be representative, not deterministic.

Given this, the results in Table 4.2 show good similarity for the ranges of parameters

investigated. The total selected core masses in each case vary by a maximum of <

10 % for the selection of every core, ±2 cores for high densities (n > 108 cm−3) and

no more than averaging 0.25 M� per core for the extremely high density selection

(n > 1011 cm−3).

Of interest, restricting the code to requiring higher numbers of unique and total

cores (higher Nunique and Ntotal), increases the mass found in higher density cores,

where it might be expected that the stricter criteria would reduce it. This is because

‘smaller’ cores which would otherwise be assumed to share the mass of the high peak
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label nthresh fn Nnc Nunique Ntotal Nc Mc Nc Mc Nc Mc

(cm−3) (all) (npeak > 108) (npeak > 1011)
T1 106 1.01 45 20 30 152 23.6 12 3.60 2 0.75
T2 106 1.01 45 40 60 104 23.2 10 4.44 2 1.08
T3 106 1.01 45 100 200 56 22.3 8 5.50 2 1.54
T4 106 1.01 100 20 30 106 23.9 10 4.05 2 0.94
T5 106 1.05 45 20 30 99 23.8 10 4.25 2 1.02

Table 4.2: Summary of test conditions for evaluation of the corefinding algorithm
parameters. To the left are the parameters as set, to the right are the results
for several properties of obtained from running the algorithm on identical sample
simulations.

density cores are discounted, and no mass is shared away from the few, definite, high

density cores themselves.

Configuration T3 proved to find core properties which could be considered more

useful, discounting smaller cores in favour of the few most massive and densest ones.

It is of less importance to identify the larger number of lower density cores, as a great

deal more uncertainty surrounds their continuing evolution. It was deemed suitable to

use as the basis for analysis, though can be modified based on selection of only the

higher mass cores, in addition to the other properties, for particular purposes in other

sections.

4.3 Axial Density Profile

In order to better characterise the distribution of high density material along the major-

axis of the cloud, a method was desired to describe not just the distribution of mass,

but that weighted by density (Nelson and Papaloizou, 1993; Nelson and Langer, 1999).

When sampling along a single axis, distributions of mass (mass per unit length) can

be deceptive. High values of mass per unit length cannot be assumed to represent

compact material, as the distribution in the remaining two axes is not described. For

an axial mass plot along the x-axis, a high value could be down to a particular mass

clustered in a small portion of the y- and z- axes (a high local density), or extremely

broadly along those axes (no high local densities). In determining to where material

is converging and where star formation is most probable, it is preferable to indicate

where high density is, not simply high mass per unit length.

One slight postscript to the statement that ‘mass per unit length is not preferable’,

is any instance in which the extent along the remaining two axes is known or limited.
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Figure 4.4: Each of three axial projections for a cloud with initial conditions
γ = 2, n = 1 200 cm−3 and M = 30 M�. Column density is in cm−2.
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For initial conditions of an prolate molecular cloud, mass per unit length can provide

information of the clustering of material. However, this is due to the constrained

geometry and uniform density.

The method represents the desired cloud properties by binning the SPH particles

along the cloud’s major axis, with each particle contributing its density towards the

bin total, rather than mass. This represents an effective mass per unit length weighted

by density (as each SPH particle is of the same mass). This will produce a ‘mean SPH

particle density per unit length’ if it were divided by the width of the bin, though

it is more convenient not to do so (the values remain related to the actual densities

involved) leaving the values ‘mean SPH particle density per bin’. This is a clearly

non-physical value, and does not represent any ‘real’ property of the simulated cloud,

it is a purely statistical impression of high density material distribution.

4.3.1 Bin Resolution

A key factor to consider in determining whether the binning method is suitable is

whether each SPH particle can be counted as being in a particular bin. Being, as

they are, a description of a distributed fluid packet, rather than a point, a choice for

determining whether or not they can fall inside a bin is whether the majority of their

smoothing kernel is inside it. This would prohibit cases in which the bins were thinner

than a particle’s smoothing length, or some proportion of it.

This situation extends to create the issue that you have the clear limiting factor of,

as the bin widths tend towards zero, the plot will be isolated individual spikes at the

exact axial location of the SPH particles, with the height of each spike the density of the

SPH particle. This would be the same (albeit without the vertical lines) as plotting the

SPH particle densities with x-axis position. This is shown in Figure 4.5 and could be

thought of as a suitable representation of the density distribution, however it prohibits

the presentation of multiple results simultaneously.

Presented in Figure 4.6 are six different bin resolutions evaluating the same cloud.

The cloud used for comparison is the same as in Section 4.2.2, with initial properties

of: γ = 2, n = 1 200 cm−3 and M = 30 M�, subjected to a EUV flux of 2× 109 cm−2.

The axial binning evaluations were performed along the x-axis, always between plus

and minus 0.78 pc, the initial semi-major axis of the cloud.

Values for the bin widths for these resolutions vary from 0.16 pc at 10 bins down

to 0.000 4 pc at 4 000 bins. However, it is also important to consider that density and

smoothing length are related by h ∝∼ n−1/3, and that, with a weighting factor based

on density, only dense particles (therefore those with the smallest smoothing lengths)

contribute to any noticeable degree. This means that even for bins widths larger than
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Figure 4.5: Raw particle density properties with position along x-axis for the
cloud of γ = 2, n = 1 200 cm−3 and M = 30 M�.

the smallest smoothing lengths, particles with smoothing lengths greater than the bin

widths can simply be discarded with almost no difference to the resulting plot. This is

only untrue in areas of the plot which are very sparsely populated (towards and beyond

the edges of the cloud), or extremely high bin resolutions. A presentation of the same

collection of resolutions, but with a filter applied to sample only those SPH particles

whose smoothing length is less than the width of the bin (h < xbin) is in Figure 4.7.

The qualitative shapes of the plots are the same for all resolutions bar 4 000, in which

only the high density core associated particles are able to be selected, leading to several

isolated peaks and zero elsewhere. A direct comparison of the 150 bin resolution with

and without the selection filter applied is shown in Figure 4.8.

A cursory analysis of the plots in Figure 4.6 illustrates that the underlying pro-

file is obtained for all of the investigated resolutions, with varying degrees of detail.

Characteristic values remain the same (≈ 1010 cm−3+ for the peaks and ≈ 106 cm−3

for the bulk cloud), which would not be the case for a ‘mean density per unit length’

formulation.

An alternative is to produce the same style of plot but rather than calculate the

mean density for each bin, use the maximum. This would produce a plot which would

effectively be an outer boundary around the particles displayed in Figure 4.5. Figure 4.9

displays again the mean particle density per bin for 150 bins (Figure 4.6) along with

the equivalent with maximum particle density per bin; superimposed over the top of

the plot of raw SPH particle densities with x-position. The outer bound provided by

the maxima bins are extremely sensitive to the densities of individual particles; the
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Figure 4.6: Comparison of varied bin resolution for axial density plots, the
minimum, mean, median and maximum smoothing lengths for the cloud were:
1.87× 10−5, 0.060 1, 0.002 7 and 0.741 6 pc; where bin widths are ≈0.016, 0.005,
0.001 and 0.000 2 pc for 50, 150, 600 and 4 000 respectively. Compare with column
density plots for the same cloud in Figure 4.4.
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Figure 4.7: Equivalent of Figure 4.6 with a filter to only sample those SPH
particles with h < xbin. Problematic zero-weighted bins only occur at the high
resolution configuration, the other profiles are qualitatively identical to those
without the filter. See Figure 4.8 for a direct comparison.
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Figure 4.8: Direct comparison of the 150 bin resolution plots without and with
the h < xbin SPH particle filter applied.

mean bins smooth out this effect, and give a better idea of the significance of each

apparent ‘peak’ as weighted by both the density and quantity of particles. The result,

for the mean bin method, is a compromise between the sensitive taking of maxima,

and a mass-per-unit-length plot which would show only the distribution of material,

as opposed to whether or not it was compact, high density material.

4.4 Evolution of High Mass Prolate Clouds

Nelson and Langer (1997) investigated the formation of high density spindles from pro-

late ellipsoidal clouds subjected to isotropic Far-Ultraviolet (FUV) interstellar back-

ground radiation. Clouds of several masses were investigated, 100, 150 and 200 M�,

all of initial axial ratio, γ = 2, and density n = 100 cm−3, with an FUV flux of one

Habing unit (Habing, 1968). In order to observe how the evolution of the same set

of clouds are altered when an EUV radiation field is introduced, this initial batch of

tests is based on these pre-existing configurations and notated A, B and C for the 100,

150 and 200 M� clouds respectively. Table 4.3 describes the set of initial properties for

these clouds in full.
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Figure 4.9: Comparison of the mean SPH particle density for each bin (red) and
the maximum SPH particle density per bin (green) for the 150 bin resolution
plots.

Name Mass (M�) a (pc) acrit(pc) dEUV

102
Particles

A 100 2.68 1.58 12 100 000
B 150 3.07 2.37 10 150 000
C 200 3.38 3.16 9.5 200 000

Table 4.3: The parameters of the three prolate clouds of similar initial uniform
density of 100 cm−3 and axial ratio γ = 2. The have particle mass resolution
of 10−3 M� per SPH particle (the resolution requirement determined in Sec-
tion 3.3.1). The columns, from left to right, are the name, mass, major axis
length a, the critical major axis length and the ionising radiation penetration
depth parameter (calculated with Equations 4.2 and 3.36).
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Figure 4.10: Sequence of the evolution of the mid-plane cross-sectional number
density for Cloud C, of initial density 100 cm−3 and γ = 2.0; subject to an
isotropic interstellar background radiation and ionising radiation. Time sequence
is top to bottom then left to right.

4.4.1 Basic Evolutionary Features

All three clouds in this group of tests exhibit similar basic characteristics in their

evolutions. Using cloud C as the exemplar model, it is possible to examine these in

more detail. Figure 4.10 shows snapshots of the evolution of this cloud covering the

initial conditions up to the formation of nmax ≈ 1013 cm−3 regions at t = 0.33 Myr.

As time progresses from the start of the simulation, the ionisation heating induced

shock propagates into the cloud through the upper half ellipsoidal surface (the star-

facing side), which is much stronger than that surrounding the lower half ellipsoidal sur-

face caused by FUV only. The shocked thin layer is very distinctive when t = 0.13 Myr.

During this time, the overall dimensions of the cloud greatly decreases due to the photo-

evaporation. With the shock propagating into the neutral cloud, the condensed thin

shell starts to fragment at t = 0.2 Myr due to its gravitational instability. The density

of the gas between the fragments is lower than that in the fragments and are pushed into
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the cloud by the high pressure in the Hii region, forming spike-like micro-structures.

These micro-structures have higher density than the neutral interior of the cloud, but

do not play significant role over the evolution of the whole system because of their

very small volume. At 0.33 Myr, the remaining material has evolved to a clumpy linear

structure of ≈ 1 pc in length, along which multiple condensed cores are embedded. The

peak density increases from 102 cm−3 at the beginning of the simulation to ≈ 1013 cm−3

at t = 0.33 Myr.

Using the axial density profile method of analysis described in Section 4.3, Fig-

ure 4.11 shows that profile for each of clouds A, B and C, along with the profile for

the same clouds without exposure to EUV radiation for comparison (independently

run simulations matching those in Nelson and Langer (1997)). The green line profiles

in the two panels of this figure describe the axial density profile of cloud C at its fi-

nal timestep of t = 0.33 Myr (lower panel) and the version without EUV at its final

timestep of t = 3.03 Myr (upper panel). The most obvious feature of the comparison

of these two profiles is that the EUV radiation for cloud C induces the formation of

clearly separated density peaks, mostly connected by a lower density structure; whereas

its FUV-only counterpart has all of its high density structure in a single, fragmented

region concentrated at the centre of mass. It is important to remind that an apparent

high density peak in axial density plots does not necessarily correspond to a single high

density core; multiple cores may be present at different y and z positions within the

same x-axis bin. Similarly, apparently continuous features (such as the broad plateau

for the FUV-only versions of clouds A, B and C) do not necessarily represent continuous

distributions of material with those densities. Multiple, high density peaks separated

by distances of the order of, or smaller than, the bin widths are not resolved. This is

exactly the case with the upper panel of Figure 4.11, where fragmentation of a spindle

structure formed along the semi-major axis of the clouds has produced narrowly sep-

arated, high density cores along its length. This mode of collapse is that which was

observed and noted by Nelson and Langer (1997).

Whilst the scale and extent of high density structure formation is substantially

smaller in cloud C than its FUV-only counterpart, the structure and densities it does

create are formed on a timespan of only 1/20
th of the FUV-only case. The weaker collapse

triggered by the FUV radiation is slower and, importantly, results in the evaporation

and loss of far less material than when EUV affects a cloud. In this instance the FUV is

also isotropic, with this symmetric collapse resulting in the containment and collection

of material more efficiently (with respect to mass) than EUV.
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Figure 4.11: Mean hydrogen number density along the semi-major axis of three
prolate clouds of initial density 100 cm−3 and varying masses. The upper panel
displays the three clouds subject to an isotropic FUV radiation only; the lower
panel shows the same three clouds subject to both FUV and EUV radiation fields.
The time scales for the clouds in frame (a) are 3.10, 3.02 and 3.03 Myr for the
clouds of 100, 150 and 200 M� respectively; and 0.33 Myr for all of the clouds in
frame (b).
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4.4.2 Common and Dissimilar Evolutionary Features

The basic appearance of clouds A and B during their evolution is the same as that

of cloud C, albeit at size scales varying according to their initial semi-major axes.

Furthermore, all clouds evolve to their final collapse state at the same time of t =

0.33 Myr.

It is apparent that the high density cores in all three simulated clouds including

EUV radiation scatter over the final clumpy linear structure unlike their corresponding

non-EUV simulations. In the FUV-only cases the high density material is more evenly

distributed along the final spindle structure. Also apparent in Figure 4.11 is that more

gas material remains in the linear structure in the simulation without EUV radiation

than that with EUV radiation. This is because the EUV radiation flux is more than 20

times more energetic than the interstellar background FUV radiation, the consequent

photoevaporation effect is stronger in a similar proportion. Furthermore, the number

of distinctive peaks increases with the initial mass of the cloud. This is understandable

as the major axis is longer in higher mass clouds to keep the same initial density,

accompanied with an increase in mean mass per unit length. Fragmentation of a

longer structure produces more individual fragments.

These highly condensed peaks can be considered to be potential sites for new star

formation. The scattered distinctive high density cores over the remaining linear struc-

ture implies that EUV radiation may be able to trigger a chain of stars to form in the

examined prolate clouds at an Hii boundary in less than 0.5 Myr. In contrast, the same

prolate clouds further away from a massive star are more likely to form a condensed

filamentary structure under the effect of the FUV only radiation over a period of a few

Myr.

4.4.3 Effects of Varied Initial Density and EUV Flux

To obtain a broader view of the high mass cloud simulation in an extended parameter

space, an additional set of simulations were conducted to observe the changes to the

evolution of the 200 M� clouds subject to variation in density n (D series simulations)

and incident EUV flux F0 (E series simulations). These tests, along with cloud C for

reference, have their properties tabulated in Table 4.4. For each parameter, n and F0,

three additional simulations were run.

4.4.3(a) D series simulations - varied initial density

Presented in Figure 4.12 are the axial mean density distributions along the linear

structures at the final timestep. The plot for cloud C is also included for comparison.
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Name Density a Flux dEUV Time
(cm−3) (pc) (cm−2 s−1) (10−2) (Myr)

C 100 3.38 109 9.5 0.334
D1 400 2.13 109 0.93 0.327
D2 600 1.86 109 0.48 0.288
D3 1,200 1.48 109 0.15 0.233
E1 100 3.38 107 0.095 0.966
E2 100 3.38 108 0.95 0.776
E3 100 3.38 8× 109 76 0.268

Table 4.4: The parameters of the further exploration high mass prolate clouds.
The columns, from left to right, are the name, density, major axis length a,
incident EUV flux and the ionising radiation penetration depth parameter. Time
indicates the final simulation time. Clouds D1-3 are the additional density-varied
tests, and clouds E1-3 are the additional incident flux-varied tests.

It is interesting to see that with increasing initial density, the condensed cores gradually

occur closer to the two foci, the two ends of the final filament structure. This is because

the ionising radiation penetration depth parameter decreases with the increase of the

initial density, the mode of the evolution of the cloud changes from ‘linear’ to ‘foci’

convergence. These modes of convergence can be described as the scenarios in which

either the initial compressed shock causes superposition of sufficiently high densities

that core formation occurs at regions where the shock surfaces are focused (‘focus’/‘foci’

convergence), or this does not directly result in sufficient densities, but the subsequent,

turbulent, flattened ‘linear’ structure results in secondary high density regions through

complex motion and cooling.

4.4.3(b) E series simulations - varied initial flux

The four panels in 4.13 illustrate the axial mean density distributions, in simulations

with a cloud of the same initial conditions as cloud C, but different EUV radiation

fluxes; notated as clouds E1-3 in 4.4. The distribution of the condensed cores gradually

changes from the two-foci concentrated to scattered over the whole filament, with the

increase of the EUV radiation flux, i.e., increase of dEUV. The mode of the evolution

of the cloud changes from foci to linear convergence.
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Figure 4.12: The axial mean number density profile at the final timesteps in four
molecular clouds of same mass of 200 M�, and γ = 2, but different initial densities
as shown in the top-left corner in each panel. The densities are in units of cm−3.
The times at which the simulations ended are shown in Table 4.4.
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Figure 4.13: The axial mean number density profile at the final timesteps in four
molecular clouds of same mass of 200 M�, γ = 2 and initial density of 100 cm−3,
but under the effect of different EUV radiation fluxes as shown in the top-left
corner in each panel. The fluxes are in units of cm−2 s−1. The times at which the
simulations ended are shown in Table 4.4.
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4.5 Evolution of 30M� Prolate Clouds

The prolate clouds in this section have masses M = 30 M�, two initial densities of

n =600 and 1 200 cm−3, and varied initial geometrical shapes defined by the axial ratio

parameter 1 6 γ 6 8. These are categorised into two groups, G1 and G2, as listed in

Table 4.5. Their initial major axes are all larger than their acrit, which means they are

all stable against purely gravitational collapse. There are 19 clouds in each group and

are numbered from 1 to 19. The identification for each cloud is notated as G1(No.)

and G2(No.), e.g. the 5th cloud in the G2 series, γ = 2.0, is named as G2(5). Each

of the simulations for the 38 clouds was run with 105 SPH particles, leading to a mass

resolution of 3× 10−4 M� per SPH particle, meeting the mass resolution requirements

imposed by the convergence testing in Section 3.3.1.

4.5.1 Effects of Varied Axial Ratio at 1 200 cm−3

The morphological evolutions of the clouds in the G2 group bear many similarities;

in the same manner as Section 4.4.1, one cloud from G2 is taken as the exemplar to

examine in detail, and with which to describe the common features of the evolutionary

sequences of the G2 series as a whole. The cloud for this purpose is G2(5), initial axial

ratio γ = 2, the same ratio as the high mass clouds.

The six panels in Figure 4.14 describe the evolution of the cross-sectional number

density in the mid-plane (x − z and y = 0 ) of G2(5). The morphological evolution

appears to follow the general picture described by the RDI mechanism. A condensed gas

layer at the upper ellipsoidal surface has formed within 0.11 Myr. The density inside the

shocked layer increases as it propagates inwards. At t ≈ 0.19 Myr, the highly condensed

layer fragments, creating a curved clumpy filamentary structure with condensed cores

embedded. The corresponding overhead (x− y) column density view of the evolution

of the cloud displayed in Figure 4.15, further confirms the formation of the filamentary

structure and its fragmentation. It can be seen that the filamentary structure forms as

a high-density ‘spine’ aligned with the semi-major axis at t = 0.11 Myr. The material in

the two hemispheres is seen converging to the major x-axis, and material from negative

y heads toward the positive y direction, and vice-versa. At t = 0.15 Myr, this thin and

long structure starts fragmentation. Some of the fragments disperse off the major axis,

and a broadly zig-zag fragment-core structure is left at t = 0.19 Myr.

The red dotted line in Figure 4.16 describes the axial mean density distribution at

t = 0.19 Myr. It shows distinctive high density peaks forming at the two ends of the fila-
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G1 G2
No. γ acrit a600 dEUV a1200 dEUV

1 1.00 0.052 0.623 0.713 0.494 0.225
2 1.25 0.060 0.722 0.770 0.573 0.242
3 1.50 0.067 0.816 0.817 0.648 0.257
4 1.75 0.073 0.904 0.860 0.718 0.271
5 2.00 0.079 0.988 0.900 0.784 0.283
6 2.25 0.084 1.069 0.935 0.849 0.294
7 2.50 0.039 1.147 0.969 0.910 0.305
8 2.75 0.093 1.222 1.001 0.970 0.315
9 3.00 0.097 1.295 1.030 1.028 0.324
10 3.25 0.101 1.366 1.057 1.084 0.333
11 3.50 0.104 1.435 1.084 1.139 0.341
12 3.75 0.107 1.503 1.109 1.193 0.349
13 4.00 0.110 1.569 1.133 1.245 0.357
14 4.50 0.116 1.697 1.179 1.347 0.371
15 5.00 0.121 1.820 1.221 1.445 0.384
16 5.50 0.126 1.940 1.260 1.540 0.397
17 6.00 0.130 2.056 1.297 1.632 0.408
18 7.00 0.138 2.278 1.366 1.808 0.430
19 8.00 0.145 2.490 1.428 1.977 0.450

Table 4.5: Parameters of two groups of molecular clouds of same mass but differ-
ent initial densities of 600 and 1 200 cm−3. From left to right, columns 1-3 are the
number identity, axial ratio and the critical semi major axis defined by Equation
4.2 for both G1 and G2 clouds. Columns 4-5 are the major axis and dEUV defined
by Equation 3.36 for the G1 clouds, and columns 6-7 are the same parameters
for the G2 clouds. All of the semi-major axes and critical semi-major axes are in
units of pc and dEUV values as percentages.
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Figure 4.14: Evolution of the cross-sectional density in the mid-plane for the
prolate cloud G2(5) over 0.19 Myr. Time is displayed in the upper right of each
panel. The order of time evolution is top to bottom and then left to right.
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Figure 4.15: Evolution in the xy-plane projection (column density) of the prolate
cloud G2(5). Time is displayed in the upper right of each panel. The development
of a linear filament-like structure along the ‘spine’ of the cloud can be seen to
have occurred by 0.11 Myr; its fragmentation into zig-zagging, thinner filaments
visible at the final time, 0.19 Myr. Column density is in cm−2.
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Figure 4.16: The axial mean number density profile for clouds G1(5) (600 cm−3,
γ = 2) in solid black and G2(5) (1 200 cm−3, γ = 2) in dashed red. G1(5) is at
t = 0.22 Myr and G2(5) at t = 0.19 Myr.

mentary structure. The penetration depth parameter of cloud G2(5) is dEUV = 0.283 %

as shown in Table 4.5, which means that EUV radiation induced shock dominates the

evolution of G2(5) and enhances the self-gravity of the cloud G2(5) so that most of

remaining condensed gas is driven toward the two foci of the cloud over its evolution

(foci convergence).

Figure 4.17 displays the cross sectional density distribution in the mid-plane for nine

representative clouds in the G2 group, at the end of the simulation. The curvature of

the final morphology of the structure formed decreases with the increase of the initial

axial ratio γ. An initially spherical cloud (γ = 1) evolves to a type B BRC with a

highly condensed core forming at its head in the shortest time of 0.13 Myr. Clouds

of 1 < γ 6 1.5 evolve to a type A BRC with a dense core forming at its head in a

longer time, between 0.13 and 0.17 Myr. In the clouds of 1.5 < γ 6 3, a bright rimmed,

curved and clumpy filament forms with cores embedded along the linear structure over

increasing timescales, with increasing γ, up to 0.21 Myr. The time for core collapse for a

cloud increases when the foci changes from one to two. However, in the clouds of initial
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Figure 4.17: The cross-sectional density in the mid-plane for the 9 representative
prolate clouds in the G2 series at their final time step. The number in the upper-
left of each panel is the axial ratio γ, and the number in the upper right is the
evolutionary time.
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Figure 4.18: The axial mean density over x-axis (normalised to the initial cloud
semi-major axis) for nine of the G1 (black solid line) and G2 (red dashed line)
series clouds (indices 1, 3, 5, 7, 9, 13, 15, 17 and 19). The number in the upper
left of each panel is the γ value of the clouds.

3 < γ 6 10, the core formation time decreases from 0.21 to 0.15 Myr with increasing

γ. This may be because as the clouds with γ > 3 become increasingly elongated, the

converging gas material has ever shorted distances to reach their two foci. Therefore

spherical and highly ellipsoidal clouds have shorter core formation times than those of

the mid range of axial ratios (this can also be seen in Figure 4.22).

It is also possible to look at the axial mean density profiles of a set of clouds in the

G2 group. The red dashed lines in Figure 4.18 reveal the location of the high density

regions triggered by the EUV radiation flux for 9 representative clouds selected from

the G2 group (the axial ratio for each is displayed in the upper left of the panel). An

initially spherical cloud G2(1) converges to its gravitational centre to form a single

dense peak as shown in the first panel. As axial ratio increases, high density cores

begin to form at the two ends of the final structures. The G2 group clouds all have

dEUV < 0.5 % and therefore all collapse in the mode of foci convergence.
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4.5.2 Effects of Varied Axial Ratio at 600 cm−3

The clouds in the G1 series have an initial density of half that of the G2 group, 600 cm−3.

Their EUV radiation flux penetration parameters are in the range 0.713 % 6 dEUV <

1.428 %, higher than that of any cloud in the G2 group.

The morphological evolutions of G1 and G2 group clouds are similar. Clouds of

γ equal or close to 1 form type B or type A BRCs with a single core at the peak of

the structure. As γ increases, the clouds evolve into filamentary structures with cores

embedded inside. For even higher axial ratios, warm but dense capillary structure

appears ahead of the shocked layer as seen in Cloud C as well. The axial mean density

profiles for 9 G1 group clouds are plotted as black solid lines in Figure 4.18, which

cover the range of dynamic features of the G1 series.

As seen from Figure 4.18, the clouds of 1 6 γ < 2 (0.713 % 6 dEUV < 0.9 %)

in both groups are spherical or quasi-spherical and evolve to similar structures with

a highly condensed core. One difference being that more gas material is evaporated

from G1 group clouds than the G2 group clouds. This is shown by the narrower

density profile when compared with the G2(1-4) clouds. The above feature can be

explained by the higher values of dEUV in G1 clouds, where more surface material is

photoevaporated. However, the overall dynamical evolution of these clouds can still be

categorised as shock dominant, as most of remaining material in the cloud converges

to the gravitational centre of the BRCs.

Clouds of 2 6 γ < 6 (0.90 % 6 dEUV < 1.26 %) in the G1 group not only develop

highly condensed cores at one or both ends of the final filamentary structure, but also

between the two foci. This is especially notable as the middle core in the cloud G1(9)

of γ = 3, which has a much higher mean density then the ‘foci’ cores in the same cloud.

The above feature suggests that the EUV radiation induced shock dominance decreases.

As such, the gravitational convergence toward the two foci is gradually weakened and

more gas collapses toward the major axis to form a filament, which then fragments

into a few dense cores. It appears that their collapse modes are in a transition region

between foci convergence and linear convergence.

The clouds with axial ratios 6 6 γ 6 8 (dEUV > 1.26 %) all collapse in the mode of

linear convergence, and the condensed cores spread over the final filamentary structure.

For example, in the cloud of γ = 8 (dEUV = 1.43 %), convergence toward two foci has

broken, the high density cores have similar mean peak density as the consequence of

the fragmentation of the final filamentary structure.
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Cloud name M n dEUV Mode of convergence
(M�) (cm−3) (%)

G0 30 100 17.8 linear
G1(17-19) 30 600 1.30 - 1.43 linear
G1(5-16) 30 600 0.90 - 1.26 foci/linear
G1(1-4) 30 600 0.71 - 0.86 foci
G2(1-19) 30 1200 0.23 - 0.45 foci

Table 4.6: A summary of the evolutionary destiny of the molecular clouds of mass
30 M�.

4.5.3 Effects of Varied Axial Ratio at lower densities

To confirm the correlation observed between dEUV and the evolutionary destiny of a

cloud, two additional sets of simulations were run with prolate clouds of 30 M�, but

of lower initial densities, 300 and 100 cm−3. Each group has four different clouds of

γ = 1.5, 2.0, 2.5 and 4.0. With these initial conditions, the 300 cm−3 clouds have

ionising depth parameters of 2.6 % 6 dEUV 6 3.6 %, and the clouds of 100 cm−3,

16 % 6 dEUV 6 22 %. In total 8 simulations were run with the same mass resolution

as used in the G1 and G2 series simulations.

The morphological evolution and the axial mean density profiles are qualitatively

similar to that of the highly ellipsoidal clouds in the G1 simulations, so similar plots

to Figure 4.16 and Figure 4.17 are not presented. None of these clouds collapse in the

mode of foci convergence. A representative simulation from the set of 8 is selected to

compare its mode of convergence with that of the G2(5) and G1(5) clouds illustrated

in Sections 4.5.1 and 4.5.2 respectively. The cloud selected has an initial density of

100 cm−3, γ = 2 and dEUV = 17.8 %, and is notated as cloud G0.

Figure 4.19 shows a comparison of the axial mean density profile over the normalised

x-axis for three molecular clouds of γ = 2, M = 30 M�, and initial densities of 100

(black line for G0), 600 (red for G1(5)) and 1 200 (green for G2(5)) cm−3. It is clearly

seen again that the mode of collapse in the three clouds changes from linear convergence

in G0, to the foci-linear mixture in cloud G1(5), then to foci convergence in G2(5),

with dEUV decreasing from 17.8 % to 0.28 %.

Table 4.6 presents a summary on the evolutionary destiny of all the investigated

clouds in this series, related to the diagnostic parameter dEUV.

4.5.4 Location and Distribution of Cores

From the above investigation, it is known that high density cores formed in clouds of

lower dEUV (6 1.25 %) tend to locate around the two ends (foci) of the final filamentary
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Figure 4.19: The axial mean number density distribution for molecular clouds of
30 M� and γ = 2 but different initial densities. The legend boxes describe the
line styles and colours for the densities of the featured clouds, G0 (100 cm−3),
G1(5) (600 cm−3) and G2(5) (1 200 cm−3). The evolutionary times of the clouds
featured are 0.25, 0.22 and 0.19 Myr for G0, G1(5) and G2(5), respectively.
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structure. The detailed location profiles of condensed cores along the x-axis using the

core finding program described in Section 4.2 are now investigated. For this objective,

only cores with a peak density (nc) higher than 108 cm−3 are of interest, which can be

taken as the potential seeds for new stars to form (Nelson and Langer, 1997).

Plotted in Figure 4.20 are the distributions of condensed cores in G1 and G2 clouds

of different γ. The short horizontal lines specify the initial extent of the semi-major axis

along the x-direction for clouds of the γ and initial density specified in the plot. The

derived data of cores from the corefinding process has been further filtered by the peak

density, nc, (> 108 cm−3 in all cases described here) and a minimum mass threshold

mc. The two panels on the left have a selection of mc > 0.06 M�, and the two on

the right of mc > 0.2 M�. The x-displacement parameter is the modulus of the x-axis

position of the peak of the core, |xc|. Within each panel, two peak density regimes are

distinguished by circles with white fill, indicating a density of 108 6 nc 6 1012 cm−3,

and black filled circles for nc > 1012 cm−3, being cores of extremely high density. It is

seen from each panel in Figure 4.20, that extremely high density cores only form in the

clouds of lower γ values and appear at the focus points.

In the two panels on the left, where mc > 0.06 M�, the upper of these is for the G2

series of clouds, and the lower for the G1 series. With increasing γ, high density cores

form mainly around the foci of the ellipsoidal cloud in G2, but appear scattered over

the whole cloud length in some of the G1 clouds.

The results for the higher core mass criteria (mc > 0.2 M�) are the two panels on

the right. It is seen that the high mass cores in all clouds of the G2 series are located

at the centre or foci along the x-axis. The picture is not so simple in G1 clouds. In

clouds of γ 6 2, high mass cores appear close to the centre point x = 0 pc. Some clouds

of γ > 2 have the high mass cores at two foci and closer to the middle of the x-axis as

well. Some more ellipsoidal clouds have high mass core(s) either at/around the foci or

spread between the foci. A few of the higher γ clouds in G1 have no core(s) with mass

higher than the threshold 0.2 M�.

The general picture that is revealed is that the clouds in the G2 and the low γ clouds

in the G1 groups have almost all of their cores located around their foci. Clouds of

higher γ values in G1 have their condensed cores spread along the x-axis. The different

core distributions between these clouds can be explained by the lower dEUV in the G2

and low-γ G1 clouds, compared to the high γ G1 clouds.

4.5.5 Total Mass and Formation Times of Cores

In order to evaluate the efficiency of EUV radiation triggered potential star formation

in the different prolate clouds of the G1 and G2 groups, it is sensible to investigate
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Figure 4.20: x-displacement locations (|xc|) of condensed cores formed in the G1
and G2 cloud series with different criteria on the threshold of core mass mc. n
is the initial density of the clouds whose cores are sampled in the corresponding
panel. The short horizontal line for each γ examined denotes the initial semi-
major axis of the cloud. The white circles indicate cores of density 108 6 nc 6
1012 cm−3 and the black circles core densities of nc > 1012 cm−3.
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Figure 4.21: The total mass mtot of all cores with selection criteria of nc >
106 cm−3 and mc = 0.06 M� at the end of the simulated evolution for all G1 and
G2 clouds.

the total mass of dense cores and the time for high density core formation in clouds of

different γ in both groups.

Plotted in Figure 4.21 is the variation of the total mass of high density cores in a

cloud, mtot, with γ for both groups. It is clearly seen that for each pair of G1 and

G2 clouds of the same γ, mtot for the G2 cloud is more than double that of the G1

cloud. G1 group clouds have higher dEUV and therefore lose more material through

photoevaporation. The range of mtot is 1 to 4.85 M� in the G2 series and 0.05 to 2.2 M�

in the G1 series.

However the variation of mtot over γ in each individual group is non-monotonic.

Taking G2 group as an example, the spherical cloud has highest degree of convergence,

so it has the maximum total core mass. When 1 < γ 6 1.5, although the cloud becomes

an ellipsoid, the two foci are still very close to each other that their effect on gathering

gas toward them is similar to one focus cloud. This can be confirmed by the single

high density peak in the corresponding axial mean density distribution (in red lines) in

Figure 4.18. The final structure still keep the morphology of a single BRC as shown in

Figure 4.14. When γ increases to 1.5, the overall gravitational convergence toward the

centre of mass decreases, so the total core mass mtot of the high density core decreases

with γ, to the value of 2.6 M�.

When 1.75 6 γ 6 2.25, the distance between the two foci in a cloud increases to
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Figure 4.22: The earliest core formation time for all clouds in the G1 and G2
series.

such a degree that two foci convergence becomes obvious, as shown in the corresponding

panels (in red lines) in Figure 4.18, the morphology of the final cloud is no longer a single

BRC but a linear structure as shown in Figure 4.14. Now there are two gravitational

converging centres to accrete gas, so the total core mass shows a sharp increase to

4.2 M� at γ = 1.75, then slightly increases with γ up to 4.85 M� at γ = 2.25.

As γ increases further, the initial cloud becomes highly elongated, the initial mass

per unit length along the major axis becomes extremely low and the gas available to be

accreted by the two foci similarly decreases. Therefore mtot decreases with γ as shown

in Figure 4.21.

Figure 4.22 shows the variation of the characteristic high density core formation

time, tcore, over γ for the two groups of clouds. An overall picture is that the core

formation time is shorter in all (but two) of the G2 clouds than in its γ counterpart

for G1. This can be surmised to be due to the evolution of each of the G2 clouds being

more shock dominated than each for G1. The variation in initial cloud density (600

and 1 200 cm−3) is small compared to the final densities (of order 1012 cm−3), meaning

that the increase in starting density alone for the G2 clouds relative to the G1 clouds

is unlikely to account for the reduction in formation time.

In both series, spherical clouds take the shortest time to be RDI shocked into form

condensed cores, at t ≈ 0.125 Myr. Beyond γ = 1, the core formation time increases.

This is determined to be because, as the single focus splits towards two foci, collection
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of material, and subsequent gravitational collapse becomes slower. The clouds in the

G2 set are taken as an example to look at the variation of tcore over γ. tcore increases

from 0.125 to 0.22 Myr in clouds of 1 < γ 6 3. For clouds with axial ratio γ > 3,

the shocked gas has a decreasing distance to travel along the smaller semi-minor axes

to collapse toward the foci, resulting in a decreasing time required for collection of

material and core formation. The variation of tcore with γ in G1 clouds is observed to

follow a similar pattern.

4.6 Correlation with Observations

Many of the fragment-core structures found at Hii boundaries have their linear axes

perpendicular to the direction of the host star(s). A few examples of such structures

are presented in Figure 4.23. The morphology of these structures is very similar to

that within the simulations which are presented here. Object A in the left panel of

Figure 4.23 (a 60 µm Herschel image of M16) is a typical linear structure with two

condensed ends, whose morphological image is similar to the simulated structures from

G2 clouds. Objects B and C in the same panel, as well as the other linear structures in

the upper and lower right panels in Figure 4.23, have similar morphological structures

to clouds A, B, C and several clouds in the G1 series. Therefore, it is reasonable to

suggest that these fragment-core structures are the outcomes of the interplay between

the EUV radiation from nearby stars and its initial prolate molecular cloud.

4.7 Link with Other Modelling Work

The fragment-core structures found along Hii boundaries and the perfect Hii bubble

structure (Whitworth et al., 1994; Deharveng et al., 2009, 2012) were taken as the

result of the ‘Collect and Collapse’ (C & C) mechanism (Elmegreen and Lada, 1977;

Dale et al., 2007) in previous theoretical modelling work. By setting a star in the centre

of a uniform spherical cloud, C & C simulation can result in a perfect ‘Bubble’-like Hii

region with a fragment-core inner boundary.

Recently, Walch et al. (2012) performed SPH simulations based on the RDI model,

by replacing the uniform density spherical cloud used in C & C model with a fractal

molecular cloud. Their simulations revealed the formation of a similar Hii bubble

structure with a wide spread network of fragment-core structure.
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A

B

C

Figure 4.23: Fragment-core structures taken from various sources. On the left is
the segment of the Herschel image of M16 at 60 µm. In the upper right panel is
a section of a Spitzer pseudo-colour image of part of IC1848E (Chauhan et al.,
2011). The lower right panel shows a segment of a fragment-core structure in
a Hubble image of Carina Nebula in neutral hydrogen, taken from the Hubble
website.
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These simulations show that the fragment-core structure sporadically located along

an Hii boundary could also be the consequence of RDI on a pre-existing uniform prolate

cloud with its semi-major axis perpendicular to the ionising radiation flux.

The RDI and C & C mechanisms are equivalent in terms of the physical interaction

process between ionisation radiation and a molecular cloud, but they are different in

terms of the initial conditions of the molecular cloud used and the relative position of

the star to the molecular cloud. A uniform spherical cloud with ionising star in its

centre is used in C & C model, a fractal and spherical molecular cloud with stars at

its centre is used in Walch’s RDI model, and a pre-existing prolate cloud with ionising

stars at its one side is used in the RDI model here. The details resolved from different

models could explain the variety in the structures of Hii regions observed.

The structural differences can be argued to be the variation in initial conditions

between ionisation fluxes embedded within perfectly uniform environments (C & C

bubbles); environments with a medium degree of inhomogeneity (Walch et al., 2012); up

to a very high degree of inhomogeneity, in which separated structures exist, providing

small isolated molecular clouds with a high density ratio to their surroundings. The

latter of these incorporates this research where, instead of the entire environment being

the subject, the clouds could be considered individual isolated elements of a larger

structure.

4.8 Conclusions

I. Simulation results on three high mass prolate clouds reveal that a plane-parallel

EUV radiation field can trigger formation of distinctive fragment-core structures,

in comparison with the formation of a high density spindle when no EUV radiation

is present.

II. Further investigation on both the high and low mass clouds finds the embedded

cores can either spread over the final linear structure or accumulate around the

two foci of the cloud, dependent on the initial conditions and radiation fluxes. A

dimensionless parameter of the EUV radiation flux penetration depth dEUV can

be used as an indicator to the evolutionary destiny of the clouds investigated. In

clouds of dEUV 6 0.86 %, the collapse of a cloud is through foci convergence. The

high density cores mainly locate around the two ends (two gravitational foci) of

the linear structure with potential to form two well separated stars or two groups

of stars. In clouds of 0.86 % < dEUV 6 1.26 %, the mode of the cloud collapse is a
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mixture of foci and linear convergence. The high density cores are found at one or

two ends of the linear structure, while some cores with slightly lower density are

also found between the two foci. In clouds of dEUV > 1.26 %, the cloud collapses

in the mode of linear convergence, when the high density cores spread over the

whole linear structure with potential to form a chain of stars.

III. Data analysis on the total core mass and core formation time in the two groups

of low mass clouds (the G1 group with initial density of 600 cm−3, G2 with that

of 1 200 cm−3) finds that:

i. the total core mass mtot in each of the G2 clouds is more than double that in

each corresponding G1 cloud.

ii. in clouds of the same initial density, mtot decreases with γ in clouds where

there is only one or quasi-one gravitation centre, then a sharp increase for

where there are two well separated foci, finally decreasing with with γ again

after γ > 2.25.

iii. the characteristic core formation time tcore is shorter in 95 % of the G2 clouds

than that in the corresponding cloud in the G1 series. It increases with γ

when γ 6 3 , then becomes a quasi-constant at γ > 3 in both cloud groups.

iv. the spherical cloud has the highest mtot and shortest tcore in both groups of

clouds, which implies that EUV radiation triggered star formation in spherical

cloud is most efficient for the perpendicular cloud scenario.

IV. On an extremely general level, it is observed that high EUV fluxes (high dEUV)

disrupts clouds, whereas low fluxes (low dEUV) gives higher potential for star

formation, agreeing with other statements to the same effect (Bisbas et al., 2011a).

V. As the high density cores are the potential sites for future star formation, it can

be concluded that, for prolate clouds with their major-axis perpendicular to the

same incident EUV radiation:

i. in clouds of the same axial ratio, EUV radiation triggered star formation

would be more efficient in the cloud with higher initial density.

ii. in a group of clouds with same initial density, EUV radiation triggered star

formation is more effective in clouds of intermediate axial ratio 1.75 6 γ < 3.

VI. The sporadic core-fragment structures found in multiple Hii boundaries may be

taken as the result of RDI in pre-existing prolate clouds, such as investigated here.
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Chapter 5

The evolution of inclined prolate
molecular clouds at Hii

boundaries

5.1 Introduction

The previous chapter examined prolate clouds exclusively oriented such that there was

a high degree of symmetry. All clouds began with their semi-major axes normal to

the incident radiation. This scenario can be extended to incorporate off-axis incident

radiation. This is implemented by rotating a prolate ellipsoidal cloud of semi-major

axis a and semi-minor axis b = a/γ through an angle ϕ, being the angle between the

semi-major axis, and an axis normal to the incident radiation. This configuration is

illustrated in Figure 5.1, and represents the starting point for this investigation.

Although mirrored symmetry still exists about the x− z plane, unlike the previous

chapter the symmetry about the y − z plane has been removed, and can be expected

to result in more substantial complex and dynamical effects in the cloud evolution.
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Figure 5.1: Annotated illustration of the geometry of the clouds investigated in
this Chapter.
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5.1.1 Background

Modelling the RDI mechanism with a spherical molecular cloud as an initial condition,

exposure to plane-parallel Extreme Ultraviolet (EUV) ionizing radiation, produces for-

mation of standard type A, B and C BRCs and illustrates their formation process. The

resultant BRCs follow the existing symmetry of their initial conditions, axially aligned

to the direction of the incident radiation, with rotational symmetry around that struc-

ture axis (Bertoldi, 1989; Lefloch and Lazareff, 1994; Kessel-Deynet and Burkert, 2003;

Miao et al., 2006, 2009; Gritschneder et al., 2009b; Miao et al., 2010; Bisbas et al.,

2011b).

However, there is sufficient evidence to suggest that these results are not representa-

tive of the most common circumstances in Hii regions. Investigation of the structures

at Hii boundaries shows that,

i. some BRCs do not present with a cometary morphology, rather a ‘fragment-core’

linear structure perpendicular to the incident radiation axis (see, for example

Chauhan et al. (2011))

ii. most BRCs nominally classed as A, B or C type BRCs are not symmetric about

the incident radiation direction, possessing structural axes at inclinations to it,

and asymmetric structure around that axis (Thompson et al., 2004; Morgan et al.,

2004). As shown in Figure 5.2, there is a distribution in inclination between the

general structural axis and the incident radiation axis, based on the observation

data of groups of BRCs in about 10 emission nebulæ (Osterbrock, 1957)

iii. in observed asymmetric BRCs, the head or tip of the BRC is not the exclusive

location of identified multiple star or sequential star formation; being also present

in compressed layers along the star facing sides of the BRCs (Fukuda et al., 2013;

Mäkelä and Haikala, 2013; Sicilia-Aguilar et al., 2014; Panwar et al., 2014).

This observational evidence would suggest that RDI modelling from spherical initial

conditions, or even symmetric conditions (up to and including the mirror symmetry

of Chapter 4), are not sufficient to accommodate the variety of potential morphologies

and physical features which should be expected.

Observations on the physical properties of molecular clouds have revealed that

spherical clouds are rare cases (Gammie et al., 2003; Doty et al., 2005; Rathborne

et al., 2009) and there are many physical processes which lead to formation of prolate

molecular clouds (Gong and Ostriker, 2011; Gholipour and Nejad-Asghar, 2013). To

investigate the mechanism for the development of structures of various morphologies
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Figure 5.2: The distribution of the inclination angle ϕ, which is defined as the
angle between the major axis and the x axis as shown in Figure 5.1, of the BRCs
in about 10 emission nebulæ (Osterbrock, 1957).

other than the conventional symmetrical A, B and C type BRCs at Hii boundaries,

using an initially non-spherical cloud in RDI modelling seems the most feasible choice.

For an ellipsoidal geometry cloud, a parameter ϕ can be defined, being the inclina-

tion between the plane normal to the incident radiation direction and the semi-major

axis of the cloud. This expands upon the existing geometric parameter γ = a
b
, the ratio

of the semi-minor and semi-major axes, introduced for Chapter 4. Illustrated in Fig-

ure 5.1 is the configuration of these parameters, along with several to be described and

utilised later in the Chapter. By expanding the parameter space in this way, one can

expect that the variety of the morphological structures derived from RDI simulations

must be greatly increased.

5.1.2 Initial Conditions

The initial conditions are subject to the same criteria as those in Section 4.1.2 for

stability against gravitational collapse, i.e. that the semi-major axis is equal to, or

exceeds the value defined in Section 4.1.2 for other given parameters of the cloud.

The geometric shape of a prolate cloud in the simulations is described by a pair of

initial parameters (a, γ) with an orientation to the plane of the plane-parallel ionization

radiation flux being 0 ◦ 6 ϕ 6 90 ◦, as shown in Figure 5.1. The ionization flux onto

the surface of the cloud on the star side is plane-parallel to the z axis.

Letting r be the distance of any point on the surface of a prolate cloud in the xz

plane from the origin, and θ the angle between r and the x axis, the equation of an
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inclined ellipsoid is,

r =
a√

cos2(θ − ϕ) + γ2 sin2(θ − ϕ)
. (5.1)

Several locations of interest are notated in Figure 5.1. The maximum x coordinate

(xmax), the x projection of the semi-major axis (xa) and the x position of the apex

(xp), in this Figure are, respectively,

xmax = a

√
cos2 ϕ+

sin2 ϕ

γ2
, (5.2)

xa = a cosϕ, (5.3)

xp =

(
a sinϕ√

1 + γ2 tan2 ϕ

)(
γ − 1

γ

)
. (5.4)

As an important indicator to the dynamical evolution of a prolate cloud with an

inclination angle ϕ, the effective illuminated area by the EUV radiation is,

A =
πaxmax

γ
=
πa2

γ

√
cos2 ϕ+

sin2 ϕ

γ2
, (5.5)

which is a decreasing function with ϕ, has a maximum πab = πa2/γ at ϕ = 0 ◦

(perpendicular to the radiation direction) and a minimum πb2 = πa2/γ2 at ϕ = 90 ◦

(parallel to the radiation direction).

5.1.3 Ionisation penetration depth parameter dEUV

In Section 4.1.2 the ionisation penetration depth parameter, dEUV, was used to charac-

terise the EUV radiation state for each cloud. In that case it was defined as the ratio

of the true (physical) ionisation penetration depth to the scale depth (in the direction

of the ionising radiation) of the cloud. This scale length was easily defined as simply

being the semi-minor axis, b, or a/γ. The case for an inclined ellipsoidal cloud is more

complex; the scale length is similarly defined as half the maximum path length through

the cloud, resulting in a more complex expression for the overall value of dEUV, shown

in Equation (3.38) and repeated here for convenience,

dEUV =
F0 γ

n2 a αB

√
cos2 ϕ+

sin2 ϕ

γ2
. (5.6)
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n γ ϕ F0

Series name cm−3 ◦ ×109 cm−2 s−1

G1200 1200 1-10 0-90 1
density & flux 100-1200 2 60 1 & 2
irregular 400 2-3.5 60-85 2

Table 5.1: Summary of the parameter spaces investigated for the separate series
of cloud groups. n is initial density, γ the axial ratio, ϕ the inclination angle and
F0 the incident flux.

5.1.4 Investigated Parameter Space

To illustrate the range of effects caused by the inclined geometries, variation in the

parameters is built up from examination of a limited case, with increasing complexity

added in steps.

• The first evaluations are made of the cloud G1200(5) from the Chapter 4 dataset

described in Table 4.1. This cloud is initially investigated with a rotation of

ϕ = 45 ◦.

• The same cloud is then examined at a range of angles 0 ◦ 6 ϕ 6 90 ◦ at 15 ◦

increments.

• The effects of axial ratio, γ, variation for an inclined cloud is then examined with

1 6 γ 6 8 at ϕ = 45 ◦.

• The parameter range is further expanded by investigating an increased range of

dEUV values, by varying both density (100 cm−3 6 n 6 1 200 cm−3) and incident

flux (F1 = 1× 109 cm−2 s−1 and F2 = 2× 109 cm−2 s−1).

• The final set of results evaluated is a range of high-dEUV combinations of F = F2,

2 6 γ 6 3.5 and 60 ◦ 6 ϕ 6 85 ◦ which create irregular morphologies, including

some which present with ‘Horse-head’-like features.

The simulations conducted fall into three data series, with the ranges of values

presented in Table 5.1.

5.2 Evolution of cloud G1200(5) with ϕ = 45 ◦

The cloud examined here is the fifth one in the G1200 set from Chapter 4; notated

G1200(5). It has an initial shape defined by γ = 2.0, its major axis (0.784 pc) is
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≈ 10 times of its critical major axis (0.079 pc) derived with Section 4.1.2, this makes

it substantially super-critical, and over-stable against collapse; it would be expected

to dissipate over fluid-dynamic timescales. It has dEUV = 0.224 %; below 1 % which, if

similar patterns to the ϕ = 0 ◦ investigation are present should indicate that it is likely

to undergo foci-convergent collapse.

In Figure 5.3 the evolution of the cloud can be seen spread across six timesteps

through the simulation, running to 0.13 Myr. For the same evolution, Figure 5.4 illus-

trates the axial density distribution of the cloud, which has been shown in Section 4.3

to be an efficient method to reveal the regions of high density core formation. This

method is decreasingly useful as a tool of analysis for clouds lacking a convenient axis

of symmetry, however.

Both Figure 5.3 and Figure 5.4 provide qualitative views of the build-up of dense

material on the upper surface of the cloud and the formation of the high-density core(s)

beneath the apex, which will become a running theme in describing the mechanism of

the core formation in these triggered scenarios.

From these figures is it apparent that by 28 kyr after the beginning of the simula-

tion along with activation of the radiation flux, a shock has been established by the

ionization heating across the upper surface. This shock starts compressing the cloud

surface on the star-facing side creating a thin layer of mean density ≈ 3× 103 cm−3.

The density at x = 0.49 pc is slightly higher than the axial mean density, which reflects

the very early stage of the focusing of the density front and condensed core formation

around the apex of the cloud.

During t =0.028 to 0.11 Myr, the shock continues propagating into the cloud. The

density in the thin shocked layer increases further and the structure of the ‘head’

(near the apex of the starting cloud) becomes more distinctive. The ‘body’ (non-head)

mean axial density and the central density of the head increase to 104 and 105 cm−3

respectively by 0.054 Myr, and to 2× 104 and 106 cm−3 respectively by 0.08 Myr. At

t = 0.11 Myr, the density in the shocked layer increases dramatically in the vicinity of

the apex of the cloud (at x ≈ 0.32 pc). This density jumps from ≈ 8× 104 cm−3 along

the ‘body’ to ≈ 8× 105 cm−3 at x = 0.24 pc, then to the maximum 4× 106 cm−3 at

the apex.

Figure 5.5 displays a magnified view at the head of the cloud during its late stage

evolution. It is interesting to note the substructure which becomes evident by 0.11 Myr

(the left panel), which has a filament-like appearance aligned with the EUV radiation

direction (though the specific alignment may be coincidental). The sub-structure size

is only ≈ 0.03 pc long and coincides with the location of the apex of the cloud and the

formation of the high density cores.
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ϕ(◦) 0 15 30 45 60 75 90
dEUV(%) 0.283 0.276 0.255 0.224 0.187 0.155 0.141

Table 5.2: Values for dEUV of molecular cloud G1200(5) with 0 ◦ 6 ϕ 6 90 ◦ for
the cloud G1200(5). dEUV defined by Equation (3.38).

The gas contained in both the shocked surface layer and in the filament becomes

further compressed by t = 0.13 Myr. At this stage the mean density in the shocked layer

and in the dense filament/sub-structure are 105 to 106 and > 109 cm−3 respectively.

The right panel of Figure 5.5 further reveals the formation of two high density cores in

close proximity. These dual cores may be the result of fragmentation of the filament-

like structure observed at 0.11 Myr. Unfortunately the output time resolution of the

simulation is not sufficient to resolve the breakup of the filament itself. Given that

examination of any single feature within a single sample is of limited applicability, it

wasn’t deemed a good use of resources to resolve the structure and its behaviour further

here, but closer examination could be made in future projects.

Overall, the cloud G1200(5) with an initial inclination angle of ϕ = 45 ◦ evolves to

an asymmetrical type B BRC, with two RDI triggered high density cores embedded at

its head, very close to the apex of the BRC. As with previous examinations, the cores

can be deemed to be the potential sites for new star formation. By this time the apex

of the cloud has travelled down from z = 0.61 pc to z = 0.035 pc, a net recoil velocity

of 〈vz〉 = 4.3 km s−1, due to the rocket effect caused by the evaporating gas from the

star-facing surface irradiated by the ionizing radiation (Oort and Spitzer, 1955).

5.3 Evolution of cloud G1200(5) with

0 ◦ 6 ϕ 6 90 ◦

To investigate the evolutionary dependence on the inclination, the cloud G1200(5) is

simulated with a range of inclinations 0 ◦ 6 ϕ 6 90 ◦. This was done in a 15 ◦ interval

sequence for 7 total simulations. The values of dEUV for these seven clouds are listed

in Table 5.2, from which it can be seen that the ionizing penetration depth decreases

with ϕ, and is very shallow, with values � 1 %. As a result, all of these clouds are in

the RDI shock-dominated regime and focus convergent triggered collapse is expected.
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Figure 5.3: Sequential evolution of the column number density for Cloud
G1200(5) with the incline angle ϕ = 45 ◦. Time sequence is left to right, then top
to bottom then left to right. Column density is in cm−2.
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Figure 5.4: Axial mean density distribution along the x axis of the cloud G1200(5)
corresponding to the column density evolutionary snapshots in Figure 5.3.
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Figure 5.5: Magnification of the column density profiles time t = 0.11 (left) and
0.13 Myr (right) at the head of the cloud G1200(5) with ϕ = 45 ◦. Column density
is in cm−2.
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5.3.1 Morphological variation with ϕ

The evolutionary sequences of the clouds at varying ϕ are qualitatively similar to that

with ϕ = 45 ◦. They all begin with the formation of a condensed layer on the star

facing surface of the cloud, a shock directed inwards normal to the surfaces and highly

condensed core(s) usually below the apex of the cloud, or at least at the location(s)

at which density fronts converge. The final morphologies themselves depend on the

initial inclination angle of the cloud but, as the general evolutionary sequence is so

similar, they are not discussed individually, instead focusing on the comparison of the

differences in their final morphologies and the physical properties of any high density

core(s). In Figure 5.6, the final snapshots of column density of cloud G1200(5) from 6

different simulations with ϕ =0, 15, 30, 60, 75 and 90 ◦, are presented. The equivalent

for ϕ = 45 ◦ can be found as the final panel of Figure 5.3.

When the inclination angle ϕ is small (6 30 ◦), xa ≈ xmax, the EUV radiation

mainly illuminates the surface of the front semi-ellipsoid. The effect of the RDI is to

drive a pseudo-plane-parallel shock propagating into the cloud, and the prolate cloud

evolves to a filamentary structure with a condensed surface layer on the star side and

highly condensed core(s) at the apex (when ϕ 6= 0 ◦) or at either the apex or the two

ends (when ϕ = 0 ◦). The latter of these having been illustrated and examined in detail

in Section 4.5.1.

When 45 ◦ 6 ϕ < 90 ◦, the EUV radiation illuminates more of the cloud beyond the

xa position on the cloud. As a result the shock induced by RDI creates a condensed

and curved surface layer with a location beneath the apex (xp) as a convergence point

of compressed curving surface layers from opposing sides of the apex. In fact the

convergence is from all directions, in 3D, with short path lengths from the ‘near’ and

‘far’ upper portions of the cloud as illustrated in Figure 5.1. The region around the

apex is also the site for the formation of high density core(s).

These clouds evolve to asymmetrical BRCs of different morphologies. Compar-

ing the three final morphologies of the simulations at 45, 60 and 75 ◦ in Figures 5.3

and 5.6, it can be seen that as the inclination angle increases, the final structure of the

asymmetrical BRC becomes increasingly extended both in the head and tail.

When ϕ = 90 ◦, the cloud G1200(5) develops into a symmetrical type B/C BRC

but with a wide tail structure, with the widest part defined by the initial semi-minor

axis. This would be likely to evaporate and contract with continued evolution, with

the outermost edge of the tail being vertically thin and subsequently exposed to the

incident radiation. The morphology developed is different from that of standard type

B/C BRC structure, which has a much narrower width in its tail, if one assumes that

the progenitor cloud was initially spherical (Lefloch and Lazareff, 1994; Kessel-Deynet
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Figure 5.6: The final snapshot of the column density from six simulations of
G1200(5) with different initial inclination angles; left to right, top row then bot-
tom row are: 0, 15, 30, 60, 75 and 90 ◦. Column density is in cm−2.
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and Burkert, 2003; Miao et al., 2006, 2009). Observations have also reported several

type B/C BRCs with wide tail morphological structures, e.g. SFO74 (Thompson et al.,

2004; Kusune et al., 2014).

In summary, a variety of non-standard morphological structures can be obtained

by changing the inclination of cloud G1200(5). At low inclination, linear fragment-

core structures form, at middle inclinations, asymmetric type B and C structures, and

approaching 90 ◦ inclinations these return to symmetrical type B and C structures.

5.3.2 The location of high density cores

Figure 5.7 illustrates the distribution of the x-displacements of the condensed cores

formed in the 7 simulations of different initial inclination angle ϕ. A point to note is

that, where cores form in very close proximity, their positions cannot be distinguished

on the scale used, regardless of the size choice of the marker. As a result, some markers

effectively indicate the position of two or more cores; though the exact quantity is less

important to convey with the figure than their distribution. It can be seen that when

ϕ > 0 ◦, core(s) always form at the side of positive x axis and the change of the x

displacement with ϕ follows the trend of xp with ϕ. This illustrates an extremely high

preference for high density core(s) to form around the apex xp in each simulation.

It is possible to observe lower mass and density cores with a distribution at and

around the apex. These lower mass and density cores occupy a wider spread of the

x-axis, but are distributed per the net density pattern illustrated by Figure 5.4 with

the population and size peaking at the highest density region under the apex. This is

to be expected with increased availability of material for their formation.

5.3.3 The early triggered core masses and formation

timescales

In order to examine the effect of varying inclination angle on the core properties of RDI

triggered high density core formation, the angle dependence of the core formation time

and the accumulated core mass is investigated. Figure 5.8 shows the evolution of the

maximum density in the 7 simulations with different inclination angles. In general, the

evolution of nmax in each simulation passes through three different phases: quasi-linear,

quasi-stable and steeply rising, although the time of each phase varies with inclination

angle ϕ. These phases appear to correspond to the different stages of RDI triggered

high density core formation. Beginning with initial compression by an RDI induced

shock, mass accumulates to form the condensed region, which finally collapses to form

high density core(s). The time for a simulation to reach the highest density (high
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Figure 5.7: The x displacement of the cores formed in G1200(5) with different
initial inclination angles. The short ‘-’ indicates xmax, ‘+’ xp, ‘◦’ for the cores
with 108 6 npeak 6 1012 cm−3, and ‘•’ for the extremely high density cores with
npeak > 1012 cm−3.
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Figure 5.8: The evolution of maximum density of the core(s) in the cloud
G1200(5) with different initial inclination angles.
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density core formation) decreases with inclination angle, from 0.19 down to 0.086 Myr

for simulations with ϕ = 0 and 90 ◦ respectively. This is a result of the curvature of

the EUV radiation illuminated surface around the apex of the prolate cloud increasing

with ϕ. This enhances the accumulation of mass towards a geometric focus underneath

the curved surface as a ‘lens’ effect. This decreases the path length to the focus, and so

also the time for accumulating mass around it and triggering gravitational instability

of the condensed region. Whilst this results in rapid core formation, the volume of

mass swept by the EUV radiation induced shock decreases with ϕ, which results in a

direct decrease in the amount of available mass to be accreted into the cores formed

at the head of the BRC. Therefore it can be expected that the total mass of the early

triggered cores should decrease with ϕ.

The relation between the total high density core mass and inclination angle ϕ is

shown in Figure 5.9, which reveals that the total high density (n > 106 cm−3) core mass

is about 4.1 M�, in simulation of ϕ = 0 ◦, then decreases with ϕ, becoming 0.4 M� at

ϕ = 90 ◦. This is consistent with the above expectation. However the total mass of the

extremely high density core(s) (n > 108 cm−3) doesn’t show an obvious similar relation

with ϕ to the mass of high density core(s).

This may be for several reasons. Firstly, as the simulation is curtailed before the

end of all of the dynamic processes, extremely high density cores may be on the cusp of

formation, but have not yet had the opportunity. Secondly, a large degree of random

variation is expected with such gravitational instability-based collapse. Accumulating

mass in compact high density regions can be fairly consistent, but the collapse of these

regions or parts of these regions to extremely high densities through gravitational

instability is chaotic and varies strongly with the exact configuration of the dynamics.

This is in accordance with the investigation into the uncertainties and variations within

the simulations conducted as part of Section 3.3.

From the above result, as a cloud is rotated from ϕ =0 to 90 ◦, the morphology

of the cloud varies from fragment-core filamentary structures to varied asymmetrical

BRCs, then to standard symmetrical BRCs as ϕ approaches 90 ◦. At high ϕ, RDI

triggered star formation occurs earlier with lower masses at high densities. However,

for the sampling performed, such a pattern is not obvious for the extremely high density

core formation, which appears to be chaotic within the limitations of the simulation

timescales.

In order to better understand the dynamical circumstances from which the varied

potential-star formation characteristics arise, the x − z density projection views in

combination with known behaviours of the shock front can be examined in concert.

This is performed for some of those simulations exhibited so far and additional data in
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Figure 5.9: The variation of the total core mass of the cloud G1200(5) over
different initial inclination angles. The symbols and their represented properties
of cores are shown in the legend box.
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Figure 5.10: x − z (top) and x − y (bottom) column density projections for the
cloud of n = 1 200 cm−3, γ = 2 and φ = 15 ◦. Column density is in cm−2.

the subsequent Section.

5.3.4 Projected Views

Figures 5.10 and 5.11 illustrate the x−z and x−y projections of clouds at inclinations

of ϕ =15 and 60 ◦ for the n = 1 200 cm−3, γ = 2 configuration. The ‘pinch’ effect at

the tip of the cloud is visible, as is some degree of the elongation of the head along the

y-axis caused by the shorter path along the ‘short’ axis of the ellipsoid than the ‘long’

axis.

This effect is even clearer in Figures 5.12 and 5.13, illustrating the same as pre-

viously but for the lower density of n = 600 cm−3. In this circumstance, the inwards

driving waves undergo superposition and, failing to form high density cores or cancel

out momentum in either direction due to collisions, continue in their original direction

past the point at which they converged.

A substantial amount of dynamic interaction happens during this coalescing phase,

and leaves the material in a turbulent state, with dynamic instability creating localised

regions of higher and lower density. These are drawn out along the direction of travel,
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Figure 5.11: x − z (top) and x − y (bottom) column density projections for the
cloud of n = 1 200 cm−3, γ = 2 and φ = 60 ◦. Column density is in cm−2.
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Figure 5.12: x − z (top) and x − y (bottom) column density projections for the
cloud of n = 600 cm−3, γ = 2 and φ = 15 ◦. Column density is in cm−2.
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Figure 5.13: x − z (top) and x − y (bottom) column density projections for the
cloud of n = 600 cm−3, γ = 2 and φ = 60 ◦. Column density is in cm−2.
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Figure 5.14: Diagrammatic illustration of the observed front convergence and
density enhancement. Time advances from left to right, with the blue and red
lines representing the initial positive and negative axis surface material (respec-
tively). Yellow circle indicates a position of core formation.

leading to the ‘rib’-like structures visible in some of the clouds.

5.3.5 Shock Front Convergence Analysis

It is important to construct a conceptual schematic of the behaviour exhibited by these

clouds with converging shock front surfaces. This can be used to estimate the behaviour

of clouds with similar properties in a more general context.

Figure 5.14 is a diagrammatic representation of one plane of front convergence.

Time progresses from left to right and shows the triggered motion of the shock normal

to the surface of the cloud, which results in higher densities in regions where the

fronts from multiple points converge on one another. For sufficiently high densities,

this results in cancelling out of the motions of the fronts (resulting in a net zero

lateral velocity vx) and build up of density which can lead to core formation. For

low densities, the fronts are not halted by coalescing, and continue to propagate in

their original directions. This results in a lateral ‘spreading’ of the front material.

Within this region, the material has been highly disrupted by the coalesced phase and

has randomly distributed regions of high and low density, drawn out as filamentary-

like structures. Some of these high density filaments appear to subsequently collapse

to form cores. This latter mode of formation is the linear-convergence mode described

in Chapter 4, and generalised here to asymmetry in multiple axes.

Figure 5.15 shows a highly simplified representation of the radiation triggered mo-

tion of the shock front in clouds of different ϕ. The projected blue lines from each

surface element location (the red circles, distributed in equal intervals across the upper

cloud surface) are the normals to each element, scaled to a length proportional to the

approximate velocity

(
vs ≈

√
FLyman

n

)
(Bertoldi, 1989) for that element (with the effec-
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(a) ϕ = 0 ◦ (b) ϕ = 15 ◦

(c) ϕ = 60 ◦ (d) ϕ = 90 ◦

Figure 5.15: Simplistic representation of motion of the shock front normal to
positions along the upper surface of a γ = 2 cloud for several inclinations. Red
dots represent initial surface elements, with blue lines indicating normals to those
elements with a length proportional to the square root of the flux at each element
(∝∼ v) and the solid green line connecting the final positions after the pseudo-
motion.
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tive flux taken as sin(θ) with θ the angle between the surface element and the direction

of the incident radiation). For ϕ = 60 ◦ in Figure 5.15c, the more-or-less parallel mo-

tion along the length of the flatter portion of the cloud is observed to form the ‘spine’

structure combined with the narrowing of the sides through the shorter axis lateral

convergence of the fronts. The interesting portion of this plane occurs either side of

the apex of the initial cloud. The lines can be seen to cross along a focal region, but not

specifically an exact focal point. This mirrors what is observed in the simulations, in

which a region reaches higher density, and core formation is ‘randomly’ located within

that general volume.

Cross-over of the lines can be seen below the apex, too. Which also is in agreement

with observed simulation results where, as described above, insufficient densities for an

effective ‘collision’ of material to occur result in passage of material to the opposing

side of its origin in a similar pattern to that shown by the projected lines. This becomes

especially clear in the high dEUV conditions examined in the subsequent sections.

The overall pattern observed through these illustrations, corresponding to observed

patterns in the simulations, follows several regimes of behaviour. For ϕ = 0 ◦ (Fig-

ure 5.15a), a large, flat front is combined with two focal regions. As the inclination

increases (Figure 5.15a, ϕ = 15 ◦) the convergence produced from the ‘lower’ end of

the cloud becomes less significant, and increasing focusing occurs at the ‘upper’ end

of the cloud. At higher inclinations (Figure 5.15c, ϕ = 60 ◦), as already described,

the focusing is very pronounced and virtually no significant focusing occurs along the

‘spine’ or low end of the cloud. The most extreme inclination (Figure 5.15d, ϕ = 90 ◦)

returns to a symmetric pattern, with very close focusing near the apex.

In all of these scenarios, for high density (low dEUV), regions convergence would

be expected to be host to core formation. For low density (high dEUV), these regions

become turbulent and the fronts pass one another, dragging disrupted material out

behind them and leading the the fragment-core type structures described originally in

Chapter 4.

5.4 Evolution of G1200 cloud series at 1 6 γ 6 8

The initial shape of the clouds investigated here is defined by the ratio of the major

to minor axis which are in the range of 1 6 γ 6 8. When the initial density and total

mass are constants, the major axis changes with γ. The inclination angle is kept at

45 ◦. The ionization radiation penetration depth ranges from 0.225 to 0.320 % as listed

in Table 5.3.
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G1200
No. γ acrit (pc) a1200 (pc) dEUV (%)
1 1.00 0.052 0.494 0.225
2 1.25 0.060 0.573 0.218
3 1.50 0.067 0.648 0.219
4 1.75 0.073 0.718 0.221
5 2.00 0.079 0.784 0.224
6 2.25 0.084 0.849 0.228
7 2.50 0.039 0.910 0.232
8 2.75 0.093 0.970 0.237
9 3.00 0.097 1.028 0.241
10 3.25 0.101 1.084 0.246
11 3.50 0.104 1.139 0.250
12 3.75 0.107 1.193 0.256
13 4.00 0.110 1.245 0.260
14 4.50 0.116 1.347 0.268
15 5.00 0.121 1.445 0.277
16 5.50 0.126 1.540 0.285
17 6.00 0.130 1.632 0.292
18 7.00 0.138 1.808 0.307
19 8.00 0.145 1.977 0.320

Table 5.3: Parameters of molecular clouds of G1200 series with an inclination
angle ϕ = 45 ◦. From left to right, columns 1-3 are the number identity, axial
ratio and the critical semi major axis defined by Section 4.1.2. Columns 4-5 are
the major axis and dEUV defined by Equation (3.38). All of the semi-major axes
and critical semi-major axes are in units of pc and the penetration depth is in %.
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5.4.1 Morphology of final structures

The dynamical evolution of these clouds is also qualitatively similar to that discussed

in Section 5.2. Focus here is on the analysis of the effect of the initial shape of a cloud

on the final morphology, the location(s) of the condensed core(s) and the total core

masses. Figure 5.16 presents six simulation result of cloud G1200 with different initial

major to minor axis ratio γ = 1.0, 1.5, 2.0, 2.5, 3.0 and 5.0, selected from simulation

results for 19 different initial clouds, described in Table 5.3. With increasing γ, the final

morphology changes from a standard (symmetrical) type A (γ = 1.0), to an asymmetric

type A BRC (γ = 1.5), then to an asymmetric type B BRC (γ = 2.0), next to evolve

to an asymmetrical type C BRC (γ = 2.5). With further increase (γ > 3.0) only a

spine-like filamentary structure can form.

In these six simulations, high density cores form at the head of the structure except

in the case of γ = 2.5, where the highly condensed core is embedded in the small

‘nose’ structure just outside the head. It is interesting to notice that the morphological

structure of SFO46 (CG1) from observations (Harju et al., 1990; Haikala et al., 2010;

Mäkelä and Haikala, 2013) bears a similar feature to that of γ = 2.5. The discussion for

the formation mechanism of this morphology is left to the Section 5.5, where the regions

of the parameter space which exhibit such features, and the formation mechanism, is

examined in more detail.

The qualitative similarities between any single simulation result and observation is

of limited value. The subjective nature of such comparisons leaves the method open to

problems in agreement over whether features do correspond. Nonetheless it can provide

a useful starting point for refining parameter regimes and illustrating that the results

can still be shown to be consistent with what is observed. It is not intended to compare

the detailed physical structures between simulation and observation on SFO46, but only

to point out the link between the interesting features from these simulations to such

observations. Further simulations could potentially provide greater ability to describe

such comparisons in more detail, both qualitatively and quantitatively.

5.4.2 Displacement of the high density cores

Figure 5.17 displays the x-displacement of condensed core(s) with changing geometry,

based on the simulation results of 19 clouds with varying γ.

As γ increases, xp moves further in the +x direction. The x-displacements of the

condensed cores closely echo this pattern. They are positioned, in almost every case,

in close proximity to the location of the apex of the cloud. A very clear trend of the

core formation occurring at or around the apex for all ratios is exhibited.
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Figure 5.16: The final snapshots of the column density from six simulations of
G1200 with γ equal to the values shown in the top-left corner of each panel. The
inclination angle is 45 ◦ for all of the initial clouds. Column density is in cm−2.
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Figure 5.17: The x displacement of condensed core in G1200 series with an incli-
nation of ϕ = 45 ◦ for varied γ. The short ‘-’ indicates xmax, ‘+’ xp, ‘◦’ for the
cores with 108 6 npeak 6 1012 cm−3, and ‘•’ for the extremely high density cores
with npeak > 1012 cm−3.
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This is especially true for the displayed high-density and extremely high density

cores. However, a similar trend is also exhibited with the overall mass distribution of

the cloud, displaying patterns similar to Figure 5.4 for most ratios.

Shown in Figure 5.18 are the x-displacement plots for cores at other cloud inclina-

tions (per panel) for each set of ratios. Visible in this series is the gradual transition

from the two-point foci described in detail for the ϕ = 0 ◦ clouds previously to the

single focus beneath the apex as the inclination increases. These effects are clearer at

medium axial ratios, near-spherical clouds being similar, and highly elongated clouds

exhibiting more sporadic core formation.

5.4.3 The total core mass

The trend of total mass of both the high density core(s) (empty circles) and extremely

high density cores (solid black circles) is a decrease with γ. This is illustrated in

Figure 5.19. The total mass of high density cores has an approximate pattern of

maximum mass of 2 M� at γ ≈ 2.25 (with an outlier as high as almost 3 M� at γ = 2.75)

and a minimum of 0.6 M� at γ = 8 (with an unusually low outlier value of only around

0.2 M� for γ = 6.0). Clouds with lower ellipticity appear to have a higher probability

of collecting greater mass in the final cores. This can be expected as the initial mass

per unit length along the major axis decreases with γ. As a result, the amount of mass

able to collapse toward the apex region decreases, which is similar to the case when

ϕ = 0 ◦ described in Section 4.5.1. When ϕ 6= 0 ◦, due to the wide range of variation

in the final morphologies of the clouds, the amplitude of the fluctuation is similarly

increased.

From the same figure, the mass of extremely condensed cores (solid black circles)

in the clouds can also be seen to decrease with γ in a similar pattern to the high

density cores. The mass of these cores corresponds to the precursor mass for possible

protostars forming later in the evolution of the cloud, having a maximum of ≈ 1.6 and

a minimum of ≈ 0.2 M�.

5.5 Evolution of clouds with varied density

and ionising flux

To further examine the consistency of the dEUV parameter in characterising a wider

variety of cloud parameters; it is of interest to expand the parameter space further to

determine whether dEUV itself truly describes the evolution environment, or whether
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(a) ϕ = 0 ◦ (b) ϕ = 15 ◦

(c) ϕ = 30 ◦ (d) ϕ = 60 ◦

(e) ϕ = 75 ◦ (f) ϕ = 90 ◦

Figure 5.18: The x displacements of the cores formed in G1200 for each of multiple
inclinations and axial ratios, the same for ϕ = 45 ◦ can be found as Figure 5.17.
The short ‘-’ indicates xmax, ‘+’ xp, ‘◦’ for the cores with 108 6 npeak 6 1012 cm−3,
and ‘•’ for the extremely high density cores with npeak > 1012 cm−3.
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Figure 5.19: Total mass of condensed cores in cloud G1200 series at an inclination
of 45 ◦ for varied axial ratio γ.

Index n a dEUV(F1) dEUV(F2)
cm−3 parsec % %

G100 100 1.797 11.779 23.558
G200 200 1.427 3.708 7.416
G400 400 1.132 1.17 2.34
G600 600 0.989 0.594 1.188
G700 700 0.940 0.460 0.920
G800 800 0.899 0.368 0.736
G1000 1000 0.834 0.254 0.508
G1200 1200 0.784 0.187 0.374

Table 5.4: Parameters of molecular clouds of mass 30 M�, inclination angle ϕ =
60 ◦, γ = 2, and acrit = 0.079 pc. From left to right, columns are the cloud
index, initial number density, the major axis and dEUV defined by Section 4.1.2,
with different ionization fluxes F1 and F2 being 1× 109 and 2× 109 cm−2 s−1

respectively.
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this varies based on degenerate combinations of the parameters from which it is defined.

This is performed by varying the densities and incident ionisation fluxes to create a

series of 16 simulations with a wide and overlapping range of dEUV.

A sequence of 8 different initial densities are chosen, being 100, 200, 400, 600,

700, 800, 1 000 and 1 200 cm−3. Two different ionization fluxes of F1 = 1× 109 and

F2 = 2× 109 cm−2 s−1 are applied for a total of 16 simulations; these are listed in full

along with their semi-major axes and values of dEUV in Table 5.4.

An inclination angle of 60 ◦ and γ = 2.0 is used for all cases. This is as a result of the

simulation of G1200(5) exhibiting the formation of the ‘nose’ structure in the vicinity

of these geometries. This may provide a clue of how the ‘nose’ structure develops and

changes with the initial properties of a cloud. The corresponding parameters of the

clouds are listed in Table 5.4. The change in EUV radiation penetration depth over

the initial density (100 6 n 6 1 200 cm−3) is almost two orders of magnitude, a much

more dramatic variation than from changing either of γ or ϕ alone.

5.5.1 An overview of the final morphological structures

Figure 5.20 displays the final snapshots of the column density of the 8 simulations

with ionization flux of F1. The morphology of the final structure of a cloud changes

from an asymmetrical type C BRC to a filamentary structure and then to an irregular

structure, as the initial density is decreased from 1 200 to 100 cm−3, which leads to an

increase of dEUV from 0.187 to 11.779 %.

As shown in the top row panels, an asymmetrical type C BRC is developed in G1200,

G1000, G800, and G700, with dEUV of 0.187, 0.254, 0.368 and 0.460 % respectively.

Although they all bear an asymmetric type C BRC morphology, the minor axis becomes

narrower with increasing dEUV, which results in more cloud material being photo-

evaporated from their star facing surfaces. When the initial density n = 600 cm−3

(dEUV = 0.594 %), the prolate cloud evolves into a filamentary structure, as shown in

the first panel in the bottom row of Figure 5.20. Clouds of initial densities of 400,

200 and 100 cm−3 (dEUV = 1.17, 3.708 and 11.779 % respectively) are all seen to form

irregular structures.

The final morphological structures from the simulations using the higher ionization

flux F2 are presented in Figure 5.21. Similar morphological structure sequences to those

seen in Figure 5.20 are observed. An asymmetrical type C BRC is formed from G1200,

G1000 and G800, a filamentary structure from G700, and irregular structures in G600,

G400, G200 and G100. The only difference is that the morphological transition point

shifts to a cloud of higher initial density compared to the F1 simulations.

The first transition from type C BRC to filamentary morphology occurs around
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Figure 5.20: The final snapshot of the column density of clouds of initial mass of
30 M�, γ = 2.0 and ϕ = 60 ◦ but different initial densities as shown in the top-left
corner of each panel. The ionization flux F1 = 1× 109 cm−2 s−1. Column density
is in cm−2.
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Figure 5.21: The final snapshot of the column density of the same 8 clouds as
in Figure 5.20 (initial mass of 30 M�, γ = 2.0 and ϕ = 60 ◦) but with increased
incident flux of F2 = 2× 109 cm−2 s−1. Column density is in cm−2.
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Figure 5.22: The core formation time of the F1 and F2 group clouds vs. their
initial densities.

G600(F1) and G700(F2), and the second transition from filamentary to irregular mor-

phology is around G400(F1) and G600(F2). These appear to correspond to similar

dEUV in each case, for both fluxes. The former transition occurs at dEUV ≈ 0.8 and the

latter at dEUV ≈ 1.1. This indicates that dEUV remains a characteristic parameter for

the dynamical evolution of a cloud for the parameter space so far investigated.

Figures 5.22 and 5.23 present the core formation time and the total mass of the

RDI triggered condensed cores vs. the initial density of the clouds of the above two

groups of simulated clouds, with black lines for F1 group and red for F2. It is shown

that the core formation time in both group clouds decreases with the initial density of a

cloud. This is because of the stronger initial gravitational bonding in the high density

cloud. For the same reason, the total mass of the condensed cores follow an increasing

trend with the initial density of the cloud. However the effect of the strength of the

EUV radiation flux on the timescales and masses of triggered core formation vs. initial

density is two fold. When the initial density is below 600 cm−3 the clouds illuminated

by the higher flux (F2) take a longer time to form condensed cores, and collect slightly

more mass in their condensed cores than in the clouds illuminated by the lower flux

(F1). This trend is reversed when the initial density is higher then 600 cm−3. In other

words, clouds illuminated by higher flux take a shorter time to form condensed core

and collect less mass into their condensed cores than the clouds illuminated by lower
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Figure 5.23: The total mass of the cores formed in F1 and F2 group clouds vs.
their initial densities.

flux.

Overall, the information delivered in the above two figures suggests that the ef-

fectiveness of RDI triggered star formation, measured as a combination of formation

speed and masses of the early cores, is much higher (shorter core formation time and

higher total core mass) in molecular clouds of shorter dEUV (corresponding to higher

initial density) in both F1 and F2 group clouds.

In these sets of simulations, when dEUV > 1.0 %, the deep penetration of the EUV

radiation into the cloud causes irregular structure formation. A closer look at the

above two morphological variation sequences tells that with increasing dEUV, the tiny

‘nose’ structure around the apex of the asymmetrical type C BRC gradually grows and

becomes an irregular ‘horse-head’ structure. In order to understand how the ‘nose’ and

‘horse-head’ structures form, further investigation into the evolutionary process of one

of the above clouds which presents a clear horse-head-like morphology is conducted.

5.5.2 Growing from ‘nose’ to ‘horse-head’ structure

Cloud G400(F2) is chosen to analyse the evolution of irregular structures due to its own

distinctive ‘horse-head’ morphology. Figure 5.24 shows a six-snapshot column density

evolutionary sequence of cloud G400(F2), which shows a growing process from a small

‘nose’ to a ‘horse-head’ morphological structure. The corresponding RDI induced shock
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Figure 5.24: The column density evolution of a cloud G400(F2), with an inclina-
tion angle of 60 ◦. This Figure pairs with Figure 5.25, with the same frame times
per panel, though note that the colour scale in this figure is specifically column
density, whilst the other is cross-sectional density. Column density is in cm−2.

velocity profiles for each of the snapshots are plotted in Figure 5.25, which reveals the

kinematic mechanism for the morphology formation in G400(F2).

In Figure 5.24, a shocked layer has visibly formed by t = 0.046 Myr, which surrounds

most of the surface of the front semi-ellipsoid and a small part of the top surface of the

back semi-ellipsoid. The maximum magnitude of the shock velocity vs = 12 km s−1,

calculated as the peak velocity of non-ionized gas within the condensed shock front.

Most of the shocked layer surrounding the front semi-ellipsoid propagates into the

cloud smoothly toward (+x,−z) direction. Very close to the apex, the shock velocity

of the front semi-ellipsoid is toward the direction of (x,−z), and that of the back semi-

ellipsoid is (−x,−z), the gas material from the two sides of the apex converge beneath

the apex to make a small ‘nose’ structure by t = 0.084 Myr, as shown in the top-right
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Figure 5.25: The evolution of the RDI induced shock velocity of cloud G400(F2)
overlapped in the corresponding cross-section density snapshot. The magnitude
of the velocity is between 2 and 12 km s−1. This Figure pairs with Figure 5.24,
with the same frame times per panel, though note that the colour scale in this
figure is specifically cross-sectional density, whilst the other is column density.
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panels Figures 5.24 and 5.25.

While a small ‘nose’ structure forms at the point of (x, z) ≈ (0.2, 0.2) pc and with

vx ≈ 0, below the nose structure, the RDI induced shock keeps pushing the surface layer

of the front semi-ellipsoid moves toward the (+x, −z) direction at the shock velocity.

This makes the below-nose region of the BRC gradually produce a displacement along

x direction relative to the nose. The nose becomes a short horizontal fragment by

t = 0.13 Myr, in which the direction of the RDI induced shock velocity is mainly along

z direction. The short horizontal fragment gradually forms a ‘hook’ by t = 0.17 Myr as

shown in the lower middle panels of Figures 5.24 and 5.25. Further propagation of the

shocked layer below the hook toward (+x, −z) direction makes the ‘hook’ structure

grow to look like a ‘horse-head’ as shown in the last panels in the above two figures.

The final ‘horse-head’ structure bears some resemblance to the well known Horsehead

Nebula.

It is seen from the above analysis that the appearance of a ‘horse-head’ morphol-

ogy in this instance is a consequence of growing a small ‘nose’ structure. The ‘nose’

structure forms if the gas around the apex of an ellipsoidal cloud converge beneath

that apex due to a strong RDI induced shock effect, as described above. This requires

that the cloud should have a reasonably high inclination angle, i.e., ϕ > 45 ◦ in these

simulations. However the formation of a ‘nose’ structure does not necessarily lead to

a ‘horse-head’ structure. For example, a small ‘nose’ formation is seen from the final

morphologies of G700-1200 in the F1 series and G800-1200 in the F2 series. Whether

the ‘nose’ can grow into a ‘horse-head’ also depends on the initial ionization penetration

depth, i.e., dEUV > 1.0 %. The latter is to guarantee a higher enough shock velocity(
vs ≈

√
FLyman

n

)
(Bertoldi, 1989), which can push the majority of the gas which starts

at lower z than the nose toward the (+x, −z) direction to ‘overtake’ it.

5.5.3 Development of other irregular morphologies

Further simulations were conducted, to explore if there are other structures which form

different irregular morphologies to a ‘horse-head’ as a consequence of the variation of

initial conditions of the cloud and ionization flux. A series of 16 simulations with

G400(F2) of different γ = 2.0, 2.5, 3.0 and 3.5, and ϕ = 60, 70, 80 and 85 ◦ were

conducted. For all 16 clouds, dEUV > 1.0 %.

The first column panels in Figure 5.26 present the final morphologies of G400(F2)

of γ = 2 and four different initial inclination angles, which show that when the initial

angle ϕ increases from 60 ◦, the ‘horse-head’ in the final structure becomes longer in

the z direction. The connection point between the ‘horse-head’ and the section below
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Figure 5.26: The final morphologies of the clouds G400(F2) of different initial
geometry and inclination angle. The axis scales vary between panels, because of
the different initial scale of the major- and minor axes for the clouds depicted.
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moves downward with ϕ. At 85 ◦, the whole morphology is a broadly ‘elephant trunk’

like structure. This appears to be because the ‘nose’ structure formed in the first tens

of kyr of the evolution is increasingly stretched along the z axis with increasing ϕ. The

first row panels in Figure 5.26 describe the morphology change of cloud G400(F2) with

inclination angle ϕ = 60 ◦ and varied γ. When the initial prolate cloud becomes more

elliptical, in addition to a ‘horse-head’ structure, the RDI induced shock also triggers

linear gravitational instability along the major axis in some clouds.

The 16 panels in Figure 5.26 present 16 different final morphologies which appear

in the clouds of the initial (γ, ϕ) as stated above. It can be easily concluded that the

larger the inclination angle, the longer the ‘horse-head’ sub-structure; and that the

more elliptical the cloud initially, the thinner the final morphology is. Although, as in

previous instances, their structural details differ across the range of γ.

The variety of morphologies which result from a wider range of combinations of

the initial parameter space (FLyman, n, γ, ϕ) for high dEUV (dEUV > 1 %) is extensive.

Further instances of these variations are not shown, as their individual features fall

within the broader descriptions of those already shown and add little specific detail.

As a minor point of interest, were the clouds in Figure 5.26 to exist and be observed,

I have little doubt that the cloud created from the parameters γ = 3, ϕ = 60 ◦ (top

row, third from the left) would be named the ‘Seahorse Nebula’ !

5.6 Conclusions

The simulation results presented here indicate that various morphological structures

found at Hii regions can be generated from uniform-density ellipsoidal molecular

clouds, subjected to EUV radiation at various inclinations to the cloud structure. It

also reinforces the validity of the dEUV parameter as a reasonable descriptor of the

evolutionary direction which will be taken by a given cloud.

I. The cloud of n = 1 200 cm−3, γ = 2 and ϕ = 45 ◦ is observed to evolve to a

asymmetric BRC with embedded cores at the head of the structure. This occurs

through initial creation of a shock forming a contracting dense shell across the

upper surface. This propagates inwards, collecting material and causing high

density collapse at the head, where the shock becomes most converged beneath

the apex of the initial cloud.

II. Rotating this cloud to the range of inclinations 0 ◦ 6 ϕ 6 90 ◦, varied geometry

BRCs are formed. For ϕ increasing from 0 ◦ these are observed to transition from
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horizontal filamentary/fragment-core structure, to asymmetrical BRCs and back

to symmetrical B/C BRCs as ϕ reaches 90 ◦.

The increasing inclination leads to decreasing path lengths from the portion of

the surface near the apex to a point of convergence between the shock fronts.

This leads to decreasing core formation times for increasing ϕ. These decreasing

path lengths also result in lower quantities of material being ‘swept up’ by the

converging fronts, leading to generally lower total core masses for high inclinations.

For other parameters being fixed, core formation is faster in high inclination clouds

than low inclination, but results in lower mass included in cores. For the density

and ratio investigated (n = 1 200 cm−3, γ = 2) very low inclination clouds ϕ ≈ 0 ◦

result in the fragment core morphology with two main high density converged

regions.

III. Examining varied aspect ratios 1 6 γ 6 8 for a fixed inclination ϕ = 45 ◦ demon-

strates that structures of symmetrical BRC, asymmetrical BRC and filamentary

form are created with increasing γ. Total core mass decreases with increasing as-

pect ratio, due to a combination of decreased mass-per-unit-length of the higher

γ clouds, and the same focusing effect for a sharper apex observed previously.

IV. The final morphology is sensitive to initial density, and specifically dEUV, observed

when varying density from 100 to 1 200 cm−3. When fixing γ = 2 and ϕ = 60 ◦,

for decreasing density, the structures are seen to change from asymmetric type C

BRCs, to filamentary structures similar to the high γ clouds to irregular structures

just as the ‘horse-head’-like morphology. Throughout, the more regular BRC-like

structures (with dEUV < 1 %) are found to have larger total core masses than

those of irregular structures (with dEUV > 1 %).

V. For widened dEUV ranges using an alternative radiation flux of F2 = 2× 109 cm−2 s−1,

two key transitions in dEUV-space are observed. For dEUV / 0.8 a type B/C BRC

structure forms, for 0.8 / dEUV / 1.1 filamentary structures form, and dEUV ' 1.1

irregular structures begin to form.

In summary, based on this systematic investigation on the evolution of molecular

clouds (or clumps) at an Hii boundary, it is possible to suggest a unified formation

mechanism for the varied morphological structures seen in the published images of Hii

regions: Giant molecular clouds (GMCs) are clumpy and the numerous clumps are

of different shapes, from spherical to highly elliptical, and with their major axes not

exhibiting a strong preference for any particular alignment within their environment.

When a star or a cluster of stars forms inside a GMC, the interaction between the
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ionizing radiation with the surrounding molecular clumps of different shapes and ori-

entations creates structures of various morphologies. The spherical and prolate clumps

aligned with the radiation flux form standard type BRCs, the inclined prolate clumps

with a shallow ionizing radiation penetration depth form asymmetrical BRCs or an in-

clined linear structures; the inclined prolate clumps with a deep radiation penetration

depth form a variety of irregular structures, with the well known ‘horse-head’ structure

being only one of them.

195



Chapter 6

Conclusions and Future Work

6.1 Conclusions

The intention of this thesis was to examine the evolution of varied geometry clouds (γ),

of varied densities (n) at varied angles of inclination (ϕ) to several values of incident

ionising radiation flux (F0). The available parameter space based on these key variables

was explored to construct a picture of the formation of observed structures at Hii region

boundaries. A self-consistent scenario has been developed and examined based on a

large number of simulations carried out, the findings of which are illustrated in the

following points:

I. With initial conditions of uniform prolate molecular clouds, a wide variety of

structural features observed at the boundaries of Hii regions can be replicated.

II. The parameter dEUV (defined as the ratio of the penetration depth of the ionising

radiation to the longest path through the cloud) effectively describes the general

pattern of evolution for a cloud.

III. Low dEUV (dEUV / 0.8 %) clouds are generally focus/foci convergent, and form

symmetric or asymmetric B or C type BRCs depending on orientation. At medium

dEUV (0.8 % / dEUV / 1.1 %) there is a mixture of modes and filamentary or
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fragment-core structures may form. At high dEUV (1.1 % / dEUV / 10 %) only

fragment-core and irregular structures form, with the clouds being increasingly

dominated by photoevaporation. At extremely high dEUV (dEUV ' 10 %) cores

cannot form and the cloud will photoevaporate.

IV. Simple initial conditions of uniform density prolate molecular clouds are good can-

didates to form structures including symmetric and asymmetric standard BRCs,

sporadic fragment-core structures, irregular structures and filamentary structures

under the effect of ionising radiation.

V. These initial conditions represent idealised, somewhat-isolated, density enhance-

ments within larger molecular clouds. Formation of similar shapes can be at-

tributed to a number of prior formation mechanisms currently being investigated,

such as turbulent motion and fractal arrangement. The ellipsoidal geometry is

also supported by observation, which indicate a large proportion of early clouds

with γ 6= 1.

6.2 Future Work

Although this work has revealed several likely patterns of evolution for molecular clouds

there are still questions directly related to the investigation which remain unanswered,

or expansions to the work which were slightly outside of the intended scope. The

following is an overview of several such topics which could form extensions to the work

already presented, or arise from questions determined by the results already found.

6.2.1 Synthetic Observations

There is a great deal more work that can be done investigating the similarities and dis-

similarities between simulated and observed objects (Goodman, 2011; Haworth et al.,

2012). In particular, with the velocity profiles available from the simulations which

describe the most interesting aspects of the front motion, investigation into observed

velocity profiles in more detail could be performed (Haworth et al., 2015).

As fascinating as details provided by computational simulations in and of themselves

can be, it is vital to be able to find methods to compare them on common ground to

observations. This can be done in multiple ways, some have become fairly commonly

used, and some are beginning to be developed in more detail. One such method is the

production of ‘synthetic observations’. In this method, the data from simulations are
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processed in a way directly analogous to actual observations, with the relevant limita-

tions and bounds. Observations are invariably limited to two-dimensional projections,

detailed line-of-sight distances being virtually impossible for the scenarios observed.

This is sometimes coupled, through spectrometry, with line-of-sight velocity maps to

produce 3D data cubes, but this still does not provide a true three dimensional image

in the way that simulations are frequently analysed.

As an alternative, it is possible to ‘observe’ the relevant emissions from the simula-

tion at some projected direction and distance. These maps can be produced in useful

analytical observed lines such as Hα and the carbon monoxide isotopic lines (12C16O,
13C16O & 12C18O). The former is widely used, due to hydrogen abundance and ability

to observe it easily. It does not provide details for dense cloud regions, however, as it

is produced by atomic hydrogen. Molecular hydrogen, at cold temperatures (≈ 10 K),

has no emissions which are observable. In the stead of observing it directly, tracers

must be used; emissions from materials which have a known, or estimated, ratio with

molecular hydrogen. One of these sets are the aforementioned carbon monoxide lines.

They are advantageous as, though affected by self shielding and so will attenuate, they

still have a high penetration depth through clouds of mostly hydrogen and dust grains.

This means they can be used to examine fairly deep into a cloud, aided by slightly

varying penetrations of the different isotopic forms.

As the code used here explicitly tracks carbon monoxide abundance as part of

the chemical evolution, highly detailed maps would be possible. These are useful at

providing line-of-sight velocity maps, as the distribution in spectral space is easily

observed through spectroscopy and translated into radial velocity distributions. This

can be calculated from the simulations by using the net gas velocity of a particle,

the temperature and, from the former, an estimate of the excited state distribution,

to produce artificial contributions to emission. Along a given line of sight (working

from the far side of the cloud towards the observer), these can then be summed, and

attenuated, between particles along the line of sight. The end result would be a detailed

spectra, directly comparable with those obtained from observation.

6.2.2 Sequential Star Formation in BRC Associations

One major limitation of the current simulations is that they are only able to simulate

up to the initial creation of protostellar cores. This prevents the tracking of the further

evolution of any particular core(s) or the formation of any others. A computational

technique which circumvents this is the ‘sink particle’ concept (Bate et al., 1995). In

this extension to the model, clusters of SPH particles representing collapsing gas are

removed from the simulation, and replaced with one of these sink particles. The sink
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particle represents a non-fluid element, acting instead as a condensed object, onto

which other SPH particles can accrete.

Implementation of sink particles permits a simulation to continue evolving beyond

the convention density-limited timestep. In turn, this enables more complex and pro-

longed behaviours to be examined. One of particular interest is sequential star forma-

tion (Matsuyanagi et al., 2006; Chauhan et al., 2009; Fukuda et al., 2013). In which

stages of star formation, propagating away from the central illuminating source in an

Hii region, is observed to occur. This has been observed in a number of circumstances,

and it would be of great interest to determine whether the simulations presented here

would exhibit the same effect, given sufficient further time.

6.2.3 Semi-analytical Model

Presented in Section 5.3.5 is the description of the qualitative interpretation of the

shock front motion from an non-spherical upper surface. In particular Figure 5.15

depicts the simple surface-normal velocity vectors, quite reasonably appearing to give

an approximation of the behaviour observed in the actual simulations. This could

be developed further, in a similar manner to Bertoldi (1989) to produce a numerical,

semi-analytical toy model of an arbitrarily configured upper cloud surface.

6.2.4 Non-uniform Initial Conditions

One of the most artificial aspects of the current initial conditions setup is that the

cloud is a uniform density. Whilst this should not substantially affect the behaviour of

the shock front (its motion should be at least qualitatively the same), modifying the

scenario to something more ‘realistic’ is still a potential path for investigation.

As referenced in several previous sections, there is substantial evidence to support

clouds being clumpy at a wide range of length scales (Larson, 1981; Shu et al., 1987;

Williams et al., 1994, 2000). This is compounded by the expectation of turbulent

motion at various length scales, as part of other investigations (Klessen et al., 2000;

Federrath et al., 2010).

One option would be to simulate a continuous medium, rather than just the cloud.

This would entail adding in material for the very low density (< 10 cm−3) ambient

medium, which could then increase smoothly up to the position of the cloud (density

enhancement) itself. It is then a question of determining what profile the structure

should have, given that there is no isolated non-spherical pressure supported density

profile solution.

This is not necessarily an issue, as further work could be performed investigating
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the extent to which such objects are likely to be transient, only temporarily existing

in the observed configuration. With further detail on the dynamics likely to produce

this, initial conditions, including velocity profiles, could be produced as a result.

6.2.5 Alternative Geometries

Several analyses suggest that the ‘true’ effective initial shape of the manner of cloud /

clump initial conditions examined here are tri-axial rather than prolate (Jones et al.,

2001; Gammie et al., 2003; Li et al., 2004). Investigating tri-axial initial conditions is

a trivial change to facilitate, but requires a vastly increased parameter space to inves-

tigate adequately. Whilst the parameters can make use of the theoretical probability

distribution modelling of the aforementioned research, this still requires an order of

magnitude increase in required simulations to examine in even as much detail as the

simple prolate axial ratio (with inclination) investigation presented here. This is made

worse by the potential requirement of a second inclination angle variable, due to the

further lack of symmetry. Nonetheless, this represents a viable route to investigate

with a sensibly planned map of simulations.

The results of such an investigation would likely inform as to the reliability of the

theoretical axial distributions, along with production of a more representative range of

final morphologies.
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