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ABSTRACT  
The ‘Sixth Report—Reproducibility and Research Integrity’ (UK 
House of Commons Science, Innovation and Technology 
Committee 2023. ‘Sixth Report—Reproducibility and Research 
Integrity’) (‘The Report’) recommends measures designed to 
tackle an alleged ‘reproducibility crisis’ in scientific research. Our 
systematic analysis of the content of this report revealed that its 
findings and recommendations are consistent with the scientific 
literature, including the acknowledgement that conclusive 
evidence demonstrating the existence of a ‘reproducibility crisis’ 
is lacking. Though conceding that there is currently no way to 
determine the size of the crisis or whether it even exists, The 
Report nevertheless proposes actions to tackle the alleged crisis. 
However, without a quantitative understanding, the efficacy of 
the proposed measures cannot be verified. Hence, the current 
approach towards the alleged reproducibility crisis, here 
exemplified by The Report, does not adhere to the standards that 
would normally applied to the scientific method. An evidence- 
based approach requires the establishment of a quantitative 
understanding of whether data variability in the research 
literature exceeds technically achievable levels of reproducibility. 
If it does, the resulting understanding will enable the design of 
actions, whose success can be monitored. Our findings emphasise 
that the research environment requires the same level of rigour 
and scrutiny as the scientific experiments themselves.
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1. Introduction

A ‘reproducibility crisis’, i.e. a worrying lack of reproducibility of research findings pub
lished in peer-reviewed scientific articles, is discussed across many academic disciplines 
(Ioannidis 2005; Alberts et al. 2015; Begley and Ioannidis 2015; Benjamin et al. 2018; 
Catillon 2019; Goldacre, Morton, and DeVito 2019; Laraway et al. 2019; Wass, Ray, 
and Michaelis 2019; Munafò et al. 2020; Munafò et al. 2020; Diaba-Nuhoho and 
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Amponsah-Offeh 2021; Stewart et al. 2021; UK Reproducibility Network Steering Com
mittee 2021; Freese, Rauf, and Voelkel 2022; MacLeod et al. 2022; Oransky 2022; Rajtma
jer, Errington, and Hillary 2022; Stewart et al. 2022; Wang and Long 2022; Ball 2023; 
Butler et al. 2023; Oransky, Marcus, and Abritis 2023; Song et al. 2023; Yang et al. 
2023; Oransky and Redman 2024). In response to the concerns about reproducibility, 
on 10th May 2023, the UK House of Commons Science, Innovation and Technology 
Committee published its ‘Sixth Report—Reproducibility and Research Integrity’ 
(House of Commons Science, Innovation and Technology Committee 2023, henceforth, 
‘The Report’), focusing particularly on reproducibility in academic research.

The evidence was gathered by a call for written submissions, launched on 23rd July 
2021, to address the following issues: ‘(a) whether there was a ‘reproducibility crisis’ in 
science and social science research, its scale and causes, and the most vulnerable research 
areas; (b) the roles of different stakeholders in addressing such problems, relevant pol
icies and mechanisms needed, and the potential contribution of the UKRI’s national 
committee on research integrity; and (c) the measures required for an open, contestable, 
and rigorous research environment’ (House of Commons Science, Innovation and Tech
nology Committee 2021; House of Commons Science, Innovation and Technology Com
mittee 2022; The Report p. 5/6, paragraph 3). In response to the call, 100 pieces of written 
evidence were submitted. Moreover, 16 witnesses provided oral evidence. The resulting 
information was synthesised into a report on the extent of the reproducibility crisis 
(chapter 2) together with recommended solutions (chapters 3–6, The Report).

In our view, The Report serves as a good example of how academia and politics pre
sently interact, in particular exemplifying the processes underlying policymaking on aca
demic matters. In this context, we here provide a systematic analysis of the evidence 
provided in The Report with a focus on the evidence base of the measures proposed.

2. The Nature of the Reproducibility Crisis According to The Report

In addition to the written and oral evidence provided by individual scientists, groups of 
scientists, and research organisations, seminal articles in peer-reviewed scientific journals 
were considered as evidence for the existence of a ‘reproducibility crisis’. These included 
the article ‘Why most published research findings are false’ by John Ioannidis (Ioannidis 
2005), a survey by the journal Nature, in which >70% of the 1576 respondents reported at 
least one failure to reproduce an experiment of someone else (Baker 2016), and a Well
come Trust survey, in which 61% of 1,832 junior researchers reported pressure by their 
supervisors to reproduce particular results and 13% did not feel comfortable to approach 
their supervisors about unsuccessful replication attempts (Wellcome Trust 2020).

The combined evaluation of data from Retraction Watch and the Centre for Scientific 
Integrity (reporting the retraction of in total >1,100 research articles by authors with a 
UK affiliation) and numbers from the UK Department for Business, Energy, and Industrial 
Strategy (BEIS) (showing that UK researchers publish >200,000 per year) resulted in the 
conclusions that ‘retractions were relatively uncommon but not insignificant’ (UK Depart
ment for Business, Energy, and Industrial Strategy 2022; The Report, p. 14, paragraph 24).

Based on the written and oral statements, The Report concluded that ‘all research dis
ciplines are affected by the systemic issues that limit reproducibility’ (The Report, p. 16, 
paragraph 32) and that ‘there is need for action to address the significant problems 
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caused by the prevalence of reproducibility problems in the scientific community’ (The 
Report, p. 22, paragraph 50). Moreover, The Report welcomed the ‘establishment of the 
UK Committee on Research Integrity (CORI)’ (The Report, p. 20, paragraph 43) but 
noted: ‘It is disappointing that UK CORI’s recently published strategy did not 
mention reproducibility, especially since our inquiry highlighted that this is a major 
research integrity issue. UK CORI should make sure reproducibility challenges are 
given due attention and not overlooked in deference to other pressing research integrity 
issues. UK CORI should develop a sub-committee to focus on reproducibility challenges 
in research. This sub-committee should establish the relative weight of reproducibility 
within research integrity concerns, and UK CORI should use this evidence to plan its 
prioritisation’. (The Report, p. 20/21, paragraph 44)

3. Reproducibility Challenges and Proposed Solutions in The Report

Chapters three to six of The Report discuss ‘specific solutions’ under the following heads: 
‘conducting research’; ‘communicating research’; ‘assessing research’; and ‘proposed 
actions for key actors’. The key actors identified in The Report are the Government, 
research funders, research institutions and groups, individual researchers, and publishers 
(The Report).

Chapter three (The Report, ‘The Government’s role’, p. 23/24, paragraphs 51–55) con
cluded that the government has the responsibility to provide a ‘framework’. Chapter four 
(‘Solving reproducibility challenges which emerge as research is conducted’), opens with 
five paragraphs (The Report, p. 25/26, paragraphs 57–61) that discuss misconduct. Con
sideration is given to the establishment of a body that investigates misconduct and 
employs experts ‘skilled at data sleuthing and capable of evaluating quality of data and analy
sis in a range of scientific areas’ (The Report, p. 25, paragraph 59). Paragraphs 62–68 (The 
Report, p. 26–28) then focus on methodology, including common malpractices, transparent 
reporting, data presentation, and the establishment of guidelines. Since best practice is most 
likely to be achieved if researchers are guided by appropriate incentives, these considerations 
result in the conclusion: ‘Therefore, the research community, including research institutions 
and publishers, should work alongside individuals to create an environment where research 
integrity and reproducibility are championed’. (The Report, p. 28, paragraph 68)

Along similar lines, paragraphs 69–72 proposed ‘Promoting a culture of reproducibil
ity’, in which reproducibility is valued and supported (The Report, p. 28/29), paragraphs 
73–77 requested statistical guidance and expertise (The Report, p. 29/30), paragraphs 78– 
83 suggested appropriate training of researchers (The Report, p. 31), and paragraphs 84– 
89 argued for an academic structure and funding system that provides researchers with a 
structure that enables them to apply best practices to improve reproducibility (The 
Report, p. 32/33).

Chapter 5 (‘Solving reproducibility challenges which emerge in the communication of 
research’, The Report, p. 34–41, paragraphs 90–123) focused on issues associated with the 
publication of research findings in peer-reviewed scientific journals. Issues included open 
access vs. paywall publication, ‘alternatives to publication in a traditional academic 
journal’ (The Report, p. 35, paragraph 97), the mandating of greater data transparency 
and data deposition by scientific journals, the encouragement of data management 
plans by funders, the encouragement of the ‘Publication of replications and null 
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results’ (The Report, p. 38), and an effective process for the correction of scientific articles 
and the retraction of findings that are flawed or whose reliability is questionable.

The sixth chapter (‘Solving reproducibility challenges in the assessment of research’, The 
Report, p. 42–48, paragraphs 124–144) focused on a change in the academic reward system 
away from indicators such as number of publications, the prestige of journals where 
findings are published, and the summing of research income, towards open and transparent 
research practices and broader contributions to the academic field including ‘voluntary peer 
review and promoting reproducibility and research integrity’ (The Report, p. 45, paragraph 
133). Moreover, the chapter argued for more rigorous peer review systems and a ‘registered 
report’ model, in which the study design is peer-reviewed and the subsequent articles are 
published independently of the nature of the findings (The Report, p. 47, paragraph 
140). Chapter six concluded: ‘144. We hope that this Report has raised practicable and 
effective solutions to the challenges presented by a lack of reproducibility in research. As 
we have argued, maximising the integrity and utility of the research system is a vital 
element of realising the UK’s science superpower ambitions and, if realised, will deliver 
great benefits and avert significant risks across the board’. (The Report, p. 48)

4. Suggested Issues and Solutions from The Report are Consistent with 
those Widely Found in the Scientific Literature

The reasons provided for the reproducibility crisis (methodological/statistical shortcom
ings, a focus on novelty resulting in publication bias/file drawer problem, a publish or 
perish culture, a lack of data transparency, insufficient scrutiny/thoroughness by 
reviewers) and the solutions proposed (better training, more control, improved guide
lines for conduct and data provision, promoting replication studies and the publication 
of null results, an incentive system that rewards reproducible research) align with the dis
course in the scientific literature (Ioannidis 2005; Alberts et al. 2015; Begley and Ioannidis 
2015; Benjamin et al. 2018; Catillon 2019; Goldacre, Morton, and DeVito 2019; Laraway 
et al. 2019; Wass, Ray, and Michaelis 2019; Munafò et al. 2020; Munafò et al. 2020; Diaba- 
Nuhoho and Amponsah-Offeh 2021; Stewart et al. 2021; UK Reproducibility Network 
Steering Committee 2021; Freese, Rauf, and Voelkel 2022; Macleod 2022; Oransky 
2022; Rajtmajer, Errington, and Hillary 2022; Stewart et al. 2022; Wang and Long 
2022; Ball 2023; Butler et al. 2023; Oransky, Marcus, and Abritis 2023; Song et al. 
2023; Yang et al. 2023; Oransky and Redman 2024).

Notably, key academic stakeholders and organisations (e.g. the UK Reproducibility 
Network, the UK Reproducibility Network Steering Committee, Retraction Watch) con
tributed both to the relevant scientific literature and in evidence to The Report (Munafò 
et al. 2017; Goldacre, Morton, and DeVito 2019; Munafò et al. 2020; Stewart et al. 2021; 
UK Reproducibility Network Steering Committee 2021; MacLeod et al. 2022; Oransky 
2022; Stewart et al. 2022; Butler et al. 2023; Oransky, Marcus, and Abritis 2023; 
Oransky and Redman 2024, The Report).

5. Lack of Focus and of Accuracy and Precision in Terminology

Although the content of The Report largely reflects the scientific literature, it is affected 
by shortcomings in scope and in the accuracy and precision of its terminology. For 
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example, paragraph 98 formulates the aim that 100% of scientific outputs will be pub
lished as open access ‘by the end of 2025 at the latest’ (The Report, p.36). Although 
this aim may well be desirable to deliver the goal of equitable access to data and evidence, 
open access does not impact on data reproducibility and is hence not relevant in this 
context.

The Report’s use of the term ‘reproducibility’ is very general and unspecific: ‘There
fore, in line with the evidence we heard, we use the term reproducibility to broadly 
refer to the transparency and quality of research—i.e. have the researchers been 
sufficiently open to allow for robust assessment of their work’s data, methodology, and 
conclusions, and, through such an assessment, is their research proven to be thorough 
and accurate’. (The Report, p. 7/8, paragraph 9)

The importance of a level of transparency that enables others to repeat research is 
without doubt essential, in particular for the analysis of large, complex datasets whose 
analysis can lead to differing and even conflicting results (Bogner et al. 2011; Botvinik- 
Nezer et al. 2020; Schweinsberg et al. 2021; Gould et al. 2023), including meta-analyses 
(Bar-Yam et al. 2023; Jefferson et al. 2023; Greenhalgh et al. 2024). There is also no 
reasonable argument that could be made against the full transparency of research 
(apart from data protection and privacy issues). However, using the term ‘reproducibil
ity’ for the ‘transparency and quality of research’ across different disciplines (The Report, 
p. 7/8, paragraph 9) is misleading and inaccurate.

In the computer sciences, ‘reproducibility’ often refers to the documentation of a study 
that enables someone else to perform exactly the same analyses and to receive the same 
results (Piccolo and Frampton 2016). In such contexts (in computer sciences and 
beyond), where different researchers apply identical methods on identical datasets, 
nobody can disagree that exact repeats have to provide identical results. Considering 
the second part of the above definition of reproducibility (‘have the researchers been 
sufficiently open to allow for robust assessment of their work’s data, methodology, and 
conclusions, and, through such an assessment, is their research proven to be thorough 
and accurate’, The Report, p. 7/8, paragraph 9), identical results from the analysis of 
the same datasets by the same method provide axiomatic confirmation that ‘the research
ers’ have ‘been sufficiently open’ and ‘thorough’. However, even in such a scenario, iden
tical results do not show (still less ‘prove’) that the research is ‘accurate’. Large-scale 
studies, in which many different researchers and research groups analysed the same 
dataset, resulted in broad ranges of differing results, including contradictory ones 
(Schweinsberg et al. 2021; Gould et al. 2023). In these studies, every one of the analyses 
can be presented in a ‘reproducible’ manner that enables others to repeat exactly the same 
analysis and to obtain exactly the same results. However, not all of the differing reprodu
cible results can be ‘accurate’ or ‘true’, thereby providing immediate evidence for the con
ceptual and practical disambiguation of ‘reproducibility’ from ‘accuracy’, ‘truth’, and 
‘proof’.

In the experimental life sciences, the situation is even more complex. Here, exact 
repeats can result in varying outcomes that can cover a remarkable range of values 
(Rudeck et al. 2020; Suman and Lino de Oliveira 2022; Reddin et al. 2023). For 
example, the NCI60 is a project of the National Cancer Institute in the US National Insti
tutes of Health (NIH) that has repeatedly tested different compounds including approved 
anti-cancer drugs in the same cancer cell lines since the 1980s, applying the highest 
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available quality standards (Shoemaker 2006; Shankavaram et al. 2009; Reinhold et al. 
2012; Luna et al. 2021). A recent analysis of the resulting dataset determined the varia
bility among independent experiments testing the same compounds in the same cell 
lines (Reddin et al. 2023). The differences (fold changes) between the lowest and the 
highest GI50 (the concentration of a compound that reduces cell growth by 50%) for 
individual compound/cell line combinations increased with the number of experiments. 
The maximum fold change observed for a compound/cell line combination was 3.16 ×  
1010. All experiments that had been performed more than 100 times had fold changes 
greater than five, and 70.5% of these experiments displayed fold changes greater than 
1,000 (Reddin et al. 2023). These are large levels of variation, given that anti-cancer 
drugs are usually administered at a maximum dose that cannot be further increased in 
cancer patients due to toxicity and/or whose efficacy does not increase at a higher 
dose, because the applied dose causes maximum inhibition of the respective drug 
target (Eisenhauer et al. 2000; Sachs et al. 2016; Corbaux et al. 2019; Mansinho et al. 
2019). Such a large level of variation among relatively simple cell culture experiments 
(Reddin et al. 2023) and high levels of variation among more complex animal exper
iments (Suman and Lino de Oliveira 2022) indicate the limits of standardisation in exper
imental research (Wass, Ray, and Michaelis 2019; Suman and Lino de Oliveira 2022).

Rather obviously, standardisation is often not an option in research, as research is 
often performed for the first time, using novel (model) systems and/or novel 
approaches in the absence of comparative data and without the possibility of standard
isation (Wass, Ray, and Michaelis 2019; Penders, de Rijcke, and Holbrook 2020). Even 
if the standardisation of an approach is feasible, it is only robust if the ‘true’ or ‘accu
rate’ answer is known. Otherwise, standardisation can result in the consistent repro
duction of a ‘false’ or ‘inaccurate’ finding for, as noted above, a technique or an 
experiment can be precise and reproducible without providing accurate results (Dra
ghici et al. 2006).

The limitations of standardisation and of performing experiments that produce ‘accu
rate’ results are illustrated by the limitations of diagnostic tests. Despite substantial effort, 
the availability of reliable standards, and the regular performance of interlaboratory com
parisons, sensitivity (true positive) and specificity (true negative) rates never reach 100%, 
i.e. there are always false positives and false negatives (Akobeng 2007). Hence, a single 
experiment and a single study can never provide a definitive answer to a research ques
tion. There is always a risk that even a study performed to the highest standards produces 
an outlier finding due to the variability in the measurement. The probabilistic nature of 
quantitative research findings can result in false positives or false negatives, given that the 
p-value is the result of a sampling statistic, which can be subject to sampling errors. For 
example, if 1,000 hypotheses are tested of which 100 are true, among the 900 false ones, 
45 can be expected to be false positive when a 5% threshold is applied (Forstmeier, 
Wagenmakers, and Parker 2017). Therefore, every research study should be considered 
merely as a contribution to the ongoing scientific investigation. This has long been 
appreciated by the concept of self-correction, i.e. that findings that do not hold up to sub
sequent scrutiny are corrected or at least disappear into oblivion, because future research 
can only build on previous findings that can be reliably confirmed, be it by direct replica
tion and/ or by complementary approaches testing the same hypothesis (Popper 1963; 
Merton 1973; Alger 2020; Bernard 2023).
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Taken together, it is important to recognise and appreciate that even a study per
formed following the highest standards and applying the highest levels of integrity (i.e. 
research has been performed and reported in an ‘open’ and ‘accurate’ way) may not 
provide an ‘accurate’ or ‘true’ result. Hence, we consider that the definition and use of 
the term ‘reproducibility’ for research that is ‘proven to be thorough and accurate’ 
(The Report, p. 7/8, paragraph 9) sets unrealistic expectations by misrepresenting the 
way in which knowledge is generated, i.e. by multiple complementary studies over 
time. Notably, the lack of clarity and a clear definition of what is meant by ‘reproduci
bility’ in a certain context is a general issue in the literature on the topic and is not 
unique to The Report. Lack of precision and vague terminology have been identified 
as obstacles to the development of concrete, constructive approaches for the meaningful 
investigation of different forms of data reproducibility (Goodman, Fanelli, and Ioannidis 
2016; Simkus et al. 2025), and a precise, unambiguous, and applicable terminology 
remains needed to identify concrete problems that can be investigated in a constructive 
and focused way.

6. Lack of Knowledge about the Existence and Extent of the 
‘Reproducibility Crisis’ Prevents the Development of Measurable Success 
Criteria

The Report itself refers in different places to the lack of (in particular quantitative) evi
dence on whether a reproducibility crisis exists and, if it does, on the size of the issue. 
This starts with the following statement in the summary: ‘We found that while there 
are many reports of problems of non reproducibility, there has been no comprehensive 
and rigorous assessment of the scale of the problem in the UK, nor which disciplines are 
most affected and therefore the extent to which this is indeed a ‘crisis’’. (The Report, p. 3)

Moreover, paragraph 27 deals with the lack of quantitative evidence and how this 
knowledge gap affects the design of meaningful measures to address a potential lack of 
data quality: ‘Although qualitative evidence indicates a potentially substantial scale of 
research integrity issues in the UK, there is a lack of quantitative evidence, including 
on the relative significance of the different causes of problems. This can only hamper 
efforts to evaluate damage being caused to the UK research sector in terms of culture, 
performance, reputation and economic value—now and in the future. This in turn pre
vents the design of proportionate and effective solutions to any problems’. (The Report, 
p. 15)

Finally, the ‘Conclusions and recommendations’ section starts with the following 
statement: ‘1. Although qualitative evidence indicates a potentially substantial scale of 
research integrity issues in the UK, there is a lack of quantitative evidence, including 
on the relative significance of the different causes of problems. This can only hamper 
efforts to evaluate damage being caused to the UK research sector in terms of culture, 
performance, reputation and economic value—now and in the future. This in turn pre
vents the design of proportionate and effective solutions to any problems’. (The Report, 
p. 49)

This lack of evidence on the existence and size of the ‘reproducibility crisis’ is also 
appreciated in the literature. Despite the prominence of the topic and its fundamental 
importance, evidence is largely anecdotal and based on researcher beliefs, often expressed 
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in survey responses or published as ‘Comments or Correspondence’ without providing 
detailed information (Prinz, Schlange, and Asadullah 2011; Begley and Ellis 2012; 
Mobley et al. 2013; Baker 2016; Nature Editorial 2018; Hopp and Hoover 2019; Wass, 
Ray, and Michaelis 2019; Farrar, Ostojić, and Clayton 2021; Samuel and König-Ries 
2021; de Ridder 2022; Hicks 2023; Calnan et al. 2024). Actual reproducibility studies 
are rarely performed (Wass, Ray, and Michaelis 2019; de Ridder 2022; Roper et al. 
2022; Calnan et al. 2024), and if they are, their interpretation can be controversial 
(Wass, Ray, and Michaelis 2019; Mullard 2021; O’Grady 2023; Calnan et al. 2024). 
Notably, there are also voices that question the crisis narrative (Fanelli 2018; Imam 
2022; Moody, Keister, and Ramos 2022, Penders, de Rijcke, and Holbrook 2020; 
Schauer 2023; Schneck 2023).

The lack of agreed criteria indicating a successful replication is illustrated by unre
solved scientific disputes. For example, the ‘Reproducibility Project: Cancer Biology’ 
(Center for Open Science 2021) selected 50 experiments from 23 highly influential pre
clinical cancer studies published between 2010 and 2012 for independent replication by a 
project team. The authors concluded that only five of the investigated studies were suc
cessfully replicated (Errington et al. 2021). However, this is a limited dataset focused on 
small, early, highly cited studies, which are known to be more likely to overestimate 
effects (Fanelli, Costas, and Ioannidis 2017), and may not be representative of the repro
ducibility of experimental life science research in general. Notably, the conclusion of the 
authors is itself subject of dispute. Authors of reports that were considered not success
fully replicated by the ‘Reproducibility Project: Cancer Biology’ claimed that their 
findings had been independently confirmed by other groups in the meantime and had 
resulted in clinical drug candidates currently undergoing clinical testing (Mullard 2021).

There is also an unresolved dispute about the consistency of the results of two large 
pharmacogenomic screens, the Genomics of Drug Sensitivity in Cancer database and 
the Cancer Cell Line Encyclopedia (Barretina et al. 2012; Garnett et al. 2012). Both 
studies had tested large panels of anti-cancer drugs in large numbers of cancer cell 
lines. When different research groups compared the data from both studies, they 
could not agree on whether the observed differences were within an acceptable, expected 
range or not (Haibe-Kains et al. 2013; Cancer Cell Line Encyclopedia Consortium & 
Genomics of Drug Sensitivity in Cancer Consortium 2015; Bouhaddou et al. 2016; Gee
leher et al. 2016; Mpindi et al. 2016; Safikhani et al. 2016a, 2016b, 2016c, 2016d, 2016e). 
Such unresolved disputes are consistent with findings showing that reported failure rates 
can be subjective, biased, and arbitrary and that low or high failure rates can be the con
sequence of chance (Schauer 2023). Moreover, replication studies in the life sciences 
under highly standardised conditions (including the data from the NCI60 study outlined 
above in chapter 4) reported a high level of inherent experimental variability suggesting 
that accounts of limited reproducibility may be based (at least in part) on unrealistic 
expectations of the technically feasible level of data reproducibility (Karp et al. 2014; 
Wass, Ray, and Michaelis 2019; Rudeck et al. 2020; Suman and Lino de Oliveira 2022; 
Reddin et al. 2023; Calnan et al. 2024).

Considering the very influential Nature survey from 2016 (Baker 2016) in more detail, 
while 70% of the 1,576 respondents reported to have failed to reproduce someone else’s 
results at least once, more than 50% of the respondents had also failed at least once to 
replicate their own findings (Baker 2016). It seems reasonable to assume that the 
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survey respondents did not purposely produce data that they themselves could not repro
duce. Moreover, it is plausible that it is more difficult to reproduce somebody else’s than 
your own data. Consequently, the relative difference in replication failures reported 
between own and other scientists’ experiments does not appear too dramatic, which 
further supports the notion that the perception of a ‘reproducibility crisis’ may be (at 
least in part) the consequence of expectations that are based on intuition rather than 
on actual data. Taken together, The Report rightly highlights a lack of evidence on the 
existence and scale of the alleged ‘reproducibility crisis’. However, instead of drawing 
the obvious conclusion that, in the absence of evidence, the next step has to be the estab
lishment of reliable evidence, The Report proposes a wide range of measures (see next 
section) to tackle a problem whose existence remains questionable and unsupported.

7. Exact Nature and Outcomes of Proposed Measures Remain Vague, 
Elusive, and Unmeasurable

From page 49 onwards, The Report outlines 28 ‘Conclusions and recommendations’. 
Under the headline ‘The extent and impact of reproducibility challenges within UK 
research’, the first six conclusions and recommendations are of a political and organis
ational nature and do not directly concern research practices (The Report, p. 49). Rec
ommendations 17–23 (‘Solving reproducibility challenges which emerge in the 
communication of research’, The Report, p. 51) focus on the transparent provision of 
data and all relevant information that enable the reproduction of experiments and 
studies. As mentioned before, maximum transparency is without doubt highly desirable.

The sections ‘Solving reproducibility challenges which emerge as research is con
ducted’ (The Report, p. 50/51, recommendations 7 to16) and ‘Solving reproducibility 
challenges in the assessment of research’ (The Report, p. 52, recommendations 24–28) 
contain recommendations on how to improve the research environment to increase 
researcher integrity and, in turn, data reproducibility. A number of the recommendations 
focus on the research culture, including training, funding, and the reward/incentive 
systems. This involves recommendations on how to deal with research misconduct 
(The Report, recommendations 7,8) and on a research environment that promotes 
‘research integrity and reproducibility’ by (1) putting more emphasis on ‘reproducibility’ 
instead of ‘originality’ in the evaluation of researchers; (2) providing training in research 
integrity and reproducibility to undergraduate and postgraduate students as well as to 
academic staff; (3) providing more time for reproducible research; (4) reducing pressure 
and increasing security for researchers by providing at least three-year research contracts 
for postdoctoral researchers and protecting research time allocations for academic 
researchers; (5) reducing pressure to secure funding and produce frequent outputs in 
prestigious journals; and (6) considering broader researcher contributions ‘including 
time spent conducting voluntary peer review and promoting reproducibility and research 
integrity’ in assessments (The Report, recommendations 9,10,13,14,15,16,24,25,26).

Additional recommendations include more scrutiny during the peer review process, 
including the publication of reviewer reports and authors’ responses (The Report, rec
ommendation 27) and the use of registered reports, in which the decision about the pub
lication of a study by a journal is based on the peer review of the methodology prior to its 
performance and independently of the actual results (The Report, recommendation 28).
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Finally, the funding and provision of career paths for statisticians and software devel
opers (The Report, recommendation 11) and the implementation of ‘stronger tests for 
the presence of adequate software and statistical skills’ among grant applicants and a 
‘methodological support system’ (The Report, recommendation 12) are recommended.

In places, the recommendations are affected by a lack of focus that is the consequence 
of the conflation of ‘reproducibility’ and ‘integrity’, as outlined in chapter 4, above. For 
example, recommendation 17 formulates the aim that, ‘UKRI and other research funders 
should continue to implement open access policies until this figure reaches 100%, by the 
end of 2025 at the latest’. Open access removes barriers to the availability of data and 
information, but it cannot in itself increase the success rates of replication experiments. 
Similarly, the timely removal/retraction of articles reporting research results that cannot 
be reproduced (The Report, recommendation 23), does not improve data quality per se.

Most importantly, there is currently no way to measure the success of the proposed 
changes. As laid out in the preceding section, 5, it is not clear whether a ‘reproducibility 
crisis’ exists that goes significantly beyond inherent experimental variation, and if it 
exists, its size cannot be determined (Karp et al. 2014; Fanelli 2018; Wass, Ray, and 
Michaelis 2019; Rudeck et al. 2020; Imam 2022; Penders, de Rijcke, and Holbrook 
2020; Suman and Lino de Oliveira 2022; Reddin et al. 2023; Schauer 2023; Schneck 
2023; Calnan et al. 2024). Consequently, we do not know whether there is a reproduci
bility crisis that needs addressing or, if there is one, how it is possible to determine and 
then to assess the success of measures proposed to improve data quality.

It would be more appropriate to address the alleged reproducibility crisis in an evi
dence-based approach that focuses on establishing whether there is a problem and, if 
there is, what its scale actually amounts to. Assessment of scale requires more diligent 
attention to the potential scope of the alleged crisis than has so far been provided, includ
ing careful consideration of experimental and non-experimental social sciences and of 
the high-value topics most often subject to reproducibility concerns in those areas — 
for example, in applied clinical psychology, mental disorder, learning, neuropsychology, 
and crime (Moody, Keister, and Ramos 2022, 68–69). Emerging research in sociological 
areas bearing directly on policy and legislation suggests that considerable specificity and 
nuance applies (e.g. in socio-legal scholarship: Cahill-O’Callaghan and Mulcahy 2022). 
An evidence-based approach across the natural and social sciences must focus on deter
mining the inherent data variability of research data in each area. This will require the 
collection of data in multiple, complementary ways. The example of the analysis of 
NCI60 panel data (Reddin et al. 2023) illustrates how existing datasets can be used to 
develop an improved understanding of the variability of experimental data. Such an 
approach could be extended to other datasets. Moreover, data variability could be pro
spectively studied by repeatedly performing the same experiment, ideally with variations 
in parameters such as the reagents and experimentalists and over prolonged times. This 
could happen in (large) dedicated studies and could become a routine aspect of all 
research projects. In short, all raw data considered to fulfil common quality standards 
should be collected, made available, and analysed. Such a combined approach would 
over time result in a much more in-depth understanding of the inherent variability of 
research data across the disciplines.

Surprisingly, ‘publication bias’, the confounder of data quality that is supported by evi
dence and that could be addressed, is not explicitly mentioned in the recommendations 
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at the end of The Report, although it is extensively discussed in the section ‘Publication of 
replications and null results’ (The Report, p. 38, paragraphs 107–116). Publication bias 
refers to the phenomenon that significant (‘positive’) findings are more likely to be pub
lished than non-significant (‘negative’) ones (‘file drawer problem’) (Sterling 1959; 
Rosenthal 1979; Begley and Ioannidis 2015; Wass, Ray, and Michaelis 2019; Wieschowski 
et al. 2019; Marks-Anglin and Chen 2020; Herbet et al. 2022). As a consequence, the pub
lished literature is biased towards positive results and can be misleading, because negative 
findings go unpublished. This problem could be addressed in an evidence-based 
approach. There could be an expectation that data derived from grant-funded projects 
are at least disseminated in yet-to-design databases or as preprints, if not via peer- 
reviewed research articles. Adherence could be monitored as exemplified for clinical 
trials. Notably, adherence to the requirements for the reporting of clinical trial results 
is still limited (DeVito, Bacon, and Goldacre 2020; Nelson et al. 2023). Hence, additional 
incentives may be needed. For example, the availability of data from previous grant- 
funded projects could be (within means) a criterion for the assessment of future grant 
proposals to encourage adherence to such guidelines.

8. Conclusion

The ‘Sixth Report—Reproducibility and Research Integrity’ has substantial shortcomings 
in focus and logic. The very broad use of the term ‘reproducibility’ in a way that also 
includes ‘research integrity’ is flawed. These are separate issues, although there is an 
overlap between them. Not all questionable research practices affect reproducibility, 
e.g. ‘honorary’ or ‘ghost’ authorships (Justin et al. 2022; Pruschak and Hopp 2022).

However, the main shortcoming of the ‘Sixth Report—Reproducibility and Research 
Integrity’ is that it addresses a problem (the ‘reproducibility crisis’) that may not exist, an 
issue that is appreciated numerous times in The Report itself. If there is a ‘reproducible 
crisis’, its scale is unknown. Therefore, the next evidence-based step has to be the estab
lishment of an understanding of the inherent variability of research data across disci
plines and research settings. This requires that the provision of all high-quality 
research data becomes the norm and a routine part of all research. These data can 
then be systematically analysed, which will over time result in an improved understand
ing of the technically feasible level of data reproducibility and repeatability. Only an 
understanding of the inherent variability in research data will enable the identification 
of instances where the variability exceeds the technically feasible level of variation, 
and, where this is the case, facilitate the assessment of the impact of any remedial 
actions then taken. Without such knowledge the implementation of measures remains 
unsupported and premature, with The Report’s lack of an evidence-based approach 
towards the research environment diverting from the scrutiny that is normally expected 
and applied to the scientific method. Hence, our findings are a reminder that the research 
environment and culture require the same level of attention and rigour as the experimen
tal design itself.
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