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ABSTRACT

Jets and outflows accompany the mass accretion processtosians and young stellar
objects. Using a large and unbiased sample, they can be aistaldly statistically the local
feedback they provide and the typical mass accretion lyidttare we analyse such a sample
of Molecular Hydrogen emission line Objects in the Serpert Aquila part of the Galac-
tic Plane. Distances are measured by foreground star cuouthitsn accuracy of 25%. The
resulting spacial distribution and outflow luminositiedicate that our objects sample the for-
mation of intermediate mass objects. The outflows are urtaljpeovide a sizeable fraction
of energy and momentum to support, even locally, the turtmddevels in their surrounding
molecular clouds. The fraction of parsec scale flows is oratquand the typical dynamical
jet age of the order of ¥0/rs. Groups of emission knots are ejected eveRyts. This might
indicate that low level accretion rate fluctuations and rdt®ri type events are responsible
for the episodic ejection of material. Better observati@stimates of the FU-Ori duty cycle

are needed.

Key words: ISM: jets and outflows; stars: formation; stars: winds, ow; ISM: individual:

Galactic Plane

1 INTRODUCTION

Star formation and in particular the mass accretion proiseas-
companied by the ejection of jets and outflows. These inteviils
the surrounding interstellar medium by shocks which exatese
or dissociate atoms and molecules. It is thought that theSkows
provide localised feedback, i.e. they infuse energy and emuom
into the ISM. In particular in low mass star forming regionsese
massive stars and their energetic radiation and winds aensb
they might be the governing mechanism to terminate furtker s
formation (Walawender et al. (2005)). Thus, there are a mimb
of 'small’ scale studies to characterise the population wflows
in nearby individual low mass star forming regions (e.g.n&é&a
(2001), Walawender et al. (2005), Hatchell et al. (2007)iBat al.
(2009), Khanzadyan et al. (2012)).

However, a large fraction, if not the majority of Galactiarst
formation is occurring in the presence of more massive stads
potentially in clusters along the Galactic Plane. We hengeta
characterise the general population of outflows from ptatssand
young stellar objects in an unbiased way. In order to havepa re
resentative sample of outflows which is free from selectibeces
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we are conducting an unbiased search for jets and outflowsein t
Galactic Plane using the UKIRT Wide Field Infrared SurveyHio
(UWISH2, Froebrich et al. (2011)). The sample of outflowsriro
this survey will allow us to perform a statistical investiga of
their properties and to address some of the open questiaihe in
field such as: Why does a fraction of objects have no outflows,
i.e. what triggers/stops outflow activity? Are the outflovetated

to FU-Ori type outbursts and if so how?

In this project, we focus our attention on the Serpens/Aquil
region in Galactic plane, covered by UWISH2. In particular iw-
vestigate the area 1& [ <30°, -1.5 < b <+1.5 which ap-
proximately covers 33 square degrees. In loannidis & Fiokbr
(2012) (Paper| hereafter) we presented the data (also sdisdu
in Froebrich et al. (2011)) and discuss our detection metbfod
jets/outflows and their potential driving sources. We dicréase
the sample of known Molecular Hydrogen emission-line Ofsjec
(MHOs) 15-fold and investigated their basic propertieshsas
fluxes, apparent projected lengths and spatial distributiée find
that the flows tend to cluster in groups of a few (3—-5) objects o
scales of 5 pc, larger than typical young clusters. The dugilght
of the outflows with respect to the Galactic Plane is aboutc30 p
similar to massive young stars.

In this paper we discuss in detail how we measure and cali-
brate the distance to the outflows in our sample (Sect. 2)eti. S
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Figure 1. Distribution of theJ — K UKIDSS colour of stars near the
Glimpse source G024.183%0.1198, one of our calibration regions. One
can clearly identify the separation of foreground and bemligd stars at a
value of J — K = 2.3 mag.

we present our analysis, results and discussion. We reaeathe
distribution of objects with respect to the Galactic Plaiertg into
account the measured distances. We then determine trstistdly
corrected luminosity functions and the associated standtion
rate. We continue by presenting our investigation of thel fet en-
ergy and momentum input from our outflows into the interatell
medium. Furthermore, we analyse the outflow length distiobu
and the frequency of mass ejections.

In our forthcoming paper (loannidis & Froebrich, in prepara
tion, hereafter Paper Ill), we will investigate in detaiktdriving
sources and how their properties (e.g. luminosity, ageretion
rates) relate to the outflow parameters (e.g. luminositgtie).

2 DATA ANALYSIS
2.1 Distance Determination

The determination of physical properties of the outflowshsas
luminosity or length, requires us to know the distances ol
jects in our sample. As has been shown in Paper |, the vastityajo
(above 90 %) of outflows in our sample are new discoveriess;Thu
itis highly unlikely that we find objects with a known distaasso-
ciated to all our objects. Even if we find literature distast@emost

of our objects, then they will most likely be measured by a mix
of different methods — introducing biases. Finally, it igpiractical

to measure radial velocities for all objects (similar to #pproach
used in the Red MSX Source (RMS, MSX - Midcourse Space Ex-
periment) survey by Urquhart et al. (2008) to determineaticés.
Only eight of our objects do actually coincide with RMS sasc
of known distance (they are indicated by-asign in the main re-
sult table in Appendix A). We thus require a way to determime t
distances to all our objects in a homogeneous and unbiasgthwa
order to obtain e.g. a statistically correct luminositytidisition.

We use the UKIDSS GPS near infrared JHK data (Lucas et al.
(2008)) to determine the projected number density of fareqgd
stars to the dark clouds associated with our jets and outfléws
similar approach has been used recently in Foster et al2j201
They find that this extinction distance method agrees welh tiie
maser parallax distances (within the errors) and is thusiyiggli-

able. Similarly Froebrich & loannidis (2011) have used thethod
successfully to determine the distance to the cluster Mdrkte

For each cloud with detected jets and outflows we perform
the following: i) We select JHK photometry of the 'darkestrp
of the cloud to ensure that as few background stars as pessibl
included. The area selected has to be as large as possikd¢ &0 g
good reliable estimate of the number of foreground stay3ne
plot a histogram of thg — K colour of all selected stars and man-
ually identify the break.{ — K )i, in the distribution caused by the
cloud’s extinction. In Fig. 1 we show an example of the cloedm
(G024.1838+00.1198 (one of our calibration objects, seé 323
for which we find ¢ — K);ir, = 2.3 mag. We consider the break
to be real if at least 5—10 stars are apparently missing inoone
more histogram bins. iii) We determine the projected fovegd
star density as the number of stars bluer than-(K);i., per unit
area. Note that only stars above the local GPS completeimaiss |
(determined as peak in the luminosity function for the statscted
within the cloud) in every filter are included. iv) We use thesBn-
con Galaxy model (Robin et al. (2003)) to determine out toclhi
distance we should expect the same number of foregrounsl star
per unit area with the local photometric limits. v) We estienthe
distance uncertainty based on the uncertainty of the nuibef
foreground stars used in each fielN ) = v/N).

There are a number of MHOs (about 10 %) for which the de-
scribed technique does not work successfully. In thesescme
objects are not seen in projection onto an obvious dark foregl
cloud. These outflows are either part of a very distant clauthoe
formed in a lowAy region. For all these objects the mean distance
of all other outflows has been adopted in order to determiei th
luminosity and lengths. In Table Al in Appendix A these MHGs a
marked by a;. Note that they are not used in any of the statistical
analysis of the luminosity and length distributions.

2.2 Distance Calibration

Our adopted distance determination method is a star cateoh-
nique in combination with a Galactic model. It has been used s
cessfully by a number of authors, e.g. in Foster et al. (2(K2)de
(2010), Froebrich & loannidis (2011). However, it is unclef
there are any systematic biases in applying this methodB&kan-
con model, for example, assumes a standard interstellizicggn
law of 0.7 mag ofAv per kpc distance (in agreement with the red-
dening towards old stellar clusters in the galactic diskgebrich
et al. (2010)) which could be systematically different @aour
sight line leading to systematic shifts in the measuredadists.
Furthermore, the method will determine the distance to trs fi
dark cloud along the line of sight. A fraction of our outflowesuéd
actually be situated at a larger distance, if a certain peage of
objects is situated along sight lines with overlapping dmuwe
thus require to calibrate our distance calculation methdti &
sample of objects with known distances which are situatethik
clouds (similar to our sample), in order to establish theabglity
and accuracy of the method. This calibration will not justused
to verify the method, but rather to estimate by which factordis-
tances are wrong for which fraction of objects. The RMS selist
from Urquhart et al. (2008) has been selected for this pepasit
represents the best available sample of objects assouiitedark
clouds, statistically distributed in a similar way to ourtftaws.

We selected all RMS sources within our survey area which
have an estimated distance or (if there is a near/far antiifoim
the radial velocities) a near-distance between 2 kpc anki@.2Ve
then determine for each RMS source the distance in exaatly th

© 2011 RAS, MNRASDOQ, 1-16
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same way as for our outflows. There where a number of sources fo the RMS objects in our field. The distribution the logaritbrdis-
which we could not measure a distance, since they did notictgEn tance ratioR essentially represents the probability distribution of
with an obvious dark cloud. These are most likely distaneoty the uncertainties in our distance determination (one foh ezli-
and we hence remove them from our sample. Note that they makebration method). I is positive we underestimate the distance (e.g.
up 10 % of the RMS objects and that we could not measure a dis- due to foreground extinction/clouds),Af is negative our distances

tance for the same fraction of our outflows. In total we weile &b are too large (e.g. caused by loy clouds and hence the inclusion

determine the distance to 41 RMS sources in our survey area. of blue background stars in the foreground star density).ndve
We perform a linear regression between our and the RMS dis- take the distribution of uncertainties for the measurethdises to

tance which leads to the following calibration relation: the outflows in the survey field is the same as for the calibnati

objects. This is justified, since most of the RMS objects aneng
a1 stellar objects and are distributed in the same distanagerand
drpislkpe] = 0.59 X dse[kpc] + 1.97[kpc] @ with the same scale height as our outflows (see Sect. 3.1 ahd 3.

Thus, in order to determine e.g. the luminosity distribatior
the outflows, we add each outflaW = 10000 times into the lumi-
nosity distribution. Each time the distance used in theutaton
is the calibrated distance plus an uncertainty that is drizam a
sample of random numbers with the same distributio®a$hus,
we can determine statistically correct luminosity and terdjstri-
butions for our outflows.

The luminosities are further influenced by interstellar and
cloud extinction local to the outflow. Hence, we have to apply
further correction for each determined luminosity. Basedtite
distance for each object we use the standard 0.7 mag of bptica
tinction (A¢) per kpc distance from Froebrich et al. (2010). We
further estimate the local or cloud extinctioff, at the position
of the outflow using the extinction maps by Rowles & Froebrich
(2009). These maps give the tot&{?’ along the line of sight and

We denote withdjyr; calibrated distance of the RMS ob-
jects and withds. the distance determined from foreground star
counting and the Besancon Model. Note that we will refer indis
distance calibration method 1 throughout the paper. Themean
square tms) standard deviation of this calibration is 1.0 kpc. We
note that the scatter in the determined distances are motinted
by our determination of the/(— K);:,, values and the associated
foreground star density. Expressed in units of the uncerés of
our distance errors, the deviations amount to eight standievia-
tions. Thus, the scatter is caused either by uncertaintigei RMS
distances, large scale foreground clouds or low extindee dis-
cussion in Sect. 2.3). Note that Urquhart et al. (2008) qaater-
ror of 1 kpc for their distances, based on peculiar motionspofo
10km s, This conservative estimate indicates that a large fractio
of the scatter could be intrinsic to the RMS distances. Tousdis-

tances might be more accurate than implied byrthes-scatter, in we take:
agreement with the high accuracy found in Foster et al. (012
We construct ?lhistggram of the ngarithmic distance ratio Al = AL 4+ AS 3)
R =log(drms/dsh;s) With drass the distance in the RMS cat- _
alogue. This histogram has a width indicating a typical tecaif We do of course not know where in the cloud the molecular
about 25 % for the distances. hydrogen emission is situated (front or back). Note thagttienc-
Furthermore, we try to identify correlations @f. with other tion values are low enough as to not introduce any bias tavard
outflow related parameters such as the galactic coordinatdse outflows situated at the front of the clouds. Thus, for eacthef

(J—K)uim value used in the distance calculation. Only the Galactic £V times we add every outflow into the luminosity distributice¢

Longitude! shows a marginal correlation (correlation coefficient above) we use an extinction dff, +w x Ay, wherew is a random
r = 0.41). All other parameters have no systematic influence on number drawn from a homogeneous distribution between zeto a

the distance. If we hence consider the Galactic Longituitethe one. All Ay values are converted into K-band extinction (i.e. the
calibration we find the following calibration relation: extinction in the 1-0 S(1) line) usindy = 9.3 x Ak following
Mathis (1990).
In order to establish a statistically correct length disttion,
i kpe] = 0.69x dsc [kpc]+0.16[kpc/deg] x [[deg] —2.41[kpc] we need to correct for the unknown inclination angle of the ou
(2 flow. We find, however, that it is more convenient not to appig t

Note that we refer to this as distance calibration method 2 correction, but rather try to simulate the projected lerdj#tribu-
throughout the paper. Thens-scatter of the distances using this  tion since outflows almost perpendicular to the plane of Kyease
calibration is 0.9 pc (six times the uncertainties of theiitial missing in our sample (see later in Sect. 3.7).
measurements), slightly smaller than for calibration rodth In-
cluding! in the calibration leads to, on average, slightly higher dis
tances and thus luminosities (and lengths) for our outflbwsthe

To summarise, we assume that the distances to the RMS cal-
ibration sources are accurate. Equations 1 and 2 are usalito ¢
brate, in two ways, the distances estimated to each outflavgus  Since there are two calibration methods for the determirisd d
foreground star counts. These distances are listed in Adbla tance, we list both values in Table Al in Appendix A. In gemhera
Appendix A. method 1 (simple calibration without considering the Getdoon-
gitude) gives slightly lower distances than method 2} 8ymbol
indicates outflows where we could not determine a distance an
we used the mean distance measured for all other objectese th
cases. Note that we exclude all these sources from any figtite
The above discussed distance calculation and calibratiethad tistical analysis.
shows to what extend our method over/underestimates distan The distances measured for our outflows are generally in the

3.1 Distance distribution

2.3 Statistical Corrections

© 2011 RAS, MNRASDOQ, 1-16
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Figure 2. Distribution of distances of our outflows (using calibratio Figure 5. Distribution of the height above and below the Galactic Plan

method 1). There is a clear peak between 3.0 kpc and 3.5 kpa siméller, of our outflows (based on calibration method 1). The mean iieshto

less obvious peak at about 4.2 kpc. Objects without detenilistance are about 20 pc below the Plane, and the width of the distribugioows a scale

excluded. height of approximately 30 pc. Objects without distancesdaination are
excluded.

—
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to different distances into one of our UWISH2 images (whiep-r

resents a typical region). Note that we do not apply any etitin

corrections to the flux. The result of the exercise is showFign4.

At distances below 5kpc the outflow can easily be identified as

. bright extended emission with a clear bipolar structureegs of

) ’ our outflows (e.g. MHO 2256, 2289, 2292, 2441) have a similar

. | appearance. At larger distances, however, the apparenbsine

R S . o H. emission knots sinks below our spatial resolution and thas t

RN ’ . brightness decreases significantly. Furthermore, thesémnidine
SRR knots will appear as red or variable point sources (whichhinig-

main in the H - K difference images - see Paper|) and would thus

. . most likely no be contained in our outflow sample, in pargécuf

" ‘ ‘ ‘ ) it was situated in a region higher foreground star density.

,_.
e,

N

LUMINOSITY/SOLAR LUMINOSITY
5 5

10

2 0 Distance (Kpc) & >0 In Fig. 3 we plot the outflow distances vs. the luminosity in
the 1-0S(1) line of H as measured by us. We see that low lu-

Figure 3. Outflow distances vs. $11-0 S(1) luminosities (based on cali- ~ Minosity objects are sparse, but there is no real trend ofrtine
bration method 1). We detect outflows out to 5kpc, and ther@islear imum detected luminosity with distance. Thus, based on Jig.
trend in the diagram. Our estimated completeness limittferautflow H, we conclude that our survey is complete to 5kpc for objectl wi
1-0 S(1) luminosity within 5 kpc is 10° L. The large number of objects  more than 10° L, in the 1-0 S(1) line of K. This corresponds to
at 3.7kpc is due to the objects where we could not determigeiatance HH 211 like outflows with about 1 mag of extinction in the K-loian
and applied the mean distance. The completeness limit is mostly set by the flux detectioritlih

3x 107 Wm~2 (discussed in Paper 1), since most our objects are

tended up to a dist f 5kpc.
range from 2.0 kpc to 5.0 kpc. This is within the distance eaofy exienced ipto a Aistance ot Skpe

the RMS objects that are used for the calibration. The distion
of distances shows a peak at 3.0—-3.5kpc, indicating theepces
of a spiral arm along this sight line. There is a second, I&s$ o
ous peak at 4.2 kpc (see Fig. 2). In Urquhart et al. (2011) dasim  With the distances for all outflows we are able to determiree th
increase in the number density of RMS sources in the same areadistribution of objects with respect to the Galactic Plawe al-
can be seen at distances of about 3—4kpc. The differencesin th ready investigated this distribution in Paper | assumingstadce
number of objects in both peaks is not due to completenesedss  of 3kpc for all outflows. As discussed above, most of our dsjec
The fraction of low luminosity outflows is the same for botlkds are indeed roughly at this distance, but the average is &®bupc.
Fig. 3). Thus, the more nearby feature has a larger numbetioéa Thus, no significant change in the scale height comparedgerfPa
outflow driving sources. is expected. Only a small increase of 15 % should occur.

In order to estimate out to which distance we would in princi- Figure 5 shows the height above and below the Galactic Plane
ple be able to detect molecular hydrogen outflows we used HH 21 for all outflows based on distance calibration method 1. Tikgid
as an example. This outflow is driven by a young Class 0 source bution is shifted to about 20 pc below the Galactic Planecititig
and emits about 3.% 1072 L, in the 1-0 S(1) line of K (Eisloffel that in this region of the survey most star forming cloudsameeg-
et al. (2003)). We obtained a flux scaled image taken of thisobb ative galactic latitudes. The one sigma width of the distiin, or
in the 1-0 S(1) line from Eisloffel et al. (2003) and placeddaled the scale height, is of the order of 30 pc. Hence our objects she

3.2 Outflow scale height

© 2011 RAS, MNRASDOQ, 1-16
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Figure 4. HH 211 as it would appear in one of ourHK difference images at different distances (near the 'HH 24bel). The well known object is placed
flux calibrated and scaled in a relatively 'normal’ cloudicegin one of our survey images. The small images afé 8®0” in size and the distance of HH 211
are indicated in each panel. At distances at and above 5 kpmutifiow becomes indistinguishable from a very red or végiabint source.

same distribution as typical massive OB stars (scale heigbtit
30-50pc, (Reed 2000; Elias et al. 2006)) and the RMS sounces i
this area (Urquhart et al. (2011)). This justifies our uséhefRMS
sources as distance calibrators, since their distancelseagiat dis-
tributions are the same as measured for our outflows. Thigrim t
suggests that our outflows and massive star formation in &S

tic Plane are linked, even if only eight RMS objects coinacidth

any of our outflows (two of those might actually be background
sources). In the forthcoming Paper I11 we will show that thieidg
sources for our outflows seem to be on average intermediats ma
sources.

3.3 Driving source verification

The purpose of this paper is to investigate the luminositylangth
distribution of the discovered outflows. Both rely on a cotras
possible identification of the driving sources. This 'suljee’ task
has been performed as described in Paper|. In order to etigire
correctness of the source identification we have repeateda$k
(half a year after it has been done originally) for all MHOsativ-
ered in our field. For the vast majority of objects we have fiifiexl
exactly the same objects as potential driving sources. @nlfve
out of the 134 MHOs did we select a different potential source
We thus list in Appendix B and C the new properties and find-
ing charts of the MHOs with a different source candidate sam
main tables in Paper ). In the light of these small changebave
re-done all the analysis from Paper| and there are no changes
any of the results and conclusions. We have also done alhtg-a
sis for this paper with both datasets and again, there amuably
no differences in any of the results and conclusions.

© 2011 RAS, MNRASDOQ, 1-16

3.4 Outflow luminosity function

The luminosities of our outflows (not corrected for extinafi in
the 1-0 S(1) line of H range from about 0.001 to 0.L]. and de-
pend slightly on the distance calibration method used. ¢n6-ive
show in a log-log plot the luminosity function for distancdibra-
tion method 1. The corresponding plot for method 2 and aléioth
luminosity functions are summarised in Appenix D. All olifebe-
low the flux completeness limit and without properly detered
distances are excluded.

The luminosity distribution represents a power-law of the
form:

N o Li_o5(1) (4)
with « in the range from -1.5 to -1.7, depending on the distance
calibration method and histogram bin size.

When we apply our statistical distance correction to the lu-
minosity distribution, we obtain the luminosity functios ahown
in Fig. 7. The statistical consideration of our distanceeutain-
ties does influence the slope of the resulting luminositgfiom. It
steepens the distribution, i.e. statistically our samplet&@ins more
low luminosity objects. The luminosity distributions fdnet dis-
tance calibration method 1 and 2 are also power-laws witheslo
of a1 = —1.89 andas = —1.88, independent of the histogram
bin width. Essentially, the two distributions are indigfiishable
from each other. Thus, the shape of the luminosity distidoudoes
not depend on the detailed way we calibrate our distancey thal
absolute values for the luminosities change slightly.

We finally apply the extinction correction based on the dis-
tance and the local cloud extinction. The resulting lumityodis-
tributions are shown in Appendix D and are almost identitake
power-law slopes slightly increase to, = —1.93 and a2
—1.95.
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Figure 6.1-0 S(1) Luminosity distributions of our outflows for the w@isce
calibration method 1. All objects with no measured distaa@eexcluded,
as are objects below the flux completeness limit. The fittedgpdaw slope
(about -0.5 to -0.7) is dependent on the histogram bin sieetathe small
number of objects.

In summary, the number distribution of the 1-0 S(1) luminosi
ties of our outflows can be represented by a power-law witbges|
of « = —1.9 with an uncertainty of about 0.1. This uncertainty
accounts for possible changes of the slopes due to the gatinc
correction.

Based on some simple, statistically correct assumptioes, w
can investigate how such an outflow luminosity function carirb
terpreted. i) The total flux emitted by the outflow is ten tirterger
than the 1-0 S(1) flux. Hence the measured outflow luminasitie
proportional to the total outflow luminosity emitted in albtecular
hydrogen lines. This is correct for shocks at about 2000 K@i
Garatti et al. (2006)), and has also been used by many ottresrau
in statistical calculations (e.g. Stanke et al. (2002))viost of our
outflows are driven by young protostars. The fact that weatete
sources for only half the MHOs supports this fact. Furtheemno
many sources are only detected at mid infrared wavelenytes.
will present a detailed analysis of the source propertiéziper 11,

10g (N)
-0.5

-10
I

-15

T T T T T T T T
-35 -3.0 -25 -20 -05 0.0

-15 -10
log (H2 1-0S(1) luminosity / Solar luminosity)

Figure 7. 1-0 S(1) Luminosity function of our outflows after we corett
for the statistical uncertainties in the distance by catibn method 1. Each
outflow has been placely’ = 10000 times into the histogram (see text for
details). All objects with no measured distance are excluds are objects
below the flux completeness limit. The slopes for both catibn methods
are indistinguishable and have a value of -0.9.

creted a fractionX of its final mass, which statistically should be
the same for all objects. Lastly, the distribution of finalsses of
the sources of our outflows should represent a Salpeter ldgsm
function. Hence we find that

N ooc M~235 & M—(1.1><,8+0.95)i0420 @)

and thus8 = 1.3 £ 0.2. Which means that based on our out-
flow luminosity function, the average mass accretion ratgfo-
tostars scales like

M o M1'3i0'2. (8)

Finally, the accretion time scalg.. for an object of masa/
would scale like

where we show that the driving sources are young embedded ob-

jects of intermediate mass.

We can use the empiric relationship of the outflow ldmi-
nosity and the bolometric driving source luminosity fronr&tti o
Garatti et al. (2006).

®)

Thus, we find for the distribution of the driving source bolo-
metric luminosities:

log(Lr,) = 0.58 x log(Lyer) — 1.4.

—1.940.1 —1.10£0.05
N o< Ly, o Ly,

(6)

If all our sources are protostars, thép,; is dominated by the
accretion luminosityL... which scales likeLaee x MMR™!.
We can either use that the accreting central core has a coastia-
sity (thenR o M*/? and thusM R~ « M?/?) or a constant ra-
dius (following Hosokawa et al. (2011) and thusR ~* o M). For
this range of possibilities the accretion luminosity willis scale as
Lacc ~ MMO.SB:l:O.lS.

M70.3:l:0.2’ (9)

tacc XX

i.e. more massive stars spend less time accreting material.
Note that these results have been determined based on amoimbe
assumptions and hence might be slightly different in reatiow-
ever, based on our data we can certainly rule out that thexgeer
mass accretion rates for protostars driving our outflowsdspen-
dent of the final stellar mass. Any further details such aeiaet
values and uncertainties of the inferred power law indexighbe
investigated with more detailed numerical models ablertk #c-
cretion rates, source and outflow luminosities (e.g. Snig98)).

If we would not correct our luminosity distribution for thésel
tribution of uncertaintiesR), then we would obtair = 1.8, an
even stronger dependence of the average mass accretiam itae
final stellar mass.

We can also compare our result to the data from Stanke et al.
(2002) who investigated the outflow luminosities in OrioniAere
the 1-0 S(1) luminosities span a range from @0 1072 L, and
are hence one order of magnitude smaller on average tharabur v
ues. The distribution of the 4, values is flatter than ours, with a

The mass accretion rate could scale as a power law with massvalue ofa. = —1.1, which would lead (with the same assumptions

(M o MP). We observe each object at a time when it has ac-

as above) t@ = 2.8.

© 2011 RAS, MNRASDOQ, 1-16



3.5 Star Formation Rate

When we convert our 1-0 S(1) luminosities into ap minos-
ity (without accounting for extinction), our outflows coverange
of brightnesses from 0.01d to 1.0L;. This is in good agree-
ment with the values for other molecular hydrogen outfloves e.
in Caratti o Garatti et al. (2008). In this paper one can a¢sotkat
only very few objects are brighter than 1.8 land thus most of
our outflows are driven by low and/or intermediate lumingsitass
protostars.

The total H outflow luminosity of all objects in our investi-
gated area is 94 or 12 L, depending on the distance calibration
method. If we correct for extinction usingx = 1 mag (a typical
value for the objects in our field), then the total Himinosity in
the survey area is 254, or 10 Lo /kpc?.

With the assumptions from Sect. 3.4 (the outflow luminosity
is linked to the accretion luminosity of the driving protas as
shown in Caratti o Garatti et al. (2008)) this converts intotal of
6 x 10* L, of accretion luminosity. Note that this will be a lower
limit, since there are some objects in Caratti o Garatti .et28108)
which have much higher source luminosities compared to ¢ne g
eral trend. If a typical protostar in our sample accretes ar2 M,
intermediate mass core of 1.3RHosokawa et al. (2011)) then
we can determine the total mass accretion rate in the suresy a
If we normalise this to the area of 2.6 square kiloparsec wedin
limit for the star formation rate{F' R) per square kiloparsec in the
galactic disk.

SFR > 2x 10 Meoyr ‘kpe 2 (10

Our survey region covers an area roughly 4—7 kpc from the
Galactic Centre. According to Boissier & Prantzos (199@) star
formation rate in the Milky Way § F' Rarw) drops significantly at
galactocentric distances above 8 kpc. Thus, if we scale upabue
to 200 square kiloparsec we find a limit of

SFRyw > 0.4Mgyr™! (11)

This is in agreement with recent estimates for the Galatdic s
formation rate e.g. by Robitaille & Whitney (2010) who foubd —
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Figure 8. Statistically corrected distribution of the projecteddérs of our
outflows for the distance calibration method 1. Note thatdfsgribution
resembles an exponential and not a power law.

Thus, the total energy input from our 130 outflows can pro-
vide enough turbulent energy for a total mass of justx 10°> M.

We can compare this to the total molecular gas mass within our
survey region. According to Casoli et al. (1998) one expabtsut
3Mg pc? of molecular gas (Boissier & Prantzos (1999) predict
similar value of 6 M, pc™? at the galactocentric radius of our ob-
jects), which adds up to a total of 1M, in our survey area. How-
ever, as noted earlier, the energy input from the outflowkamily
occur locally, i.e. in the high density regions. These arstriikely

the parts of the cloud where the (column) density is abovestizne
formation threshold. Rowles & Froebrich (2009) found thatit
cally just one percent of a cloud is at these densities. Touly,

10° M, of cloud needs to be considered (this does not explain
where the turbulent energy in the low column density regmmig-
inates).

In any case, the amount of mass that can be supported by the
jets discovered in the survey area is a factor of 40 smaléer the
actual mass at high densities. Thus, only if there are mangrge
ations of jets and outflows in each star forming region woblkjt

1.5 Mg, yr~! based on the analysis of Spitzer detected young stellar provide enough energy input to account for the turbulentgné\

objects. In Paper Il we will estimate the properties of thieidg
sources in more detail, which will allow us to determine a enor
accurate limit forSF Ryrw .

3.6 Outflow energetics

We can also investigate the total jet energy and momentumt inp
from our outflows into the interstellar medium. As we havensee
above, the typical object in our sample is a jet from a low and/
intermediate mass star. Furthermore, our data does not ako
to directly measure the jet power. We thus apply the methad an
generic values used in Davis et al. (2008) in order to get daraf
magnitude estimate. Hence, we dse 10°7 J as the typical energy
input of each jetand 1 Mkms™! as momentum input.

The turbulent energy in a cloud is approximately the cloud
mass times the square of the turbulent velocity disperstonthe
latter we take 1km's! as a typical value, since the energy input
from jets and outflows occurs usually locally (within at masew
parsec) from the star formation site, hence in regions wtieze
turbulent velocities are not extremely high. Note that trakie is
also typical for nearby GMCs such as Perseus (Davis et @820

© 2011 RAS, MNRASDOQ, 1-16

typical age scatter of two million years would only allow tgen-
erations of protostars. Thus, even locally, in the high dersdar
forming fraction of the clouds, feedback from jets and owfids
insufficient as a source of the turbulent energy. Hence, kigh
formation rate regions like NGC 1333, which seem able tollpca
inject enough momentum to support the cloud (Walawendel. et a
(2005)) are not common in our survey area.

3.7 Outflow length distribution

The projected lengths have been calculated for all outfloitts an
identified driving source candidate. The lengths, deriv&@dgiboth
distance calibration methods are listed in Table Al in AgldeA.
Note that we do not apply any corrections for single sidefl@us,

to allow a comparison to other works (e.g. Stanke et al. (2002
Davis et al. (2008), Davis et al. (2009)). We find a steep cGeme
in the number of flows with increasing length. In our sample we
have between 15% and 18 % of objects with a projected length
above 1pc (depending on the adopted distance calibrationg
apply a statistical correction af/7 for a random distribution of
inclination angles, then the fraction of parsec scale flowsdases
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to about 25%. Compared to other surveys the fractions ofepars
scale flows (uncorrected for inclination) are: i) in Orion faBke

et al. (2002) 8 %; ii) in Taurus, Auriga, Perseus Davis et2008)
12 %; iii) in Orion A Davis et al. (2009) 9 %. Thus, since oungy
traces more luminous outflows (see above), the fraction cfega
scale flows seems to be higher for brighter objects.

In Fig. 8 we show the distribution of the projected jet/owtflo
lengths in our sample. The plot is corrected for our stats$tin-
certainties in the distance calculations for method 1. Henéboth
distributions are extremely similar and show an exponéika
crease in the number of objects with increasing length ardano
power law behaviour. The slope in the diagram hence indidate
the numberN of outflows is related to the flow length in the fol-
lowing way:

N 10—0475><lenght[pc] (12)

2.0f

1.5}

LENGTH (parsec)
-

0.5F

T 107 107 10 10°
log10 (H2 1-0S(1) LUMINOSITY/SOLAR LUMINOSITY)

Figure 9. Projected outflow length against the outflow 1-0 S(1) luminos

We have run some simple simulations in order to understand ity based on the distance calibration method 1. Objectsowitietermined

the observed projected lengths distribution. As alreaalgstin Pa-
per |, simply assuming all jets are of the same length andoraihd
orientated should result in a completely different disttibn (more
larger than shorter flows up to a maximum projected length). A
model of randomly orientated jets with uniformly distribdtages
and a constant velocity fails to reproduce the data, in theesaay
as using a constant age and uniformly distributed velaxitie

We therefore developed a family of models based on jets
with different ages, homogeneously distributed betweenird-m
mum a:» and maximuma,..... Furthermore, the jet velocities
also range from a minimum,,,;,, t0 Maximumu,,,.., value which
are homogeneously distributed. Finally, the outflow irefion an-
gle (angle between the jet axis and the line of sight) ranges &
MIiNIMUM 45,5, t0 9C°.

We then generated 16000 samples of 68 jets (the same number

as jet lengths in our data), with parameters selected ratydioom
the following ranges:
1000yrs < amin < H000yrs
10000yrs < amaz < 30000yrs
0km/s < Vmin < 50km/s
90km /s < Vmas < 150km/s
0° < imin < 50°
Note that these ranges of values for velocities and dyndmica
timescales/ages are in agreement with proper motion merasmts
e.g. from Davis et al. (2009) and Eisloffel et al. (1994)ckset
of random projected length distributions was then compaiac
Kolmogorov-Smirnov test with the observed distributiomisal-
lowed us to determine the probability that the model distiin

distance are excluded.

of jet lengths between 0.1 pc and 2.3 pc, in more or less the cor
rect observed (exponentially decreasing) distributioe.nbte that
these dynamical lifetimes are still at least an order of nitage be-
low estimates for protostellar lifetimes, which are tyflica few

10° yrs (Hatchell et al. (2007)).

The above parameter values imply that our sample does not
contain very young and/or very slow moving jets. If they weeey
young they might have been missed as they are still deeplgémb
ded and thus extincted. The same applies for the very slowngov
jets, which additionally would lead to weaker shocks and tless
bright Hz emission.

More detailed and realistic models should be tested agiiest
available data. In particular the speed of the jet will cleaoger
time as energy and momentum is lost by radiation and entexibm
of material. Any model should not just reproduce the lengstrid
bution but also the distribution of 1-0 S(1) luminositiesidhe rela-
tion between jet length and brightness (see below). Howevdy
once the entire survey is analysed, will we have sufficientlmers
of outflows to attempt this.

3.8 Outflow length vs. luminosity

In Fig. 9 we plot the 1-0 S(1) luminosity against the projeooet-
flow length. The plot demonstrates that the majority of thiflows
is fainter thanl0~2 L, and shorter than 1 pc in length. However,

and the data are drawn from the same parent sample. When com-despite the poor statistics for bright outflows, there i®adr(corel-

paring the two length distributions based on the differastathce
calibration methods, we find that they agree with a 95 % pribbab

lation coefficientr = 0.47) of increasing length with brightness.
Essentially the bright outflows ¢, > 1072 L) are on average

ity. Any models that agree worse than 10 % with any of the data about twice as long as the faintgl. < 10~2 L) objects (1 pc vs.

sets are considered bad.

We then investigate which models consistently lead to such

a low agreement with the observations in order to excludarpar
eter values for the model. The best minimum inclination arigl
about 20. This shows that our sample typically does not contain
many objects aligned perpendicular to the plane of the slogeis
with a lower minimum inclination angle generate too manyrsho
outflows, and models with a larger minimum inclination ariglek
short objects.

The best fitting minimum/maximum velocity values are
40kms! — 130kms!, while the age range of 4—-2010° yrs
gives the best agreement with the data. These values leadntge

0.5pc).

Brighter integrated bl luminosities are indicative of higher
surface brightness and/or larger shock area. The formedepend
on a number of things such as shock velocity, ambient gastgens
magnetic field strength/orientation, and ionization fiat{see e.g.
Khanzadyan et al. (2004)). If the environment (clumpyndshe
ISM surrounding the driving source) is the dominating fadty
the outflow luminosity, then one might expect that shortevélare
brighter (the densest material is found closer to the standtion
side), or that there is no correlation. Hence, Fig. 9 migdicate
that brighter flows are generated by faster moving matehigles
they are on average longer. This is also in line with the eimpir
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Figure 10. Time difference between the emission of successiyekihbts
calculated based on the projected separation and an avepmgel of
80 km/s for the proper motion (using distance calibratiorthoé 1).

relation of source luminosity and outflow luminosity fromrati o

Garatti et al. (2008) which should not exist if the enviromtnglays
a dominant role in determining the outflow brightness. Haveas
noted above for the length distribution, more realistic gledcheed
to be tested against the full survey data in the future.

3.9 Mass ejection frequency

In our sample there are 29 outflows which have more than ene H
emission knot on at least one side of the source. For thesetsbj
we are able to measure the projected distances between the em
sion knots and thus, with an average velocity, the time betvike
ejection episodes responsible for the knots. In total wes maga-
sured 76 distances between knots in our outflows. The regulti
distributions of the ejection time differences are showifig 10.
They are based on an average speed of 80Knvehich is a typ-
ical speed for the jets and outflows in order to explain thgtlen
distribution (see above).

Similarly to the projected jet length distribution, we find a
larger number of small distances between successive lorakprt
times between the emission. With increasing time/distbeteeen
knots, the number of objects significantly decreases. Theze
however, a few knots with large gaps between them, more than e
pected if the general decreasing trend is to continue.

With a velocity of 80 km s we find that the typical gaps be-
tween the knots corresponds to about {6, while the largest time
gaps are about 1@rs. This is a variation of roughly a factor of ten,
with the largest time gaps reaching the typical dynamicalifie-
times (see Sect. 3.7).

Note that we only included gaps between knots which could
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3000yrs < @mae < H000yTs

Such a model is able to reproduce the general trend seen in
Fig. 10, but contrary to the jet length distribution we do fiod any
model that agrees with the data above the 90 % level. This & mo
likely due to the increased number of objects with longeetgaps,
which do not seem to follow the general trend. These large gap
can have a number of reasons: i) One of the knots does actually
not belong to the outflow; ii) The knots are indeed emittedraylo
time apart; iii) We do not detect emission in between knots tdu
extinction and/or they are too faint. We also need to keepimdm
that our model of constant velocity ejections is over sistfdi and
the calculated 'time gaps’ between the knots are just anrafle
magnitude estimate.

However, we can assume that the separation of emission knots
is related to episodes of increased mass accretion onteetiteat
object. Numerical simulations (e.g. from Vorobyov & Bas0@B))
have shown how the mass accretion rate can vary over time in
this ’burst-mode’ of star formation. These authors obtagmi§i-
cant peaks in the mass accretion rate which correspond tOfU-
type outbursts. According to their models they occur abwesatye
2 x 10*yrs. In between the mass accretion rate varies less signif-
icant on timescales of about 1000 yrs. Our measured timerdiff
ences hence correspond to those smaller accretion ratgioas,
while the total jet lifetime (as determined from the lengdistribu-
tion above) corresponds to the FU-Ori like eruption timésca

Thus, our data are in agreement with model predictions if ma-
jor episodes of mass accretion (such as FU-Ori outburstisgrei
trigger and/or stop the ejection of material in a protoatejet.
Lower level accretion rate increases occur on similar toakss as
increased ejection of material in the jets (either dendignges or
velocity changes will lead to new emission knots formingdwH
ever, better statistics is required to be able to start gryminves-
tigate how well our data matches with different models and FU
Ori timescales. Currently ongoing programs such as the VMV s
vey Minniti et al. (2010), the YSOVAR program (e.g. Morales-
Calderdn et al. (2011)) and others should soon be able &r-det
mine if the duty cycle of FU-Ori outbursts is 1@r 10* yrs with
some certainty and what the frequency of accretion burstgfen
strength is.

If the larger value for the duty cycle is confirmed and FU-Ori
bursts trigger a jet ejection phase, while subsequent smekre-
tion bursts are responsible for continued emission knahétion,
one would expect that statistically outflow driving soursésuld
show enhanced mass accretion rates compared to a groupilaf sim
aged objects that do not drive outflows. We will test this luesti-
gating the driving source properties of our sample and otl8Ds
in the same clouds in Paper 1.

4 CONCLUSIONS

be clearly separated in our images (a few arcseconds — aboutWe used foreground star counts to molecular clouds assdaidth
10° yrs at a typical jet speed and a distance of 3kpc). On smaller jets and outflows and a comparison to the Besancon Galaxylmode

scales the knot-substructure is most likely caused or ewem-d
nated by the density structure of the ISM the jet is interaptiith
and not by the ejection history itself.

We tried to model the time gap distribution in the same man-
ner as the jet lengths distribution (see Sect. 3.7). The gara@ne-
ter ranges for the inclination and jet velocities are usestdad of
the jet age, we use a minimui,;,, and maximunu,,... age gap
between the emission of successive knots.

1000yrs < amin < 3000yrs

© 2011 RAS, MNRASDOQ, 1-16

by Robin et al. (2003) to determine their distances. To caléthis
method we utilised objects from the RMS survey by Urquhaai et
(2008) which are distributed in the Galactic Plane simi@our
outflows. This method, together with the calibration allowgsto
estimate distances with a typical scatter of 25 %.

The majority of our detected outflows have a distance of about
3.5kpc, indicating that the sight line crosses a spiral aime. scale
height of the outflows with respect to the Galactic Plane ipc30
of the same order as massive young stars. This is in agreevitant
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the high outflow luminosities, and thus potential interna¢elimass
driving sources (Caratti o Garatti et al. (2006)) in our semp

The outflow 1-0 S(1) luminosities range from slightly bright
than 0.1l to a few 10 L, on average an order of magnitude
brighter than in samples from nearby star forming regions egfi-
mate that our sample is complete for objects brighter thart 1Q,
for distances of up to 5kpc. This luminosity roughly corresgs
to an HH 211 like object behind a K-band extinction of 1 mag.

The luminosity distribution of the outflows shows a power law
behaviour withV oc L. With the assumption that 10 % of the
H, flux is in the 1-0 S(1) line an using the empirical relation be-
tween the source bolometric (accretion) luminosity ancbtitéow
luminosity this translates into a dependence of the avenaggs
accretion rate on the final stellar massf o M'3%%2, The
total outflow luminosities also indicate a Milky Way star rica-
tion rate (averaged over a typical jet lifetime or the last yi®) of
more than 0.4 M yr—'. Our sample of jets also indicates that they
are not able to provide a sizeable fraction of the energy aod m
mentum required to sustain the typical local levels of tiebae in
their parental clouds.

The projected jet length drops exponentially in number for
longer jets, and does not behave as a power law. The staliigtic
corrected fraction of parsec scale flows is 25 %, almost twie
high as in typical nearby star forming regions. This is ineggnent
with our observed trend that more luminous outflows are loagd
the fact that the average luminosity in our sample is highan for
outflow samples from e.g. Orion.

A simple Monte-Carlo type model of jets with speeds of 40—
130kms! and ages between 4—2010° yrs can reproduce the
observed length distribution. These lifetimes are an oofienag-
nitude below estimates for the protostellar evolutiondrgge. The
model only fits the data if jets almost perpendicular to treplof
the sky are excluded.

Finally, we find that for typical outflow velocities the time
gaps between the ejection of larger amounts of materialil{reg
in groups of emission features) are of the order ofyi8. Accord-
ing to the burst mode of star formation models from e.g. Vipob
& Basu (2006) the creation of thesHknots is hence linked to low
level fluctuations of the mass accretion rate and not FU-¢pé t
events. Their duty cycle seems more in agreement with thaéjeit
lifetime, which might suggest these outburst as trigges{opping
point or both) of a jet ejection phase. However, better cairss
of the FU-Ori duty cycle and mechanism as well as more detaile
models are required to draw any further conclusions.
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APPENDIX A: MHO PROPERTIES TABLE

Table A1: Summary table of the MHO properties. In cases wkeveral MHOs
belong to the same outflow, the MHO number is labelled withsteresk. Objects
which coincide with a RMS source are labelled with-asign. We list the MHO
number, the distance, the flux in the 1-0 S(1) line ef Hhe luminosity in the 1-
0S(1) line of K, the apparent and physical length. The numhersd?2 indicate
values determined using our two distance calibratidnsicludes the Galactic
Longitude and does not. Objects where we could not determine a distance are
indicated byt. In these cases we use the mean distance of all other objects t
calculate luminosities and lengths.

Dist. Dist. F[1-0 S(1)] Lum. Lum. | Apparent | Length | Length
MHO 2 1 2 1 length 2 1
(Kpe) | (Kpc) | [10E-18 W/n?] | [Solar] | [Solar] (arcsec) (pc) (pc)
MHO 2201 3.1 4.1 405.482 0.1212 | 0.2125 73 1.1 1.45
MHO 2212
MHO 2202" 3.1 4.1 77.481 0.0231 | 0.0406 21 0.32 0.42
MHO 2203 2.1 3.1 278.893 0.0379 | 0.0832 42 0.43 0.63
MHO 2204 2.1 3.1 509.659 0.0692 | 0.1520 50 0.51 0.75
MHO 2205 2.1 3.1 58.429 0.0080 | 0.0174 - - -
MHO 2206° 3.4 3.4 304.384 0.1100 | 0.1115 93 1.54 1.55
MHO 2207
MHO 2208
MHO 2209 3.4 3.4 25.340 0.0092 | 0.0093 26 0.43 0.43
MHO 2210 3.4 3.4 20.150 0.0073 | 0.0074 40 0.66 0.66
MHO 2244 2.9 3.9 3.005 0.0008 | 0.0014 35 0.50 0.66
MHO 2245 2.1 3.1 12.587 0.0017 | 0.0038 18 0.18 0.27
MHO 2246 2.1 3.1 7.588 0.0010 | 0.0023 10 0.10 0.15
MHO 2247" 2.4 3.3 19.772 0.0035 | 0.0068 70 0.80 1.13
MHO 2248 2.1 3.1 3.800 0.0005 | 0.0011 26 0.26 0.39
MHO 2249 2.2 3.1 3.669 0.0005 | 0.0011 95 0.99 1.45
MHO 2250 4.3 4.9 8.288 0.0048 | 0.0062 29 0.61 0.69
MHO 2251" 4.3 4.9 3.033 0.0018 | 0.0023 4 0.08 0.09
MHO 2252 3.0 4.0 2.406 0.0007 | 0.0012 8.5 0.12 0.16
MHO 2253 4.0 4.7 10.497 0.0053 | 0.0073 - - -
MHO 2254 3.3 3.9 9.463 0.0032 | 0.0046 54 0.86 1.03
MHO 2255 35 4.0 1.058 0.0004 | 0.0005 10 0.17 0.20
MHO 2256 35 4.0 3.435 0.0013 | 0.0018 9 0.15 0.18
MHO 2257 35 4.0 4.862 0.0018 | 0.0025 18 0.3 0.35
MHO 2258 3.3 3.9 4.044 0.0014 | 0.0019 - - -
MHO 2259 2.6 3.3 7.424 0.0015 | 0.0025 - - -
MHO 2260 3.7 4.2 22.339 0.0098 | 0.0120 25 0.45 0.50
MHO 2261 3.7 4.2 62.588 0.0273 | 0.0337 72 1.31 1.45
MHO 2262" 4.7 4.7 9.502 0.0066 | 0.0066 18 0.41 0.41
MHO 2263 3.9 4.1 6.439 0.0031 | 0.0034 23 0.44 0.46
MHO 2264 3.9 4.1 15.185 0.0073 | 0.0080 18 0.34 0.36
MHO 2265 3.1 3.7 3.983 0.0012 | 0.0017 18 0.27 0.32
MHO 2266 3.4 3.9 5.976 0.0022 | 0.0028 28 0.46 0.53
MHO 2267 3.8 4.1 3.236 0.0015 | 0.0017 - - -
MHO 2268 4.4 4.5 0.108 0.0001 | 0.0001 - - -
MHO 2269" 4.3 4.5 32.477 0.0191 | 0.0204 60 1.27 1.31
MHO 2270 3.4 3.8 1.148 0.0004 | 0.0005 8 0.13 0.15
MHO 2271 3.4 3.8 6.578 0.0024 | 0.0029 19.5 0.33 0.36
MHO 2272 3.4 3.7 3.822 0.0014 | 0.0016 25 0.04 0.04
MHO 2273 4.0 4.1 2.535 0.0012 | 0.0013 - - -
MHO 2274 3.4 3.6 17.829 0.0065 | 0.0072 66 1.1 1.15
MHO 2275 3.4 3.6 17.181 0.0062 | 0.0069 - - -
MHO 2276 3.9 4.0 2,777 0.0013 | 0.0014 8 0.15 0.15
MHO 2277 3.6t 3.7 24.144 0.0097 | 0.0104 - - -
MHO 2278 3.7 3.7 13.823 0.0058 | 0.0059 20 0.36 0.36
Continued on next page

© 2011 RAS, MNRASDOQ, 1-16



12 loannidis& Froebrich

Table Al — continued from previous page

Dist. Dist. F[1-0 S(1)] Lum. Lum. | Apparent | Length | Length
MHO 2 1 2 1 length 2 1
(Kpe) | (Kpc) | [10E-18 W/n?] | [Solar] | [Solar] (arcsec) (pc) (pc)
MHO 2279 4.3 4.2 3.023 0.0017 | 0.0016 5 0.1 0.10
MHO 2280 4.3 4.2 13.119 0.0074 | 0.0070 49 1.01 0.99
MHO 2281
MHO 2282 35 3.6 3.561 0.0014 | 0.0014 - - -
MHO 2283 35 3.6 2.511 0.0009 | 0.0010 20 0.33 0.35
MHO 2284" 35 3.6 3.745 0.0014 | 0.0015 18 0.3 0.31
MHO 2285 35 3.6 2.482 0.0009 | 0.0010 33 0.55 0.58
MHO 2286 3.4 3.6 13.093 0.0048 | 0.0053 - - -
MHO 2287 3.6 3.7 3.239 0.0013 | 0.0013 - - -
MHO 2288 3.6 3.7 10.087 0.0040 | 0.0042 - - -
MHO 2289 3.6 3.7 3.036 0.0012 | 0.0013 - - -
MHO 2290 3.6 3.7 12.735 0.0051 | 0.0053 27 0.47 0.48
MHO 2291 3.4 35 38.832 0.0144 | 0.0152 112 1.87 1.92
MHO 2292 5.3 4.9 7.950 0.0070 | 0.0060 6 0.16 0.14
MHO 2293 35 3.4 5.838 0.0022 | 0.0021 - - -
MHO 2294 35 3.4 1.553 0.0006 | 0.0006 - - -
MHO 2295 3.5 3.4 1.385 0.0005 | 0.0005 - - -
MHO 2296" 35 3.4 2.170 0.0008 | 0.0008 - - -
MHO 2297 3.3 3.2 1.326 0.0004 | 0.0004 10 0.16 0.16
MHO 2298 4.17 3.7 30.286 0.0156 | 0.0130 - - -
MHO 2299 3.0t 3.7 4.781 0.0014 | 0.0021 - - -
MHO 2436 4.1f 3.7 10.940 0.0057 | 0.0047 - - -
MHO 2437 4.5 4.1 28.685 0.0181 | 0.0150 - - -
MHO 2438 4.8 4.3 5.005 0.0036 | 0.0028 - - -
MHO 2439 4.1 3.7 5.294 0.0027 | 0.0022 - - -
MHO 2440 4.1 3.7 6.636 0.0034 | 0.0028 20 0.39 0.35
MHO 2441 4.17 3.7 19.608 0.0104 | 0.0084 12 0.24 0.22
MHO 2442 4.2 3.8 13.718 0.0076 | 0.0062 - - -
MHO 2443 4.9 4.3 7.008 0.0052 | 0.0040 - - -
MHO 2444 4.8 4.2 11.168 0.0080 | 0.0062 35 0.08 0.07
MHO 2445 4.8 4.3 3.482 0.0025 | 0.0020 11 0.26 0.23
MHO 2446 3.8 3.4 3.608 0.0016 | 0.0013 - - -
MHO 2447 3.8 3.4 6.586 0.0030 | 0.0024 - - -
MHO 2448 4.9 4.3 7.518 0.0056 | 0.0043 115 2.72 2.38
MHO 2449 4.9 4.3 3.770 0.0028 | 0.0021 4 0.09 0.08
MHO 2450 4.9 4.3 0.289 0.0002 | 0.0002 15 0.35 0.31
MHO 2451 4.9 4.3 8.806 0.0065 | 0.0050 - - -
MHO 2452 4.9 4.3 0.719 0.0005 | 0.0004 - - -
MHO 2453 4.9 4.3 3.087 0.0023 | 0.0018 43 1.01 0.89
MHO 2454 5.4 4.6 45.166 0.0403 | 0.0298 25 0.65 0.56
MHO 2455 5.4 4.6 5.353 0.0048 | 0.0035 - - -
MHO 2456 3.6t 3.7 8.493 0.0035 | 0.0037 - - -
MHO 3200 3.0t 3.7 68.260 0.0195 | 0.0294 80 1.18 1.44
MHO 3201 3.0t 3.7 3.534 0.0010 | 0.0015 7 0.1 0.13
MHO 3202 3.6 35 6.238 0.0026 | 0.0024 51 0.9 0.88
MHO 3203 3.7 3.6 3.383 0.0015 | 0.0014 - - -
MHO 3204 3.7 3.6 3.304 0.0014 | 0.0013 50 0.91 0.87
MHO 3205 3.6 35 2.275 0.0009 | 0.0009 12 0.21 0.20
MHO 3206 3.3 3.3 3.439 0.0012 | 0.0011 - - -
MHO 3207 3.3 3.3 4.159 0.0014 | 0.0014 - - -
MHO 3208 3.3 3.3 1.440 0.0005 | 0.0005 - - -
MHO 3209 3.3 3.3 5.022 0.0017 | 0.0017 - - -
MHO 3210 3.6 35 2.853 0.0012 | 0.0011 12 0.21 0.20
MHO 3211 3.6 35 29.166 0.0117 | 0.0110 54 0.94 0.91
MHO 3212 3.6 35 2.527 0.0010 | 0.0010 - - -
MHO 3213 3.0 3.0 6.857 0.0019 | 0.0019 34 0.49 0.49
MHO 3214 3.9t 3.7 6.214 0.0029 | 0.0027 28 0.53 0.50
Continued on next page
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Table Al — continued from previous page

Dist. Dist. F[1-0 S(1)] Lum. Lum. | Apparent | Length | Length
MHO 2 1 2 1 length 2 1
(Kpe) | (Kpc) | [10E-18 W/n?] | [Solar] | [Solar] (arcsec) (pc) (pc)
MHO 3215 3.9t 3.7 4.387 0.0021 | 0.0019 - - -
MHO 3216 3.1 4.1 82.356 0.0245 | 0.0432 26 0.39 0.52
MHO 3217 2.2 3.2 15.238 0.0022 | 0.0049 45 0.47 0.70
MHO 3218 2.2 3.2 5.549 0.0008 | 0.0018 58 0.61 0.90
MHO 3219 2.2 3.2 12.049 0.0017 | 0.0039 59 0.62 0.92
MHO 3220 2.2 3.2 8.344 0.0012 | 0.0027 - - -
MHO 3221 3.2 4.1 16.329 0.0053 | 0.0086 - - -
MHO 3222 25 3.4 10.380 0.0020 | 0.0037 6.5 0.08 0.11
MHO 3223 1.9 2.9 3.129 0.0004 | 0.0008 - - -
MHO 3224 2.6 35 1.700 0.0004 | 0.0006 - - -
MHO 3225 2.6 35 0.964 0.0002 | 0.0004 - - -
MHO 3226 2.6 35 3.466 0.0007 | 0.0013 - - -
MHO 3227 2.6 35 0.586 0.0001 | 0.0002 - - -
MHO 3228 2.0 3.1 2.092 0.0003 | 0.0006 - - -
MHO 3229 4.1 4.2 3.135 0.0017 | 0.0017 - - -
MHO 3230 2.0 3.1 5.628 0.0007 | 0.0017 - - -
MHO 3231 2.0 3.1 2.024 0.0002 | 0.0006 - - -
MHO 3232 2.0 3.1 1.201 0.0001 | 0.0004 - - -
MHO 3233 2.2 3.3 1.428 0.0002 | 0.0005 - - -
MHO 3234 3.1 3.7 3.940 0.0012 | 0.0017 - - -
MHO 3235 3.7 3.9 8.045 0.0034 | 0.0039 - - -
MHO 3236 2.9 3.3 0.913 0.0002 | 0.0003 - - -
MHO 3237 4.1 4.2 7.729 0.0041 | 0.0042 18 0.36 0.36
MHO 3238 3.2 3.4 8.895 0.0029 | 0.0033 - - -
MHO 3239 3.2 3.4 15.135 0.0049 | 0.0055 - - -
MHO 3240 3.6 3.8 60.245 0.0249 | 0.0266 126 2.22 2.30
MHO 3241 3.1 3.1 28.141 0.0083 | 0.0087 40 0.6 0.61
MHO 3242" 3.4 3.4 16.002 0.0058 | 0.0059 - - -
MHO 3243 3.4 3.4 8.172 0.0030 | 0.0030 38 0.63 0.63
MHO 3244 3.4 3.4 8.433 0.0030 | 0.0031 - - -
MHO 3246 3.1 3.7 17.575 0.0053 | 0.0076 4.5 0.07 0.08
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APPENDIX B: CORRECTED MHO PROPERTIES TABLE

Table B1: Properties of the five MHOSs for which we identifiedféedent driving
source candidate compared to Paper |. An asterisk indibéit3s which belong
to the same outflow.

MHO RA DEC F[1-0S(1)] Flux error length | position angle possible source RA | source DEC
(J2000) (J2000) | [10E-18 W/n?] | [10E-18 W/n?] | (arcsec) (degrees) source (J2000) (J2000)
MHO 2271 | 18:35:31.7| -08:52:17 6.578 0.465 19.5 102 G023.2293-00.5289| 18:35:30.4 | -08:52:13
MHO 2272 | 18:35:51.3| -08:41:13 3.822 0.239 25 135 G023.4319-00.5212| 18:35:51.4 | -08:41:10
MHO 2276 | 18:35:22.9| -07:19:17 2.777 0.165 8 180 G024.5919+00.2119 18:35:22.9 | -07:19:10
MHO 2280° | 18:38:55.4| -06:52:37 6.770 1.073 49 145 G025.3846-00.3724| 18:38:56.5 | -06:53:02
MHO 2281" | 18:38:57.3| -06:53:15 6.350 0.620 * * * * *
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APPENDIX C: CORRECTED MHO IMAGES

YSO jetsin the Galactic Plane

Table C1: Finding charts of the MHOs where we identified défe driving
sources compared to Paperl. An asterisk indicates MHOshaltetong to the

same outflow.

MHO

MHO 2271

Image

MHO 2272

MHO 2276

MHO 2280

MHO 2281

Comments

A faint bow shock like emission to the South East of candidatgrce
Glimpse G023.2293-00.5289.

Two compact knots with candidate source Glimpse G023.43
00.5212 in the middle.

A faint elongated emission knot South of candidate sourém@le
G024.5919+00.2119.

A bright emission knot aligned with MHO 2281 and most likehjven
by candidate source Glimpse G025.3846-00.3724.

Extended bright, partly diffuse emission knot that is pafttioe
same flow as MHO 2280 that is driven by candidate source Gén
G025.3846-00.3724.
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Figure D1. 1-0 S(1) Luminosity functions of our outflow$op: Actual data;Middle: Statistically corrected for distance uncertaintiBsttom: Statistically
corrected for distance uncertainties and extinction. €ftecblumn uses distance calibration method 1, the rightroalmethod 2. For the statistical correction
each outflow has been placéd = 10000 times into the histogram (see text for details). All objestth no measured distance are excluded, as are objects
below the flux completeness limit. The slopes for the origdata are -0.5 to -0.7, depending on the bin size. After thtissical correction the slopes are
indistinguishable and have a value of -0.9.

APPENDIX D: LUMINOSITY FUNCTIONS
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