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A B S T R A C T

As machines powered by artificial intelligence increase in their technological capacities, there is a growing in-
terest in the theoretical and practical idea of artificial moral advisors (AMAs): systems powered by artificial 
intelligence that are explicitly designed to assist humans in making ethical decisions. Across four pre-registered 
studies (total N = 2604) we investigated how people perceive and trust artificial moral advisors compared to 
human advisors. Extending previous work on algorithmic aversion, we show that people have a significant 
aversion to AMAs (vs humans) giving moral advice, while also showing that this is particularly the case when 
advisors - human and AI alike - gave advice based on utilitarian principles. We find that participants expect AI to 
make utilitarian decisions, and that even when participants agreed with a decision made by an AMA, they still 
expected to disagree with an AMA more than a human in future. Our findings suggest challenges in the adoption 
of artificial moral advisors, and particularly those who draw on and endorse utilitarian principles - however 
normatively justifiable.

1. Introduction

Artificial intelligence (AI) - systems that use any kind of algorithm or 
statistical model to perform tasks that usually require human intelli-
gence - are changing the world around us, modeling functions typical of 
the human mind such as visual and speech recognition, reasoning, and 
problem solving (Rahwan, Cebrian, Obradovich, et al., 2019). We rely 
on AI systems when we check the traffic on Google Maps, connect with a 
driver on Uber, or apply for a credit check, and as the technological 
sophistication of AI increases, so too do the tasks that we rely on AI for - 
dramatically increasing the stakes for humans. AI systems are 
approaching a level of complexity that progressively requires them to 
embody artificial morality: making decisions that would be described as 
moral or immoral if made by humans. We have already developed AI 
systems to be what theorists have called implicit, or indirect moral 
agents (Moor, 2009): systems that have limited ethical considerations 
built into their design as side-effects of their main purpose, to avoid 
them doing harm. An autonomous vehicle must, for example, have 
systems for minimising harm in emergency situations – e.g. if pedes-
trians step out in front of the car (e.g. Awad et al., 2018; Bonnefon, 
Shariff, & Rahwan, 2016). Even more concerningly, some systems are 

increasingly required to be explicit, or direct moral agents, processing 
ethically-relevant information about situations to fulfill their primary 
purpose of making decisions about what should be done.

1.1. Artificial moral advisors

Artificial moral advisors (AMAs) refer to AI systems that could be 
designed to assist humans in making ethical decisions, leveraging arti-
ficial intelligence to analyze moral dilemmas and provide recommen-
dations based on established ethical theories, principles, or guidelines. 
The idea, at root, is simple: artificial intelligence provides a tool that can 
help enhance human activity in many different domains, so why not use 
AI to help people make better moral decisions? Humans have turned to 
experts for advice on difficult moral situations for millennia, and the rise 
of AI would “simply” enable these experts to be artificial, not human. 
The appeal of such AMAs is apparent: they could be accessible to a 
greater number of people at any time of day or night; they could use 
immense computational power to predict likely outcomes of different 
events in a way that humans could struggle to do; and by supposedly 
avoiding human cognitive biases and emotional ties, they could provide 
more consistent and rational moral advice. In this way, AMAs have been 
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suggested to serve a function akin to the “ideal observer” (Firth, 1952), 
by offering dispassionate and consistent judgments free from human 
biases (e.g. Giubilini & Savulescu, 2018; Sinnott-Armstrong & Skorburg, 
2021). As AMAs develop, they could serve not only as tools for ethical 
guidance but also as means of fostering moral literacy.

While discussion of AMAs has largely been a hypothetical and future- 
focused one so far, recent advancements in large language models 
increasingly raise the possibility of artificial intelligence being (mis)used 
already broadly to serve as artificial moral advisors. ChatGTP already 
gives advice in moral dilemmas (e.g. Krügel, Ostermaier, & Uhl, 2023), 
and organizations are already working on prototypes for AI-powered 
systems designed specifically to model moral judgments, e.g. the Allen 
Institute’s “Ask Delphi” (Jiang et al., 2021) (see: delphi.allenai.org). It is 
now even possible to chat with an AI chatbot trained on the writings of 
famous ethicist, Peter Singer (see: https://www.petersinger.ai/), 
although it is intended to be used for “experimental and educational 
purposes only”. There are, it goes without saying, serious limitations 
with the current state of any publicly available AI-based systems that 
seek to give moral advice, and current LLMs like ChatGTP and AskDelphi 
come with warnings that outputs may contain errors and should not be 
(uncritically) used for advice for humans. ChatGPT is not designed to 
give moral advice and may resist answering certain morally weighted 
questions for safety or other reasons, and the creators of Delphi explic-
itly state that its purpose right now is not to be a moral authority or 
source of ethical advice (Jiang et al., 2021). Indeed, while some have 
argued for the theoretical possibility of more personalized AMAs 
(Giubilini & Savulescu, 2018), this appears increasingly at odds with the 
practicalities of how developers would – and even should - design and 
deploy AMAs in practice.

While fully fledged AMAs remain – at present – a theoretical possi-
bility, their realisation becomes closer, and this forces discussion not of 
the technological challenge of creating AMAs, but the psychological and 
philosophical challenges associated with the endeavour in the first 
place. For example, how would one incorporate human values, do we 
even have a set of static moral values one could incorporate in a 
coherent form, and how do we deal with the extent to which people 
disagree with each other’s moral judgments? Indeed, these theoretical 
issues may not be so easily resolved (e.g. Liu, Moore, Webb, & Vallor, 
2022). The questions of how we would create AMAs, whether we should, 
and what the long term consequences of doing this would be, remain 
very much open. But even if we leave aside the very important question 
of whether people should trust AMAs, there remains a descriptive 
question of whether people even would trust AMAs.

We have reasons to assume people would be reluctant to trust such 
explicit artificial moral agents. Much research has documented the 
phenomenon of algorithmic aversion: the tendency for individuals to 
distrust AI relative to humans even when there is identical - or even 
superior - performance (Dawes, 1979; Dietvorst, Simmons, & Massey, 
2015; Meehl, 1954, 1957). For example, people lose confidence in sta-
tistical models more quickly than in humans after seeing both make the 
same mistake (Dietvorst et al., 2015; Prahl & Van Swol, 2017), and place 
greater weight on the same advice given by human experts than statis-
tical models (Önkal, Goodwin, Thomson, Gönül, & Pollock, 2009; 
Promberger & Baron, 2006). Importantly, such algorithm aversion also 
drives distrust for AI making moral decisions, seemingly driven by a 
perception that AI lacks internal experience (Bigman & Gray, 2018). But 
there is a further problem: when it comes to moral problems, it is not 
only that the stakes are higher, but more critically that there is not al-
ways an established consensus on what the right moral decision might 
be.

A fundamental challenge that developers of AMAs will face is which 
kind of ethical framework to benchmark against, especially in moral 
dilemmas where different ethical frameworks endorse different, mutu-
ally exclusive actions. For example, is it morally acceptable to break 
normal prohibitions against murder in order to prevent harm to a greater 
number? Different ethical theories will have different responses, it is far 

from clear which ethical theory should be the benchmark. Consequen-
tialist theories such as utilitarianism focus on the ‘greatest good for the 
greatest number’, positing that only consequences matter when making 
moral decisions (Bentham, 1983; Mill, 1863; Singer, 1993). In contrast, 
non-utilitarian deontological theories claim that we also have to 
consider rights, duties, and obligations, for example, even if murder 
might bring about good consequences, it may still be judged as wrong (e. 
g., Fried, 1978; Kant, 2002; Ross, 1930). Just as humans face such di-
lemmas, so too will AI agents - and they will have to respond ‘appro-
priately’, in a way that aligns with our values. This is not just a 
theoretical concern about ensuring that artificial moral advisors align 
with the “correct” normative standard (though indeed there must be 
some kind of benchmarking to moral standards), but a psychological 
question about how these advisors might be differentially trusted based 
on the specific decisions they make. Morality is not just about percep-
tions of the rightness or wrongness of acts, but more often fundamentally 
person-based: actions give us insight into the perceived moral character, 
and it is perceptions of character that can in turn help shape what we see 
as justifiable (e.g. Everett, Pizarro, & Crockett, 2016; Uhlmann, Pizarro, 
& Diermeier, 2015; Uhlmann, Zhu, & Tannenbaum, 2013).

1.2. Inference of trust from moral decisions

A growing body of research in moral psychology has shown that the 
way people respond in sacrificial dilemmas has a host of consequences 
for how that person is perceived. For example, Everett et al. (2016)
looked at perceptions of people who made either “characteristically 
utilitarian” vs. non-utilitarian “characteristically deontological” judg-
ments in the footbridge dilemma (Foot, 1967; Thomson, 1976, 1984), 
which asks participants to judge whether it would be acceptable to kill 
one man by pushing him off a footbridge in order to save five other 
people on the tracks. Participants were asked to judge two other 
“agents” who received this dilemma (and other agents, across a series of 
studies in the paper), where one agent gave a characteristically utili-
tarian response (“it is better to save five lives than one”), and the other 
gave a characteristically deontological, non-utilitarian decision to reject 
the sacrifice (“killing people is just wrong, even if it has good conse-
quences”). They found that participants perceived those who gave 
characteristically deontological responses to a sacrificial moral dilemma 
as more trustworthy than those who gave utilitarian responses, found 
both in self-reports and in behavior in a trust game (Everett et al., 2016). 
Such results have been shown by numerous independent research 
groups (Brown & Sacco, 2019; Rom, Weiss, & Conway, 2017a, 2017b; 
Sacco, Brown, Lustgraaf, & Hugenberg, 2017), pre-registered replication 
projects (Everett, Faber, Savulescu, & Crockett, 2018), and a large 
cross-cultural Registered Report conducted in 22 countries (Everett 
et al., 2021). Across a variety of dilemmas, and even when controlling 
for participants’ own judgments, it appears that endorsing utilitarian 
decisions in sacrificial dilemmas can decrease trust (see Crockett, 
Everett, Gill, & Siegel, 2021 for a review).

Such findings have been explained with reference to partner choice 
models relating to the importance of choosing trustworthy social part-
ners, with Everett et al. (2016; 2018) arguing that following utilitarian 
principles about the maximization of benefits leads to behaviors that are 
often less predictable than following simpler deontological rules. 
Indeed, deontological judgments relating to duties, obligations, and 
aversion to harm typically indicate that the agent has more socially 
valuable beliefs about others. There is evidence for both of these. For the 
possibility of non-utilitarian decisions signaling greater commitment to 
cooperation, research shows that if a utilitarian agent reported their 
judgments as being very difficult to make – thereby indicating some 
level of commitment to cooperation - distrust of them was reduced 
(Everett et al., 2016), and there is also evidence that people strategically 
endorse non-utilitarian resolutions to moral dilemmas to make them-
selves appear warmer and more moral (Rom et al., 2017a, 2017b). For 
the possibility of non-utilitarian decisions being predictable, there is 
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mixed evidence. On the one hand, in their study Everett et al. (2016)
found evidence that people trusted a “contractualist” agent who focused 
more on respect for others’ wishes, even if that meant breaking a moral 
norm. This agent was trusted over a “Kantian” agent who always fol-
lowed rules even when this led to harmful consequences, and this was 
interpreted as suggesting that a flexible commitment to social norms 
while still respecting others was more important than predictability per 
se. On the other hand, however, a growing body of more recent work has 
suggested that predictability might be a more important driver. Walker 
et al. (2021) show that people demonstrate a moral preference for more 
predictable immoral actors over unpredictable immoral actors, and in 
the context of moral dilemmas specifically, Turpin et al. (2021) show not 
only that utilitarian agents were perceived as less predictable and less 
moral than deontological agents, but that when utilitarian 
decision-makers are made to seem more predictable this difference 
disappeared.

We know that humans who endorse utilitarian resolutions to sacri-
ficial dilemmas are trusted less - perhaps due to them seeming less 
committed social partners and being less predictable. But how might this 
apply to how people perceive artificial moral advisors? Compared to the 
wealth of work looking at perceptions of humans who endorse utilitarian 
or non-utilitarian judgments in moral dilemmas, there is little looking at 
AI. Young and Monroe (2019) looked at perceptions of a self-driving car 
in a “switch-style” moral dilemma and found that while utilitarian pro- 
sacrificial decision-makers were trusted more than non-utilitarian de-
cision-makers, and that humans were trusted more than AI, there was no 
interaction between the two. In other work looking at whether people 
accept advice provided by artificial moral advisors (but not looking at 
perceptions of advisors per se), Krügel et al. (2023) report results from an 
experiment in which participants were presented with output from 
ChatGTP in response to being given the classic trolley dilemma, with 
identical outputs labeled either (correctly) as coming from ChatGTP or 
(inaccurately) as coming from a human advisor. Their results show that 
people found the sacrifice in the footbridge dilemma differentially 
acceptable depending on whether the advisor endorsed the sacrificer, 
and this was the same for output labeled as coming from both ChatGTP 
or a human advisor. However, it remains unclear how utilitarian moral 
judgments would shape perceptions of the advisor themselves (rather 
than just agreement with their answers), whether people would differ-
entially trust the advisor in other less famous dilemmas, and whether 
this holds when ensuring equal length and ethical appeals of the utili-
tarian and non-utilitarian justifications.

1.3. Present research

In this paper, across four pre-registered studies, we therefore inves-
tigated the similarities and differences between how people think about 
artificial and human moral advisors who gave utilitarian and non- 
utilitarian advice in different moral dilemmas. In Study 1, we explore 
perceptions of human and AI moral advisors who give utilitarian or non- 
utilitarian advice in classic sacrificial dilemmas where the sacrifice is 
used as either a direct means for bringing about a greater good or as a 
side-effect of doing so. In Study 2, we build on this to explore differences 
in how artificial (and human) advisors are perceived when giving util-
itarian advice about the morality of harming others for the greater good 
(instrumental harm) compared to advice about the importance of 
impartially maximizing welfare at the expense of more local special 
obligations (impartial beneficence). In Study 3, we explore the expec-
tations that people have about artificial moral advisors, focusing on the 
role of predictability vs. appropriate sensitivity to moral contexts in 
driving perceptions of trustworthiness.

2. Study 1

In Study 1, we explored perceptions of human and AI moral advisors 
who give utilitarian or non-utilitarian advice in classic sacrificial 

dilemmas where the sacrifice is used as either a direct means for 
bringing about a greater good or as a side-effect of doing so. We chose to 
look at both means-style and side-effects because we know people are 
more likely to endorse the utilitarian option in side-effect cases (like the 
“switch” case) than they are in the means-style cases (like the “foot-
bridge” case) (e.g. Greene, Sommerville, Nystrom, Darley, & Cohen, 
2001), and we know that differential endorsements across these cases 
can be particularly diagnostic of differences in the social and moral 
values held by the advisor (Everett et al., 2016). Looking at perceptions 
of human and artificial advisors who made utilitarian decisions in both 
means and side-effect cases, then, allowed us to both enhance general-
izability and better be able to control for the role of participants’ own 
agreement, therefore better differentiating between, for example, 
trusting non-utilitarians in general from trusting those we simply 
happen to agree with in means-style cases. In addition, it is not obvious a 
priori how these preferences would generalize to artificial moral advi-
sors: while people may prefer non-utilitarian human decision makers, 
they may feel better about AI making utilitarian decisions because that is 
what we expect of it (Malle et al., 2015). Alternatively, we may distrust 
AI more for endorsing instrumental harm because it may shield a 
human-in-the-loop from taking responsibility for that harm. Therefore, 
knowing whether AI advisors are more or less penalised for giving 
particular kinds of unfavourable advice is especially important.

2.1. Method

2.1.1. Open science
We report all of our key measures, manipulations, and exclusions, 

and all data, analysis code, and experiment materials are available for 
download at: https://osf.io/m3v48/. This study was pre-registered at 
https://osf.io/29kqd.

2.1.2. Participants
We recruited 1100 participants living in the United Kingdom 

through Prolific.ac. After excluding 52 participants for failing a pre- 
registered attention check at the start of the study, and 40 participants 
for failing the pre-registered manipulation check, we were left with a 
final sample size of 1008 (478 women; Mage = 41.7, SD = 13.7). Our 
sample size was determined through a simulation-based power analysis, 
testing for a focal effect of differences in ratings of trust predicted by 
advisor type (human vs AI); advice type (utilitarian vs non-utilitarian); 
and dilemma type (means vs side-effect). This simulation estimated 
that 1050 participants would be required to have 80 % power for finding 
small to medium effects sizes (standardized beta 0.3).

2.1.3. Design
We employed a mixed design in which we manipulated between- 

subjects advisor type (Human vs AI); manipulated within-subjects the 
advisor’s moral advice (utilitarian vs non-utilitarian); and manipulated 
within-subjects the dilemma type (“Means” vs “Side Effect”) such that 
participants saw one of two possible “Means” dilemmas and one of two 
possible “Side-Effect” dilemmas. This meant that participants saw either 
AI or human advisors, but saw (different) advisors give both utilitarian 
and non-utilitarian advice across the two dilemma types.

First, participants were assigned to see either an AI or Human moral 
advisor (between-subjects). All participants were given a brief descrip-
tion about the way we often face moral dilemmas in our life, and that 
oftentimes we turn to external advisors for advice. Then, participants 
were told that this role can often be performed by human experts who 
draw on their extensive training to provide recommendations in such 
difficult moral cases; or that this role can be provided by artificial moral 
advisors who draw on the latest advancements in artificial intelligence 
and machine learning to provide recommendations in such difficult 
moral cases.

Second, participants were presented with a first dilemma that re-
flected the tension between utilitarian and non-utilitarian principles in 
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the context of instrumental harm. These dilemmas included both 
“means-style” dilemma where the sacrificial action is a direct means to 
saving the greater number of people (i.e. that the sacrifice of the person 
is directly intended as a way of achieving this greater good), and 
“switch-style” dilemmas where the sacrificial action is a foreseen side- 
effect of saving the greater number of people (i.e. that the sacrifice of 
the person is an unfortunate side-effect of the sacrificial action) (Greene 
et al., 2001). To enhance generalizability, we used two instances of both 
types of dilemma, though participants only saw one example of each 
type (all dilemmas adapted from Moore, Clark, & Kane, 2008). For the 
“means-style” dilemmas, we used adapted versions of the “Crying Baby” 
dilemma in which an agent has to decide whether to smother a baby to 
death in order to ensure that enemy soldiers do not find people hiding in 
a cellar, and the “Bike” dilemma in which the agent has to decide 
whether to crash into a single motorcyclist in order to prevent a pile-up 
that will kill many more. For the “switch-style” dilemmas, we used the 
“Hospital” case in which an agent has to decide whether to redirect a 
ventilation system pumping poisonous gas into a room with multiple 
people into a different room that has one person, and the “Submarine” 
case in which an agent has to decide whether to redirect oxygen between 
injured people on a submarine after an explosion and move oxygen away 
from the level where there is a single unconscious person to a different 
level where there are more people. After reading these descriptions, and 
before seeing the advisor’s advice, participants gave their own moral 
judgment about what they think should be done in that situation.

Third, participants moved to see the advisor’s recommendation on 
this dilemma, where participants read that after considering this prob-
lem, the advisor drew on either their human “knowledge about the 
ethics and similar cases” or their AI-driven “advancements in machine 
learning about moral cases” and made a judgment. Half the participants 
saw the advisor give a characteristically utilitarian pro-sacrificial judg-
ment, endorsing the sacrificial action with the justification that “An 
important principle in ethics is to think about the greater good, and in 
this specific case killing the one person would bring about better con-
sequences overall”. The other half of the participants saw the advisor 
give a non-utilitarian judgment rejecting the sacrificial action with the 
justification that “An important principle in ethics is that killing people 
is just wrong, and this duty to not kill should apply even if killing has 
good consequences in a specific case.”. After reading the advisor’s 
judgment, participants then rated the trustworthiness of the advisor, 
their willingness to follow the advisor’s advice in future, how much they 
would blame someone for following the advisor’s advice, and how much 
they expected to agree/disagree with the advisor on different issues in 
future. After completing these, participants completed a manipulation 
check requiring them to report the judgment that the advisor made.

Next, participants were told that they would now see advice from 
another advisor (with a different name). This second dilemma was one 
of two possible dilemmas of the opposite type to the first dilemma seen 
(i.e. if participants saw first the means-style “Baby” or “Bike” dilemma, 
they would then see a switch-style dilemma, randomly either “Hospital” 
or “Submarine”). For this second dilemma, participants always saw the 
advisor give advice that was the opposite to what they previously saw (i. 
e. if participants saw the advisor give a consequentialist recommenda-
tion in the means-style dilemma, they would then see the advisor give a 
non-utilitarian judgment in the switch-style dilemma). Participants 
completed the same dependent measures as for the first dilemma. 
Therefore, across the study participants saw either two AI advisors or 
two human advisors, of which each one gave a utilitarian recommen-
dation for one dilemma type and the other advisor gave a non-utilitarian 
recommendation for the other dilemma type, in counterbalanced order.

For this study we pre-registered that we expect that human advisors 
will be trusted more than AI. We also pre-registered that we will explore 
whether this differs based on the kinds of judgment and the type of 
dilemma based on previous work on trust in humans showing that those 
who make deontological moral judgments tend to be favored particu-
larly (or only) in cases where the harm to one is done as a means to an 

end (“footbridge style”) compared to cases where the harm is an 
intended side-effect (“switch style”) (Everett et al., 2016).

Lastly, we pre-registered that we would test whether any observed 
effects persist when accounting for how much participants agree with 
the advice, and whether future anticipated agreement might account for 
variance in differential trust between Humans and AI (e.g. despite AI 
making a decision that the participant agrees with they still don’t trust 
it; perhaps because they predict the AI will still make more disagreeable 
judgments in the future compared to humans).

2.1.4. Measures
Participant’s own moral judgment was measured prior to seeing the 

advisor’s recommendation, with the precise wording varying for each 
specific dilemma. The non-utilitarian action was at the lower end of the 
scale and the utilitarian at the higher end, for example “Should Helen 
activate the ventilation system, redirecting the gas into another room 
that will kill the single soldier but save the lives of the six patients?” (1 =
definitely not activate the ventilation system [non-utilitarian]; 7 = definitely 
activate the ventilation system [utilitarian]).1

Trust, our key dependent measure, was measured in a single item 
asking “How trustworthy do you think [advisor] is?” (1 = not at all; 7 =
very much).

Willingness to adopt advice was measured in a single item asking 
“Based on their advice, how willing would you be to trust [advisor] on 
other issues?” (1 = not at all; 7 = very much).

Blame for an individual if they were to follow the advisor’s advice 
was measured with a single item of “How much would you blame someone 
if they followed this advice?”

Expected future agreement was measured with a single item after the 
other dependent measures: “In the scenario you just read, [advisor] 
made a recommendation that [matched/was different to] what you 
thought should be done. Imagine that you turned to [advisor] in future 
for advice for a different kind of moral problem. Do you expect that its 
advice would again match with your own view on a different moral 
problem? (1 = not at all; 7 = very much).

2.1.4.1. Attention check. At the start of the study, we had participants 
complete an attention check drawn from Everett et al. (2021) in which 
participants were told that to demonstrate they were paying attention 
they would need to respond with a specific response to a question on the 
following page. Participants who did not give this response were 
excluded from analysis, in line with our pre-registration.

2.1.4.2. Manipulation check. After reading the first dilemma, seeing the 
advisor’s judgment, and answering the dependent measures, partici-
pants were asked to report back the judgment the advisor made. Par-
ticipants who did not correctly report back the judgment of the 
condition they were assigned to were then excluded from data analysis, 
again in line with our pre-registration.

2.2. Results

First, to assess people’s judgments across the dilemmas, four one- 
sample t-tests were calculated to test whether people had significant 
preferences towards which action they thought was the most morally 
right choice. For each dilemma, participant’s own judgments were 
significantly different from zero (indifference), Bike (M = − 0.45, SD =
1.84), t(503) = − 5.55, p < .001, d = − 0.25; Baby (M = − 0.21, SD =
1.96), t(503) = − 2.39, p = .017, d = 0.12; Hospital (M = 0.61, SD =
1.76, t(503) = 7.81, p < .001, d = 0.35; Submarine (M = 1.27, SD =
1.52), t(503) = 18.80, p < .001, d = 0.84. Consistent with previous 

1 These are re-coded such that 0 is the center of the scale − 3 was the non- 
utilitarian end and 3 was the utilitarian since the scale is bipolar.
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research, for the switch-style dilemmas (Hospital and Submarine) par-
ticipants were more likely to endorse the pro-sacrificial utilitarian action 
(70.3 % utilitarian; 18.4 % non-utilitarian; 11.3 % unsure), while for 
means-style dilemmas (Bike and Baby) judgments were more mixed, but 
slightly more likely to be non-utilitarian (42.3 % utilitarian; 45.7 % non- 
utilitarian; 12.0 unsure).

2.2.1. Human advisors and non-utilitarian advisors are both trusted more
To assess how the type of advisor (human vs AI), the advice given 

(utilitarian vs non-utilitarian), and type of dilemma (means vs side- 
effect) predicted participant’s judgments, three pre-registered models 
were calculated. The first predicted trust, the second predicted the 
participant’s willingness to adopt the advice, and the third predicted 
blame judgments. These models were linear mixed-models that specified 
random intercepts by participant. These models were the maximal 
converging models (see Barr, Levy, Scheepers, & Tily, 2013). See Table 1
for full results. We found that participants were significantly less likely 
to trust AI advisors than human advisors, F(1, 1004) = 41.75, p < .001, 
β = 0.12; less likely to adopt their advice, F(1, 1004) = 64.11, p < .001, 
β = 0.25; and more likely to blame those who followed the AI advisor’s 
advice, F(1, 1004) = 14.61, p < .001, β = − 0.22. Moreover, consistent 
with previous research we found that participants were less likely to 
trust the utilitarian advisors in the means-style dilemmas, even though 
they were more likely to trust the utilitarian advisors for the switch-style 
dilemmas: a pattern found for trust F(1, 1004) = 41.60, p < .001, β =
− 0.58 (see Fig. 1); with the same pattern found for willingness to listen 
to the advisor in future, F(1, 1004) = 56.24, p < .001, β = − 0.64; and 
blame for those followed the advice, F(1, 1004) = 35.30, p < .001, β =
0.73.

2.2.2. The role of agreement
Our key interest - as pre-registered in our analysis plan - was to look 

at overall effects in how people would respond to advisors who gave 
utilitarian or non-utilitarian advice, across our sample. While developers 
may seek to align judgments with public preferences overall, it is 
necessary to know how people will respond to AMAs that give different 
types advice for two key reasons: first, the potentially widely and openly 
available AMA systems of the future are unlikely to know a specific 
user’s own preferences in the moral dilemma in advance; and second, 
even if they could, a key theoretical appeal of AMAs is that they could 
provide impartial, disinterested advice that draws on normative princi-
ples, not merely serve as a parrot that repeats back what participants 
themselves would already think. That said, psychologically we still 
wanted to explore the possibility that at least some of our results are 
driven by the extent to which participants simply agreed with advice 
that was given for each dilemma. That is, we know that participants are 
more likely to endorse the pro-sacrificial utilitarian action in the switch- 
style dilemmas but reject it in the means-style dilemmas, so our finding 
that participants distrusted utilitarian advisors in the means-style 
dilemma but not the switch-style could potentially suggest that this is 
just about agreeing with the advice.

To investigate the role of agreement, as pre-registered, we coded the 

level of agreement by how congruent participant’s judgments were with 
the advice given (3 being most agreed, − 3 being least agree and 0 being 
neither agree nor-disagree). For example, those who were given non- 
utilitarian advice and indicated that the non-utilitarian choice was the 
most morally correct choice scored 3 on agreement. Beginning with 
responses to the side-effect (switch-style) dilemmas, we find that people 
were significantly less likely to trust AI advisors, F(1,1000) = 52.81, p <
.001, β = 0.32. As predicted, advisors who gave recommendations that 
the participant agreed with were seen as significantly more trustworthy, 
F(1,1000) = 207.69, p < .001, β = 0.48. There was, however, also a main 
effect of advice F(1, 1000) =22.71, p < .001, β = 0.09, and an advice- 
agreement interaction effect F(1, 1000) = 7.24, p = .007, β = − 0.17, 
such that non-utilitarians were still trusted significantly more even when 
controlling for agreement (see Fig. 2). All other predictors were non- 
significant (see Table 2 for full results).

Following this, we performed the same analysis for responses to the 
mean-style dilemmas, finding once again that people were significantly 
less likely to trust AI advisors, F(1, 1000) = 13.35, p < .001, β = 0.14. 
Also, again as predicted, advisors who gave recommendations that the 
participant agreed with were seen as significantly more trustworthy, F 
(1, 1000) = 321.09, p < .001, β = 0.58. There was also a main effect of 
advice F(1, 1000) = 38.30, p < .001, β = 0.09, and an advice-agreement 
interaction effect F(1, 1000) = 11.37, p = .001, β = − 0.20, such that 
non-utilitarians were still trusted significantly more when controlling 
for agreement. All other predictors were non-significant (see Table 2). 
Overall, then, we find that while participants’ agreement with the 
advice was a significant predictor of trust, AI (and human) advisors who 
gave utilitarian advice were still trusted less than those who gave non- 
utilitarian advice, and this was the case for both the switch-style and 
means-style cases.

2.2.3. Beliefs about future advice
Lastly, we wished to see the extent to which trust judgments were 

driven by beliefs about future advice (or beliefs that any good advice, 
this time round, was merely a fluke). That is, given a potential percep-
tion of AI as “noisy” and lacking deep understanding, do people feel that 
AI is more likely to give advice they would disagree with in the future, 
even when that AI gave advice that was agreed with in that specific 
example? In other words, might people be more likely to think that good 
advice from an AI is more likely to be a fluke than the same good advice 
from a human? Mixed-models were calculated (random intercepts by 
participants and random slopes for agreement) showing that the more 
people agreed with the human advisor the more likely they thought that 
the human would give consistently agreeable advice in the future, while 
the more they agreed with the AI advice the more likely they thought 
that this would not be the case in the future F(1,681) = 4.70, p = .031, β 
= 0.10. To assess how these beliefs are associated with trust, pre- 
registered linear mixed models were calculated predicting trust 
(random intercepts by participant and random slopes for expected 
consistency). Crucially, expected consistency predicted trust judgments, 
F(1,1999) = 16.34, p < .001, β = − 0.19; and there was a significant 
interaction between consistency and whether the participant agreed F 

Table 1 
The effect of advisor type, advice type, and dilemma type on trust, willingness, and blame in Study 1.

Trust Willingness Blame

Predictors df F β p F β p F β p

Advice 1004 0.67 0.24 .413 0.02 0.26 .885 0.38 − 0.37 .885
Advisor 1004 41.75 0.12 < .001*** 64.11 0.25 < .001*** 14.61 − 0.22 < .001***
Dilemma 1004 2.94 0.25 .087 1.74 0.33 .187 19.09 − 0.50 .187
Advice:Advisor 1004 3.57 0.17 .059 1.43 0.13 .231 0.18 0.10 .231
Advice:Dilemma 1004 41.60 − 0.58 < .001*** 56.24 − 0.64 < .001*** 35.30 0.73 < .001***
Advisor:Dilemma 1004 6.71 0.23 .010** 0.95 0.12 .329 0.27 0.09 .329
Advice:Advisor:Dilemma 1004 0.05 − 0.04 .821 0.14 − 0.07 .707 1.66 − 0.26 .707

Random Intercepts by Participant.
* p < .05, ** p < .01, *** p < .001.
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Fig. 1. The effects of advice, advisor, and dilemma type on perceived trustworthiness of moral advisors in Study 1.

Fig. 2. The effects of advice, advisor, and dilemma type on perceived trustworthiness of moral advisors in Study 1, controlling for agreement.

Table 2 
The effect of advisor type and advice type on trust in Study 1, controlling for agreement.

Means Side Effect

Predictors df F β p df F β p

Advisor 1 13.35 0.14 < .001*** 1 52.81 0.32 < .001***
Advice 1 38.30 0.09 < .001*** 1 22.71 0.09 < .001***
Agree 1 321.09 0.58 < .001*** 1 207.69 0.48 < .001***
Advice:Advisor 1 1.92 0.14 .167 1 0.25 0.16 .165
Advice:Agree 1 11.37 − 0.20 .001** 1 7.24 − 0.17 .007**
Advisor:Agree 1 0.15 0.01 .154 1 2.56 0.11 .110
Advice:Advisor:Agree 1 0.09 0.03 .088 1 0.01 − 0.01 .927
Residuals 1000 – – 1000 – – –

Random Intercepts by Participant and Slopes for Advice.
* p < .05, ** p < .01, *** p < .001.
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(1,1995) = 111.45, p < .001, β = 0.64, such that trust was higher when 
the advice was agreeable and people expected it would also be consis-
tently agreeable in the future. There was also a significant three-way 
interaction involving advisor type (AI vs Humans), F(2, 2006) = 3.23, 
p = .040, β = − 0.12, such that when one disagrees with advice but 
doesn’t expect the agent to be consistent, humans are still more likely to 
be trusted overall compared to AI.

2.3. Discussion

In Study 1, we explored perceptions of human and artificial moral 
advisors who gave characteristically utilitarian or non-utilitarian advice 
in both “means-style” dilemmas where the sacrificial action was a direct 
means to saving the greater number of people (i.e. that the sacrifice of 
the person was directly intended as a way of achieving this greater 
good), and “switch-style” dilemmas where the sacrificial action was a 
foreseen side-effect of saving the greater number of people (i.e. that the 
sacrifice of the person is an unfortunate side-effect of the sacrificial 
action). Our results reliably demonstrated algorithmic aversion towards 
AMAs: even when given the same advice, our participants trusted arti-
ficial moral advisors less than human advisors, were less willing to think 
they would rely on them in future, and would blame others more for 
following that advice. Moreover, we found evidence of distrust of AMAs 
(and human) advisors who give utilitarian advice, with participants 
distrusting utilitarian advisors in the means-style dilemmas that have 
been argued to be particularly important for signaling socially valued 
views about others (Everett et al., 2016; Everett et al., 2018). These 
results held in both means-style and switch-style cases even when con-
trolling for participants’ own agreement, demonstrating that while 
agreement naturally predicts trust, there remains a persistent effect of 
advice type. Finally, we find evidence that our participants appear to 
think that good advice from an AI is more likely to be a fluke than the 
same good advice from a human: that even if someone agrees with an 
artificial moral advisor in a specific instance, they still expect to be less 
likely to agree with them in future than a human advisor. In Study 2, we 
sought to replicate and extend these results by looking at how people 
perceive advisors who made utilitarian decisions in dilemmas not only 
about instrumental harm, but impartially helping others to achieve the 
greater good.

3. Study 2

In Study 2, we turned to look at whether AI and human advisor’s 
endorsement of utilitarian principles may lead to differential trust based 
on the kind of utilitarian principle appealed to. While much research in 
moral psychology has tended to treat sacrificial dilemmas as the core 
and even defining feature of utilitarianism, the two-dimensional (2D) 
model of utilitarian psychology (Everett & Kahane, 2020; Kahane et al., 
2018; Kahane & Everett, 2023) is based on the recognition that there is 
in fact at least two primary ways in which utilitarianism, as a philo-
sophical theory, departs from our common-sense moral intuitions. First, 
and indeed in line with the focus on sacrificial dilemmas, utilitarianism 
permits harming innocent individuals when this maximises aggregate 
utility - what we can call instrumental harm. Second, however, utilitari-
anism as an ethical theory requires that we treat the interests of other 
individuals as equally morally important, without giving priority to 
oneself or those to whom one is especially close - what has been termed 
impartial beneficence.

A growing body of research has shown that these two dimensions of 
utilitarianism, while philosophically entailed by classical utilitarianism, 
are psychologically dissociable. While expert philosophers who tend to 
endorse (or reject) one also tend to also endorse (or reject) the other, 
ordinary people display only a weak positive correlation between the 
two (e.g. Kahane et al., 2018). As well as being empirically distin-
guishable through factor analyses, endorsements of utilitarian instru-
mental harm and impartial beneficence have distinct psychological 

correlates. For example, while much research has painted a rather un-
flattering picture of utilitarian judgments in sacrificial dilemmas by 
finding associations with psychopathy and reduced empathic concern, 
people who endorse the utilitarian impartial maximization of welfare (e. 
g. “It is morally wrong to keep money that one doesn’t really need if one 
can donate it to causes that provide effective help to those who will 
benefit a great deal”) are actually less likely to agree with statements 
tapping subclinical psychopathy and more likely to agree with state-
ments tapping empathic concern (Kahane et al., 2018; Kahane, Everett, 
Earp, Farias, & Savulescu, 2015).

Most importantly for the present paper, there is increasing evidence 
that those who endorse utilitarian instrumental harm and those who 
endorse impartial beneficence are not always perceived in the same way. 
We have already discussed how previous research has shown that people 
who endorse utilitarian instrumental harm in sacrificial dilemmas are 
seen as less moral, less trustworthy, are chosen less frequently as social 
partners, and trusted less in economic exchanges than those who reject it 
(Bostyn & Roets, 2017a, 2017b; Everett et al., 2016; Everett et al., 2018; 
Rom et al., 2017a, 2017b; Sacco et al., 2017; Uhlmann et al., 2013). In a 
similar vein, there is evidence that endorsing utilitarian impartial 
beneficence may also incur social costs in at least some contexts. For 
example, those who help a stranger instead of family members are 
judged as less morally good and trustworthy than those who did the 
opposite (McManus, Kleiman-Weiner, & Young, 2020), and that this 
pattern of results is seen even when it is clear that helping strangers 
would maximize the greater good (Hughes, 2017). Similarly, Law, 
Campbell, and Gaesser (2022) show that socially distant altruists (e.g. 
endorsing donating money to save the life of a distant stranger in 
another country) tend to be seen as having a worse moral character than 
those who are socially close altruists (e.g. endorsing spending their 
money on a dream vacation for their terminally ill child).

Importantly, however, there is evidence that this “cost of being 
consequentialist” may depend on the type of social role occupied. 
Everett et al. (2018) find that people were seen as a worse friend but a 
better political leader when they endorsed impartial beneficence in 
“greater good” dilemmas that contrasted special obligations with 
impartial maximization of welfare. Following from this, Everett et al. 
(2021) conducted a Registered Report experiment with 23,000 partici-
pants in 22 countries over six continents to explore how endorsement of 
utilitarian instrumental harm and impartial beneficence shaped per-
ceptions of political leaders in the context of the COVID-19 pandemic. 
Their results showed across both self-reported and behavioral measures, 
endorsement of instrumental harm (e.g. the permissibility of mandatory 
tracing devices to reduce the spread of the virus) decreased trust, while 
endorsement of impartial beneficence (e.g. whether medicine should be 
sent wherever in the world it would do the most good or reserved first 
for a country’s own citizens) increased trust - a finding recently repli-
cated in the context of vaccine nationalism (Colombatto, Everett, Senn, 
Maréchal, & Crockett, 2023).

In Study 2, then, we aimed to extend our investigation by exploring 
whether human and AI advisors who gave utilitarian judgments in both 
instrumental harm and impartial beneficence were differentially trus-
ted. While some research has found that impartial beneficence has 
negative consequences for social impressions, particularly for “ordi-
nary” people (e.g. Everett et al., 2018; Hughes, 2017; Law et al., 2022), 
there is also evidence that for people in higher-level positions like po-
litical leaders, for whom part of their social role is to treat the interests of 
citizens equally and do what is best for the country overall - perhaps akin 
to the role of AMAs as dispassionate and disinterested advisors - utili-
tarian impartial beneficence may actually increase trust (Colombatto 
et al., 2023; Everett et al., 2018; Everett et al., 2021). In addition to our 
hypotheses regarding Study 1, we were also interested in how people’s 
differential expectations for AI vs humans might affect their judgments 
regarding that agent, given the different recommendations the agent 
makes. For example, it is possible that people expect AI to be more 
utilitarian (e.g. see Malle et al., 2015), while they expect humans to be 
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more likely to give the non-utilitarian recommendation. If this is the 
case, then trust might be affected differently for utilitarian recommen-
dations from AI compared to the same recommendations from a human 
advisor. To explore this, we included a new question measuring the 
extent to which participants are surprised by the advice.

3.1. Method

3.1.1. Open science
We report all of our key measures, manipulations, and exclusions, 

and all data, analysis code, and experiment materials are available for 
download at: https://osf.io/m3v48.

This study was pre-registered at the Open Science Framework: 
https://osf.io/ab45v.

3.1.2. Participants
We recruited 1100 participants living in the United Kingdom 

through Prolific.ac. After excluding 32 participants for failing a pre- 
registered attention check at the start of the study and 38 participants 
for failing the manipulation check, we were left with a final sample size 
of 1030 (562 women; Mage = 43.1, SD = 14.1). Our sample size was 
determined through the same simulation-based power analysis as Study 
1 as the focal analyses do not differ between these studies.

3.1.3. Design
The design and procedure for Study 2 was nearly identical to that 

used in Study 1, except instead of using two different types of sacrificial 
dilemmas (means vs side-effect), we contrasted sacrificial dilemmas 
tapping the endorsement of utilitarian instrumental harm with “greater 
good” dilemmas tapping the endorsement of utilitarian impartial 
beneficence. This meant that, as before, we had a mixed design in which 
we manipulated between-subjects advisor type (human vs AI); manip-
ulated within-subjects the advisor’s moral judgment (utilitarian vs non- 
utilitarian); and manipulated within-subjects the dilemma type 
(instrumental harm vs impartial beneficence), such that participants saw 
one of two possible instrumental harm means-style dilemmas and one of 
two possible impartial beneficence dilemmas. Again, this meant that 
participants saw either two AI or two human advisors, where one 
advisor gave a utilitarian recommendation for one dilemma type and the 
other gave a non-utilitarian recommendation for the other dilemma type 
(counterbalanced).

The dilemmas used for instrumental harm were the same sacrificial 
means-style dilemma used in Study 1 (“Crying Baby” and “Bike”), and 
for impartial beneficence we used two dilemmas adapted from previous 
work (Kahane et al., 2015). The first dilemma (“Volunteering”) involved 
an agent who was an engineer who had planned to spend a week vol-
unteering for Habitat for Humanity but was faced with a choice of 
whether to instead spend the week with her mother who was house- 
bound after an operation and feeling lonely. The second dilemma 
(“Donation”) involved an agent who had saved some money to donate to 
charity and was unsure whether to donate to an effective charity that 
helped people in far-off countries or instead contribute to a fundraiser to 
help a child in his son’s school who needed a guide dog (see Table 3 for 
justifications).

3.1.4. Measures
The measures used in Study 2 were the same as in Study 1, except we 

added in an additional question that indirectly asked about the expec-
tations people had for the advisor’s moral judgment.

Surprise at the advisor’s judgment was measured with a single item 
asking “How surprised were you by [Advisor’s] advice?” (1 = not at all; 
7 = very much).

3.2. Results

As with the previous study, we first assessed people’s judgment via 

four one-sample t-tests, testing whether people reliably thought one 
action was the most morally right choice for each dilemma. Mean re-
sponses for all four scenarios fell significantly on the non-utilitarian side 
Bike (M = − 0.39, SD = 1.89), t(516) = − 4.64, p < .001, d = − 0.21; Baby 
(M = − 0.23, SD = 2.06), t(512) = − 2.49, p = .013, d = − 0.11; Volunteer 
(M = − 1.28, SD = 1.76), t(514) = − 16.50, p < .001, d = − 0.73; 
Donation (M = − 0.78, SD = 1.86), t(514) = − 9.49, p < .001, d = − 0.42. 
While overall participants tended on the non-utilitarian side, people had 
significantly stronger utilitarian preference for dilemmas involving 
instrumental harm than for impartial beneficence, F(1, 1029) = 80.23, p 
< .001, β = 0.37: Participants were more inclined to endorse utilitarian 
instrumental harm (45 % endorse; 47 % non-utilitarian; 7.1 % unsure) 
than to endorse utilitarian impartial beneficence (21.9 % endorse; 66.9 
% non-utilitarian; 11.2 % unsure).

3.2.1. Human advisors and non-utilitarian advisors are trusted more
To assess how the type of advisor (human vs AI), the advice given 

(utilitarian vs non-utilitarian), and type of dilemma (instrumental harm 
vs impartial beneficence) predicted trust, willingness to adopt the 
advice, and blame judgments, we calculated pre-registered linear mixed- 
models for each outcome with random intercepts by participant (see 
Table 4 for full results). As with Study 1, participants were significantly 
less likely to trust AI advisors than human advisors, F(1, 1026) = 50.07, 
p < .001, β = 0.29; less likely to adopt their advice, F(1, 1026) = 63.48, 
p < .001, β = 0.29; and more likely to blame those who followed the AI 
advisor’s advice, F(1, 1026) = 11.43, p < .001, β = − 0.11. In all cases, 
advisors endorsing the non-utilitarian option were trusted more than 
advisors endorsing the consequentialist option, F(1, 1026) = 138.68, p 

Table 3 
Justifications presented to participants in Study 2.

Dilemma 
Type

Dilemma Utilitarian 
justification

Non-utilitarian 
justification

Instrumental 
Harm

Baby “An important 
principle in ethics is to 
think about the greater 
good, and in this 
specific case killing the 
one person would 
bring about better 
consequences overall.”

“An important 
principle in ethics is 
that killing people is 
just wrong, and this 
duty to not kill should 
apply even if killing 
has good 
consequences in a 
specific case.”

Bike “An important 
principle in ethics is to 
think about the greater 
good, and in this 
specific case killing the 
one person would 
bring about better 
consequences overall.”

“An important 
principle in ethics is 
that killing people is 
just wrong, and this 
duty to not kill should 
apply even if killing 
has good 
consequences in a 
specific case.”

Impartial 
Beneficence

Volunteering “An important 
principle in ethics is to 
think about the greater 
good, and in this 
specific case it would 
be volunteering to 
rebuild houses that 
bring about more 
happiness for more 
people.”

“An important 
principle in ethics is 
that we have special 
duties and obligations 
to help those close to 
us, and Janet’s mother 
needs support at this 
time.”

Donation “An important 
principle in ethics is to 
think about the greater 
good, and in this 
specific case giving the 
money to the Against 
Malaria Fund would 
save the lives of many 
children.”

“An important 
principle in ethics is 
that we have special 
duties to support 
people close to us, and 
in this case Simon will 
be able to help his 
son’s classmate have a 
much higher quality of 
life.”
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< .001, β = 0.42 (See Fig. 3); were more willing to trust those advisors in 
the future, F(1, 1026) = 182.68, p < .001, β = 0.47; and less likely to 
blame those who followed that advice, F(1, 1026) = 145.32, p < .001, β 
= − 0.33.

3.2.2. The role of agreement
As with Study 1, to statistically account for participant agreement, 

we ran pre-registered linear models with the addition of including 
agreement in the model. Beginning with responses to the Impartial 
Beneficence dilemmas, we find that our participants were again signif-
icantly less likely to trust AI advisors, F(1,1022) = 39.39, p < .001, β =

0.29, and advisors who gave recommendations that the participant 
agreed with were seen as significantly more trustworthy, F(1, 1022) =
223.33, p < .001, β = 0.49. However, all other predictors were non- 
significant and there was no significant effect on trust between non- 
utilitarian or utilitarian advisors when controlling for participants 
agreement (see Table 5 for full results).

3.2.3. Endorsing instrumental harm leads to less trust
Following this, we performed the same analysis for responses to the 

Instrumental Harm dilemmas, finding once again that our participants 
were significantly less likely to trust AI advisors, F(1, 1022) = 45.26, p <

Table 4 
The effect of advisor type, advice type, and dilemma type on trust, willingness, and blame in Study 2.

Trust Willingness Blame

Predictors df F β p F β p F β p

Dilemma 1026 23.90 − 0.14 <.001*** 19.60 − 0.13 <.001*** 152.16 0.51 <.001***
Advisor 1026 50.07 0.29 <.001*** 63.48 0.29 <.001*** 11.43 − 0.11 <.001***
Advice 1026 138.68 0.42 <.001*** 182.68 0.47 <.001*** 145.32 − 0.33 <.001***
Dilemma:Advisor 1026 0.12 − 0.12 .725 0.11 0.06 .739 0.47 − 0.06 .493
Dilemma:Advice 1026 0.45 0.12 .501 1.40 − 0.08 .237 1.33 − 0.13 .249
Advisor:Advice 1026 2.31 2.31 .129 3.21 0.16 .073 0.63 − 0.07 .428
DilemmaAdvisor:Advice 1026 0.18 0.18 .676 0.11 − 0.06 .738 0.02 0.03 .881

Random Intercepts by Participant.
* p < .05, ** p < .01, *** p < .001.

Fig. 3. The effects of advice, advisor, and dilemma type on perceived trustworthiness of moral advisors in Study 2.

Table 5 
The effect of advisor type and advice type on trust in Study 2, controlling for agreement.

Impartial Beneficence Instrumental Harm

Predictors df F β p df F β p

Advisor 1 39.39 0.29 < .001*** 1 45.26 0.26 < .001***
Advice 1 74.49 − 0.03 .861 1 56.15 0.11 < .001***
Agree 1 223.33 0.49 < .001*** 1 392.15 0.63 < .001***
Advice:Advisor 1 0.69 0.07 .541 1 5.56 0.23 .019*
Advisor:Agree 1 0.08 − 0.03 .747 1 0.06 0.05 .809
Advice:Agree 1 0.12 − 0.06 .791 1 29.32 − 0.21 < .001***
Advice:Advisor:Agree 1 0.55 0.09 .458 1 2.08 − 0.15 .150
Residuals 1022 – 1022 – –

Random Intercepts by Participant and Slopes for Advice.
* p < .05, ** p < .01, *** p < .001.
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.001, β = 0.26. Also, again as predicted, advisors who gave recom-
mendations that the participant agreed with were seen as significantly 
more trustworthy, F(1, 1022) = 392.15, p < .001, β = 0.63. Crucially, 
here after controlling for agreement, non-utilitarian advisors were 
trusted more F(1,1022) = 56.15, p < .001, β = 0.11; and there was also a 
significant interaction between advisor and advice, F(1, 1022) = 5.56, p 
= .019, β = 0.23, whereby the distrust of the utilitarian advisor was 
stronger for the human advisor than the AI (see Fig. 4). In other words, 
consistent with previous work, there appears to be a social cost to 
endorsing instrumental harm but, importantly, this cost appears to be 
shouldered by human moral advisors more than AMAs.

To assess differences in expectation between AI and Human advisors 
with regards to what advice they would recommend, we calculated a 
mixed-model with advice, advisor and dilemma type as predictors of 
surprise (random intercepts per participant). There was a significant 
interaction between advice and advisor types such that AI was expected 
to give more utilitarian advice and humans were expected to give more 
non-utilitarian advice F(1, 1026) = 33.51, p < .001, β = − 0.65, along 
with a marginally significant three-way interaction whereby human 
advisors were especially expected to make non-utilitarian decisions 
about instrumental harm compared to AI, F(1, 1026) = 3.80, p = .052, β 
= 0.35.

To assess the extent to which surprise predicted trust we ran a mixed- 
model with surprise, advice, advisor and their interactions as predictors 
(random intercepts by participant and random slopes for surprise). 
Surprise significantly predicted trust F(1, 1598.91) = 281.73, p < .001, 
β = − 0.33 such that the less surprising the advice the more likely one 
would trust them. There was also a significant interaction between 
surprise and Advisor, F(1, 1598.91) = 26.27, p < .001, β = − 0.18, such 
that humans were trusted more than AI particularly when each’s advice 
was unsurprising. In addition, there was also a significant advice- 
surprise interaction, F(1, 1667.93) = 28.09, p < .001, β = 0.21, such 
that utilitarians were trusted significantly less when their advice was 
more surprising.

3.2.4. Beliefs about future advice
Lastly, we once again assessed beliefs about consistency with future 

advice. A Mixed-model was calculated (random intercepts by partici-
pants and random slopes for agreement) showing that the more people 
agreed with the human advisor the more likely they thought that the 
human would give consistently agreeable advice in the future, while the 
more they agreed with the AI advice the more likely they thought that 
this would not be the case in the future F(1, 801.32) = 15.15, p < .001, β 

= 0.19. To see how this predicted trust, pre-registered linear mixed 
models were calculated predicting trust (random intercepts by partici-
pants and random slopes for consistency). Crucially, once again there 
was a significant interaction between consistency and whether the 
participant agreed F(1, 1908.74) = 104.63, p < .001, β = 0.51, such that 
when people agreed with the advice in the specific case agreeable and 
people expected it would also be consistently agreeable in the future 
then trust was higher.

3.3. Discussion

In Study 2 we built on and extended our findings from Study 1 to 
explore how artificial moral advisors giving utilitarian (vs non- 
utilitarian) advice were perceived in the two domains of instrumental 
harm and impartial beneficence (c.f. Everett & Kahane, 2020; Kahane 
et al., 2018). In this pre-registered study we again find evidence for 
algorithmic aversion for artificial moral advisors: even given the same 
advice, our participants trusted artificial moral advisors less than the 
human advisors, were less likely to think they would be willing to rely on 
them in future, and would blame others more for following that advice. 
As well as replicating results from Study 1 that artificial (and human) 
advisors who gave utilitarian advice were distrusted, we extended this 
distrust of utilitarians to the domain of impartial beneficence in di-
lemmas that contrasted impartial maximization of welfare with honor-
ing special obligations towards those closer to us. Statistically 
controlling for agreement we find that this effect on trust is in part due to 
the fact that people simply agree with the non-utilitarian advisor more, 
but even so, over and above this our participants still distrust humans 
who endorse instrumental harm (but not impartial beneficence) more - 
even though the participants themselves were, on average, more likely 
to endorse the utilitarian action for instrumental harm than for impartial 
beneficence.

It is interesting that while when looking at overall judgments, the 
utilitarian advisors were distrusted for both instrumental harm and 
impartial beneficence to a similar degree, but when controlling for 
participants’ own judgments we find that the preference was that people 
particularly distrusted humans who endorsed instrumental harm. This 
may suggest that there is indeed a “cost of being consequentialist” in 
instrumental harm but that this could be shouldered by human moral 
advisors more than AMAs, even if AMAs are still distrusted less in gen-
eral. Why might this be? One possibility comes from work by Malle et al. 
(2015) who found that people also blamed utilitarian AI less in a 
sacrificial dilemma, perhaps because they simply expected the AI to be 

Fig. 4. The effects of advice, advisor, and dilemma type on perceived trustworthiness of moral advisors in Study 2, controlling for agreement.
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utilitarian anyway (a finding supported by our result that people in 
Study 2 were indeed more surprised when the AI gave non-utilitarian 
advice). Indeed, we show that even controlling for participants’ own 
moral judgments, they still have preferences against humans who are 
willing to choose it. This may hint at a potential useful function of 
artificial moral advisors over humans - to highlight options that could be 
worth considering, morally speaking, but would go otherwise uncon-
sidered without AMAs, because humans would be reluctant to pay the 
social cost to highlighting them. With this idea in mind and building on 
our finding that people were more surprised when the AI gave non- 
utilitarian advice, we sought to test the theory regarding people’s ex-
pectations of AI vs humans more directly in Study 3.

4. Study 3a

In Studies 1 and 2 we found that our participants trust humans more 
than AI, that they particularly distrust utilitarian AI especially in the 
context of instrumental harm, and this distrust was observed even when 
controlling for participants’ own judgments. Moreover, we also find in 
Study 2 that participants were more surprised when the AI made non- 
utilitarian judgments, and that they expected to agree more with a 
human in future - even when given the same advice. In Study 3, we 
aimed to explore these latter findings in more detail by investigating 
how people perceive advisors who are consistent vs. those who update 
their views in a normative or a non-normative way (i.e. the extent to 
which the advisors are sensitive to when the dilemma changes in 
morally relevant or morally irrelevant ways).

This study had two pre-registered hypotheses. Our first hypothesis 
was that the normatively sensitive agent would both be trusted most and 
be thought to be more likely to be human (H1). Beyond this, we were 
interested in exploring how people perceive the non-normatively sen-
sitive and predictable advisors, with two competing predictions: that the 
non-normatively sensitive agent would be thought more likely to be AI 
(H2a), in line with the idea that participants intuitively perceive AI to be 
more chaotic and error-prone; and that the consistent agent would be 
thought more likely to be AI, consistent with the idea that participants 
perceive AI to be more rule-bound and insensitive to contextual changes.

4.1. Method

4.1.1. Open science
We report all of our key measures, manipulations, and exclusions, 

and all data, analysis code, and experiment materials are available for 
download at: https://osf.io/m3v48. This study was pre-registered at the 
Open Science Framework: https://osf.io/z3mq7.

4.1.2. Participants
We recruited 200 participants living in the United Kingdom through 

Prolific.ac. After excluding 11 participants for failing the same attention 
check at the start of the study as in Studies 1–2, and 0 participants for 
failing the manipulation check at the end of the study, we were left with 
a final sample size of 189 (121 women; Mage = 42.5, SD = 13.2). We 
performed a post-hoc sensitivity power analyses with our final sample 
using G*power (Faul, Erdfelder, Lang, & Buchner, 2007), with α = 0.05 
and 1 - β = 0.80. This yielded a minimum detectable effect size of d =
0.09, critical F = 2.62 (for a repeated-measures ANOVA with 4 measures 
- roughly2 estimating the pre-registered focal mixed-model analyses we 
ran below).

4.1.3. Design
In Study 3 we used a fully within-subjects design in which partici-

pants saw decisions made by three advisors across three versions of the 
same dilemma: a “normatively sensitive3” advisor who took into account 
relevant moral factors but ignored irrelevant factors; a “non-normatively 
sensitive” advisor who took into account morally irrelevant factors but 
ignored relevant factors; and a “consistent” advisor who always acted 
consistently with their first judgment to reject the sacrificial option, 
even when there was a potentially relevant calculus change. Participants 
saw all three dilemmas (an original dilemma and then two variants), 
with the original dilemma always coming first and the two variants 
presented in a random order. The order of the advisors’ judgments and 
the label attached to them (“A”, “B”, and “C”) was also randomized 
across participants.

In the study, participants were again first introduced to the concept 
of moral advisors who give advice in difficult moral situations before 
being told that they would see different versions of a moral problem and 
see how three different advisors (“A”, “B”, and “C”) responded. All 
participants were then presented with the first, original dilemma: the 
crying baby dilemma used in Studies 1–2 in which a character must 
decide whether to smother their baby to avoid enemy soldiers finding 
and killing five others hiding in the basement. Next, in a random order, 
participants saw two further variants of this same dilemma.

In the first variant, we introduced a change intended to be irrelevant 
to the utilitarian calculus at hand, where instead of deciding whether to 
smother the baby with his hand, the character is deciding whether to 
smother the baby with a pillow.4 We intended this as a morally irrele-
vant change with the rationale that if killing a baby with a hand is 
wrong, it should be similarly wrong to kill with a pillow. After seeing 
this new dilemma, participants were given the recommendation pro-
vided by the three advisors, where both the “normatively sensitive” and 
the “consistent” advisor rejected the sacrifice, like in the original 
dilemma, while the “non-normatively sensitive agent” changed their 
judgment to endorsing the sacrifice.

In the second variant, instead of there being five other people in the 
basement, there were now 100 people hiding who would die if the baby 
was not killed. We intended this to be a more morally relevant change, 
compared to the previous study, because this is a higher number of 
people to be saved (100 rather than five), and previous evidence sug-
gests that “efficient” kill-save ratios can lead to sacrificial decisions 
becoming the intuitive response (Trémolière & Bonnefon, 2014). Again, 
participants were then presented with the advice given by the three 
advisors. Here, the “normatively sensitive” advisor changed their 
response from the original dilemma to now endorse the utilitarian sac-
rifice, while the “non-normatively sensitive” advisor and the consis-
tently non-utilitarian advisor rejected the sacrifice again, like in the 
original dilemma.

After seeing both variants in the random order, participants were 
reminded of the pattern of responses of the three advisors across the 
three versions of the dilemma and asked to rate how trustworthy they 
thought each advisor was, and how willing they would be to trust the 
advisor on other issues, e.g.:

2 Power required for a mixed-model of this kind will be similar to that of a 
repeated-measures ANOVA, given the design of the experiment. However, this 
will vary depending on the variance in the random factors (unknown before 
gathering data) and is therefore only a rough estimate.

3 We do not here mean that the “normatively sensitive” agent themself is 
normative (e.g. morally correct) - rather we mean they are sensitive to con-
siderations that are generally thought to be normative

4 It is possible to question whether this is truly morally irrelevant since using 
one’s hand requires more physical closeness. However, even if this is the case, 
this would be a reason against the utilitarian option rather than for it. The data 
in fact revealed that participants’ choices across these two variants did not 
significantly differ, supporting the idea that either this difference was not 
morally relevant or at least not relevant enough to produce detectable 
differences.
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“Advisor A [Normatively sensitive]: continued to say that David still 
should not smother the baby when it changed from using his hand to 
a pillow, but changed to say he should smother the baby when it 
changed from five people instead of one hundred.

Advisor B [Non-normatively sensitive]: changed to say David should 
smother the baby when it changed from using his hand to a pillow, 
but still said he should not smother the baby when it changed from 
five people instead of one hundred.

Advisor C [Consistent] did not change their response: they said David 
should not smother the baby when it was with a pillow, and should 
not smother the baby when it was to save one hundred people.”

After rating the perceived trustworthiness of each advisor, partici-
pants then indicated their own moral judgments across the three 
variants.

Next, we gave participants information about how advancements in 
technology means that moral advisors may not always be human: that 
the latest advancements in artificial intelligence and machine learning 
mean that artificial moral advisors may be able to provide recommen-
dations in such difficult moral cases. Critically, we then told participants 
that we drew on some of these prototypes and that at least one of the 
advisors we presented to participants was based on artificial intelli-
gence. After again reminding participants of the pattern of responses 
across the three variants, participants then indicated which of the three 
advisors they thought was most likely to be human and which was most 
likely to be AI.

Finally, participants completed a manipulation check requiring them 
to indicate which of the three options was one of the changes they saw in 
the dilemma in this study.

4.1.4. Measures
Trust was measured by asking “How trustworthy do you think each 

advisor is?” (1 = not at all; 7 = very much).
Willingness to adopt advice was measured by asking participants 

“Based on their advice, how willing would you be to trust each advisor 
on other issues?” (1 = not at all; 7 = very much).

Perceived likelihood of being AI or human were measured in two 
different ways. First, we asked “How likely to be AI or human is each 
advisor?” (1 = very likely to be AI; 7 = very likely to be human), and second 
we asked participants to identify which of the three advisors they 
thought was most likely to be an AI advisor, and which was most likely to 
be a human advisor.

Participant’s own moral judgment was measured after being pre-
sented with each of the advisor’s recommendations across the three 
variants. On the same page, participants indicated their own judgments 
on the original dilemma, the variant with an irrelevant change, then the 
variant with a relevant change. As in Studies 1–2, higher scores indicate 
more support for the characteristically utilitarian resolution (1 = defi-
nitely not smother the baby [non-utilitarian]; 7 = definitely smother the baby 
[utilitarian]).

4.1.4.1. Manipulation check. After completing all dependent measures, 
participants were told “We showed you an original situation, and 
showed you slightly different versions and how the advisors responded 
to these other versions. Which of these changes did you read?”, with 
three possible options (“Instead of a baby being killed, it was a 6 year 
old”; “Instead of there being five people that could be saved, it was 100 
people”; “Instead of it being a man (David) making the decision, it was a 
woman (Susan)”). In line with our pre-registration, participants who 
answered incorrectly were removed from data analysis.

4.2. Results

Mixed-models (random intercept by participant) were calculated 

testing how different advice predicted each outcome measure, (trust, 
willingness to trust in the future, agreement with the advice, likelihood 
that that the advisor was a human vs an AI). Results indicated that there 
was a significant difference between advisors on each measure: trust, F 
(2, 376) = 98.34, p < .001, ηp2 = 0.34; willingness, F(2, 376) = 90.11, p 
< .001, ηp2 = 0.32; agreement, F(2, 376) = 38.95, ηp2 = 0.17, p < .001; 
expected likelihood of being human, F(2, 564) = 9.37, p < .001, ηp2 =

0.03–0.43. For each, the non-normatively sensitive advisor scored 
lowest and the consistently non-utilitarian scored highest (see Fig. 5). 
Bonferroni post-hoc comparisons were performed for each of these an-
alyses, revealing that all comparisons significantly differed on the on 
outcome measures except for two comparisons, (all ps < 0.001 except 
non-util - norm sensitive on human-likelihood p = .008). The two non- 
significant comparisons were: non-utilitarian - norm sensitive on 
agreement p = 1.00; and the same pair on human-likelihood p = .756. 
Our participants thought the consistently non-utilitarian advisor was not 
only the most trustworthy, but also the most likely to be human - a 
pattern replicated by looking at which single agent participants identi-
fied as being most likely to be human or AI.

Next, we looked to control for agreement. Agreement was coded in 
the same way as the previous experiments, however for each advisor it 
was averaged across the three dilemmas. Therefore, each participant has 
three agreement scores, one for each advisor, which is an average of 
their agreement with the given advice across the three dilemmas. The 
models predicting trust and human-likelihood were then run with 
agreement added as a predictor to test differences in trust and human- 
likelihood while controlling for the extent to which the participant 
agreed with the advice (random intercept by participant and random 
slopes for agreement). For trust, the main effect of advice remained 
significant, F(2, 367.90) = 73.16, p < .001, ηp2 = 0.29; there was a 
significant main effect of agreement, F(1, 293.05) = 5.77, p = .017, ηp2 

= 0.02; and there was a significant interaction between advice and 
agreement, F(2, 424.36) = 8.75, p < .001, ηp2 = 0.04, such that trust 
increases with agreement specifically only for the non-utilitarian 
advisor. For human-likelihood, the main effect of advice was signifi-
cant, F(2, 561) = 5.12, p = .006, ηp2 = 0.01; there was no significant 
main effect of agreement, F(1, 561) = 0.05, p = .829, ηp2 < 0.01; and 
there was a significant interaction between advice and agreement, F(2, 
561) = 7.13, p = .001, ηp2 0 0.03.

4.3. Discussion

In Study 3a we explored the role of perceived (in)consistency in 
driving distrust of utilitarian AI advisors by taking a different method-
ological approach to the previous studies. Here, instead of presenting the 
same moral decisions by advisors explicitly labeled as being human or AI 
and measuring ratings of trust, we instead looked at perceptions of 
agents who made different patterns of responses across different di-
lemmas and then looked both at ratings of trustworthiness and expec-
tations of which is the most likely to be AI. We presented participants 
with three advisors who made different patterns of judgments across 
three variants of a dilemma: an original version of a sacrificial moral 
dilemma, a modified version that contained only a morally irrelevant 
change; and a modified version that contained a potentially morally 
relevant change. We measured contrasting perceptions of an agent who 
was “normatively sensitive” by changing their original non-utilitarian 
judgment to a utilitarian judgment when there was a morally relevant 
change but not when there was an irrelevant change; a “non-norma-
tively sensitive” agent who did not change their original non-utilitarian 
judgment in the face of a morally relevant change, but did switch their 
judgment for a morally irrelevant change; and a “consistent” agent who 
always endorsed the non-utilitarian action.

Our pre-registered predictions were that the normatively sensitive 
agent would both be trusted most and be thought of as more likely to be 
human. Following from this, we pre-registered two further options for 
expectations of being the most likely to be AI: if participants intuitively 
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perceive AI to be more chaotic and error-prone, they should expect the 
non-normatively sensitive agent to be the most likely to be AI, but if 
participants intuitively perceive AI to be more rule-bound and insensi-
tive to contextual changes, they should expect the consistent agent to be 
the most likely to be AI. Our pre-registered predictions were not fully 
supported: Our participants perceived the consistently non-utilitarian 
agent to be both the most trustworthy and likely to be human (above 
the normatively sensitive agent, as we had expected), even though the 
non-normatively sensitive agent was thought to be most likely to be AI.

There were, however, two limitations with our design. The first 
limitation was that while we had identified the “normatively sensitive” 
view to endorse the utilitarian sacrifice more when there were 100 
people compared to five, analysis of participants’ own moral judgments 
actually revealed that the majority of participants believe it was wrong 
to sacrifice the baby even when the number of others to be saved 
increased. Given this, it remains unclear whether participants inter-
preted the agent as being an appropriately “normatively sensitive” 
agent. The second limitation is that while we had one agent who was 
consistent in making the same decision across the versions of the di-
lemmas, it is unclear whether our results are driven by them being 
consistent per se, or being consistently non-utilitarian. We aimed to 
address these limitations in Study 3b.

5. Study 3b

In Study 3b, we continued to explore the role of perceived (in)con-
sistency in driving distrust of utilitarian AI advisors while addressing 
potential limitations of Study 3a. As in Study 3a, we wanted to assess 
perceptions of trust and expectations of which agent was most likely to 
be human or AI depending on the pattern of responses across three 
variants of the same dilemma: an original dilemma, a variant with a 
morally irrelevant change, and a variant with a morally relevant change. 
However, to address the limitation from Study 3a that participants 
might not have identified sacrificing one to save 100 as providing 
enough normative weight to appropriately shift an advisor’s judgment, 
we used a new dilemma involving a protagonist having to kill one 
innocent employee to prevent a bomb going off, in which a pilot study of 
50 people revealed participants were more evenly split in judgments of 
the morality of the action. To address the limitation that the results of 
Study 3a cannot distinguish between the role of consistency per se from 
being consistently non-utilitarian, we added in a fourth advisor who 
always gave a utilitarian recommendation to sacrifice. The preregistered 
hypotheses remained the same as Study 3a.

5.1. Method

5.1.1. Open science
We report all of our key measures, manipulations, and exclusions, 

and all data, analysis code, and experiment materials are available for 
download at: https://osf.io/m3v48. This study was pre-registered at the 
Open Science Framework: https://osf.io/kudzw.

5.1.2. Participants
We recruited 400 participants living in the United Kingdom through 

Prolific.ac. After excluding 21 participants for failing the same attention 
check at the start of the study as in Studies 1–2, and 2 participants for 
failing the manipulation check at the end of the study, we were left with 
a final sample size of 377 (240 women; Mage = 42.1, SD = 13.3). Our 
sample size was decided through doubling the sample size from Study 
3a.

5.1.3. Design
The design for Study 3b was largely identical to Study 3a, except we 

added a fourth advisor who consistently endorsed the utilitarian sacri-
fice, and used a new dilemma with an increased number of people to be 
saved in the “morally relevant” variant (see Table 6). The original 
dilemma, inspired by Bernard Williams’ (1973) “Jim and the Indians” 
case read:

Fig. 5. Perceived trust (a) and expected likelihood of being human vs AI (b) across advisor types in Study 3a.

Table 6 
Pattern of responses by advisor type across the three variants of the dilemma in 
Study 3b.

Original 
(Man sacrificing 1 
innocent person to 
save 5 others)

Irrelevant change 
(Woman sacrificing 
1 innocent person to 
save 5 others)

Relevant change 
(Man sacrificing 1 
innocent person to 
save 1000 others)

Advisor A: 
Consistently 
Utilitarian

Yes Yes Yes

Advisor B: 
Consistently 
Non-Utilitarian

No No No

Advisor C: 
Normatively 
Sensitive

No No Yes

Advisor D: 
Non- 
Normatively 
Sensitive

No Yes No
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“James works in a small company that employs 7 people, including 
himself. One morning, a masked and armed man comes in the 
building and warns that he planted explosives in the building, and 
that the countdown has started. He turns to James and offers a deal: 
If James kills a random colleague, the explosion will be cancelled. 
There is no way to alert the authorities and no way to attack the man. 
The only way for James to save the 5 other employees is to do as the 
man says and kill one at random. Should James kill one employee at 
random to save 5 others?”

As in Study 3a, we then had two further variants of this original 
dilemma that participants subsequently read in a random order. In the 
first variant there was a morally irrelevant change whereby “James” was 
now “Julie”; interpreted as a morally irrelevant change since there is no 
clear normative basis for assuming the gender of the actor would change 
the utilitarian calculus. In the second variant there was a morally rele-
vant change whereby instead of it being a small company with 5 other 
people in the building who will die if the single innocent employee is not 
killed, it was a large company with approximately 1000 other people 
who would die.

5.1.4. Measures
The measures used were identical to Study 3a.

5.2. Results

Mixed-models (random intercept by participant) were calculated for 
advice predicting each outcome measure, (trust, willingness to trust in 
the future, agreement with the advice, likelihood that the advisor is 
human). Results indicated that there was a significant difference be-
tween advisors for each measure, trust, F(3, 1128) = 249.56, p < .001, 
ηp2 = 0.40; willingness, F(3, 1128) = 196.22, p < .001, ηp2 = 0.34; 
agreement, F(3, 1504) = 117.38, p < .001, ηp2 = 0.19; human- 
likelihood, F(3, 1504) = 34.9, p < .001, ηp2 = 0.07. For each, the 
consistently non-utilitarian advisor scored highest while the non- 
normatively sensitive advisor scored lowest (see Fig. 6). Bonferroni 
post-hoc comparisons were performed for all outcome measures, 
revealing that all advisors differed (all ps < 0.001) except util - norm 
sensitive on trust p = .125; and willingness p = .068 l; and also non-util - 
normatively sensitive sensitive on agreement, p = .574; and on human- 
likelihood p = 1.00; and lastly for human-likelihood, non-utilitarian - 
non-normatively sensitive, p = 1.00; and non-utilitarian - norm sensitive 
p = .970. Consistent with the results regarding human-likelihood, the 
consistently non-utilitarian advisor was selected by the highest pro-
portion of participants to be most likely the human (38.2 %) and the 

consistently utilitarian agent was most selected as the most likely to be 
an AI advisor (48.5 %). Taken together, these results indicate that the 
utilitarian agent is perceived to give the most wrong answers (they were 
agreed with the least, on average), while simultaneously being trusted 
more than the non-normatively sensitive (noisy) advisor. This suggests 
that advisors giving inconsistent advice (i.e. endorsing different options 
but not in a way that is apparently normatively sensitive) are particu-
larly distrusted. Our results also indicate that AI are not distrusted 
simply because we believe they would be noisy or inconsistent: rather, 
we think AI is much more likely to be staunch utilitarian than a human 
advisor, and trust non-utilitarian advisors the most.

As in Study 3a, we then ran the models predicting trust and human- 
likelihood with agreement added as a predictor to test differences in 
trust and human-likelihood while controlling for the extent to which the 
participant agreed with the advice (random intercept by participant and 
random slopes for agreement). For trust, the main effect of advice 
remained significant, F(3, 1119.72) = 272.97, p < .001, ηp2 = 0.42; 
there was a significant main effect of agreement, F(1, 1149.13) = 15.73, 
p < .001, ηp2 = 0.01; and there was a significant interaction between 
advice and agreement, F(3, 1035.88) = 6.18, p < .001, ηp2 = 0.02, such 
that trust increases with agreement specifically except for the non- 
normatively sensitive agent. For human-likelihood, the main effect of 
advice was significant, F(3, 1431.79) = 17.52, p < .001, ηp2 = 0.04; 
there was no significant main effect of agreement, F(1, 921.67) = 3.48, p 
= .062, ηp2 < 0.01; and there was no significant interaction between 
advice and agreement, F(3, 1274.54) = 0.95, p = .417, ηp2 = 0.02. Taken 
together these results again indicate that we trust the consistent advi-
sors, in general, over the advisors that change their mind even when 
they change their mind for normative reasons, (normative even as 
judged by the participants themselves).

5.3. Discussion

In Study 3b, we sought to investigate again how people perceive 
(artificial) moral advisors who are fully consistent in their judgments 
rather than updating their views in a normative or non-normative way 
when the dilemma changes in an irrelevant or relevant way. With a 
larger sample size, the introduction of a new dilemma, and the intro-
duction of a fully utilitarian advisor, we replicated and extended the 
results of Study 3a by showing that our participants trusted the consis-
tent advisors more than non-consistent advisors, but trusted the 
consistently non-utilitarian advisor the most. Moreover, we found 
further evidence that our participants intuitively expect AI to make more 
utilitarian decisions, rather than them simply being noisy or inconsis-
tent, by finding that our participants expected the consistent utilitarian 

Fig. 6. Perceived trust (a) and expected likelihood of being human vs AI (b) across advisor types in Study 3b.
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advisor to be the most likely to be AI, and the consistently non-utilitarian 
advisor as the most likely to be human. These results build on and extend 
the results of Studies 1–2 by showing again that our participants not only 
trusted non-utilitarian advisors more than utilitarian advisors, but also 
expected AI to be utilitarian.This potentially explains part of the reason 
why people may averse to machines making moral decisions in the first 
place: not because they would be inconsistent but because they are ex-
pected to be consistently utilitarian.

6. General discussion

Machines powered by artificial intelligence are increasingly being 
required to act as implicit moral agents, indirectly making decisions 
about morally relevant situations or directly making these decisions as 
part of their primary purpose (Moor, 2009). We are already seeing 
increased focus of such “moral machines” in areas like healthcare, 
transport, and even warfare. Yet with the ever-increasing rise in the 
capacities of artificial intelligence, and particularly with advances in 
natural language processing, there is increasing attention given to the 
possibility of AI serving as explicit moral agents that process ethically- 
relevant information about situations as their primary purpose of mak-
ing decisions about what should be done. Such artificial moral advisors 
(AMAs) may leverage artificial intelligence to analyze moral dilemmas 
and provide recommendations based on established ethical theories, 
principles, or guidelines, serving a function akin to the “ideal observer” 
(Firth, 1952), by offering dispassionate and consistent judgments free 
from human biases (e.g. Giubilini & Savulescu, 2018; Sinnott-Armstrong 
& Skorburg, 2021). While there are both technological and philosoph-
ical concerns with such artificial moral advisors (e.g. Liu et al., 2022), in 
this paper we focus our attention on understanding the key question of 
trust. Here, in four pre-registered studies, we examine how people 
perceive the trustworthiness of such AMAs compared to human advisors, 
how is such trust related to the specific kinds of moral decisions that 
AMAs make, and what kind of moral decisions people expect AMAs to 
make.

6.1. AMAs are trusted less than humans

Our first key finding is that our participants reliably distrust artificial 
moral advisors compared to human advisors. In line with previous work, 
we find that participants trusted human advisors more than AMAs, were 
less willing to rely on AMAs in the future, and blamed others more for 
following AMA advice (even if it was the same advice). Such results 
build on previous work on algorithm aversion in the non-moral domain 
(e.g. Dietvorst et al., 2015; Önkal et al., 2009; Prahl & Van Swol, 2017; 
Promberger & Baron, 2006) and evidence of people being averse to 
machines making indirectly morally relevant decisions in transport, 
parole and healthcare (Bigman & Gray, 2018), while also extending to 
show such algorithm aversion for more explicitly moral AI like artificial 
moral advisors, and extending to more “person-based” judgments about 
an advisor’s “character” that extends beyond the specific decision to 
decisions more generally.

6.2. Utilitarian endorsers of instrumental harm are less trusted

Our second key finding is that our participants particularly distrusted 
advisors when they made recommendations that aligned with utilitarian 
principles, in cases where the simple utilitarian calculation is not 
favorable and especially in cases where the utilitarian option is to 
endorse instrumental harm. In Study 1 we found that, like when judging 
humans, our participants distrusted the AMA more when they gave 
characteristically utilitarian advice in mean-style dilemmas (but not 
switch-style cases), indicating that our participants were particularly 
concerned about AMAs giving pro-sacrificial advice endorsing instru-
mental harm in dilemmas involved direct, intentional harm for the 
greater good. In Study 2, in a second pre-registered experiment we 

replicated this finding for means-style dilemmas involving instrumental 
harm while also extending to dilemmas involving impartial beneficence 
(maximizing welfare impartially, even at the expense of special obliga-
tions to those close to you).

Our finding that utilitarian advisors are distrusted more than non- 
utilitarian advisors – especially in the domain of instrumental harm - 
raises a challenge for the use of AMAs in the future who draw on and 
endorse utilitarian principles, and this in turn could lead to a meta- 
challenge that if developers are aware of such reluctance to trust advi-
sors of this sort, they could choose to prioritize non-utilitarian ap-
proaches in AMAs - which may not be normatively justifiable. Why 
should one be concerned with this? There may be competing incentives 
for the developers of AMAs. First, AMAs ought to give good (or trust-
worthy) advice: advice that would steer its users to make better de-
cisions. Second, if they are capable of giving good advice, then 
developers ought to also design them in such a way as to reduce friction 
in people adopting them, fostering the appropriate trust that would be 
necessary for people to use them. However, just as a trusted agent is not 
necessarily a trustworthy agent, nor is a trustworthy agent necessarily 
trusted: good advice is not the same as favorable advice, and while in the 
pursuit of giving favorable advice to be trusted more the advice itself 
might be worse, paradoxically making the AMA less trustworthy. For 
example, from our findings here we might expect that people might 
want advisors to be more predictable or avoid utilitarian principles, but 
it seems plausible that given the varied context and content of everyday 
moral dilemmas (e.g. Yudkin, Goodwin, Reece, Gray, & Bhatia, 2023), in 
at least some cases from a normative standpoint advice should be un-
predictable and/or utilitarian.

6.3. The role of agreement

Our third key finding is that while – as to be expected - participants 
did trust advisors more when they gave advice that aligned with what 
they themselves thought (see also Bostyn, Chandrashekar, & Roets, 
2023), an overall effect of trust in non-utilitarians in the domain of 
instrumental harm remained when controlling for participants’ judg-
ments. Our primary focus for this paper - as pre-registered in our analysis 
plan - was to look at overall effects of trust for multiple reasons. First, 
while developers may seek to align judgments with public preferences 
overall, the potentially widely and openly available AMA systems of the 
future are unlikely to know a specific user’s own preferences in the 
moral dilemma in advance, but may want to know how AMAs priori-
tizing certain principles in general may shape acceptance - especially 
given that utilitarianism as an normative ethical theory departs quite 
radically from folk psychology (Kant, 2002). Second, part of the theo-
retical appeal of AMAs is that they could provide impartial, disinterested 
advice that draws on normative principles, not merely repeating back 
what participants themselves already think, even if they agree with 
those principles but for example haven’t properly applied them: the 
promise of AMAs would be for them to help people make better moral 
decisions - even given with regards to the users own considered moral 
outlook - not serve as AI-powered sycophants. Despite this, however, it 
remains psychologically interesting to understand the role that partici-
pants’ own agreement had in driving these effects. To explore the effect 
that agreement had in predicting trust, we created an index of how much 
participants’ own judgment matched with the advice given by the 
advice. In doing so, we find that while people who made utilitarian 
judgments did look more favorably upon advisors who make utilitarian 
judgments and people who made non-utilitarian judgments looked more 
favorably upon advisors who made non-utilitarian judgments, still we 
observe a small but significant preference against those who made 
utilitarian judgments about instrumental harm. Interestingly, however, 
this effect was more pronounced for human advisors than it was for 
AMAs. Such results accord with those obtained from large-scale cross- 
cultural Registered Reports about how endorsing utilitarian judgments 
about instrumental harm reduces trust even when controlling for 
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participants’ own preferences (Everett et al., 2021). The results from 
Study 2 indicate that these effects may potentially be weaker for AMAs 
than they are for human advisors. Overall, then, our results suggest that 
while, of course, people are most likely to trust AMAs who make rec-
ommendations that accord with what participants thought in the first 
place, there may remain a persistent distrust for AMAs who endorse 
utilitarian decisions about instrumental harm - even when, as we found 
here, participants themselves were more likely to endorse utilitarian 
instrumental harm than impartial beneficence.

6.4. The role of expectation

Our fourth key finding is that even when participants agreed with the 
specific decision that the AMA gave, there remained a tendency to 
expect that they would disagree with decisions made by the AMA in 
future. In other words, we provide evidence that people appear to think 
that good advice from an AI is more likely to be a fluke than the same 
“good” advice from a human, and this expectation of future disagree-
ment predicted perceptions of trust. This builds on our finding that 
agreement drives trust in advisors while also highlighting that aside 
from the theoretical problem of designing advisors to function not as 
sycophants but rather tools that can genuinely encourage us to reflect on 
our moral principles and improve our moral decision making, even 
matching agreement completely may not be enough for AMAs. De-
velopers of AMAs may not, at least in the short term, be able to mitigate 
algorithmic aversion simply by “matching” the output to expectations 
over the participants’ own judgments (even if doing this would hypo-
thetically not eliminate the philosophical and practical benefit of having 
AMAs, as discussed above).

Our fifth key finding is that participants not only distrusted utili-
tarian AMAs, but expected AI to give utilitarian advice. In Study 2 our 
participants reported greater surprise when AI gave non-utilitarian 
advice, and in Study 3b we find that participants expected an advisor 
who was consistently utilitarian to be the most likely to be AI. Such 
findings accord with those of Malle et al. (2015), who found that found 
when faced with a sacrificial moral dilemma, people blamed AI less than 
humans for making a utilitarian decision, which they interpreted as 
potentially being due in part to the fact that people implicitly expect AI to 
make more utilitarian decisions. Our findings support and extend these 
results by showing that these expectations are also found when directly 
asking participants how surprised they were by the AMA’s recommen-
dation (Study 2) and when asking participants to judge which advisor is 
most likely to be AI given their (non)utilitarian decisions (Studies 3ab).

Our sixth key finding is that consistency was an important predictor 
of trust in advisors: perhaps surprisingly, we found that advisors who 
were fully consistent were trusted more than those who updated their 
moral judgments in a manner sensitive to normative considerations, by 
attending to the number of people to be saved, but still found that 
consistently non-utilitarian advisors were still trusted more than 
consistently utilitarian advisors. In doing so our work extends previous 
work (e.g. Turpin et al., 2021; Walker et al., 2021) to AI while also 
suggesting that while predictability does increase trust, being predict-
ably non-utilitarian may still increase trust the most.

6.5. Algorithm aversion

Finally, while most of our findings showed significant algorithm 
aversion and a particular distrust for utilitarian advisors, one potentially 
interesting finding to explore in future is we rarely found differences in 
perceptions of a human or AI advisor who made utilitarian decisions, 
and in Study 2 we actually found more pronounced distrust for a human 
who endorsed instrumental harm when controlling for participants’ own 
judgments. This suggests that if there is a “cost to being consequen-
tialist” (Everett et al., 2016), it may be more readily paid by humans 
rather than AI. Perhaps then if people think that certain utilitarian op-
tions are, if not certainly morally correct, then potentially at least worth 

considering, a useful function for AMAs might be to highlight these 
options. This is precisely because a human in the same position might be 
reluctant to do so given the social cost, and indeed, AI appears to be 
blamed less for endorsing such options (Malle et al., 2015).

The potential to introduce AI advice across many domains (e.g. 
medical, financial, public policy etc.) is becoming more and more 
apparent. Even now, we already rely on many AI systems and they are 
becoming far more equipped at general natural language interaction. 
Perhaps AI advisors will never give advice as good as other humans and 
so we ought to have a bias against them. But even if this were the case, AI 
advisors may be implemented due to financial incentive (it may be 
cheaper to use than human advisors) or to give the appearance of being 
less biased (whether it is or not). In addition, we may decide to use them 
alongside human advisors and indeed we may prefer them to be 
implemented this way if we do not have a clear picture of how good their 
advice actually is, compared to humans. The results here begin to shed 
light on how and why we would trust some advisors over others and 
whether and whether, for example, artificial moral advisors are penal-
ised or trusted more for giving particular kinds of advice such as advice 
people already agree with, or advice people would happen to expect 
given the source.

6.6. Limitations and future directions

There are certain limitations to be noted and future directions to be 
explored. First, our studies were conducted in the United Kingdom, and 
it would be interesting for future work to assess the generalizability of 
these findings to other countries, particularly those with different levels 
of familiarity and optimism about the rise of technology or differences in 
general endorsement of utilitarian principles (e.g. Awad et al., 2018). 
Second, while our focus was on social perceptions of the trustworthiness 
of the advisors in classic moral dilemmas used in moral psychology and 
philosophy, it would be interesting for future work to explore whether 
there may be differences in how people actually use and adopt advice 
given by artificial moral advisors. While we do see that participants 
tended to rate AI’s trust above the mid-point (even though they rated 
human trustworthiness higher), it is still unclear whether they would 
choose to use and adopt these machines when given a real choice. Third, 
while we deliberately did not present our studies using the interface of 
existing LLMs like ChatGTP to avoid participants’ thinking too much 
about current tools that are not actually designed to give ethical advice, 
it would be interesting to look at how people perceive advisors in a more 
immersive environment. Future work should explore more complex use 
cases, interactions and, if possible, even full interactive conversation to 
help better understand how people may trust or distrust AMAs compared 
to humans. Even with complex cases and more sophisticated interaction, 
one needs to consider that catering to the immediate feelings of the user 
may help increase trust of the AI but it may perhaps come at the cost of 
giving better advice: people may trust an AI differently based on the 
kinds of decisions it makes, but this does not necessarily imply the AI is 
actually less worthy of this trust.

While it is clear that the kinds of advice people receive affect their 
trust in that advisor, it is less clear what differential attitudes people 
form given that advice, and how those attitudes mediate the differences 
in trust. We rapidly form impressions of each other, as humans, enabling 
us to decide who to trust. When forming these impressions we are 
particularly interested in social attributes like warmth, competence and 
morality (Fiske, Cuddy, & Glick, 2007; Goodwin, Piazza, & Rozin, 2014; 
Ybarra et al., 2008). Perceptions of competence relate to an agent’s 
ability to obtain their desires, preferences or goals (Abele, Uchronski, 
Suitner, & Wojciszke, 2008; Peeters & Czapinski, 1990), including traits 
like intelligence, skill and talent (Ybarra et al., 2008). In contrast, per-
ceptions of warmth relate to sociality and moral character (Goodwin 
et al., 2014). While these perceptions are key for trusting humans, and 
giving moral advice may well affect how people ascribe these attributes, 
it is less clear how those attributes generalize to artificial agents. For 
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example, it is possible that perceived competence could play a signifi-
cantly larger role for trusting artificial agents, whereas warmth, espe-
cially the social dimension, may not be seen as applicable. Therefore 
future research should look at how these potentially mediating factors 
influence trust differentially for human and AI agents.

In conclusion, in this work we investigated how people perceive and 
trust artificial moral advisors compared to human advisors. Extending 
previous work on algorithmic aversion, we show that people have a 
significant aversion to AMAs giving moral advice, while also showing 
that this is particularly the case when advisors - human and AI alike - 
gave advice based on utilitarian principles. While we find that agree-
ment with the advice was a significant predictor of participants trust in 
the advisors, we find persistent effects of distrust in advisors who 
endorse instrumental harm even when controlling for this, and find that 
even when participants agreed with a decision made by an AMA they 
still expected to disagree with an AMA more than a human in future. Our 
findings suggest challenges in the adoption of artificial moral advisors, 
and particularly those who draw on and endorse utilitarian principles - 
however normatively justifiable.
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