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RESEARCH ARTICLE

Sensory Processing

The precision of signals encoding active self-movement

Joshua D. Haynes,1 Maria Gallagher,2 John F. Culling,1 and Tom C. A. Freeman1
1School of Psychology, Cardiff University, Cardiff, United Kingdom and 2School of Psychology, University of Kent, Canterbury,
United Kingdom

Abstract

Everyday actions like moving the head, walking around, and grasping objects are typically self-controlled. This presents a prob-
lem when studying the signals encoding such actions because active self-movement is difficult to control experimentally.
Available techniques demand repeatable trials, but each action is unique, making it difficult to measure fundamental properties
like psychophysical thresholds. We present a novel paradigm that recovers both precision and bias of self-movement signals
with minimal constraint on the participant. The paradigm relies on linking image motion to previous self-movement, and two ex-
perimental phases to extract the signal encoding the latter. The paradigm takes care of a hidden source of external noise not
previously accounted for in techniques that link display motion to self-movement in real time (e.g., virtual reality). We use head
rotations as an example of self-movement, and show that the precision of the signals encoding head movement depends on
whether they are being used to judge visual motion or auditory motion. We find that perceived motion is slowed during head
movement in both cases. The “nonimage” signals encoding active head rotation (motor commands, proprioception, and vestibu-
lar cues) are therefore biased toward lower speeds and/or displacements. In a second experiment, we trained participants to
rotate their heads at different rates and found that the imprecision of the head rotation signal rises proportionally with head
speed (Weber’s law). We discuss the findings in terms of the different motion cues used by vision and hearing, and the implica-
tions they have for Bayesian models of motion perception.

NEW & NOTEWORTHY We present a psychophysical technique for measuring the precision of signals encoding active self-
movements. Using head movements, we show that 1) precision is greater when active head rotation is performed using visual
comparison stimuli versus auditory; 2) precision decreases with head speed (Weber’s law); 3) perceived speed is lower during
head rotation. The findings may reflect the steps needed to convert different cues into common units, and challenge standard
Bayesian models of motion perception.

head movement; motion psychophysics; self-movement; vestibular; Weber’s law

INTRODUCTION

Bodily movement is a key part of everyday life. Our eyes,
head, limbs, and torso are seldom at rest. Action therefore
sets the backdrop in which perceptual systems normally op-
erate, with many everyday tasks relying on information
about current self-movement. This is derived from a number
of perceptual signals, some based on images such as retinal
flow, and some based on nonimage sources including the
vestibular and motor systems. Information from nonimage
sources also plays a role in interpreting images, allowing the
observer to differentiate between self-generated movement
andmovements of external objects.

Success in these active tasks is constrained by two funda-
mental types of error, namely the precision and accuracy of
the underlying perceptual signals. Precision is driven by inter-
nal and external noise and corresponds to the width of the
distribution of the underlying perceptual signal as it varies
across time. Accuracy, on the other hand, corresponds to the
distribution’s average and is usually referred to as bias.
Although a lot is known about the precision and accuracy of
image signals, especially in vision and hearing, much less is
known about the errors accompanying nonimage signals.
This is especially the case when the self-movement is “active”
(i.e., self-controlled), partly because it is difficult to apply
standard psychophysical techniques to spontaneous actions

Correspondence: T. C. A. Freeman (freemant@cardiff.ac.uk).
Submitted 6 October 2023 / Revised 7 June 2024 / Accepted 7 June 2024

www.jn.org 0022-3077/24 Copyright© 2024 The Authors. Licensed under Creative Commons Attribution CC-BY 4.0.
Published by the American Physiological Society.

389

J Neurophysiol 132: 389–402, 2024.
First published June 12, 2024; doi:10.1152/jn.00370.2023

Downloaded from journals.physiology.org/journal/jn (005.081.182.242) on August 15, 2024.

https://orcid.org/0000-0002-2243-4518
https://orcid.org/0000-0002-2933-4579
https://orcid.org/0000-0002-5989-9183
mailto:freemant@cardiff.ac.uk
https://crossmark.crossref.org/dialog/?doi=10.1152/jn.00370.2023&domain=pdf&date_stamp=2024-6-12
http://www.jn.org
http://creativecommons.org/licenses/by/4.0/deed.en_US
https://doi.org/10.1152/jn.00370.2023


that are under participant control. We therefore developed a
new way to measure precision in these circumstances, using
head rotation as an example of self-movement. The technique
makes no attempt to differentiate between the various sources
of nonimage information that are used to encode active self-
movement. Rather, it assumes that they are combined to pro-
vide a single nonimage signal, and it is the precision of this
composite signal that we measure (see Ref. 1 for an example
nonimage signal comprising vestibular cues to passive trans-
lation and extraretinal cues to eye rotation, and Ref. 2 for an
example nonimage signal comprising vestibular and extrareti-
nal cues used to update spatial localization after self-move-
ment). Our technique relies on using image signals as a
comparison,1 which allowed us to compare the results when
using vision or hearing in experiment 1. We used the same
technique in experiment 2 to investigate whether nonimage
precision obeys Weber’s law, that is, whether precision scales
with magnitude. Investigating Weber’s law also allowed us to
compare the precision of image and nonimage signals for the
stimuli we used.

In a typical precision-measuring task, participants are
asked to compare a fixed standard stimulus with a range of
test stimuli shown over a series of trials (4–6). The values
assigned to the test are usually controlled by a method of
constant stimuli or a staircase procedure, both of which pro-
vide a measure of a just-noticeable-difference that can be
used to estimate the precision of the underlying signal.
Crucially, these methods rely on the ability to repeat a set of
stimuli over trials. Self-controlled self-movements, however,
are not repeatable: every instance of every action is unique.
To measure nonimage signal precision, this variability must
be accounted for, both within and across trials.

One solution is to use “passive” self-movement because the
action is then controlled by the experimenter. The best-known
examples come from vestibular research, where participants
are moved on a chair or platform (7). Notable examples also
come from studies of perceived stability during eye move-
ment, where various contraptions and implements have been
used to passively rotate the eye (8, 9). But active nonimage sig-
nals also include efferent sources, such as copies of motor
commands (10), not just the vestibular, somatosensory and, in
the case of passive rotation of the eye, the proprioceptive cues
that passive stimulation generates (11–14). Passive stimulation
therefore excludes important nonimage sources of self-move-
ment information. Passive stimulation therefore excludes im-
portant nonimage sources of self-movement information and
is known to give rise to different activity in some neurons
within the vestibular nucleus (for a review, see Ref. 15).

Instead, we focus on active self-movement, specifically
head rotation, where nonimage sources consist of vestibular
cues, motor commands, and proprioceptive feedback, plus
any number of somatosensory cues, such as the gliding of
hair across the back of the neck. Image-based cues to self-
movement were excluded by carrying out the experiments in
a completely dark and quiet room, removing important reaf-
ferent cues such as retinal flow (16–19). Our method for meas-
uring nonimage signal precision uses two experimental

phases, combined with a novel analysis that accounts for the
variability of self-movement across trials. The paradigm is
sketched in Fig. 1. Based on two-interval forced-choice, the
participant makes self-controlled left and right head rotations
in the first interval of each trial of phase 1, and an auditory or
visual stimulus appears in the third sweep (see Fig. 1, bottom
left). This stimulus is head-centered, because it moves with
the participant. The participant is instructed to judge the
movement of the stimulus and hence the head movement
that drives it. We refer to this interval as the “standard.” In the
second “test” interval of phase 1, shown in the second column
of Fig. 1, an auditory or visual stimulus is again shown, but
this time with the participant’s head stationary. The stimuli
move with a trajectory defined by the head movement
recorded in the standard interval, but scaled up or down by a
multiplicative factor we call “motion gain.” Hence, the pat-
tern and duration of stimulus movement experienced in the
two intervals is the same, apart from overall magnitude, and
is provided by different motion cues. In the head stationary
interval, the motion cues depend on image signals. In the
head-moving interval, they depend on nonimage signals,
including any extraretinal contributions related to smooth
compensatory eye movements like the vestibulo-ocular reflex
(20), or an inhibitory pursuit drivemade to keep the eye head-
centered (21). We note that the auditory and visual stimuli
used tomark the third head sweep do not provide any inform-
ative motion cue per se because they are head-fixed and pre-
sented in a dark and quiet laboratory. This remains the case
even if their perceived positions shift due to audiogyral (22)
and oculogyral illusions (23), which in any case is doubtful
given that illusory shifts in position occur over much larger
time scales than used in our experiments (24).

Following the two intervals, participants indicate which
interval appears to “move more.” We avoided the terminol-
ogy “faster” or “further” because cue preference depends on
modality: for vision, participants prefer speed rather than
displacement or duration (25, 26), whereas for hearing the
reverse is true (27, 28). Motion gain is manipulated across tri-
als using a Method of Constant Stimuli, resulting in a psy-
chometric function that includes two sources of internal
noise, one based on the image signal (e.g., visual or auditory
motion) and one based on the nonimage signal. To tease
these two sources of noise apart, phase 2, shown in the third
and fourth columns of Fig. 1, isolates the internal noise of
the image signal, using the same set of head movement
recordings from phase 1 to move the stimuli in the same
trial-by-trial order, but with the head always stationary.
Again, the second interval is a scaled version of the first. The
precision of the nonimage head rotation signal can then
be recovered from phase 1 as described in METHODS, because
image signal precision is now known. We assume that the
noise associated with the head-centered auditory or visual
target is negligible in the first interval, given that the image
is not moving. In comparison, the active self-movement will
typically be fast-paced, yielding high levels of internal noise
in the nonimage signal.

1The term “image” is less intuitive for hearing because space must be recovered indirectly from binaural and monaural cues. Nevertheless, its use is
not without precedence [e.g., Middlebrooks and Green (3)]. Here we use it to define the dynamic spatial cues the auditory system uses to recover
source movement with respect to the head.
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In experiment 1, we used this novel technique to measure
nonimage precision accompanying head rotation, using ei-
ther auditory or visual stimuli. The modality used to deliver
image motion should not affect the measured precision of
the nonimage signal because the same image signal (with
the same underlying noise) is present in all intervals apart
from the first standard interval of phase 1. In experiment 2,
we used auditory stimuli to investigate whether the preci-
sion of the nonimage signal obeys Weber’s law (i.e., scales
with magnitude). The technique requires that eye move-
ments are similar (but not necessarily absent) in the three
head-stationary intervals. If this were not the case, then
phase 2 could not be used to estimate the precision of the
image signal in the head-stationary test interval of phase 1.
This was tested in experiment 2.

Phase 1 also provides information about bias, specifically
whether the magnitude of perceived motion is the same for
image and nonimage signals. This is interesting in its own
right, partly because it is well known that objects pursued by
an eye movement appear slower (29, 30). In this case, the
nonimage “extraretinal” signal evidently provides a lower
estimate of speed than the image signal. Analogous percep-
tual slowing has been demonstrated for stimulation of the
vestibular system using passive head rotation (31) and active
touch (32). It has also been implicated for the auditory sys-
tem, based on the finding that compensation for head-move-
ment when judging sound-source stability is incomplete
(33). But as far as we are aware, whether active head rotation
produces the same slowing is currently not known for either
vision or hearing.

METHODS

Participants

All observers gave written informed consent, and the experi-
mental procedures were approved by the School of Psychology,
Cardiff University Ethics Committee (EC.12.04.03.3123GRA2).
In experiment 1, five participants took part in the experiment

(2 females, 3 males). Two were naïve to the purposes of the
experiment and three were experimenters. Participants
wore spectacle correction if required. In experiment 2, three
experimenters and seven participants studying psychology
at Cardiff University took part (2 males, 8 females). Only the
experimenters were aware of the aims of the experiment.
Participants completed at least two replications of experi-
ment 2, with eight participants completing three. Eye move-
ments were recorded for nine of the participants. One of
these normally wore spectacles, which were removed to
allow the eye tracker to operate.

Experiment 1

Stimuli and materials.
Auditory stimuli were played over a 2.4-m diameter ring of
48 Cambridge Audio Minx speakers as shown in Fig. 2. The
room was sound treated using wall and ceiling tiles with
absorption coefficients of 0.9, and carpet on the floors,
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Test

(head stationary)
Standard

(head stationary)

Phase 1
Test
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Standard

(head moving)
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Figure 1. Schematic of the two-phase procedure for
measuring the precision of nonimage signals encoding
active self-movement. We use head rotation as an
example. Phase 1 consists of two intervals: a standard
interval, in which the head moves, and a head-fixed
stimulus (visual or auditory) appears “on the nose” in
the third sweep; and a test interval, in which the same
movement of the stimulus, scaled by the motion gain,
is replayed but with head stationary. Phase 2 also con-
sists of two intervals, both with the head stationary.
Here, the motion gain used to scale stimulus motion in
the standard interval is set to the Point of Subjective
Equality found in phase 1. For both phases, a Method
of Constant stimuli is used to manipulate motion gain
across trials and construct psychometric functions.
These are then used to determine the precision of the
image signal in the head-stationary intervals, and the
nonimage signal in the head-moving interval, based on
a model described in the APPENDIX.

Figure 2. Laboratory setup.
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yielding a reverberation time of approximately 60 ms. Data
collection was also carried out in complete darkness. The
speakers were controlled by two MoTU 24-channel sound
cards, each linked to four six-channel Auna amplifiers.
Intensity was normalized across individual speakers. The
stimuli consisted of white noise spatially windowed by a
Gaussian distribution (r ¼ 5.25� in power, equivalent to 0.7
of the speaker spacing i.e., r ¼ 7.5� in amplitude). We have
previously shown that this value avoids aliasing artifacts in
our speaker system that could occur if the Gaussian distribu-
tion is undersampled, while at the same time avoiding the
sound becoming too diffuse (34). The noise was sampled at a
rate of 48 kHz with a peak level of 70 dB. The position of the
spatial Gaussian was refreshed at a rate of 240 Hz, a rate set
by the motion tracker described in the sectionHead tracking
below. The result was a “blob” of noise that could be moved
smoothly across the speakers. The actual motion path taken
was determined by the measured head movements, using
themotion gain parameter to scale its magnitude.

Visual stimuli were presented to the participant using an
AdaFruit NeoPixel strip of 342 LEDs driven by a single
Arduino Uno microcontroller. The LED strip was positioned
just below the speakers, as shown in Fig. 2, and was driven at
a frame rate of 40 Hz. The strip subtended 128� either side of
straight ahead. This yielded an LED spacing of 0.75�. To
ensure that the LEDs presented stimuli at a comfortable
brightness, a single layer of 1.2f neutral density filter reduced
the intensity of the display. As with the auditory stimuli,
smoothly moving stimuli were created by using a Gaussian
distribution that spatially windowed the LED output for
each display frame (r ¼ 1.05�). To prevent individual LEDs
being visually resolved, the strip was placed in a curved en-
closure with one open side that was covered by three layers
of diffuser gel at a distance of 35 mm, blurring the image.
The overall size of the resulting blob was increased slightly
by the diffuser (r ¼ 1.07�), which we confirmed using a
Minolta LS100 photometer and an array of small apertures.
The peak luminance of the blob was�0.042 cd/m2.

Head tracking.
Head movement was measured using a Polhemus Liberty
tracker that sampled position at a rate of 240 Hz. The tracker
was mounted to a head band worn by the participant. For
the head-moving standard interval of phase 1, the head-
tracking data were used to detect the third sweep in real-
time and keep the subsequent auditory or visual stimulus

head-centered (i.e., motion gain ¼ 1). To detect a change in
head-movement direction, we convolved the head tracker
samples with a finite difference filter to obtain a smoothed
derivative. The filter was 13 samples long, meaning there was
a 7-frame delay in detecting the head-turn (�30 ms). An
example waveform is shown in Fig. 3A, with the detected
third sweep shown in black and blue.

Procedure.
In phase 1, each trial consisted of a “head-moving” standard
followed by a “head-stationary” test. The start of the first
interval was signaled by a short beep (0.25 s) followed bymo-
mentary pause to check the head was centered before the
experiment moved on. “Centered” was defined as 10 consec-
utive head-tracker samples within ±7.5� of the center of the
LED/speaker array. Participants were then instructed to
move their heads smoothly left and right, or vice versa, at a
pace and amplitude that they felt comfortable with.
Although it was their free choice, we found some partici-
pants alternated the start direction from trial to trial,
whereas others mostly started in the same direction. The au-
ditory or visual stimulus appeared during the third sweep
and moved with the head. Participants were instructed to
fixate it. The start of the second head-stationary test interval
was signaled using a blue blob that appeared for 0.2 s, with
progress again paused to check the head was centered. Note
that the motion in the test interval was based on the third
sweep recorded in the standard interval only: the dead-time
created by the initial two sweeps was skipped. Unlike the
head-moving interval, participants were instructed not to
track the stimulus with their eyes but instead keep looking
straight ahead. In phase 2, the same beep and light were
used to identify the start of each interval, with both intervals
head-stationary and the initial two sweeps skipped. Each
replication of phase 1 and phase 2 contained the same num-
ber of trials, based on the same head movement recordings,
shown in the same order.

Psychometric functions were collected based on a Method
of Constant Stimuli using 11 motion gain values. For phase 1,
these ranged from 0.2 to 1.2 in steps of 0.1 for the auditory
condition, and 0.4 to 1.0 in 0.06 steps for the visual condi-
tion. The ranges were based on pilot experiments that
showed the visual condition produced steeper psychometric
functions than the auditory condition. Each motion gain
was repeated 10 times, yielding 110 trials per session. For
phase 2, the same step sizes were used, but the range was
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Figure 3. A: example head movement
waveform. The black portion corresponds
to the third sweep as detected by the algo-
rithm described in the text. The visual or au-
ditory stimulus appeared during this time. The
blue portion defines the region of interest
over which median head speed was calcu-
lated for analysis. B: an example distribution
of median head speeds for a single repetition
of phase 1 (110 trials) for one participant. The
dotted line shows the best fitting Gaussian,
which was used to determine the mean and
standard deviation of the distribution.

THE PRECISION OF SIGNALS ENCODING ACTIVE SELF-MOVEMENT

392 J Neurophysiol � doi:10.1152/jn.00370.2023 � www.jn.org
Downloaded from journals.physiology.org/journal/jn (005.081.182.242) on August 15, 2024.

http://www.jn.org


centered on the Point of Subjective Equality (PSE) calculated
from phase 1. This ensured that the precision of the image-
motion signal we estimated for each replication of phase 1
and 2 were based onmotion gains centered on a comparable
value. The PSE was derived by fitting a cumulative Gaussian
to the data using the PAL_PFML_Fit function from the
Palamedes toolbox (35), with a lapse rate parameter fixed to
0.02 (note the bespoke psychometric function described in
the APPENDIX returns the same PSE as the toolbox).

Participants sat in the center of the speaker/LED ring and
wore the head tracking equipment (in experiment 2 they also
wore an eye tracker). Head position was checked with a laser
crosshair mounted above the center of the ring, which
enabled the participant’s midline and interaural axis to be
aligned with the speaker ring. The head tracker was bore-
sighted with the participant facing forward and pointing
their head toward the central speaker. Boresighting was
repeated at the start of each replication of each phase of the
experiment.

Each participant repeated three pairs of phases 1 and 2 for
each modality. Psychometric functions were fit to each repli-
cation separately. Three of five participants carried out the
auditory condition first.

Head movement analysis.
To analyze the head movements after data collection, posi-
tion samples were first smoothed using MatLab’s “low-
pass” function with a passband of 8 Hz. The temporal
derivative was then taken and the median velocity calcu-
lated over a portion of the third sweep that ranged from
20% to 60% of the sweep length (shown in blue in the
example waveform of Fig. 3A). This region-of-interest
(ROI) was adopted because it maximized the number of
head-movement samples and goodness-of-fit of the psy-
chometric function (see APPENDIX for evaluation). Figure
3B shows an example for one participant of the distribu-
tion of these median velocities for one run of phase 1. For
modeling purposes, the distribution of each 110-trial run
was fit with a Gaussian (dotted line in Fig. 3B) to extract a
mean and standard deviation.

Psychophysical analysis.
The distribution shown in Fig. 3B emphasizes the fact that,
as with other self-movements, head rotation varies across tri-
als. Using motion gain therefore seems to be a good way of
controlling for this variability because it directly links image
motion to the ongoing self-movement in real-time. The pat-
terns of motion are therefore identical, meaning the only dif-
ference between signal inputs is speed and displacement—
duration is fixed. On the face of it, therefore, motion gain
provides the experimenter with a repeatable parameter that
can be used to define a psychometric function or drive a
staircase. Examples are provided by Serafin et al. (36) and
Steinicke et al. (37), who plot psychometric functions
defined by changes in motion gain within acoustic and vis-
ual virtual reality setups, respectively. However, closer
inspection of their figures suggests a consistent feature not
accounted for by fitting a standard cumulative Gaussian:
on occasions, their data appear to asymptote more than a
constrained lapse rate parameter would allow [e.g., <6%,
as suggested by Wichmann and Hill (38)]. In the APPENDIX,

we construct a model of the psychophysical task that
shows why. The model emphasizes that motion gain is not
always a good shorthand for the actual stimulation experi-
enced by the participant, namely the magnitude of motion
(speed or displacement).

In keeping with standard signal detection theory, the
model assumes that participants base their judgment on a
point estimate of stimulusmagnitude (e.g., the peak speed of
head and image movement, or average speed, or displace-
ment). Crucially, in addition to internal noise, the point esti-
mates vary across trials due to the external noise introduced
by variable self-movement. The external noise produces
some surprising effects (see Fig. A1). First, the function’s true
slope is steeper than the best-fitting single cumulative
Gaussian. Second, as the variability of the self-movement
increases, the function’s asymptotes depart markedly from 0
and 100%, much further than a typical constrained lapse
rate parameter of 6%would allow.

Following standard practice, we assume that internal
and external noise is Gaussian distributed. The precision
of a given signal is therefore defined by its standard devia-
tion. If the self-movement did not vary at all, the precision
of the nonimage signal could be calculated by standard fit-
ting of a cumulative Gaussian to the psychophysical data,
and then applying the “variances sum” law to both phases.
Thus, for phase 1, r2

G1
¼ r2

i þ r2
h, where the subscripts cor-

respond to the cumulative Gaussian fit to the data (G1), the
image signal (auditory or visual, i), and the nonimage sig-
nal encoding head rotation (h). For phase 2, r2

G2
¼ 2r2

i ;
hence the precision of the nonimage signal (r2

h) in phase 1
can be found by substitution. But, when self-movement
varies, this standard approach is an approximation at best.
Variable self-movement adds external noise that varies
across the psychometric function because it is scaled by
motion gain; hence the assumption of a single cumulative
Gaussian is not correct. We develop the appropriate for-
mulae in the APPENDIX and show how these can be used to
extract the internal noise of the image signal (r2

i ) and non-
image signal (r2

h) from the two phases of our experiment.
Similar formulae can be applied to a more typical motion
gain scenario used in virtual reality setups, where both
self-movement and image motion are shown at the same
time (36, 37, 39–41).

Experiment 2

Stimuli and procedure.
The aim of experiment 2was to determine signal precision as
a function of head and stimulus speed. Before each replica-
tion of the main experiment, a training session was therefore
run to help participants rotate their heads at one of the five
target speeds. The training stimuli were audiovisual, consist-
ing of visual and auditory blobs as used in experiment 1.
These moved in synchrony. The procedure for the main
experiment was the same as experiment 1, consisting of two
experimental phases linked by the set of head movements
recorded in the first. Unlike experiment 1, only auditory stim-
uli were used. Each trained head speed was investigated by
completing training and main experiment data collection in
pairs. This process was repeated three times, yielding 15
training and main experiment pairs, presented in a random
order.
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Head speed training sessions.
Training sessions consisted of a two-stage process that was
run ahead of each replication of the main experiment. In
stage 1, participants were asked to track an audiovisual stim-
ulus with their head. The stimulus moved independently
along a sinusoidal path at a frequency of 1 Hz at one of five
amplitudes: 5�, 12.5�, 20�, 27.5�, 35�. These correspond to me-
dian target speeds from 30.0�/s to 209�/s for the ROI defined
in experiment 1. Five and three-quarter periods were shown
for each speed to generate 12 sweeps. In stage 2, participants
attempted to reproduce the trained head speed, this time
using a head-stationary audiovisual fixation target moving
with the nose as a guide (motion gain ¼ 1). Again, they com-
pleted 12 sweeps, determined by recording the number of
head direction reversals detected in the head tracking as
described in experiment 1. The accuracy of head rotation was
assessed by calculating the median head speed for each of
the final 10 head sweeps as described in experiment 1. If
seven of 10 sweeps had a median within 5�/s ± 5% of the
desired training speed, performance on that training run
was deemed sufficiently accurate. If not, the participant was
given feedback on how many sweeps were accurate, and
how many were too fast and/or slow, and the run repeated.
Participants had to complete at least three training runs,
with at least one successful run before progressing to each
replication of the main experiment.

Eye tracking and analysis.
Eye movements were tracked using a Pupil Labs Pupil Core
head-mounted eye tracker. The tracker had a 120 Hz sam-
pling frequency and a front-facing world camera. The cam-
era was used for calibration by having participants look at a
3 by 2 array of calibration points that can be seen in Fig. 2.
These were used to convert the eye tracker’s normalized
units into degrees. To analyze, samples with less than 0.6
confidence as defined by the Pupil Labs software were
excluded, and the gaps filled using linear interpolation (41).
Gaps were more frequent for the head-moving condition. If
the number of dropped samples was 50% or greater, the
waveform for that interval was excluded from the analysis.

The remaining waveforms were smoothed using a Gaussian
filter (r ¼ 16 Hz in the frequency domain). The first, second,
and third derivatives were then taken numerically, correspond-
ing respectively to velocity, acceleration, and jerk. Saccades
were detected using Wyatt’s jerk analysis, with a jerk threshold
set to 2� 105�/s3 (42). Saccadic samples were removed from the

analysis, along with four samples either side of each detected
saccade, plus the initial 20 samples at the start and end of each
waveform. Mean velocity and speed were then calculated for
the third sweep for each head-movement interval, and the sin-
gle sweep in each head-stationary interval. For comparison,
the vestibulo-ocular reflex (VOR) needed tomaintain stable fix-
ation on a world-stationary point at the same distance as the
speakers was calculated, using the approximation described by
Leigh and Zee (43, p. 274): E ¼ �H(1 þ R/D), where H is the
head velocity, R ¼ 0.1 m (the approximate distance from the
eye to center of head rotation) and D ¼ 1.2 m (the distance
from participant to speakers). Note that we assume the eyes
were fixating at this distance because a visible fixation point
appeared there before the second interval of each trial (for
details, see Procedure section above).

RESULTS

Experiment 1: Precision of Signals Encoding Active
Head Rotation

Figure 4A shows the mean precision of the nonimage
head-rotation signal (bars) across the five participants to-
gether with their individual data (solid points). Nonimage
signals were less precise in the auditory condition, produc-
ing a significant increase in the standard deviation of the
underlying signal distribution as defined by the model
described in the APPENDIX [t(4) ¼ 4.19, P ¼ 0.01]. Contrary to
our prediction, therefore, modality appears to matter. Figure
4B shows that head speeds were slightly faster on average
when an auditory target appeared in the third head sweep
compared with a visual one, however this difference was
nonsignificant [t(4)¼ 1.76, P¼ 0.15]. We note that this lack of
effect may have been driven by the participant shown with
closed circles, who, unlike the other participants, did not
show any decrease in mean head speed in the visual condi-
tion. It remains possible, therefore, that the difference in
nonimage signal precision could be explained in part by a
scaling of precision with magnitude (i.e., Weber’s law). This
point is explored further in experiment 2, where Weber’s Law
was investigatedmore thoroughly.

Figure 5 shows the mean PSEs obtained from phase 1. The
PSEs are similar for vision and hearing [t(4) ¼ �0.71, P ¼
0.52]. The PSEs are around 0.7, meaning that stimuli had to
be slowed by 30% when they moved passed a stationary par-
ticipant to achieve a perceived speed match with head mov-
ing interval. For vision, this finding resembles the Aubert–
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Figure 4. A: precision of the nonimage sig-
nal encoding head rotation for the two
stimulus conditions. Precision is defined
as the standard deviation of the underly-
ing signal distribution, determined by the
model in the APPENDIX. Note therefore that
larger standard deviations correspond to
the less precise signals. Bars correspond
to the mean of the individual data points,
with the latter shown as solid symbols. B:
head speed using the same format.
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Fleischl phenomenon (29, 30), where motion appears slower
if stimuli are tracked by a smooth eye pursuit. Our data show
that perceived slowing occurs for active head rotation too,
albeit for auditory and visual stimuli that are linked directly
to the self-movement, as opposed to being pursued in a
more typical closed-loop manner. It is also worth noting that
the biases we found are comparable with those reported for
passive head rotation (31).

Experiment 2: Do Nonimage Signals Obey Weber’s Law
during Active Head Rotation?

For many sensory systems, discrimination thresholds
scale proportionally with stimulus magnitude over a wide
range. This is known as Weber’s law (44). In experiment 2,
we investigated the extent to which nonimage signals
accompanying active head rotation adhered to Weber’s law
by training participants to rotate their heads at different
speeds. The same two-phase protocol described in experi-
ment 1 was used to measure nonimage precision at each
trained speed, using auditory stimuli only. These data also

allowed a more direct comparison between nonimage and
image precision. This was not possible in experiment 1
because the two-phase protocol forces the motion gain of the
standard in phase 1 to be different from that used in phase 2
(i.e., gain ¼ 1 and PSE, respectively). By manipulating head
speed in experiment 2, signal precision can be described as a
function ofmagnitude, allowing the comparison to bemade.

Figure 6A plots themean head speedmade by participants
in the main experiment. The dashed line indicates perfect
performance with respect to the head speeds they were
trained on prior to data collection. Head movements were
reasonably accurate in the main experiment, producing a
well separated set of rotation speeds that covered a wide
range [F(4,45)¼ 16.89, P< 0.001].

Figure 6B plots themean eye velocity for 9 of 10 participants
whom we were able to obtain recordings for. The dashed line
indicates the predicted VOR needed to maintain fixation on a
world-stationary point at the same distance as the speakers
(see METHODS for details). Figure 6C plots the mean speed (i.e.,
unsigned average). In both cases, there was a significant main
effect of interval [eye velocity: F(3,24) ¼ 23.07, P < 0.001; eye
speed: F(3,24) ¼ 58.5, P < 0.001], and a significant interaction
with trained speed [eye velocity: F(12,96) ¼ 2.32, P ¼ 0.012; eye
speed: F(12,96) ¼ 17.52, P < 0.001]. Simple effects showed that
the interaction was driven by the effect of trained speed on eye
speed in the head-moving interval [F(1,4) ¼ 16.98, P < 0.001],
with the same simple effect for eye velocity being close to sig-
nificant [F(1,4) ¼ 2.38, P ¼ 0.073]. Importantly, however, the
eye movement in the head-moving interval was many orders
ofmagnitude smaller than expected from compensatory VOR.

The simple effects for the head-stationary intervals were all
nonsignificant (P > 0.254 or greater). Post hoc comparisons,
collapsed across trained speed, showed that none of the head-
stationary intervals were significantly different from each
other, confirming a key assumption of the paradigm. All
three, however, were significantly different from the head-
moving interval (Bonferroni-corrected P < 0.001). Whether
the relatively small eyemovements found in the head-moving
interval could explain the differences between modalities
found in experiment 1 is taken up in GENERAL DISCUSSION.
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Figure 7A plots the nonimage signal precision (filled
circles) and auditory image signal precision (open circles) as
a function of the mean head or stimulus speed, respectively.
The latter compresses horizontally because the speeds are
set by the PSE obtained from phase 2 of the main experi-
ment. This corresponds to a motion gain of around 0.7 (see
Fig. 8 for the PSEs at each training speed). The horizontal
compression is therefore around 30% compared with the
closed circles.

For the auditory signal, precision did not vary with stimu-
lus speed [F(4,45) ¼ 0.154, P ¼ 0.96]. However, for the non-
image signal, precision decreased with head speed, such that
the standard deviation of the underlying signal distribution
significantly increased [F(4,45) ¼ 6.035, P < 0.001]. Also evi-
dent is the fact that the auditory image signal is less precise
than the nonimage signal over the range of stimulus speeds
tested. Figure 7B plots the same data as Weber fractions (i.e.,
standard deviation divided by head or stimulus speed). For
both types of signal, precision adheres toWeber’s law for me-
dium to high speeds. Thus, the Weber fractions are approxi-
mately constant over much of the range of speeds tested. At
lower speeds, however, the two functions differ, with Weber
fractions starting to rise steeply for hearing. This rise is remi-
niscent of other studies of Weber’s law in the perception of
auditory motion (5). The same is not true for the nonimage
signal, where Weber’s law appears to hold reasonably well
across all head speeds investigated. This finding is similar to

previous work using passive stimulation of the vestibular
system (4).

Figure 8 plots the mean PSEs from phase 1 as a function of
head speed. They appear similar for all head speeds experi-
enced [F(4,45) ¼ 0.57, P ¼ 0.69]. Hence, the same propor-
tional reduction in image speed was needed to match the
perceived motion in the headmovement interval. This value
was around 0.7, replicating the findings in experiment 1.
Over a wide range of head speeds, therefore, moving audi-
tory stimuli appear slower during head movement, akin to
the Aubert–Fleischl phenomenon in vision. However, unlike
vision and pursuit eye movement (45, 46), the nonimage sig-
nal appears more precise than the auditory image signal,
which could have important implications for the interpreta-
tion of the bias shown in Fig. 8. This point is taken up in
more detail in GENERAL DISCUSSION.

In experiment 1, we found nonimage signal precision was
higher using visual stimuli compared with auditory stimuli.
To investigate further, we fit a regression line to the non-
image precisions in Fig. 7A using Deming’s technique, a pro-
cedure that is used when both X and Y values are dependent
measures with error (47). The result is shown in Fig. 9, to-
gether with the two nonimage signal precision values found
in experiment 1. The regression analysis shows good agree-
ment between experiments 1 and 2 for auditory stimuli. The
precision value from experiment 1 (open circle) falls very
close to the regression line determined by experiment 2, indi-
cating good replicability of our technique. At the same time,
however, the analysis casts further doubt on whether
Weber’s law can explain the better nonimage signal preci-
sion found using visual stimuli (open triangle). If Weber’s
law were to account for the discrepancy in precision, the
head speeds in the visual condition of experiment 1 would
need to be roughly halved to shift the open triangle horizon-
tally onto the regression line. Reasons why modality might
affect nonimage signal precision are taken up in GENERAL

DISCUSSION.

GENERAL DISCUSSION
We have proposed a novel technique for measuring the

combined precision of the nonimage signals that encode
active self-movement (e.g., vestibular cues, proprioception,
and motor commands). Traditional psychophysical techni-
ques are difficult to use in these situations because spontane-
ous self-movement is under participant control. Stimulation
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is therefore not repeatable across trials. The new technique
relies on the following three factors: 1) linking image motion
to prior self-movement using a motion gain parameter that
can bemanipulated in a consistent fashion across trials; 2) the
generation of two psychometric functions limited by identical
sources of noise, apart from the internal noise related to non-
image signals encoding active self-movement; 3) a model that
yields the internal noise sources, while controlling for the
external noise created by self-movement as it varies across tri-
als. The technique could easily be adapted for other examples
of active self-movement, such as walking and active touch,
and situations where nonimage signals and image signals are
experienced simultaneously (e.g., virtual reality).

Assumptions of the Model

Themodel assumes that eye movementsmade in all head-
stationary test intervals are similar. If this were not the case,
then the image noise in phase 2 could be different from the
image noise in the test interval of phase 1. For instance, if
observers pursued the stimuli in the test interval of phase 1,
but not phase 2, then motor cues related to the pursuit sys-
tem would be present in the first phase but not the second.
However, the eye movement recordings in experiment 2
showed that fixation accuracy was similar in all head-sta-
tionary test intervals, with the evidence suggesting that
observers were able to keep their eyes stationary. In the
head-moving interval, however, we found small eye move-
ments against the head rotation, but these were many orders
of magnitude less than would be expected from compensa-
tory VOR. Although we did not measure eye movements in
experiment 1, it is unlikely that fixation accuracy explains
the difference in nonimage precision found when using au-
ditory and visual stimuli. This is because eye fixation would
likely be more variable using head-fixed auditory stimuli
compared with visual stimuli, and yet fixation accuracy was
already very goodwhen using sounds in experiment 2.

The model assumes that internal noise is fixed. At first
sight, this seems at loggerheads with the findings of experi-
ment 2, which show that the precision of the nonimage sig-
nal declined as head speed increased. However, although
the internal noises were assumed to be fixed across the

psychometric function describing each head-speed condi-
tion, they were free to vary across conditions. We view the
fixed noise assumption as a reasonable approximation for
the range of stimuli used to recover a given psychometric
function. Indeed, the fixed noise assumption is implicit
when fitting a single cumulative Gaussian to the data,
unless stimulus values are logged.

The model also assumes that the noise associated with an
image signal at rest is negligible. Accordingly, in the head
moving interval, the noise that limits performance is
assumed to be driven entirely by the nonimage signal. For
active self-movement this is a reasonable approximation
because the magnitudes are typically high, yielding noise far
greater than any other signal at rest. An example is provided
by Clemens et al. (1), who made a similar assumption when
modeling cue combination between vestibular and extrareti-
nal cues. We note, however, that this approximation is less
appealing at slow speeds. A case in point is smooth pursuit,
where at least one previous model of perceived speed
includes noise terms for the resting state of both retinal and
extraretinal signals (45), in part because the speeds consid-
ered were relatively slow (2–12�/s).

Measurement Noise

The psychometric functions derived from phase 1 and 2
are based on the same measurements of head rotation. This
controls for any effect of measurement noise introduced by
the head tracker because the (head-stationary) test intervals
are based on the same set of recordings, presented in identi-
cal order. The effect on the precision of the image signal in
the two phases is therefore the same, such that any influence
is canceled out.

This does not mean that all of our conclusions are there-
fore immune to the effect of measurement noise. A case in
point is the comparison carried out in experiment 2 because
measurement noise could differentially affect the estimates
of auditory signal precision, as these estimates are based on
one phase only. However, the effect of measurement noise is
probably small. Wemeasured the standard deviation of posi-
tion samples output by our head tracker as �0.55�. This is
considerably lower than the positional noise needed to pro-
duce significant changes in speed discrimination thresholds
previously reported for visual stimuli (48, 49). For instance,
in the “high noise” condition of Bentvelzen et al., positional
noise was added to their LED system with a standard devia-
tion of 7.4� and an update rate of 25 Hz. This produced
thresholds that doubled compared with baseline. If the stim-
uli used in experiment 2 had been visual, we would therefore
expect thresholds to change around 7.4% (i.e., 0.55/7.4� 100%).
Bentvelzen et al. used a two-interval technique, so in terms of
the precision we report, this equates to a 5.25% change in the
standard deviation of the underlying signal. This is a much
smaller difference than found between the auditory image sig-
nal and nonimage signal in experiment 2. Moreover, spatial
hearing is considerably less precise than perifoveal vision, sug-
gesting the effect would be smaller still.

Vision versus Hearing

Experiment 1 showed that nonimage signal precision was
lower when using visual stimuli than auditory stimuli in the
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head-stationary test intervals. We also found that head
speeds were slightly lower too, but the suggestion that
Weber’s law might explain the difference in precision was
not supported by the regression analysis of experiment 2.
Here, we discuss two possible reasons for this difference.

The first concerns extraretinal signals originating from the
eye movement system during head movement. These can be
produced by both reflexive (20) and deliberate eye move-
ments (e.g., smooth pursuit—for a review, see Ref. 50). They
can also arise when compensatory VOR is inhibited to fixate
head-stationary targets during head rotation (21). Hence the
relationship between extraretinal input and eye movement
recordings is not straightforward. Halow et al. (41) make a
similar point when trying to account for changes in per-
ceived scene stability during active and passive vestibular
stimulation, combined with different fixation strategies
including the use of head-fixed targets. Nevertheless, in
experiment 2, we found that eye movements were small,
indicating good adherence to the instruction to fixate the
head-dependent sound. We assume that fixation of a head-
fixed visual target would have been the same or slightly bet-
ter (e.g., see Refs. 1 and 41). On this basis, we doubt that
extraretinal input could explain the difference, given that
the change in nonimage precision was almost a factor of 2
betweenmodalities in experiment 1.

A second possible reason for the large difference in non-
image precision that we found is the need to convert percep-
tual signals into common units. The nonimage signal
combines vestibular andmotor cues, both of which are likely
to be based on speed. In the case of the vestibular system,
the canals mechanically integrate rotary acceleration for all
but very low rates (51), leading to canal afferents that encode
speed (15, 52). In the case of motor signals, Freeman et al.
(25) showed that observers prefer speed versus displacement
and duration cues when judging themotion of a pursued tar-
get, and that the speed cue was based on extraretinal signals
(i.e., motor commands and/or proprioception). Assuming
the same is true for head rotation, the motor signals in our
experiments were also in speed units. Hence, the nonimage
signal likely encodes speed, making the comparison with
visual motion signals relatively straightforward because
vision prefers speed over displacement (25, 26). However,
the same cannot be said for hearing, which prefers displace-
ment cues over speed (27, 28). The mismatch for hearing
can be resolved by integrating the nonimage signal. A trans-
form like this may add noise, leading to a nonimage signal
that is less precise whenmoving sounds are used.

An alternative, suggested by one of the reviewers, is that
“silent” visual and auditory cues to self-movement, such as
retinal flow, could have played a part in explaining the dif-
ference in precision. The idea is that image-signals related to
the background are always on and integrated with other self-
movement cues, even though our experiments were carried
out in a dark and sound-deadened room. This could lead to
apparent differences in estimates of “nonimage” precision,
and also perceived motion that is lower during head move-
ment, assuming that these undetectable cues are integrated
in the same way that detectable cues to self-movement
are (53), and that different undetected cues were used in
the two conditions. However, we are not aware of any
models of cue combination that include undetected cues.

An example would be Hillis et al. (54), who identified
three additional cues not included in their model. They
resolved this issue like us, by making these cues unde-
tectable in their experiments.

Weber’s Law

In experiment 2, we found that Weber’s law described the
precision of both image and nonimage signals for medium to
high speeds. However, at low speeds Weber fractions for the
auditory image signal rose steeply, unlike those for nonimage
signal precision. Both findings echo previous reports in the lit-
erature. For auditory motion based on interaural time differ-
ences, Altman and Viskov (5) found Weber fractions were
roughly constant from around 60–140�/s but rose steeply at
lower speeds. For vision, the same rise at slower speeds is
found but matched by a similar rise at faster speeds (6). In the
case of the nonimage signal, passive vestibular stimulation
reveals good adherence to Weber’s law similar to the results
we found for active self-movement, although further analysis
by Mallery et al. (4) showed that a power law with an expo-
nent around 0.4 is better description of the raw thresholds
than the straight line predicted byWeber’s law. Similar behav-
ior has been reported for the variability in the vestibulo-ocular
reflex, an eye movement controlled by the vestibular system
(55). One implication is that the nonimage signal we meas-
ured is dominated by the vestibular system, despite the fact
that some neurons in the vestibular nucleus are suppressed
during active self-movement (15). This implication only holds
if the precision of motor signals encoding head rotation
behave differently to the vestibular signals potentially domi-
nating performance in our experiments, but we are unaware
of any studies that have isolated the precision of motor cues.

Bayesian Models of Motion Perception

In both experiments 1 and 2we found that perceived speed
was lower when the head rotated. The bias was very consist-
ent across modalities (experiment 1) and stimulus speed
(experiment 2), adding to a large body of evidence showing
that nonimage signals based on eye rotation, head rotation,
and hand/arm movement typically provide lower estimates
of motion magnitude than signals encoding image motion in
vision, hearing, and touch. On the face of it, the bias between
nonimage signals and image signals is puzzling because one
might expect this type of constant error to be calibrated out
by the perceptual system. One possible explanation is that
the bias results from a Bayesian observer balancing unbiased
yet imprecise sensory information against prior expectations
about the state of the world. The result is a posterior distribu-
tion that has greater precision than the original measure-
ments, but not necessarily greater accuracy. As signals
become noisier, the position of the posterior is increasingly
pulled toward the prior distribution such that accuracy
shifts. For motion, the claim is that the prior peaks at 0
because most objects are at rest (56). Hence, as motion sig-
nals become noisier, speed estimates reduce.

The Bayesian framework has been used to explain why
perceived visual speed slows at low contrast (57), why pur-
sued objects appear slower (45, 46), why moving sounds
appear slower when presented against background noise
(58), and why tactile stimuli appear slower when made
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noisier or “pursued” by an hand/arm movement (32). It can
also be used to account for individual differences in motion
perception (46). Nevertheless, the overarching theory is not
without its detractors (59–61). One simple test is to correlate
measures of precision (e.g., thresholds) with bias—the
Bayesian hypothesis predicts that as precision declines, per-
ceived speed should slow. Many of the papers cited earlier
show this to be case. However, there are a growing number of
reports that this is not always true. Some recent studies in
vision, hearing, and vestibular research have shown changes
in bias with little evidence for changes in precision (31, 33, 60,
62). At least one paper reports the opposite (49). The findings
of experiment 2 seem to add to these “non-Bayesian” set of
results. They show that auditory motion signals are less pre-
cise than nonimage signals, even though the latter produce
substantially lower estimates of motionmagnitude.

Conclusions

We have presented a novel technique for the measure-
ment of the precision of nonimage signals encoding active
self-movement. We used head rotation as an example of self-
movement, and showed that the precisionmeasured was dif-
ferent using auditory and visual stimuli. One possible expla-
nation is that more steps are needed to get nonimage signals
and auditory image signals into the same perceptual units.
In agreement with current literature, we found that the non-
image signal obeysWeber’s law over a wide range of stimulus
speeds, unlike its image-based counterpart. We also found
that the magnitude of perceived motion is reduced during
head movement for both vision and hearing. This finding is
difficult to explain within a Bayesian framework because we
found that image signal precision was lower than nonimage
signal precision over the wide range of stimulus speeds
investigated.

APPENDIX

Phase 1 consists of a head-movement interval followed by
an image-motion interval. In the first, there is no image
motion as the object is spatially linked to the movement of
the participant. Perceived motion therefore depends on a
point estimate (h) of the nonimage signal encoding head
rotation. We assume that h is corrupted by fixed additive
Gaussian noise across trials. Using N(μ, r) to denote a nor-
mal distribution with mean μ and standard deviation r, the
nonimage signal is therefore distributed as h ¼ μh þ N(0,rh).
The mean μh depends on the head movement magnitude (H),
whichwe also assume is normally distributed across trials (see
Fig. 3B in the main text). Perceivedmotion in interval 1 (M1) is
therefore:

M1 ¼ bN lH;rHð Þ þ N 0;rhð Þ ðA1Þ
where b is a linear bias term that sets the gain of the head-
movement signal relative to its input, i.e., h ¼ bH. Note that
either speed or displacement could be used to characterize
the distributions of head rotation and signals (to reiterate a
point made in the main text, displacement and speed are per-
fectly correlated whenmanipulating motion gain because du-
ration is fixed). The model is ambivalent. Swapping between
speed and displacement changes the units but not the relative
differences found for a chosen parameter across conditions.

In the second interval, image motion (I) moves as a fixed
proportion (g) of the headmovements recorded in interval 1:
I(t) ¼ gH(t). We refer to g as the “motion gain.” As the head
and eyes are stationary, sensed movement depends on an
image signal (i). Following similar logic to interval 1, the per-
ceivedmotion in interval 2 is therefore:

M2 ¼ gN lH;rHð Þ þ N 0;rið Þ ðA2Þ
Note thatEq. A2 assumes that the image signal is unbiased.

Hence b in Eq. A1 defines the relative bias between h and i,
such that b < 1 means that the nonimage signal registers a
lower magnitude than the image signal. Following standard
signal detection theory (e.g., see Ref. 63), we assume observers
base their choice on an internal decision variable (d) that
depends on the difference between the perceived motion in
the two intervals:

d ¼ M2 �M1 ðA3Þ
The choice “interval 2 appears to move more” corre-

sponds to d> 0. From signal detection theory we define

d0 ¼ ld
rd

ðA4Þ

such that the probability of choosing interval 2 is given by:

P ¼ k
2
þ 1� kð ÞU d0ffiffiffi

2
p

� �
ðA5Þ

where k is the lapse rate andU is the cumulative distribution
function of the standard normal distribution.

Substituting Eqs. A1 andA2 into Eq. A3:

d ¼ g� bð ÞN lH;rHð Þ þ N 0;rið Þ þ N 0;rhð Þ ðA6Þ
By inspection:

ld ¼ g� bð ÞlH ðA7Þ
Note that the PSE occurs when μd ¼ 0. At this point g ¼ b;

hence the relative bias betweenh and i can be read directly from
the psychometric function. If the bias b< 1, then the PSE occurs
when image motion is slower than head-movement. This is
analogous to the Aubert–Fleischl phenomenon (29, 30), in
whichmoving objects appear slower when pursued. Conversely,
if b> 1, then imagemotionmust be faster to achieve the PSE.

To obtain rd, we sum the variances of the three distribu-
tions defined by Eq. A6 and take their square root:

rd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� bð Þ2r2

H þ r2
h þ r2

i

q
ðA8Þ

If the head movement did not vary across trials (r2
H ¼ 0),

then the square root of the sum r2
h þ r2

i is the slope of the
best-fitting cumulative Gaussian. The precision of the non-
image signal (rh) could then be obtained by measuring r2

i in
phase 2 and subtracting it from the sum. However, r2

H 6¼ 0.
Variable headmovementsmake the recovery of rhmore com-
plicated because they act as an external source of noise that
varies withmotion gain across the psychometric function.

Figure A1 shows that fitting a single cumulative Gaussian
is an approximation at best. The black curves show example
psychometric functions based on the formulae aforemen-
tioned (see legend for parameter values) whereas the red
curves show the best-fitting single cumulative Gaussian.
The difference between the two panels is whether a lapse-
rate is included or not. The external noise has following two
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effects: 1) the asymptotes of the psychometric function
move away from P ¼ 0 and 1; 2) the slope becomes steeper
and is not well fit by a single cumulative Gaussian. The
degree to which the external noise causes substantial depar-
tures from the standard fit depends on the relationship
between the values of μH, r2

H; r
2
h; r

2
i , b and whether lapse-

rate is allowed to vary in the standard fit.

FITTING PROCEDURE

We fit psychometric functions to our data based on the
formulae aforementioned, using the measured head move-
ments to estimate the mean and standard deviation of H. A
matlab function for doing this can be found at https://doi.
org/10.17605/OSF.IO/QCZ7W (“fitSMmodel”). Phase 2 data
were fit first, with r2

i and k free to vary, and μH and r2
H fixed.

The latter two parameters were based on the Gaussian distri-
bution fit to the histograms of head movement speeds (see
Fig. 3B in themain text for an example). Phase 1was then fit,
with r2

H , b, and k free to vary and r2
H , μH, and r2

H fixed. To
avoid local minima in the fit, each parameter was cycled
through a search space of 20 values and the best fit chosen.
This yielded 20n separate cycles of the fitting routine, where
n is the number of free parameters that was different for the
two phases.

We did not find much difference between fitting the new
psychometric function and fitting a single cumulative
Gaussian. One likely explanation for this similarity was that
the head movements were relatively consistent (r2

H low)
given the repetitive nature of the task. It may also be the
case that including a constrained lapse-rate parameter
soaked up a proportion of the asymptotic effect of the exter-
nal noise. This can be seen by comparing Fig. A1A (no lapse
rate) with Fig. A1B (constrained lapse rate �6%). The lapse
rate mimics the asymptotic behavior produced by the exter-
nal noise.

REGION-OF-INTEREST FOR CALCULATING
HEAD ROTATION SPEED

The analysis depends on mean and variance of the head
movements made in interval 1 (see Eqs. A7 and A8). The mean
and variancewere estimated fromhistograms of average speeds

in the third sweep as described in the main text. To determine
the region-of-interest (ROI), we compared the goodness-of-fit of
psychometric functions from three ROIs: 20–80%, 20–60% or
40–60% of the sweep length. The psychometric functions were
fit using maximum likelihood estimation, so the appropriate
measure of goodness-of-fit is the deviance (38). Figure A2A
shows that deviance in experiment 1didnot changewith thedif-
ferent ROIs used (the deviance has been averaged across condi-
tions, phases, and participants). The same was true for
experiment 2 (not shown). However, Fig. A2B shows that an ROI
of 20–80% produced a slower estimate of head movement
speed than the other two ROIs, which was also more variable
due to the inclusion of salient periods of acceleration and decel-
eration. Again the same was true for experiment 2 (not shown).
We therefore opted for anROI of 20–60%.

DATA AVAILABILITY
The code used for fitting the model and analyzing the eye

movements can be found here at https://doi.org/10.17605/OSF.
IO/QCZ7W. The link also contains raw psychophysical and head
movement data, together with summaries. Eye movement data
can be made available on request.
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