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Abstract

Feedback alignment algorithms are an alternative to backpropagation to train neural networks,
whereby some of the partial derivatives that are required to compute the gradient are replaced by
random terms. This essentially transforms the update rule into a random walk in weight space.
Surprisingly, learning still works with those algorithms, including training of deep neural
networks. The performance of FA is generally attributed to an alignment of the update of the
random walker with the true gradient—the eponymous gradient alignment—which drives an
approximate gradient descent. The mechanism that leads to this alignment remains unclear,
however. In this paper, we use mathematical reasoning and simulations to investigate gradient
alignment. We observe that the feedback alignment update rule has fixed points, which correspond
to extrema of the loss function. We show that gradient alignment is a stability criterion for those
fixed points. It is only a necessary criterion for algorithm performance. Experimentally, we
demonstrate that high levels of gradient alignment can lead to poor algorithm performance and
that the alignment is not always driving the gradient descent.

1. Introduction

The backpropagation algorithm (BP) [1] underpins a good part of modern neural network (NN) based Al.
BP-based training algorithms continue to be the state of the art in many areas of machine learning ranging
from benchmark problems such as the MNIST dataset [2] to the most recent transformer-based architectures
[3]. While its success is undeniable, BP has some disadvantages. The main one is that BP is computationally
expensive and relies on sequential processing of layers during both the forward and backward pass, limiting
its scope for parallelisation. This is sometimes called backward locking [4].

Secondly, BP is biologically implausible. One aspect of this is the need for feedforward and feedback
weights to be symmetric. From a purely machine learning point of view, the lack of biological plausibility
may not be too concerning, since the aim of applied Al is more often performance, rather than
neuroscientific realism. However, there is a sense in which biological plausibility becomes a real concern after
all: The update of any particular connection weight in a neural network requires global information about
the entire network. This entails intense data processing needs [5], which in turn leads to high energy
consumption [5, 6], which is practically and environmentally undesirable [7, 8]. BP is also not compatible
with neuromorphic hardware platforms [9], such as Loihi [10] or SpiNNaker [11].

In the light of this, there has been some recent interest in alternatives to BP that alleviate these issues [12].
One particularly intriguing example are random feedback alignment (FA) algorithms [13]. The basic FA
algorithm is just BP with the symmetric feedback weights replaced by a randomly chosen, but fixed, feedback
matrix, thus addressing some concerns regarding the biological plausibility of BP. Note the error
computation in the output layer does not depend on feedback weights, and is identical in for both FA and BP.
In practice particularly relevant is a variant of FA, called direct feedback alignment (DFA) [14]. In DFA the
errors are transmitted directly to each layer via random feedback matrices. This enables layer-wise parallel
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updates of weights. Furthermore, training no longer requires global knowledge of the entire network, which
makes DFA amenable to implementation on neuromorphic hardware [15].

FA algorithms replace partial derivatives in the gradient computation by random or partially random
matrices. Mathematically, the resulting update will no longer be a gradient of the loss function, but must be
expected to be orthogonal to the gradient. One would therefore assume that DFA and FA will not work.
Surprisingly they have been found to perform well on a number of benchmark problems [16, 17]. Recently, it
has been reported that they even work on large-scale architectures such as transformers [18], often reaching
performances that are comparable, albeit not exceeding, those of BP-based algorithms.

While there is to date no detailed model explaining the performance of FA, the general idea was
formulated in the original paper by Lillicrap et al [13]. According to them the update direction of FA is not
orthogonal to the gradient after all, but there is weight alignment, i.e. the weights of the network align with
(i.e. point into approximately the same direction as) the feedback matrices and gradient alignment where the
updates of the FA algorithm align with the gradient as computed by BP. They conjectured that this alignment
drives the performance of FA. A mechanism that could lead to this alignment was suggested by Refinetti et al
[19]. They modelled a linear two-layer network using a student-teacher setup based on an approach by Saad
and Solla [20]. This showed that, at least in their setup, when starting from initially zero weights, the weight
update is in the direction of the feedback matrix, leading to weight alignment and consequently gradient
alignment. A corollary of their results is the prediction that alignment is particularly strong when the weights
are initially vanishing. Song et al [21] prove convergence results for FA and show that over-parametrisation is
essential for FA to work. Another important theoretical contribution is by Nekland and Eidnes [14] who
formulated a stability criterion for DFA.

Common to all these theoretical approaches is that they assume that weight/gradient alignment drive the
performance of FA. As our first contribution, in section 2.1 we will subject this assumption to experimental
scrutiny. Using the MNIST dataset as an example, we will show that at least for this example alignment is not
sufficient to explain the performance of FA. Indeed, we will construct a particular example where better
alignment leads to worse performance. This single counter-example, will entitle us to reject in general the
idea that weight alignment is the key-driver of the performance of FA.

Subsequently, in section 2.2 we will present theoretical arguments to support a different model of how FA
works. Acknowledging that FA prescribes an essentially random update direction, there can be no
assumption that it will minimise the loss function. In that sense, we will refer to FA as a random walk in
weight space. As our second contribution, we will show that there are particular points in weight space, that
is specific choices of weights, where the jump length vanishes. In a slight abuse of notation, we will refer to
those as fixed points of the random walk. As will become clear, these correspond to local extrema of the loss
function, and as such correspond to valid solutions of the BP algorithm. If the random walker landed exactly
on one of those, then it would remain there. However, typically these fixed points are not stable under the FA
update rule, that is they are not attractors of the random walker. In this case, a walker initialised in the
neighbourhood of the fixed point would move away from the fixed point.

As the main contribution of this paper we will show that the stability criterion for the fixed points of FA
is precisely the gradient alignment property (note that this is different from the one derived by Nekland and
Eidnes [14]). This then leads to a novel model for the origin and role of gradient alignment and consequently
the performance of FA: Updates of the FA algorithm initially perform a random walk thus exploring the
weight space. In the course of this exploration, the walker may enter the basin of attraction of a stable fixed
point, which will manifest itself mathematically in that FA updates will be gradient aligned. Given that the
fixed point is stable, the network will remain in the neighbourhood of this point for an extended amount of
time. Moreover, the fixed point is also a local extremum of the loss function.

2. Results

The consensus explanation for FA is based on the observation that gradient alignment leads to FA
approximating BP. The idea here is that something in the update rule of FA leads to weight updates that are
approximately into the same direction as BP, and hence the algorithm is able to find weights that are near the
extrema of the loss function. In that sense, gradient alignment is thought to drive the convergence of weights
under FA updates.

We will start by experimentally scrutinising the role of weight and gradient alignment in FA using the
particular example of the MNIST training set. We conceived simulation experiments designed to isolate
specifically the effect of weight alignment which will enable us to show that FA performs much better than
can be explained from weight alignment alone. While we limit ourselves to a particular example only, we can
still justify the general conclusion that weight alignment is not sufficient to explain FA performance, thus
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casting doubt onto the current consensus explanation. Following the description of our experiments, we will
then suggest an alternative explanation.

2.1. Experiments

For our experiments here, we will focus on a feedforward neural network with 2 hidden layers which we train
on the MNIST problem. MNIST was chosen because it is convenient, easy to solve and well known, but the
precise choice of example is to some extent irrelevant here. The purpose of the experiments we present is to
build up some intuition about how FA works. In particular, we are not trying to optimise the performance of
FA on this task, nor are we attempting to give novel approaches to solve MNIST, all of which has been done
extensively in the prior literature.

2.1.1. Alignment

Before discussing our experiments, we will need to explain precisely what we mean by ‘alignment.
Throughout this article, we define the alignment measure of two vectors or two matrices a and b as the cosine
of the angle between them. In the case of two matrices, this is computed by flattening the matrices in some
way, for example by stacking the columns to obtain a’ and b’. The alignment measure is then computed as
the inner product of the vectors divided by their norms,

a’-b’

_ (alignment measure)
[[a’][[[b”

The maximal value of the alignment is 1. This can be interpreted as a’ and b’ being completely parallel. The
minimal value is —1, which indicates that they are anti-parallel. In high dimensional spaces, two randomly
chosen matrices/vectors will typically have an alignment of 0, indicating that they are orthogonal to one
another [22].

2.1.2. Alignment is not sufficient to explain performance of FA

An important theoretical contribution to our understanding of FA has been the above cited paper by Refinetti
et al [19]. For the special case of a two layer linear network they showed that when starting from initially
vanishing weights, the update of weights is in the direction of the feedback matrices; this entails weight
alignment and consequently gradient alignment, which then drives the performance. To understand whether
or not the Refinetti model generalises to arbitrary neural network scenarios, we will now test whether its
conclusions hold for a 4 layer, neural network with non-linear activation functions (see Methods for details).

A prediction of the Refinetti model is that initially smaller weights lead to initially larger alignment and
faster convergence of FA to a good solution. Our simulations are consistent with this. Figure 1 shows that
there is high weight (figure 1(c)) and gradient alignment (figure 1(d)) when initial weights are small.
Alignment reduces rapidly as the initial weights increase. Interestingly, weight alignment remains rather
modest in comparison to the gradient alignment. Within 10 epochs, it does not even reach a value of 0.1.
Still, as expected, FA finds good solutions faster when starting with lower weights (figure 1(a)). This
conclusion also holds in the long run. Even after 50 epochs, the initial conditions matter for the achieved
accuracy. The higher the initial weights, the lower the accuracy (see figure 1(b)).

These results are consistent with the view that rapid feedback alignment during early updates is
important for the eventual performance of the algorithm. A closer examination, however, reveals some
additional complexities. The first one is highlighted by figure 2, which shows the norm of the gradient for the
hidden and output layers after the first update step, so after the algorithm has been presented with the first
example of the training set (figures 2(a)—(c)). The main observation to be made from these figures is that the
norm reduces rapidly as the initial weights increase. If we take the norm as an indicator for the step size of
the random walker, then this suggests that walkers initialised with high weights suffer from slow speed as a
result of small update steps. High weights, therefore mean an effectively reduced learning rate at the
beginning of training. Note the dramatic decrease of the gradient norm, and thus effective learning rate, as
the weights start to differ from 0.

These results suggest a new explanation for the improved performance of networks initialised with low
weights: While Refinetti et al [19] argued that initially low weights lead to weight alignment and
consequently gradient alignment, here we showed that, at least in this example, there is an additional aspect
to this: Low weights improve the initial speed of exploration and hence accuracy can increase over fewer
update steps. While we observed this in a particular example only, we can still conclude that gradient
alignment is not necessarily the only reason why FA performs.

This begs now the question whether or not gradient alignment drives accuracy, or whether gradient
alignment is merely a by-product of the FA dynamics. To explore this we concentrate on the earliest stages of
learning, before substantial alignment has formed. We first need to understand the relationship between
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Figure 1. The upper panel shows (a) the accuracy as a function of the update step for altogether 10 epochs. Each curve
corresponds to different initial weights. Initial weights are drawn from a normal distribution and then multiplied by the scaling
factor indicated in the legend. A factor of 0 means that the initial weights are all vanishing. (b) The accuracy after 50 epochs as a
function of the initial weights (see Methods for an explanation). An approximate linear dependence is discernible. The lower
panel shows the (c) weight alignment and (d) gradient alignment for various initial weights as a function of updates. All results
are averaged over 3 independent repetitions and used standard parameters (see Methods).
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Figure 2. (a)—(c) The infinite norm of the gradient at the first update step as a function of the initial weight scaling factor. Initial
weights are drawn from a normal distribution and then multiplied by the scaling factor. A factor of 0 means that the initial
weights are all vanishing. (d)—(f) Same, but the norm of the gradient after 3 epochs. Note the different scale on the vertical axis,
showing how the norm of the gradients has reduced over time. Each point corresponds to a single simulation.
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Figure 3. (a) We trained a network using BP. For the hidden layers we perturbed the gradient computed via BP. The horizontal
axis shows the alignment between the perturbed updates and the exact BP update. The vertical axis shows the accuracy after one
epoch relative to BP. A value of 1 indicates that the perturbed network performs equally well as BP. The dotted red line indicates
the performance of a network where only the last layer is trained. The accuracy after 5 updates against the mean gradient
alignment for the (b) first and (c) second hidden layer. The average is taken over 500 repetitions. The error bars show the standard
deviations. For comparison, the perturbed BP is also shown. Clearly, FA does better than the perturbed BP in those examples.

gradient alignment and loss. To this end, we generated a baseline curve as follows: we used the BP algorithm
to train the network for one epoch on the MNIST dataset. Each time the gradient was computed in the
hidden layers, we randomly perturbed it, such that the actual gradient used for updating the weights was
different from the gradient determined by BP. (Note, that we do not perturb the gradient in the output layer,
which is computed exactly in both BP and FA.) We then determined the accuracy after one epoch of training
as a function of the alignment between the true gradient and the perturbed gradient. We did this
systematically for alignments ranging from —1 to 1 in figure 3(a). By design, this set of experiments isolates
the effect of the gradient alignment, while all other details of the algorithm are left the same. In particular,
the figure also shows (in red) the baseline of a multi-layer network where only the last layer is trained,
whereas all other layers remain at the initial weights.

A number of observations can be made. Firstly, the accuracy of the network intersects the red line for an
alignment of 0. In this case, the perturbed gradients are orthogonal to the actual gradients one would obtain
from BP which means that weight updates do not have an overall drift either into the direction of better
accuracy or away from it. Consistently, the accuracy of the network then corresponds to simulations where
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as the feedback matrix (green) and exactly the same as the feedback matrix (red). We show (a) the alignment between the true
gradient and the FA pseudo-gradient of the second hidden layer, (a) the alignment between the weights of the second hidden layer
and the feedback matrix, (c) the accuracy over time. It is clear that higher alignment does not necessarily translate to better
accuracy. Each line shows a single training run over 10 epochs.

only the output layer is trained (indicated by the red line in figure 3(a)). Further increasing the alignment,
only improves the performance a little bit, reflecting the well known fact that training only the output layer
can be sufficient to achieve high accuracies. On the other hand, for negative alignments, the performance
quickly drops to random guessing, which corresponds to an accuracy of 0.1.

The astute reader may at this point be surprised. Updating against the gradient means that the network is
systematically driven towards wrong predictions. Instead, we find that the strongest negative alignment only
leads to randomisation of the performance, i.e. accuracies 0.1. To understand this, note that in all
simulations we use exact, unperturbed gradient descent in the output layer. While the lower layers are driven
towards systematically wrong predictions, the output layer pulls the network as a whole away from the loss
maxima, altogether resulting in a network that gives randomised predictions.

The data presented in figure 3(a) can now be used as a baseline, which isolates the impact of
weight-alignment (or rather misalignment) on the performance of FA. It enables us to understand whether
the performance of FA is driven solely by the alignment of the pseudo-gradient or whether there is more to it.
If FA performs exactly as well as the perturbed BP with the same alignment, then we know that gradient
alignment is the sole factor that drives performance. If, on the other hand, it performs better, then there is
some additional driver.

Figure 3(b) shows the performance as a function of the average alignment for FA, gradient perturbed BP
and and a network where only the output layer is trained. Figures 3(b) and (c) compare the performance of
the three algorithms after 5 updates against the alignment of the hidden layers. This shows that, for similar
alignment, FA does much better than the other two algorithms. This suggests two things: (i) gradient
alignment is not the only driver of performance of FA, at least not during early stages. (i7) The performance
of the FA during early stages is not entirely driven by the gradient descent in the output layer, but the updates
of the hidden layers does add to performance.

2.1.3. Alignment can reduce performance

So far, we have established that alignment between the gradient and pseudo-gradient is not driving
performance during early stages of learning. We will now show that alignment is not sufficient for
performance, even during later stages, and indeed can be outright detrimental.

Figure 4 shows, as an example, a set of three different simulations of FA with identical hyper-parameters.
The only difference between them is the initialisation of the weights. The blue line is just a standard
simulation, with weights being initially drawn from a normal distribution before being scaled by 0.05. The
green simulation is the same, but the signs of the initial weights were set equal to the entries of the
corresponding feedback matrices. Finally, the red points show the results for a simulation where the initial
weights were set to be identical to the feedback matrices before being scaled by 0.05. For all three simulations,
we drew the elements of the feedback matrices from a normal distribution, rather than from the set {—1,1}
(see Methods section). We did this so that the initial weights in the blue simulation are statistically
indistinguishable from the other two simulations, while the initial alignment between the weights is different
in the three cases. By construction, the blue simulation is weight unaligned initially, the red simulation is
perfectly weight aligned and the green simulation is somewhere in between those two cases.

We find from the simulations presented in figure 4, as expected, that good weight alignment translates to
high gradient alignment. On the other hand, high gradient alignment does not necessarily translate to high
performance of the algorithm. Indeed, the example simulations in figure 4 demonstrate that the initially
unaligned simulation performs best, amongst the three runs. While the performance of the red simulation is

6



still good in the sense that it is apparently learning something, it is possible to construct examples of FA
networks that have almost perfect alignment throughout, but learn nothing (data not shown). The simplest
way to do this is to use feedback matrices that are initialised by randomly drawing elements from the set
{—1,1}, and set the initial weights equal to the feedback matrices. These initial conditions are not conducive
to algorithm performance, and the network does not train well. Altogether, we find, that gradient alignment
is not sufficient to explain the performance of FA algorithms.

While we are not claiming that high gradient alignment is always detrimental, from this single example
we can still draw two conclusions: (i) Weight alignment is not a necessary condition for performance of the
FA algorithm. (ii) High gradient alignment is not sufficient for performance of the FA algorithm. A corollary
of this is that gradient alignment and even less so weight alignment cannot be used as general explanations
for the performance of the FA algorithm. Other explanations are required.

2.2. Theory

Having established that weight and gradient alignments are not sufficient to explain the performance of FA,
in this subsection we will now sketch how FA manages to find good solutions. The essence is as follows: We
start with the observation that the fixed points of FA updates coincide with local extrema of the loss function,
but most of these fixed points are unstable under the FA dynamics. After initialisation, the FA update
performs a random walk in weight space, until it finds a stable fixed point, at which point it converges to a
solution. Mathematically, the stability criterion for the fixed point will turn out to be precisely that alignment
1s positive.

2.2.1. Notation and basic setup

We will start by introducing the notation and the basic setup on which the remainder of this paper is based.
Throughout, we will consider a feedforward neural network (multi-layer perceptron) parametrised by some
weights w. The network takes the vectorised input x and returns the output vector m(x; w). When the input
is irrelevant, then we will use the shorthand notation m(w) to describe the neural network. We consider a
network of L layers, where each layer 1 < I < L comprises #; artificial neurons, whose output is a scalar
non-linear functions ffl) (+), where the index 1 < i < n; labels the neuron to which this output belongs. The
argument to each function is the pre-activation function

n—1

o ._ () (1-1)
hj ‘_iji i

i=1

with w](il) € R denoting the parameters (or ‘weights’) of h]-(l). For convenience, we will write xi(l) = ﬁl) and in
particular ﬁo) := x; is the input to the network. Throughout this manuscript, we denote the loss function by
L(m(x)), and assume that it is to be minimised via gradient descent, although all our conclusions will

remain valid for gradient ascent problems.

2.2.2. BP and FA algorithms
Using this notation, we can formulate the BP update rule for layer [ of a feedforward multi-layer perceptron
as

(L) — I I
ABPWI(,Z) — oL aﬁL) ahj af; D) o 3f}f) ahs()
1 - ... 1 I DN
ofY on" off Y of" on owl)
Here (and in the following), we use the convention that repeated indices are summed over, that is

a;ib; :== ), a;b;; note that this convention does not apply to the superscripts in parenthesis that indicate the
layer.

(1)

Equation (1) can be evaluated, by noting that the function fi“) only depends on hfl), and furthermore

(]) —_ . . . . . .
%’9 = 6,-Jfk(l 1), where d;; is 1 if i = j and 0 otherwise. Thus, equation (1) reduces to
J!

ot on®
O] O]
hs” Owp,

APy = oL,BY = OLBY of) 0,7 = OLBYOf 11D 2)

Here we abbreviated the partial derivative of the loss by 0L; := (0L/ 8fi<L) ) (8]‘1-“) / 8hj(L)). We also defined

0 ksl) = 8f<kl) / Ghs(l) ,and El(,f) is a shorthand for the middle terms of the chain rule of equation (1). Note that,
8ﬂk:) is zero for k # s.



FA is the same as BP, except that the terms 3hf') / aff') appearing in Ef,? are replaced by randomly chosen
(but fixed) numbers R;;, drawn from some user-determined distribution. This leads to the partially random

feedback matrices B() with elements Bf,?. The FA pseudo-gradient in layer [ is defined by
!
APl = OLBY Of)x{ V. (3)

Note, that the rhs of the equation is not a derivative of a a particular function.
DFA is the same as FA, except that in each layer [ the matrix B() is replaced by a randomly chosen, but
fixed matrix R,

2.2.3. Fixed points under FA are local extrema of the loss function

The dynamics induced by the FA-pseudo-gradient (equation (3)) constitutes a random walk in weight space.
The randomness is introduced via the choice of the particular training example for the next weight update.
Therefore, FA is not a gradient descent/ascent algorithm, except of course in the output layer which follows a
gradient to a local extremum of the loss function (in exactly the same way as BP).

We will now show that the FA pseudo-gradient update shares with BP a number of fixed points in weight
space. These correspond to local extrema of the loss function. Under certain conditions, FA will converge to
those. In order to understand the difference between the FA and BP it is instructive to consider the update in
the penultimate layer of the network (which has the simplest form). In the case of BP, this is:

8h(L) ah(L 1) 8hL 1)
(L ) _ L—1) B (L) A AL— 1)
ABP,, L; f<L 1)8fl<k (L 3 = 0Ljw, Bff (L ok (4)
ow, Wpq Wpq
The corresponding expression in the case of FA is then:
ahL 1)
APyl = oLRPofy (5)
P@

where R is a randomly chosen, but fixed matrix. This formulates the update for the weight (p, q) in layer
(L —1). We can now partially evaluate this for a standard multi-layer perceptron. In particular, the term to

the right of R]-(ZL) becomes:

on'—Y

- 1) L—1) 2y adL=1) ) _

3ﬁ (L ) 6ﬂ 5’<th(1L g —8ffk 5kpx§L Y —5lpxo(1L Z)f(/p,L—l)
Wpq

where in the first line, we simply expressed the fact that the pre-activation function h; can only depend on its
own weights w;., and f (.L—1) =0 ]-jL_l) =i is a number rather than an indexed variable, so in the above
equation the summation convention does not apply. We can write the pseudogradient of the penultimate
layer as:

AP = SLRVAEDf (6)

Given that R(Y) is a random matrix with iid entries, it will be full rank and therefore 0L; R(L) =0 for all / only

if 0L; = 0 for all j. Consequently, the entire expression will only vanish for all p, g if x(L 2) f (p,1—1) = 0 for all
p, g, or if the error OL; = 0 for all j. The former case corresponds to vanishing gradlents, it f 1;, 11y = 0 for
every p. Note that these vanishing gradient would affect BP as much as it affects updates under FA. In the
more interesting latter case, the local extrema of the pseudogradient are also local extrema of the gradient.

In the case of DFA the same argument can be made for every layer, and we find that a fixed point of DFA
is a local extremum under BP as well. In the case of FA we have at every layer / the partially random matrix
B( instead of RY; see equation (3). The deterministic terms in B() are the local gradients 8f.(.') , which also
appear in the expression for BP. Therefore, for as long as the weight matrices are full rank then the fixed
points under DFA will also correspond to local extrema of BP.

The weight matrices appearing in the computation of BP are not necessarily full rank, whence it is
conceivable that the gradient ABPW( ) vanishes even if OL; # 0 for at least some i. There are therefore
fixed-points under BP that are not ﬁxed points under the FA pseudo-gradient update. One particular
example of this is the trivial case of a vanishing weight matrix. This leads to vanishing weight updates under
BP, but not under FA or DFA. We conclude that the fixed points of FA will be local extrema of the loss
function, and local attractors under the BP.
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Figure 5. FA and BP were trained on the same sequence of examples from MNIST starting from the same initial conditions. The
graphs show the weight alignment over time between FA and BP for the second hidden and output layer. A value of 1 means that
FA and BP have the same weights up to a constant factor. (a) Initially, the two algorithms diverge. After 25 000 update steps the
weights of the FA network were transferred to the network trained using BP. Following this, they remain aligned, demonstrating
that the solution found by FA remains stable under BP. The inset shows the accuracy for both for reference.(b) Same, but at 25 000
the FA receives the weights found by BP. This is not stable and the two solutions diverge quickly. Note how the accuracy of the FA
drops immediately following the weight change, indicating that it is repelled from the loss extremum.

2.2.4. Deriving a stability criterion
Recall that the update of the final layer is an exact gradient descent, which is the same under FA and BP. The
weights of the final layer will therefore be driven to values corresponding to an extremum of the loss
function. Under BP all other layers are driven to corresponding extrema, such that BP then settles on a
particular overall extremum for all layers. This does, however, not necessarily happen under FA because the
FA pseudo-gradient performs a random walk in all but the final layer. While the local extrema of the loss
function to which BP would evolve are fixed points under FA pseudo-gradient, they will typically not be
stable, thus preventing the FA pseudo gradient updates to remain in a particular neighbourhood of a fixed
point. See figure 5 for an illustration. Convergence under the FA update will only happen when the weights
in all layers are close to stable fixed points.

The question is now under which conditions fixed points are stable under the FA pseudo-gradient
update. Stability here means that under the FA update A w the loss does not increase. Formally, this can be
expressed as:

L(m(w))—L (m (w—AFAw“))) > 0. (7)

Here, we suppressed the label superscripts for clarity and wrote w instead of w("), Assuming small weight
updates, we can expand the argument to the second term to first order by writing

m (w— A™w) ~ m(w) —m’ (w) Afw, (8)

where m’ is a three-dimensional matrix with elements m; := 9m;/Owj.. We can now also expand the loss
function to first order to obtain

L(m(w)) — £ (m(w—A%w)) ~ g—im' (w) AfAw. 9)

Thus the stability criterion becomes, in first order approximation

oL

We observe that g—]ﬁm’ (w) is just APPw, and AFAw is the FA pseudo-gradient. Furthermore, we see that the
rhs of equation (10) is, up to normalisation, the alignment measure of the FA update with the BP gradient.
Thus, equation (10) formulates a necessary condition for the stability of a local extremum with respect to the
update by the FA pseudo-gradient. This stability criterion states that the alignment measure needs to be
positive.

(A%w) - (A™w) (11)
| ABPwl|- [[AFAw]| =

9



Put differently, we can now say that gradient alignment is a stability criterion for FA.

Two remarks are in order to understand this result. Firstly, we derived the stability criterion for an
unspecified layer [. This means, that the criterion is meaningful for any layer and there are no assumptions in
this derivations, for example, that the neural network has to be of a particular depth. Secondly, in order for a
particular point in weight space to be stable, the stability criterion must hold for every layer. Naturally, one
would assume that the deeper the network the harder it is to find such stable points.

3. Discussion

At a first glance, FA and DFA should not work. By replacing a key term in the update equation, the gradient
descent of BP is effectively transformed into a random walk in weight-space. In agreement with the
literature, we found that updates made during this random walk begin to align with the ‘true’ BP gradient
after a few time-steps. In the literature this alignment is commonly assumed to be the driver for the
performance of the FA algorithm. It remains unclear, however, why FA aligns. Existing mathematical models
only cover special simplified cases of neural networks. They suggest that the update dynamics of FA leads to
weight alignment, which then implies gradient alignment. In that sense, FA approximates the true gradient.

Our theoretical results suggest a somewhat different view: FA is not approximating BP at all, and indeed
does not descend or ascend the gradient of a loss function or an approximation thereof. It is not ‘learning’ in
the sense one normally understands this term. Instead, it performs a random walk in weight space. It works
based on the following conjectured mechanism:

e Initially, the walker moves randomly through parameter space in the hidden layers.

o In the output layer, the error is minimised, driving the derivative of the loss function JL; to zero, and hence
(as discussed above) towards a fixed point of the FA pseudo-gradient.

o In the other layers, the random walk induced by the FA pseudo-gradient will tend to drive the weights away
from extrema of the loss function.

e Convergence to a fixed point will only happen when the random walk finds extrema of the loss function
that are also stable under the FA pseudo-gradient. Mathematically, this manifests itself in that the stability
criterion is fulfilled.

There is no guarantee that FA finds extrema that are compatible with the alignment criterion. Failure to do
so could be either because there are no compatible extrema, or because FA is initialised in a part of parameter
space from which it cannot find a route to compatible fixed points. The latter scenario could realise when
extrema of the loss function are sparse in parameter space or when the weights are initialised in an area that
has small update steps, for example for large initial weights. The often cited failure of FA for convolutional
neural networks is likely a consequence of the sparseness of loss extrema for those networks.

Some open questions remain. The most pressing one relates to the distribution of local extrema of the
loss function in parameter space. In particular, it may be that for certain types of problems there are
conditions that guarantee that FA and DFA find local extrema or alternatively, that they do not find such
extrema. We conjecture that the effectiveness of FA algorithms is directly related to this distribution.
Presumably, convolutional neural networks, which operate in relatively low-dimensional weight spaces, have
only sparse minima, which is the reason why FA does not work well on those networks.

4. Methods

Unless otherwise stated, we used a feed forward multi-layer perceptron with 2 hidden layers of 700/1000
neurons. The size of the network was chosen to be large, while still being fast to execute. Our results are not
sensitive to variations of the size of the network, although classification performance clearly is. Throughout,
we used tanh as the activation function; we also experimented with relu which led to qualitatively the same
results (data not shown). For the final layer we used the softmax function and as a loss function we used the
cross-entropy. The batch size was chosen to be 100 and the learning rate was set to 0.05. Again, our results are
not sensitive to those parameters.

Unless stated otherwise, feedback matrices were chosen randomly by drawing matrix elements from the
set {—1,1}. We found FA not to be overly sensitive to the particular choice of this set. However, we found
algorithm performance to depend on it to some extent. The particular choice we made gives good
performance, but we made no attempt to choose the optimal one.

For all layers, initial weights were drawn from a normal distribution and then scaled with a weight scaling
factor, resulting in both negative and positive weights. If the factor is zero, then all weights were initially zero.
The larger the factor, the larger the (absolute value of) initial weights.
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All simulations were done using Julia (1.8.5) Flux for gradient computations and network construction,
and CUDA for simulations on GPUs. Throughout no optimisers were used. Weight updates were made by
adding the gradient/FA-pseudo gradient, scaled by the learning rate, to the weights. The networks were
trained on the MNIST dataset as included with the Flux library. Whenever an accuracy is reported it was
computed based on the test-set of the MNIST dataset.

Data availability statement
All data that support the findings of this study are included within the article (and any supplementary files).
Appendix. Two basic properties of FA

A.1. Vanishing weights are unstable for some activation functions

As pointed out by [19], for BP the initialisation w;; = 0 results in a deadlock, in the sense that irrespective of
the inputs, the weight updates will always vanish. This can be seen clearly from equation (2): For each layer,
the matrices 6hfl) / afj’) evaluate to ijl). Therefore, trivially the weight updates will be vanishing as well. In
the case of FA, these expressions are replaced by non-vanishing random terms. With this change, the update
of the /=1 layer,

— M A
Awyg = 8£iBij o Xq
is no longer proportional to the weights, and hence not identically zero. Upon the first update, the weights of
the first layer will typically be non-vanishing, such that the update of the = 2 layer will be non-vanishing as
well. After L updates, all layers may have weights that are different from 0. The initialisation w;; = 0 is
therefore not a fixed points of the FA pseudo-update rule.

A.2. Weight increments tend to zero for large weights for some choices of activation function

The behaviour for large weights depends on the activation functions that are chosen. It is therefore not
possible to make general statements. However, many popular choices for these functions will lead to
vanishing weight updates. We restrict the discussion to the choices made here. The derivative of the softmax
function o (xy,...,x,) can be seen to vanish at infinite weights. The derivative of the first component of the
softmax function with respect to x; gives

T g (sl

It is straightforward to confirm that as max(x;) — oo the first and the second term simultaneously either go
to 0 or 1. Similarly, for k # 1

doy exp (x;) exp (x;)

Oxi Yo exp(x) Yo exp(xi)

Here at least one of the two terms vanishes for as long as the difference between any two x; is sufficiently large.
From the shape of the tanh(x) it is clear that its derivative vanishes with x — +00. The same is not true,
however, for relu which has a constant derivative.
We conclude that for networks that use the softmax function weight updates will vanish in the regime of
large weights when the softmax function is used in the last layer.
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