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Fiber imaging bundles allow the transfer of optical images from place-to-place along narrow and flexible conduits.
Traditionally used extensively in medical endoscopy, bundles are now finding new applications in endoscopic
microscopy and other emerging techniques. PyFibreBundle is an open-source Python package for fast process-
ing of images acquired through imaging bundles. This includes detection and removal of the fiber core pattern
by filtering or interpolation, and application of background and flat-field corrections. It also allows images to
be stitched together to create mosaics and resolution to be improved by combining multiple shifted images. This
paper describes the technical implementation of PyFibreBundle and provides example results from three endomi-
croscopy imaging systems: color transmission, monochrome transmission, and confocal fluorescence. This allows
various processing options to be compared quantitatively and qualitatively, and benchmarking demonstrates that
PyFibreBundle can achieve state-of-the-art performance in an open-source package. The paper demonstrates core
removal by interpolation and mosaicing at over 100 fps, real-time multi-frame resolution enhancement and the
first demonstration of real-time endomicroscopy image processing, including core removal, on a Raspberry Pi
single board computer. This demonstrates that PyFibreBundle is potentially a valuable tool for the development of
low-cost, high-performance fiber bundle imaging systems.
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1. INTRODUCTION

Fiber imaging bundles are thin, flexible conduits that can be
used to transfer images from locations that are otherwise diffi-
cult to access with cameras and imaging systems. The bundles
contain tens of thousands of closely packed fiber cores, with
the relative positions of the cores preserved along the length
of the bundle. This “coherent” arrangement of the fiber cores
distinguishes imaging bundles from “incoherent” bundles that
can only be used for illumination. When a light field is projected
onto one end of an imaging bundle, each fiber core effectively
collects and transmits one intensity value or “pixel,” resulting in
a pixelated reconstruction of the light field at the far end.

Fiberoscopy (flexible medical endoscopy) has relied on fiber
imaging bundles since its development in the 1950s, originally
with eye-pieces for the operator to look directly at the trans-
mitted image, and then later with cameras built into endoscope
handle [1]. More recently, the development of high-quality
chip-on-tip cameras has led to imaging bundles falling out of
favor for video endoscopy in many countries, although it is
still used in some parts of the world as well as for specialized
applications requiring ultra-thin endoscopes. However, new

medical applications of imaging bundles have been found such
as in endoscopic microscopy. A fiber bundle with a bare tip, or
with the addition of a micro-lens, can be used as the probe of a
video microscope, offering an in vivo alternative to traditional
biopsy and histology for high-resolution tissue imaging.

There are two principal types of bundles used for imaging:
fused and leached. In fused bundles, the fiber cores are embed-
ded in a single shared cladding, while in leached bundles each
core has its own independent cladding, separated from the
other fibers by a spacer material. The spacer material is removed
along most of the length of the bundle as part of the leaching
process during manufacture, resulting in a much smaller bend-
ing radius compared with fused bundles, in exchange for a
generally lower core density. Both types of fiber bundles can be
made small and flexible enough (around 1 mm or smaller) to be
deployed through working channels of endoscopes. This allows
endoscopic microscopy to be combined with conventional
endoscopy for steering and guidance.

Fiber bundles are particularly advantageous for in vivo fluo-
rescence confocal microscopy, where a laser beam is scanned in
a raster pattern over the tissue and the fluorescence returning
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from each point is imaged through a pinhole. While miniatur-
ized scanning systems suitable for endoscopy have been widely
demonstrated (see for example [2,3]), a simpler solution is to
scan a laser over the proximal end of a fiber bundle outside of
the patient and, thus, have the scanning pattern transferred
to the tissue without any need for physical scanning at the
distal tip of the probe. Confocal microscopy through fiber
bundles was demonstrated by Gmitro and Aziz in 1993 [4]
and has been explored extensively since, particularly using the
Cellvizio endomicroscope from Mauna Kea Technologies [5].
While limitations include the coupling efficiency and level of
autofluorescence generated within the different types of fiber
bundles, which ultimately influences the signal-to-noise ratio
of the images, confocal fluorescence endomicroscopy has been
successfully investigated for a wide range of clinical applica-
tions, particularly in the gastrointestinal tract [6], using both
intravenous fluorescein and topical fluorescent stains.

Many other variations of fiber bundle endomicroscopy have
also been demonstrated, both pre-clinically and clinically. A
non-sectioning widefield endomicroscope can easily be built
using a fiber bundle [7], and with a careful choice of topical
fluorescent contrast agents this offers an effective and low-
cost approach to in vivo microscopy for applications such as
detecting oral cancer [8]. Line-scanning [9,10] and structured-
illumination endomicroscopes [11–13] trade off partial optical
sectioning in exchange for higher frame rates. Other techniques
include multi-spectral imaging [14], two photon microscopy
[15], fluorescence lifetime imaging [16], holographic micros-
copy [17,18], light field imaging [19], and optical coherence
tomography [20]. White light imaging is also possible, in both
confocal [21] and non-confocal [22] modes, and by using
multiple illumination sources it is possible to obtain additional
contrast through phase [23]. A considerable body of work has
also explored using phase conjugation techniques for more
precise control of a scanning laser spot at the distal end (see [24]
for a review), although these approaches have yet to find clinical
applications.

A. Image Processing of Fiber Bundle Images

To obtain good quality images from fiber bundle systems, par-
ticularly for microscopy, a number of image processing steps
must be performed. Methods for performing this processing
have been the focus of extensive research over recent years, and
a comprehensive review is available in [25]. Only a selection of
relevant research is reviewed here.

The raw images captured through fiber bundles suffer from
many artifacts. Most obviously, the individual fiber cores are vis-
ible, with dark spaces corresponding to the cladding in between;
this is often known as the “honeycomb effect.” In fused bundles,
such as those produced by Fujikura (Japan), each core tends
to have a slightly different size and shape; this is by design to
minimize cross-core coupling, but it leads to each core having a
different coupling and transmission efficiency. In fluorescence
applications, a background signal may be generated by the fiber
cores, leading to an offset in the image. The first step in process-
ing images is, therefore, to remove any background, normalize
the transmission factors between the different cores, and then
remove the honeycomb pattern.

A wide range of methods for removing the honeycomb core
pattern have been reported, and these are summarized in [25]. A
broad class of methods involves convolution with a smoothing
kernel; approaches range from simple generic low-pass filters
(such as Gaussian [15]) to filters designed specifically for core
removal [26,27]. Early in the development of endomicroscopy,
the authors of [28] introduced an approach based on triangu-
lar linear interpolation, in which the intensity of each core is
extracted and then interpolated onto a Cartesian grid. While
this method may superficially appear computationally expen-
sive, it is amenable to pre-computation and so is practical for
real-time use. It has also been extended to color imaging [29]. A
number of more complex approaches have also been suggested,
including iterative threshold shrinking using L1-minimization
[30] and compressive sensing [31]. Approaches that involve
iterative steps have less practical utility, at least for online use,
and most published systems continue to use variations of simple
spatial filtering and interpolation.

A limitation of fiber bundle imaging in general is the limited
number of cores in the bundle and the spacing between them.
For a fiber bundle without a lens at the distal end, the resolution
is typically around twice the core spacing. Adding a distal lens
with non-unity magnification improves the resolution, but at
the expense of reducing the field-of-view by the same factor. In
effect, the number of cores in the bundle defines the number
of resolution elements in the image, and the 30,000 cores of a
typical fiber bundle compares poorly with the millions of pixels
found on modern camera chips.

There are two general approaches for mitigating this problem
of low pixel count: mosaicing and resolution enhancement. In
mosaicing, images are stitched together as the probe is moved
across the tissue, increasing the effective field-of-view. This can
be done in real-time by only registering adjacent image frames
and assuming that there is no non-rigid deformation of the
tissue as the probe moves [32,33]. This approach tends to accu-
mulate errors and does not handle the inevitable deformation
of the tissue as the probe is dragged across it. More sophisticated
algorithms have, therefore, been developed (e.g., [34]), which
attempt to achieve a globally consistent registration, but these
more complex approaches are better suited to post-processing
rather than online use. The frame rate of the endomicroscope
becomes a limiting factor in allowing mosaicing since there
must be sufficient overlap between image frames, motivating
the development of high-speed endomicroscopes for mosaic-
ing [35], particularly when the probe is moved by mechanical
means [36].

Resolution enhancement is possible if multiple images are
captured with the sample slightly shifted with respect to the
bundle [37–40]. The concept is similar to, but distinct from,
pixel shifting approaches for improving resolution in camera
images [41]. For each image, the tissue is sampled at a different
location by the fiber bundle pattern, and so combining these
images can improve the resolution. This works particularly
well because of the low fill-factor of the bundle (i.e., there are
dead spaces between the cores), and an improvement in res-
olution by a factor of 2 [39] can be achieved without relying
on iterative algorithms conventionally used for pixel super-
resolution. Rotation, as opposed to translation, can also be used
to achieve some resolution enhancement [42,43]. Deep learning
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approaches to resolution enhancement have also shown promise
(e.g., [44,45]) but are not discussed further here.

B. Software for Image Processing

There is currently no standard open-source package for per-
forming the full range of processing steps above. Some open
source code is available, for example in C++ and MATLAB
[46,47], but it only provides a subset of functionality and does
not have full documentation. Academic papers use a variety of
approaches, from displaying simply the raw images to varia-
tions on the standard methods described above, but often with
incomplete descriptions of how the processing was performed
and almost always no source code available. PyFibreBundle fills
this gap by providing an easy-to-use and comprehensive set of
fiber bundle imaging processing function, which can be used
for real-time imaging. This will allow research teams developing
new fiber bundle imaging techniques to more quickly develop
software to test and validate their systems. As demonstrated
below, it is fast enough to be used with low-end and single-board
computers, opening up new opportunities to develop low-cost
and portable fiber bundle imaging systems.

2. METHODS

The core functionality of PyFibreBundle was investigated using
purpose-collected images from several fiber bundle imaging
systems and used PyFibreBundle Release 1.3.4. Processing was
performed on a desktop PC (Intel Core i7, quad core 12 GB
RAM), a laptop (Intel Core i5 8th Gen, 8 GB RAM), and a
Raspberry Pi 4 (Rev 2). Benchmarking on these three systems
is presented in Section 3.E. A technical description of the parts
of PyFibreBundle that are examined here is provided below,
and the imaging systems used to generate images for testing are
described in Section 2.J.

A. Overview of PyFibreBundle

PyFibreBundle is an open-source package written entirely in
Python. It works with both monochrome and color images in
a variety of data representations. As an interpreted language,
Python is generally considered slow in comparison to com-
piled languages such as C++. However, this is balanced by its
easy-of-use and widespread adoption throughout academia and
industry, particularly in fields such as data science and machine
learning. The slow speed of interpreted code can be mitigated
through the use of compiled libraries, such as Numpy, Scipy,
and OpenCV, to perform computationally intensive opera-
tions. Additionally, PyFibreBundle also uses the just-in-time
compiler (JIT) Numba to accelerate small portions of code that
cannot be fully accelerated using existing libraries. The result
is that PyFibreBundle achieves performance suitable for use in
real-time imaging systems.

B. Bundle Location, Cropping, and Masking

The first step of many image processing pipelines is to locate the
fiber bundle within the image. The algorithm in PyFibreBundle
for locating the bundle is fast, but it is designed only to work
with a uniform or flat-field image (i.e., a reference image), and

not an image containing structure. If the image is color, the
maximum value is first taken across all color channels to gen-
erate a monochrome image. A 2D Gaussian smoothing filter is
then applied to remove the core pattern. The image is converted
to 8 bit, and then the image is binarized using thresholding via
Otsu’s method. The largest connected region (other than the
background) is then taken to be the bundle. The centroid of this
region is assumed to be the center of the bundle and the radius as
the smallest circle fitting within the region.

The image can then be cropped to show only the bundle by
extracting a square image exactly enclosing the fitted circle. A
mask can be created as a 2D array, which is 1 inside the circle and
0 outside the circle; multiplying subsequent images by this mask
then sets all pixels outside the bundle to 0.

C. Determining the Core Spacing

It is useful to be able to detect the average spacing between cores
in the bundle, as this can be used to automatically generate
appropriate parameters for other processing methods that
would otherwise need manual tuning. The approach taken in
PyFibreBundle is to compute the spatial frequency domain rep-
resentation of an image of the bundle and look for an apparent
ring in the power spectrum that corresponds to the bundle core
spacing.

Operationally, an average is taken across color channels
(if present), the image is then cropped to the largest possible
centered square, and a 2D Fourier transform is taken. The raw
output of the Fourier transform is transformed so that the d.c. is
in the center and highest spatial frequencies are at the edge of the
image. The base-10 logarithm is then taken of the absolute value
of the Fourier transform (i.e., log of the square root of the power
spectrum), and a radial average is performed to generate a plot of
amplitude against radial coordinate.

To find the ring corresponding to the spatial frequency of
the core spacing, the radial profile is smoothed using a moving
average filter, and then the discrete derivative is calculated. The
first minimum of the resulting gradient is found, and then the
first positive value of the gradient after this point is taken to
be the spatial frequency of the core spacing. This can then be
converted back to spatial units.

D. Locating the Fiber Cores

The fiber cores may need to be located for a number of purposes,
including counting the number of cores in the bundle, and
as one step of the calibration procedure for triangular linear
interpolation (see Section 2.G).

The maximum value is taken across color channels (if
present), and then a Gaussian smoothing filter is applied
with a sigma equal to 20% of the estimated core spacing. This
reduces noise without significantly weakening the core pattern.
A morphological dilation is then performed using a circular
structuring element with a diameter of 3 pixels. The effect of
dilating a non-binary image is to leave local minima unchanged
in value. Subtracting the dilated image from the original and
inverting then leaves a bright spot at the center of each core.

The resulting image with core centers highlighted is then
thresholded using Otsu’s method, which cleanly separates the
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core centers from the background. At this point, there may
be multiple detected cores within each real core due to multi-
modal patterns causing multiple local maxima within a core.
A morphological dilation with a circular structuring element
with a diameter equal to one-third of the estimated core spacing
merges these multiple detections within a core. All connected
components are then found, with each component correspond-
ing to a core. The centroid of each region then gives the location
of the core.

E. Core Removal by Spatial Filtering

The simplest method of removing the core pattern is to apply a
spatial filter to smooth the raw images. Three filtering methods
are implemented in PyFibreBundle - Gaussian filter, median fil-
ter, and customized edge filter. The Gaussian and median filters
are defined in the standard way. The edge filter is a smoothed
step function that also allows a frequency domain low-pass filter
to be defined. This is a radially symmetric, cosine-smoothed
step function defined by two parameters: the spatial frequency
of the step, R , and the smoothness (or skin thickness) of the step
function,w, defined in terms of the spatial frequency difference
between the function at 10% and 90% of maximum. Expressed
in terms of the radial distance from the center of the spatial
frequency domain plane, the filter is given by

f (r )=


1, if r < R
0, if r > R +w
cos

[
π

2w (r − R)
]2
, otherwise

.

In practice, setting the R frequency to approximately twice
the inverse of the core spacing yields good results.

F. Background Subtraction and Flat-Fielding

It is often beneficial to subtract a background image, for example
in fluorescence endomicroscopy, to remove any fluorescence
signal from the bundle itself. In PyFibreBundle, a background
image can be provided that is then subtracted from the images
to be processed. Almost all applications of fiber bundle imaging
also benefit from flat-fielding, or normalization, to mitigate the
impact of core-to-core variations in shape, size, and transmis-
sion. These are achieved simply by dividing by a reference image
taken of a uniform target. If triangular linear interpolation is
used, the background and flat-fielding correction are integrated
into the interpolation procedure as described below.

G. Core Removal by Triangular Linear Interpolation

Triangular linear interpolation is a well-known approach
to gridding irregularly space data. The implementation in
PyFibreBundle is similar to those reported previously (e.g., [28])
and optimized to achieve very high frame rates (see Section 3.E).

A calibration is first performed using a flat-field image. In
this calibration image, the bundle is located and masked as
described in Section 2.B, and the locations of the cores are deter-
mined using the method described in Section 2.D. A Delaunay
triangulation is then formed over the core positions. A recon-
struction grid size is chosen, and for each pixel in the grid, the

enclosing triangle is found (or if the pixel is outside of the com-
plex hull of the triangulation, this is recorded). The coordinates
of the pixel are then converted to barycentric coordinates with
respect to the vertices of the enclosing triangle. This concludes
the calibration.

In the reconstruction stage, the intensity value of each core is
extracted from the raw image. This can be done simply by tak-
ing the pixel value at the core location (which is rounded to the
nearest integer). Optionally, a Gaussian smoothing filter may be
applied first so that the pixel value at the core location contains a
weighted average over the core.

For pixel j in the reconstructed image, we take the intensity
values of the three cores in the surrounding triangle, c 1, c 2, and
c 3, and then we set the value of the pixel, pi , using

p j =

3∑
k=1

c kb j ,k, (1)

where b j ,k are the barycentric coordinates recorded for recon-
struction grid pixel j in the calibration stage. Due to the use of
barycentric coordinates, which are proportional to the inverse
distances of the pixel from the cores at the triangle vertices, this
results in triangular linear interpolation between the three cores.

If background and/or normalization images are being used,
the value of each core in the background/normalization image is
recorded at the calibration stage, using the same pre-smoothing
filter. In the reconstruction stage, the extracted core values, c i ,
are then corrected to c ′i prior to interpolation, using

c ′i =
c i − bi

ni
, (2)

where bi and ni are the core values from the background and
normalization images, respectively.

H. Resolution Enhancement

Resolution enhancement is achieved by processing a stack of
image in which the bundle is slightly shifted with respect to
the sample. In the calibration stage, each image in the stack
is first reconstructed using triangular linear interpolation to
remove the core patterns. This step also determines the core
locations, which are stored for later use. The relative shifts
between the images are determined by computing the normal-
ized cross-correlation between the first image and a template
extracted from the center of each image. By default, the template
is one-quarter the size of the image. The location of the peak
of the normalized cross-correlation map is taken to be the shift
between the images.

The core locations in each image are adjusted, using the
measured shifts, to correct for the motion between images. The
corrected core locations are then combined to form a much
denser point cloud. A Delaunay triangulation is formed over
this denser point cloud, and as before the location of each pixel
in the reconstruction grid is recorded in Barycentric coordinates
with respect to the three enclosing cores. This completes the
calibration.

In the reconstruction stage, the intensity values of each core
in each of the images is extracted, and the reconstruction grid
pixel values are populated by triangular linear interpolation (as
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described in Section 2.G), except that this is now performed
using the denser set of points assembled from the shifted images.
The result is a higher resolution image.

The calibration stage typically takes several seconds, while
the reconstruction can be real-time on modest hardware
(see Section 3.E for details). If the shifts between the images
are repeatable, such as when a mechanical scanner is used
(e.g., [39]), then the same calibration can be used for each set of
shifted images, and so resolution enhancement can be obtained
on live images.

I. Mosaicing

To stitch images together as the probe moves, the processed
images are registered in a pairwise fashion using normalized
cross-correlation. The images can optionally be downsized first
for speed. By default, a square with a side length equal to half the
bundle diameter is extracted from the first image, and a square
with side lengths equal to a quarter of the bundle diameter is
extracted from the second—this is the template. Normalized
cross-correlation is then performed between the template and
cropped image, and the peak of the correlation map is identified.
The offset of this peak from the center of the cross-correlation
map provides the shift.

Each image is then added to the mosaic with the detected shift
from the previous image applied. By default, images are blended
into the existing mosaic using a cosine window, but they can
also be added dead-leaf for increased speed (i.e., without any
blending).

Since the mosaic image has finite size, eventually the inserted
image may reach the edge of the mosaic image. In this case, there
are several options within PyFibreBundle. This can simply be
ignored, allowing the mosaic to be cropped. The mosaic image
can be dynamically expanded to accommodate the image loca-
tion, or the mosaic can be scrolled, losing any information on
the opposite edge.

If the images have a very small shift, as often happens if the
fiber bundle is close to being non-moving, continuously blend-
ing images leads to an unwanted blurring effect. To avoid this,
PyFibreBundle can be set to only add an image when there is a
minimum shift, which by default is 25 pixels.

At times the probe may move too fast to be registered, and
the best detected shift will not correspond to the real shift.
In these cases, it may be desirable that the mosaic is reset and
begins again. PyFibreBundle allows the value of the peak of the
cross-correlation to be monitored and the mosaic to be reset if
this drops below a threshold. The intensity and sharpness of the
images can also be monitored so that if the quality drops below
a certain threshold (e.g., because the fiber bundle probe has lost
contact with the sample being imaged) the mosaic is also reset.

J. Imaging Systems

To evaluate PyFibreBundle, three fiber bundle imaging systems
were used: a transmission monochrome endomicroscope, a
color endomicroscope, and a line-scan confocal fluorescence.
All three systems used a Fujikura 30,0000 core fiber bundle
(FIGH-30-650S), with a 600 µm active imaging area. No lens

was used at the distal end of the bundle, and so the distal tip was
placed in direct contact with the sample.

In the transmission monochrome system, the proximal end
of the fiber bundle was imaged directly onto a CMOS camera
(FLIR Flea3 FL3-U3-13S2M-CS) by a 10X infinity corrected
microscope objective and a 100 mm focal length tube lens. The
magnification factor between the fiber bundle and the camera
was approximately 6, and the camera pixel size was 3.63 µm;
the bundle active area was, therefore, approximately 900 pixels
in diameter on the camera. For transmission imaging, samples
were back-illuminated by a Royal Blue LED.

The color endomicroscope is similar in concept to the fiber
bundle endocytoscope concept previously published [48],
except that it was built using a Raspberry Pi v4 computer and
Raspberry Pi camera module v2. This camera module employs
the Sony IMX219 chip with a pixel size of 1.12 µm arranged
in a 3280× 2464 grid. The images were down-sampled to
1024× 800 using the camera firmware. A 10X objective and
a 50 mm focal length tube lens was used to achieve a magni-
fication factor of approximately 3, and the bundle therefore
covered approximately 750 pixels on the camera after down-
sampling. For the images used here, the sample was simply
directly back-illuminated using a white LED rather than via a
fiber as in [48].

The line-scanning confocal fluorescence system is based on a
design first reported in [10] and built on in [49]. Unlike a fully
confocal endomicroscope, the system does not scan a focused
spot over the sample in 2D; instead, a line generated from a
488 nm laser is scanned in 1D over the bundle using a galvo
scanning mirror. This scanning line is transmitted to the sample
via the bundle. Fluorescence from the sample, which is excited
by the 488 mm laser, returns along the bundle, is band-pass
filtered to remove any reflected 488 nm light, and is then imaged
onto a rolling shutter CMOS camera. The rolling shutter of the
camera is synchronized with the scanning laser line so that the
rolling shutter acts as a moving slit for confocal sectioning.
The system uses the same components as the design reported
in [49], except that the components for generating two images
of the bundle on the camera were removed and replaced with a
100 mm focal length tube lens. The system, therefore, has the
same magnification as the transmission monochrome setup.

3. RESULTS AND DISCUSSION

All raw data and scripts used to generate the results presented
below are permanently archived in [50]. This archive also
contains a copy of PyFibreBundle Release 1.3.4.

A. Bundle Location, Cropping, and Masking

Figure 1(a) shows a raw image from the monochrome transmis-
sion endomicroscopy system with no object in the field of view,
giving essentially an undisturbed flat-field image. Individual
fiber cores can easily be seen. The average core spacing was
determined by a PyFibreBundle function to be 3.2 µm. A man-
ual measurements was also made using ImageJ, averaging 10
measurements of core separations, to give (3.5± 0.1) µm.

PyFibreBundle was used to detect the bundle location and
size in the image, and the result is shown by the dashed circle
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Fig. 1. Demonstration of bundle and core locating routines. (a) Raw flat-field image with zoom showing core pattern. The dashed circle around
the bundle is the automatically determined bundle location. (b) Raw image automatically cropped to bundle. (c) Bundle detection applied to
image with structure, showing that the algorithm fails. (d) Automatically determined core locations, showing a zoom on an area of approximately
68× 68 µm at the center of the bundle. (e) As (d) but showing the left hand edge. (f ) Core locations determined from noisier image, same area as (d).

in Fig. 1(a). PyFibreBundle determined a radius of 445 pixels,
compared to a manual measurement of 450 pixels made in
ImageJ. The manual measurement included the entirety of the
cores on the outer edge, whereas PyFibreBundle finds an area
closer to the separation between the center of the extreme cores,
explaining this discrepancy. PyFibreBundle was then used to
crop the image to show only the bundle and to mask areas out-
side the bundle, with the result shown in Fig. 1(b). As discussed
in Section 2.B, the bundle detection routine is only designed
to work on flat-field calibration images and not on images with
structure; Fig. 1(c) shows that the detection fails completely on
an image of tissue paper.

The location of each core within the bundle can also be
located automatically, and this is essential for the linear interpo-
lation core removal method. The routine for core finding was
applied to the image from Fig. 1(a), and two subsets of the results
are shown in Fig. 1(d) (the center of the bundle) and Fig. 1(e)
(the edge of the bundle). A total of 27,258 cores were found, and
visual inspection suggests that there are few erroneous detections
or missed cores. Since the ground truth location of the cores is
not known, the accuracy cannot be quantified, but for the case
of Fig. 1(d), all the core locations were manually confirmed to
lie within 1 pixel of the apparent center of the core. The routine
requires an estimate of the core spacing; the core spacing value
determined by PyFibreBundle was used, keeping the proc-
ess fully automated. Note that the bundle was automatically
masked to set pixels outside of the bundle to 0 prior to detecting
the cores. This results in a small number of cores outside of the
detected bundle diameter not being detected. The core location
is somewhat robust to noise, and Fig. 1(f ) shows the algorithm
applied to the same image with added Gaussian noise with a
standard deviation equal to 20% of the mean intensity inside the
bundle. Even though the image appears noisy and the cores are

much harder to discern by eye, they are still identified well by the
algorithm, with a total of 26,574 cores found.

B. Core Pattern Removal

The same tissue paper image as used in Fig. 1 was first auto-
matically cropped and masked using the calibration image and
normalized using the calibration image, and then a Gaussian
filter of different sizes was applied. As can be seen in Fig. 2(a),
even without a filter, the honeycomb pattern becomes less visible
simply through normalization. As the filter size (Gaussian σ
value) increases, the core pattern is better removed at the expense
of eventually blurring the image. A filter size of 1.5 µm is suf-
ficient to completely remove the pattern; this is approximately
half the core-core spacing.

Figure 3 shows the results of using the linear interpolation
method on the same raw image, both with and without normali-
zation (flat-fielding). Each column shows the effect of a different
size Gaussian pre-filter prior to extracting the core-intensities,
i.e., changing the degree to which the outer parts of each core
were included in the calculation. It can be seen that this makes
little difference in practice, at least for this particular image, up
until a filter size of 1.5 µm, at which point there is visible blur-
ring in the inset. The application of the method to color images
is shown in Fig. 4. In this case, an option within PyFibreBundle
to individually normalize each color channel was used, and this
has the effect of performing a simple white-balancing to remove
spatially dependent chromatic effects, as can be clearly seen in
the results.

C. Mosaicing

An example mosaic from confocal linescan fluorescence
endomicroscopy of stained tissue paper is shown in Fig. 5. The
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Fig. 2. Core removal using Gaussian filters of different sizes for transmission image of lens tissue paper. Raw images were first cropped, masked and
normalized. (a) has no further processing, while (b)–(h) have a Gaussian filter σ values of (b) 0.5µm, (c) 1.0µm, (d) 1.5µm, (e) 2.0µm, (f ) 2.5µm,
(g) 3.0µm, and (h) 3.5µm. The equivalent size in pixels was (b) 0.74, (c) 1.5, (d) 2.2, (e) 3.0, (f ) 3.7, (g) 4.5, and (h) 5.2 pixels.

Fig. 3. Core removal using triangular linear interpolation for transmission image of lens tissue paper. (a)–(d) The top row was reconstructed
without normalization, and (e)–(h) the bottom row was reconstructed with normalization by the calibration image. The effect of different smoothing
filters prior to core value extraction is shown across the columns.

fiber bundle was manually drawn across the tissue paper while
images were captured and saved at 120 fps. Core-removal, back-
ground subtraction, and normalization was performed using the
linear interpolation method with no pre-filter. Figure 5(a) shows
a single image for reference, while Fig. 5(b) shows an example
of a short mosaic created using the dead-leaf approach (i.e., no
blending of frames). The zoom inset shows that the boundary
between two images can be observed. This effect is removed by
blending of the frames, as shown in Fig. 5(c). Down-sampling
from 512× 512 to 200× 200 prior to mosaicing increased
speed, but results in a slight loss of detail, as can bee seen in
Fig. 5(d). The mosaicing results indicated that the probe was, on
average, moving at 0.04 mm per frame, or 4.8 mm/s, with a peak
speed of 15 mm/s. In practice, the algorithm can only cope with
inter-frame shifts of up to approximately 1/4 the image diameter

to enable sufficient overlap for image cross-correlation, corre-
sponding to a maximum speed of 18 mm/s for this particular
system.
D. Resolution Enhancement

A set of 8 images was acquired using the monochrome trans-
mission system, with the bundle manually shifted with respect
to a USAF resolution target with elements downs to Group 9
Element 3. Shifts were made randomly, within a maximum
shift of approximately 30 µm. The resolution enhancement
technique was then applied using 2, 4, and all 8 images. The
resulting images are compared with the reconstruction from a
single image in Fig. 6. The zoomed insets, which show Groups
8 and 9, demonstrate an obvious improvement in resolution
and line pair contrast, with visibility improving from approxi-
mately Group 7 Element 3 to Group 8 Element 1 (161 lp/mm
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Fig. 4. Core removal from color images using linear interpolation.
(a) and (b) are cropped raw images from a leaf and lens tissue paper,
respectively, and (c) and (d) are the corresponding processed images.
Each color channel was individually normalized, improving the color
balance compared with the raw images.

Fig. 5. Example mosaicing of confocal fluorescence images of
stained lens tissue paper. (a) Single image frame. (b) Mosaicing
using dead-leaf approach; the image join is visible in the inset.
(c) Mosaicing using blending; the image join is no longer visible in
the inset. (d) Mosaicing using blending and down-sampling for higher
speed; a small loss of detail can be seen in the inset.

to 256 lp/mm) when all 8 images are used, and the contrast
of Group 6 Element 1 (the smaller of the differences between
central black and the two neighboring white lines, normalized to
average intensity across the profile) improving from 0.0 to 0.23.
Much of the visual improvement is also obtained when using 4
images (although contrast only improves to 0.08), while even

Fig. 6. Resolution enhancement applied to monochrome trans-
mission image of USAF resolution target. The target was manually
shifted with respect to the bundle, and 8 images were acquired.
(a) Reconstruction of a single image using triangular linear interpola-
tion. (b)–(d) Reconstruction with resolution enhancement using (b) 2,
(c) 4, and (d) all 8 of the images. The upper right inset on each image
is a profile taken across Group 6 Element 1, as indicated by the line on
the images.

using 2 images provides some visual improvement for the larger
line pairs.

E. Benchmarking

A selection of the core functions of PyFibreBundle was tested
on three machines: a desktop PC (Intel Core i7-7700, 4 cores,
24 GB RAM) running Windows 10, a laptop (Intel Core i5-
8250U, 4 cores, 8 GB RAM) running Windows 10, and a
Raspberry Pi 4 Model 4 (Cortex-A72, 4 cores, 4 GB RAM)
running Raspberry Pi OS 64 bit (based on Debian Linux). The
PC was installed with a GPU, but PyFibreBundle does not make
use of this. All tests used 8 bit raw images and do not include
time to display results. Timings are averages across at least 7 runs
after allowing for warm-up, initialization, and any required runs
of the Numba JIT Compiler.

The results are summarized in Table 1. On the PC and laptop
computers, frame rates of over 100 Hz are readily achievable
for various types of processing. In particular, using a grid of
512× 512 for linear interpolation allows a frame rate of approx-
imately 500 Hz on the PC, which is faster than that required
for any endomicroscopy system reported to-date. Mosaicing
can also be at similar speeds if images are first down-sampled to
200× 200 images. Resolution enhancement using 8 images
onto a 800× 800 grid is readily achievable at video rates on
both the PC and laptop. When tested within a lightweight
PyQt-based GUI developed in-house, real-time processing
using linear interpolation was still feasible at 120 fps.

While a Raspberry Pi has previously been used to capture
and perform inference on endomicroscopy images [51], the
capability to perform core-pattern removal by interpolation
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Table 1. Results of Speed Tests on Three Computers, with Specifications as Described in the Paper
a

Time in ms

PC Laptop Raspberry Pi

Linear interpolation 512× 512 Calibration 380 450 1200
512× 512 Reconstruction 1.9 2.6 8.6
1024× 1024 Calibration 580 720 1700

1024× 1024 Reconstruction 8.4 12 34
Gaussian filter Filter Only 5.8 9.3 13

Filter+Normalization 13 20 29
Resolution enhancement Calibration 15,000 18,000 19,000

Reconstruction 11 17 49
Mosaicing 512× 512 Images 17 21 66

200× 200 Images 1.0 2.0 14
aAll times given to 2 significant figures. Numbers such as 512× 512 refer to image sizes in pixels. The Gaussian filter had a sigma of 2 pixels and was applied to

a 920× 920 pixel image. The resolution enhancement used 8 shifted images and was reconstructed on a grid of 800× 800 pixels. Mosaicing was performed onto a
2000× 2000 pixel mosaic image, with blending.

at video rates has not previously been demonstrated on such
a low-end computer. On the Raspberry Pi, PyFibreBundle
achieved an equivalent frame rate of 100 fps for linear interpola-
tion onto a 512× 512 grid. In a complete system, there would
be some additional overhead for image acquisition and display,
but the video-rate display is nevertheless feasible. Mosaicing
with full resolution on the Raspberry Pi is slightly slow for
live use at 66 ms per frame. However, with down-sampling to
200× 200 pixels, total time for both interpolation and mosaic-
ing was approximately 23 ms on the Raspberry Pi, suggesting
that real-time video mosaicing would also be possible with a
small loss of resolution.

4. CONCLUSION

This paper demonstrates that the PyFibreBundle Python
package can process raw images from monochrome and color
endomicroscopes, removing the core pattern as well as sub-
tracting background signal and flat-fielding to correct for
core-to-core variations in light transmission. Mosaicing can be
employed to increase the effective field-of-view, and resolution
can be improved by combining multiple shifted images. The
package is fast enough to be used for live imaging on consumer-
grade PCs and even on a Raspberry PI single board computer,
and it therefore may be a useful resource for anyone developing
open and low-cost fiber bundle imaging systems.

The package currently only implements a small subset of the
many published approaches to fiber bundle image processing
and analysis, as reviewed in [25]. In particular, it implements
several methods for removing the core patterns, with a focus on
those that are suitable for real-time use. While triangular linear
interpolation holds several advantages, including compatibility
with resolution enhancement, it requires a calibration process
and, further, that there are no small shifts of the proximal end
of the bundle with respect to the camera. There may, therefore,
be some applications for which the simpler spatial filtering
methods would be preferred.

There is considerable scope for further development of the
package. While alternative approaches to core pattern removal
are mostly either unsuitable for real-time use or offer little fur-
ther benefit in comparison with linear interpolation, a great
variety of other techniques could offer value to the scientific

community if integrated with PyFibreBundle. For example, it
has been shown that exploiting spatial information within the
cores can lead to a primitive form of light-field imaging [19],
and much improved mosaicing performance is possible with
algorithms that allow for non-rigid deformations of the tissue.
The package is open-source and fully documented; hence, other
research teams can easily contribute their code in order to help
grow this resource further for the benefit of the biomedical
imaging community.

Disclosures. The authors declare no conflicts of interest.

Data availability. Data underlying the results presented in this paper are
available in Ref. [50].
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