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Understanding How National CSIRTs Evaluate Cyber Incident

Response Tools and Data: Findings from Focus Group Discussions
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National Computer Security Incident Response Teams (CSIRTs) have been established worldwide to coordinate responses to

computer security incidents at the national level. While it is known that national CSIRTs routinely use different types of tools

and data from various sources in their cyber incident investigations, limited studies are available about how national CSIRTs

evaluate and choose which tools and data to use for incident response. Such an evaluation is important to ensure that these

tools and data are of good quality and, consequently, help to increase the effectiveness of the incident response process and

the quality of incident response investigations. Seven online focus group discussions with 20 participants (all staff members)

from 15 national CSIRTs across Africa, Asia Pacific, Europe, and North and South America were carried out to address this

gap. Results from the focus groups led to four significant findings: (1) there is a confirmed need for a systematic evaluation of

tools and data used in national CSIRTs, (2) there is a lack of a generally accepted standard procedure for evaluating tools and

data in national CSIRTs, (3) there is a general agreement among all focus group participants regarding the challenges that

impinge a systematic evaluation of tools and data by national CSIRTs, and (4) we identified a list of candidate criteria that can

help inform the design of a standard procedure for evaluating tools and data by national CSIRTs. Based on our findings, we

call on the cyber security community and national CSIRTs to develop standard procedures and criteria for evaluating tools

and data that CSIRTs, in general, can use.
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1 INTRODUCTION

Cyber incidents continue to increase globally, exemplified by the increase in ransomware incidents with an al-
most 13% increase in 2021 compared to the year 2020 [89], a rise as big as the last five years combined [89].
Increasing threat actors of all motivation and skill levels have increased cyber-attacks in organisations across
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geographies and sectors throughout 2021 [73]. One of the contributing factors to the increase in cyber attacks is
the delays in applying patches, coupled with the use of outdated systems [7]. Furthermore, with the COVID-19
pandemic [95], people have become much more reliant on digitally connected devices and systems, and this
has caused an increase in exposure to cyber threats [6]. For instance, there has been wider adoption and in-
creased usage of working from home, e-learning and online shopping, which may have led to unforeseen new
vulnerabilities [54]. This, in turn, has caused a further increase in the number – and severity – of cyber attacks
worldwide [44].

Therefore, as prevention, it is essential to ensure a strong and effective defence to protect systems and net-
works. On top of that, there is a growing importance to being able to respond to a cyber attack, once it occurs,
in a timely and efficient manner [21] – quite often, facilitated by a dedicated incident response team [42]. The
growth of cyber security science has highlighted the value and contributions that computer security incident
response teams can make [29] in defending and mitigating cyber attacks.

Several names and acronyms often refer to an incident response team. An incident response team may be
officially known as a computer security incident response team (CSIRT) [30, 76, 93], a computer emergency

response (or readiness) team (CERT) [4] or a cyber (or computer) incident response (or readiness) team

(CIRT) [47]. For consistency, the term CSIRT is used in this study mainly because it is one of the most widely
used terminologies in the research literature and among practitioners.

The primary aim of the computer security incident response team is to mitigate the impact of a potential major
incident [2] by minimising the damage, cost and recovery time. Such a team is also instrumental in finding and
fixing the root cause(s) of incidents and subsequently preventing future attacks [85]. Therefore, CSIRTs must be
prepared and ready to face the growing number of vulnerable systems connected online and the lack of security
awareness among Internet users.

National CSIRTs, a special type of CSIRTs, are established at the national level to deal with and coordinate
responses to cyber incidents in a specific nation or political region [4, 27, 75, 96]. The CERT Division of Software
Engineering Institute (SEI) of Carnegie Mellon University (CMU) defines a national CSIRT as: “A computer
emergency response team (CSIRT) with National Responsibility (or National CSIRT) is a CSIRT that is designated
by a country or economy to have specific responsibilities in cyber protection for the country or economy. A Na-
tional CSIRT can be inside or outside of government but must be specifically recognized by the government as
having responsibility in the country or economy” [80]. A list of national CSIRTs from around the world can be
found on the websites of the CERT Division, SEI of CMU [80] and the UN agency International Telecommuni-
cation Union (ITU) [47]. In addition to national CSIRTs, community-based CSIRTs like AfricaCERT, OIC-CERT,
and APCERT facilitate discussions on cyber security and incident responses in a larger geographical region [61].
Additionally, Task Force-CSIRT (TF-CSIRT) (https://tf-csirt.org/) promotes collaboration and coordination be-
tween CSIRTs in Europe and neighbouring regions, and CERT-EU (https://cert.europa.eu/) is the CERT of all the
EU institutions, bodies and agencies to contribute to securing their ICT infrastructure and helping to prevent,
detect, mitigate and respond to cyber-attacks.

National CSIRTs have received much attention due to their key role in safeguarding national infrastructures
from cyber attacks. To our knowledge, limited research has been done concerning national CSIRTs’ operational
practices. This is a critical research gap that the present study aims to address. It is known that public data, open
data, closed-source data, open-source intelligence (OSINT), and open-source and free tools are frequently
used by national CSIRTs to facilitate their incident responses [61, 62]. However, the research literature lacks a
systematic discussion on how national CSIRTs would ensure the quality of such tools and data they use in the
operations. Some national CSIRTs evaluate the tools and the data they use in an ad-hoc and informal manner to
ensure using appropriate tools and data [62]. This raises concerns about how such tools and data are selected
systematically and properly. To allow qualified tools and data to be used in operation, it is essential to evaluate
such tools and data using systematic procedures or guidelines – valid criteria for evaluating tools and data [38].
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Such an evaluation is critical to avoid problematic tools and data, such as “a lack of security” [15] and to ensure
only effective tools and data are used [14].

Hence, it would be interesting to examine further the ad-hoc practices in national CSIRTs on tools and data
evaluation reported in previous studies [61, 62] and to understand better issues preventing a systematic practice.
The first author of this paper (who is a member of staff of a national CSIRT) observed that public data, OSINT,
and free and open-source tools are often not evaluated (or not being assessed systematically) due to a lack of
standard procedures, resources and expertise [61]. The insights gained from the present study are essential to
inform the development of a systematic procedure and guideline – criteria for evaluating tools and data that can
be used in national CSIRTs.

It should be noted that, in this study, the tool focused on free and open-source tools only, while data focused
on public data only.

The study aims to understand better how national CSIRTs participating in this study evaluate tools and data
and to identify a set of candidate criteria that can be used to support the systematic evaluation of tools and data
within national CSIRTs. The aim is split into four research questions (RQs):

RQ1: What are the definitions of tools and data used by national CSIRTs participating in this study?
RQ2: What are the current tools and data evaluation practices in the national CSIRTs participating in this

study?
RQ3: What challenges and limitations do participating national CSIRTs face in evaluating tools and data?
RQ4: What candidate criteria can be used when evaluating tools and data from the perspective of national

CSIRTs participating in this study?

To answer the RQs, we conducted seven online focus group discussions with 20 staff members from 15 national
CSIRTs in Asia-Pacific, America, Africa and Europe. The results of the focus group discussions led to five main
findings, which are summarised as follows:

(1) All focus groups reported the same definitions of tools and data used by the participating national CSIRTs.
(2) Provides real-world evidence of how tools and data are currently evaluated in the operational practices of

the participating national CSIRTs.
(3) The results and efforts from the study are translated into a set of candidate criteria that national CSIRTs,

CSIRTs and the broader security operations could use to specify the quality of tools and data.
(4) New candidate criteria identified from the study could help refine requirements defined in the ISO/IEC

25000 standard “Systems and software Quality Requirements and Evaluation (SQuaRE)” [88] and other
software evaluation models in the literature.

(5) Key findings from the study lay solid foundations for future research and development activities for dif-
ferent stakeholders: (1) national CSIRTs (towards improving their operational practices); (2) software de-
velopers and vendors (towards developing tools and data that are more aligned with users’ needs); and
(3) researchers (towards conducting more targeted research, e.g., in developing more advanced machine
learning methods for tools and data evaluation).

The rest of this paper is organised as follows. Section 2 provides an overview of related work on tools and
data evaluation within CSIRTs. Section 3 explains the study’s methodology, particularly the data collection and
analysis strategies. Section 4 presents the results from the study, while Section 5 discusses the key findings
and the implications of the study, along with the study’s limitations. Finally, Section 6 concludes the study and
provides several suggestions for future research.

2 RELATED WORK

In this section, we review related work in three different areas to clarify the importance of tool and data evalua-
tion for CSIRTs and related work in the context of CSIRTs and other related contexts and to show the research
gaps our study will fill.
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2.1 Importance of Tool and Data Evaluation for CSIRTs

Tools and data are paramount for CSIRTs and national CSIRTs to perform successful and effective incident re-
sponses [14, 48]. Having good and effective mitigation tools for CSIRTs and companies at large are essential in
mitigating cyber attacks [44]. Using appropriate technological tools to facilitate incident response can greatly
increase the effectiveness of CSIRTs. The effectiveness of tools may reside in the lead time of solving an incident,
on the financial level and in increasing team knowledge and shared situation awareness within a CSIRT [52].
Furthermore, to ensure only qualified tools and data are selected, particularly for incident management and
analysis work in national CSIRTs, Bills et al. [14] pointed out the need for evaluation and implementation of
tools. On top of what was suggested by Bills et al. (2022) [14], Nowikowska (2022) [69] stressed out the need for
CSIRTs to examine IT devices or software to identify vulnerabilities – such an examination is crucial to avoid using
un-patched tools in the operations. Therefore, evaluating tools and data in a CSIRT is crucial to ensure the team
is equipped with quality tools and data to detect, respond, and mitigate security incidents effectively.

2.2 Tool and Data Evaluation Within the Context of CSIRTs

Studies and past research concerning tool and data evaluation within CSIRTs or national CSIRTs could not be
identified in the literature. Based on a systematic literature review study we conducted concerning the use of
public data and free tools in national CSIRTs, no past studies or research concerning tools and data evaluation
in national CSIRTs was observed [63]. Though researchers have investigated the general use of tools in the
operational practices of CSIRTs [55, 81], an important area of research – systematic procedures to evaluate tools
and data is missing. Such research is vital in ensuring qualified tools and data are used to support incident
responses in national CSIRTs and CSIRTs. To enlighten the above gap, Iakovakis et al. [44] developed a list of
mitigation tools, selected based on the following criteria – strengths, weaknesses, free trial, cost/price, scalability,
technical support, vulnerability assessment, reports and analytics, ease of use, GUI offered, and compatibility.
However, methodologically, it remains unclear how such criteria were identified by Iakovakis et al.. Hence, our
study extends Iakovakis et al.’s work by using a focus group approach with participating national CSIRTs to
establish candidate criteria for evaluating tools and data.

A need-assessment study by Kleij et al. [52] with CSIRTs identified certain features (criteria) that must be
present in tools for efficiency. These include that tools must be able to produce reports and output that are
more structured and reader-friendly, scalability of tools to handle large-scale incidents, visualisations for a better
understanding of the insights and the ability to support different levels of details. Expanding on Kleij et al., the
study is interested in identifying a set of candidate criteria (features) that can be used to select effective tools.

Problems concerning data quality have become critical in data management, such as for avoiding inconsistent,
duplicate, inaccurate and incomplete data [31]. Vetrò et al. [90] identified common problems with data, such as
a lack of metadata, incomplete data, and a lack of a measuring system for geographical information. To address
these problems, Vostrovskỳ et al. [91] presented a new design of data quality management (DQM) in relation
to open data based on SQuaRE standards for data quality management (DQM). The authors proposed a new
DQM framework for open data usable in the agricultural sector.

Some work has been done in evaluating data within CSIRTs, more precisely, on threat data feeds. Pawlinski
and Kompanek [72] studied evaluating threat intelligence data feeds in helping users to choose qualified threat
data feeds available in abundance. The researchers evaluated sample threat feeds using the following factors
(criteria): relevance, accuracy, completeness, timeliness and ingestibility with several metrics. Similarly, Kührer
et al. [57] evaluated blocklists data feeds based on the following criteria: vantage, volume, timeliness, accuracy,
and completeness using several metrics. Expanding on Pawlinski and Kompanek [72] and Kührer et al. [57],
this research intended to identify candidate criteria for evaluating data (and tools) using an approach to get col-
lective opinions from the perspective of national CSIRTs. This aligns with de Smale et al. [24], who pointed
out that organisations should have ongoing processes to evaluate vulnerability information to address the
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problem of incomplete and untimely data. The authors concluded that organisations should formalise vulnera-
bility information evaluation with suitable metrics and measurements. While de Smale et al. had a narrow focus
on vulnerability data, this research focuses on general data and tools – notably public data, free and open-source
tools.

2.3 Tool and Data Evaluation in Other Contexts

In addition to the related work described in the previous subsection, we have also reviewed some studies on
evaluating tools and data in a context not directly related to CSIRTs, such as from users’ perspectives.

Several studies were conducted to evaluate software from the users’ perspective. Ward Jr and Venkataraman
[92] stressed the importance of including end users in software evaluation. For example, Boloix and Robillard
[16] proposed a comprehensive tool evaluation framework to assess the quality of the tools from the viewpoints
of producers, operators, users, managers, and stakeholders. Azizyan et al. [8] surveyed to identify the features
indicating the quality of tools from users’ perspectives based on the most and least satisfactory attributes of
the tools. Gade [34] studied software quality and attributes from the end users’ perspective using an online
survey with users and discussing the results in a focus group discussion. The factors used for the survey were
based on the ISO-9126 model and several other software evaluation models identified from the literature. Similar
to Gade (2013), Belinda et al. [11] proposed a software quality model from users’ and developers’ perspectives
using attributes from the ISO 9126 model and other software quality models such as McCall’s, Boehm’s, FURPS
and Dromey’s. Meanwhile, Stojkovski et al. [84] used the User Experience Questionnaire (UEQ), a validated
instrument for measuring User Experience (UX), to evaluate the quality of open-source software systems.

It should be noted that much of the user-based software evaluation studies from the literature adopted existing
criteria or factors from ISO/IEC standards and software evaluation models, e.g., the ISO 9126 model, McCall’s,
Boehm’s, FURPS, Dromey’s and also UEQ, to identify the most preferred criteria or factors by users. In essence,
the above studies are related to our present study in the context of identifying candidate criteria for evaluating
tools and data from a user’s perspective. In this study, we attempt to enhance previous studies by exploring
what criteria or factors participants perceive for inclusion in a set of candidate criteria for evaluating tools and
data. We did not extract the candidate criteria from any standards or software evaluation models but explored
candidate criteria from the viewpoints of recruited participants from national CSIRTs.

On data evaluation, Wu et al. [97] studied the quality of governmental open data during the COVID-19 pan-
demic and proposed an open government health data quality evaluation framework. The study framework was
designed to assess the quality of health data in terms of accuracy, completeness, timeliness, accessibility, and
interoperability. The article argues that ensuring the quality of health data is crucial for effective policy-making
and decision-making during public health emergencies like COVID-19 – relates to this research in the context
of assuring the quality of data. Bouwman et al. [18] pointed out the importance of ensuring the quality of threat
data in their study on the threat intelligence sharing community, the COVID-19 Cyber Threat Coalition. They
highlighted data quality in terms of fewer false positives and data accuracy. It should be noted their study did
not delve into the quality aspect of data but focused on the effectiveness of the threat intelligence community in
sharing data. This research expands on Bouwman et al. (2022) by identifying criteria that can be used to specify
data quality. Several studies showed how open-source tools and public data are used in CSIRTs. One such study
was done by Riebe et al. [75] with Germany’s state CSIRTs. The authors focused on the technological design of
tools and data to support CSIRTs. However, systematically evaluating tools and data for CSIRTs and national
CSIRTs is missing from their study – a gap this research intends to address.

2.4 Research Gaps Identified

Related work reviewed in the previous two subsections provides valuable insights into some of the works on
tools and data evaluations in the context of CSIRTs, national CSIRTs and from users’ perspectives. The need
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for ongoing research and improvements in this study area, subsequently improving current incident response
practices, was highlighted. Four significant gaps in tools and data evaluations from all the reviewed related
work were identified; (1) Very few studies focus on establishing criteria for evaluating tools and data in CSIRTs.
(2) Novel criteria from users’ perspectives are missing; instead, most studies used criteria adopted from existing
ISO/IEC standards and a few from the research literature. (3) A lack of a qualitative approach in designing tools
and data evaluation criteria, with most studies focusing on quantitative approaches. (4) Studies on establishing
criteria specifically for evaluating tools and data in national CSIRTs are lacking.

Notably, no single tool and data evaluation model (criteria) suits all organisations; hence, different types of or-
ganisations should develop their own models [92] – justifying the present research concentrated on establishing
candidate criteria for national CSIRTs.

3 METHODOLOGY

This section explains the methodology we used for the study (data collection and analysis) and how research
ethics matters were considered.

3.1 Data Collection – Focus Group Discussion

3.1.1 Methodology Used. The data collection method used in this study is focus group discussions. In this
section, we briefly describe the focus group discussion method and reasons for adopting this method for the
study. The instrument used for data collection, a focus group schedule and the selection of questions outlined
in the schedule are explained. The reliability of the study design with a pilot focus group discussion is briefly
described. Recruitment of participants and the process is laid out, with the selection of participants and the
number of participants who consented to participate.

Focus Group Discussion, a data collection method widely used for research purposes, was used to collect data for
the study. It is a well-known data collection method used in many fields of study, mainly in market research [65],
healthcare research [39], social science research [70] and cyber security research [3, 98]. Focus groups consist of
participants from similar backgrounds that allow the collection of enriched qualitative data regarding a particular
topic of interest [56]. We adopted focus groups to draw out expert knowledge and experiences from staff members
of national CSIRTs through collective group discussions [74]. Eventually, this allowed the collection of richer
information through active interactions within the focus groups [74]. Notably, all participants have a common
background, expertise and experience related to the topic of the study.

Focus groups also allowed the collection of information, as rich as possible, from participants through free-
flowing group interactions [39] – aligned with the inductive and exploratory nature of the present study. Notably,
focus groups allowed the exploration of the research topic, which is non-sensitive, through collective open opin-
ions, experiences and expertise within a group context, where interviews and surveys may not be suitable [35, 77].
Hence, focus groups fit the purpose of collecting rich data through collective opinions of staff members of na-
tional CSIRTs [74] concerning tool and data evaluation practices in the operations. The insights gained from
focus groups could inform the development of systematic procedures and guidelines [39] – a systematic proce-
dure for evaluating tools and data for national CSIRTs.

Focus group discussions are typically conducted face-to-face. However, the advancement of telecommunica-
tion technologies (such as online meetings and virtual discussion platforms) allowed researchers to conduct
focus group discussions in an online environment [32, 82]. Previous studies have successfully demonstrated the
feasibility of online focus group discussions, such as the work of Stewart and Williams [83], Fox et al. [33] and
Harmsen et al. [40]. This motivated us to consider an online environment for the present study.

Notably, conducting online focus group discussions was vital for our study due to the international nature
(where participants are dispersed worldwide) and the global “Covid-19 pandemic” (2020 to mid-2022), which
limited travelling and face-to-face interaction with people. Therefore, online focus group discussion was the
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best option, besides saving cost and time. The Microsoft Teams online platform (https://www.microsoft.com/
en-my/microsoft-teams/) was used in this study as the Researcher’s Institution has a site license for security
and compliance purposes. Microsoft Teams is also considered by us a reliable online communication platform.
It allows automatic audio recording of the focus group discussions with reasonable sound quality without an
additional external audio recorder. Moreover, all participants preferred Microsoft Teams after we asked them
via email for a preferred platform. The interviews were audio recorded, as consented to by participants and
transcribed.

The instrument used for the focus group discussions was a Focus Group Schedule. It contains the focus group
discussion agenda with a list of questions. The questions are arranged in order, from general to specific [56].
The focus group schedule used for the study can be found at https://cyber.kent.ac.uk/research/CSIRTs/Focus-
Group/Focus-Group-Schedule.pdf. The questions in the Focus Group Schedule are divided into four sections as
below:

(1) Opening questions: to introduce the study and the topic, to get to know the participants,
(2) Warming up questions: to understand some general concepts and terms relevant to the study,
(3) Key questions: to collect the main points of the study, and
(4) Ending questions: collect additional information, de-brief, and summarise the discussion.

Between the 18th of October 2021 and the 16th of December 2021, we conducted seven online focus group
discussions with 20 staff members of 15 national CSIRTs with knowledge and experience working in operations.
To ensure the credibility and reliability of the study design, the focus group schedule was first reviewed with a
domain expert from MyCERT, the national CSIRT of Malaysia, to ensure the questions were correct and appro-
priate (https://www.mycert.org.my/). Then, a pilot focus group with four senior staff members of MyCERT was
conducted to test the Focus Group Schedule for feasibility, appropriateness and time management [50, 78]. The
pilot study allowed for refinement and improvement of the Focus Group Schedule. It should be noted the pilot
focus group discussion was not used in the data analysis.

3.1.2 Recruitment of Participants. The nature of our study and the definitions of the RQs required participants
with specific knowledge and a good understanding of national CSIRTs’ operations to provide meaningful and
rich insights related to the RQs. Therefore, the selection of participants for the study was “purposive” instead of
“random” [25]. More specifically, staff members working at national CSIRTs in different countries. Past studies
and experience learned from the research literature showed that the best way to approach potential participants
is to rely on the researchers’ professional and personal contacts within national CSIRTs and cross-CSIRT or-
ganisations [62]. For this study, such contacts were secured via the first author, part of the community, as an
employee of Malaysia’s national CSIRT (MyCERT).

We recruited a total of 20 participants through five different channels described below. The first author re-
cruited four of her colleagues working at MyCERT as participants. Three participants were recruited using con-
tacts from our previous study that used the same target community (staff members of national CSIRTs) for
participant recruitment, for which they consented to be contacted again for future research. Nine participants
were recruited through the first author’s contact with the CERT Division of the Software Engineering Insti-
tute (SEI), the Carnegie Mellon University of the USA (https://www.sei.cmu.edu/about/divisions/cert/). Three
participants were recruited through the first author’s contact with the Organisation of Islamic Countries
(OIC) CERT (https://www.oic-cert.org/). A final participant was recruited via the first author’s personal con-
tact. Official invitation emails were used to recruit participants. A copy of the invitation email is available at
https://cyber.kent.ac.uk/research/CSIRTs/Focus-Group/Email-Invitation.pdf.

All participants willingly consented to participate in the study, and their participation was not part of their
official duties within their CSIRT role. Four focus groups consisted of three participants each, two more fo-
cus groups consisted of two participants each, and one focus group had four participants. Though four or five
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Table 1. List of National CSIRTs in Each of the Seven Focus Groups Discussion

Focus Group (FG) National CSIRT #(Participants)

FG 1 NCSC-NL (Netherlands), Sri Lanka CERT/CC, TunCERT (Tunisia) 4
FG 2 BGD eGOV CIRT (Bangladesh), CERT.at (Austria), CERT-SE (Sweden) 3
FG 3 MyCERT (Malaysia), CERT-PH (Philippines) 2
FG 4 MyCERT (Malaysia), SWITCH-CERT (Switzerland), EG-CERT (Egypt) 3
FG 5 MyCERT (Malaysia), CISA-US-CERT (USA), UK-NCSC (UK) 3
FG 6 CTIR-Br (Brazil), CERT-NZ (New Zealand) 3
FG 7 MyCERT (Malaysia), NCSC-Hungary (Hungary) 2

Total 20

participants in each focus group are suggested [39, 51, 56], due to the relatively low number of participants for
the study and the difficulties with arranging larger focus groups, we had to keep the focus groups smaller. Nev-
ertheless, on the positive side, smaller groups meant that all participants had a better opportunity and sufficient
time to discuss and elaborate their views during the discussion. Since the study is qualitative, we did not consider
the low number of participants a real concern.

To ensure the reliability of data collected during the focus group discussion, we considered how to address
researcher-specific bias. Notably, the moderator is a staff member of a national CSIRT and has professional
relationships with four of the 20 participants. To mitigate potential bias caused by such relationships, debriefing
sessions were held at the end of each focus group discussion to collectively summarise and agree on the points
discussed among participants in the focus groups [28]. On the positive side, we might get better results in this
context because CSIRT personnel tend to trust peers from within CSIRTs, so we could be more open in the focus
group discussions. The trust from the professional relationship may help us to get more information than we
would otherwise obtain from an unknown moderator. The study’s participants list is shown in Table 1. Notably,
two participants represented NCSC-NL (the Netherlands), two represented CERT-NZ (New Zealand), and four
represented MyCERT (Malaysia). The rest of the national CSIRTs had one participant each.

The 15 national CSIRTs from which we recruited participants can be split into two sub-types. Thirteen of
them have national responsibility for the cyber protection of their respective country or economy. In contrast,
the other two do not have national responsibility for cyber protection of their respective country or economy
but specific roles within specific sectors. They are (1) CTIR-Br, with the role of coordinating and implementing
actions for managing computer incidents (monitoring, treatment and response to computer incidents) in govern-
mental bodies and entities in Brazil, and (2) SWITCH-CERT, whose role is to provide incident response services
to research and education, the domain registry, and multiple industrial sectors (banks, industry, logistics, and
energy) in Switzerland.

3.2 Data Analysis – Content Analysis

3.2.1 Methodology Used. We empirically analysed the focus group data using the content analysis method.
In the content analysis, we adopted the coding process to encode the focus group data to highlight information
that is of interest to the study. First, the focus group data was overviewed by counting occurrences of particu-
lar attributes for the study and translating them into figures, percentages and histograms. Then, a qualitative
approach was adopted to generate the main concepts or ideas from the focus group data, from which the major
findings were drawn to answer the study’s research questions. Notably, for this study, the focus group is the
main unit of analysis. Nevertheless, the study also paid attention to individual participants’ views during data
analysis for inclusion in the findings [9].

Content analysis was the best method to generate findings from the focus group data and put them into the
context of the study’s research questions [94]. Moreover, content analysis was a flexible approach [20, 87], yet
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systematic and rigorous [94]. Content analysis is suitable when an existing theory or research literature on a
particular topic is limited [41], exemplified by our study topic. The research questions of our study intended to
explore staff experiences concerning tools and data evaluation in national CSIRT; hence content analysis was
considered the best fit for data analysis [28]. On the other hand, a thematic analysis for the study was ruled out
as there was no intention to identify any significant patterns or themes across the data. Our study adopted the
data analysis guidelines reported in [12]: familiarising with data, generating codes, generating categories and
sub-categories, and identifying concepts or themes.

Within the content analysis, a bottom-up approach was used for this study to analyse the focus group data
to capture participants’ opinions, essential for developing systematic procedures and guidelines for evaluating
tools and data [10]. Similarly, McCall et al. used a bottom-up approach in developing the McCall Software Evalu-
ation Model [59]. A top-down approach was eliminated for the study as the purpose is to gain as many insights
from participants and to engage directly with participants to understand the real-world operations at the na-
tional CSIRTs participated in the study [10]. Furthermore, a bottom-up approach is more straightforward for the
study.

For content analysis, coding [71] was used to guide the identification of significant information in the data [9,
41] that is of interest to the study. After extracting the codes, they were grouped into several code categories [64]
based on commonalities among the codes that align with the research questions.

3.2.2 Coding Process – Inductive Coding. Codes and coding are essential in qualitative data analysis to or-
ganise and interpret data and capture emerging concepts, ideas and categories underpinning data [36]. Extract-
ing relevant codes from the data involved an iterative process by constantly moving back and forth between
the whole data and the code extracts to ensure the data have been fully explored, interpreted and coded [28].
The iteration here meant repeating the process before generating the desired result. The goal is to get closer to
the desired results with each repetition. The iteration also helped ensure important information from the data
that is of interest to the study was not missed during coding.

It should be noted that only one researcher (the first author of this paper) coded the whole focus group data
since the author has rich experience as an employee of MyCERT. Therefore, there were no issues in establish-
ing consistency or reliability of the coding process (in comparison to a situation in which several coders were
involved, which would require further checks to ensure consistency and reliability). Although the study has
addressed “between-coder” inconsistency by having one coder, the “within-coder” inconsistency may not have
been addressed. To overcome this issue, the first author reviewed her codes multiple times and discussed the
codes with the other co-authors to get some level of quality control.

During coding, we concentrated on extracting “manifest meaning” (what has been said) or surface meaning of
the data instead of “latent meaning” (what is intended to be said) or deeper meaning [12]. In extracting “manifest
meaning,” the words in the text were used as they are, rather than finding the underlying meaning of the words
or text [12]. Some examples of how we coded the focus group data are shown in Table 2.

The study adopted Erlingsson and Brysiewicz’s coding model [28] for content analysis. The steps in the model
are easy to follow and understand for coding the focus group data. Before coding, data (transcripts) preparation
was done by the following steps:

(1) Transcribed the audio recordings of the focus group discussions manually. Transcription software was not
used for privacy and accuracy purposes. The researcher listened to the recordings several times to ensure
the accuracy of the transcription. Additionally, “member checking” was used to increase the accuracy of
the transcription [22].

(2) Labelled all transcripts with names of the Focus Groups (FG) – FG1, FG2, FG3, FG4, FG5, FG6 and FG7.
Participants were labelled with the name of the National CSIRTs they represent for privacy purposes. If
there is more than one participant from the same national CSIRT, they are labelled as Participant 1 and
Participant 2, followed by the national CSIRTs.
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Table 2. Coding of the Focus Group Data

Transcripts Segments Code Group

(Category)

Focus Group 4 – P1

“We talked to our peers in our vicinity when

we do a lot with our European counterparts. We

meet about with other teams at FIRST meetings

or international conferences and nationally, as

well as we talked to fellow teams in the Austria on

what they’re using, what their experience is and

that kind of like gives us the feedback to know,

hey, is it worth looking at.”

“We talked to fellow teams in

the Austria on what they’re

using, what their experience is.”

Talk to fellow

teams

Evaluation

Practices

Focus Group 1 – P1

“Then for tooling, it’s all in usability. For tooling,

it’s important that the needs of the entire goals

we have in processing data, in case of sensors and

sensor network it’s finding problems.”

“It’s all in usability.” Usability Criteria

Tool

Evaluation

Focus Group 2 – P1

“For tools the main challenge is time if we look

through our data, our tracking of what’s vulner-

able, we get every other day and tool that some-

one builds somewhere across the world and we

just don’t have the time to look at all new toys

and tools that are popping up globally.”

“The main challenge is time.” Time challenge Evaluation

Challenges

(3) Loaded all transcripts into qualitative data analysis (QDA) software. We used Atlas.ti version 8.4.5, one
of the most widely used QDA softwares [58]. The QDA tool was used to store transcripts and manage the
coding process [43].

(4) Data is now ready for the coding process.

After the above steps, transcripts and data are ready for subsequent coding. The coding of data follows the
below steps:

(1) Transcripts: Read the transcripts in two steps: (a) read for the first time to get an overall understanding
and impression of the data, and (b) read several times (3) to gain a better understanding of the data and
grasp the details and gist of the data.

(2) Segments: We highlight and extract the content of the transcripts that are particularly interesting to the
study topic and align with the research questions. This is referred to condense the transcripts into segments
with significant information only.

(3) Codes: Generated codes (inductive coding) from the segments of the transcripts while keeping the research
questions in mind [1, 19], as opposed to deductive coding. The lack of related research on the study’s topic
justifies inductive coding to extract as much information from the data. Additionally, inductive coding
is suitable for developing new procedures and guidelines. Notably, in-vivo coding, instead of descriptive
coding, was used to code the actual spoken words or other specialised words uttered by the participants
besides better engaging with participants in generating codes [9, 36]. The codes are then scrutinised and
refined to ensure consistency.
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(4) Code categories or code groups: A category consists of codes dealing with the same issue or similar mean-
ings. This is often short, factual sounding, with manifest meaning visible in the category and with limited
interpretation by the researchers [28]. We grouped the codes, using a bottom-up approach, by sorting
and appraising the codes to determine which codes belong to a similar group, forming a category aligned
with the research questions. Additionally, we also grouped codes based on their semantic meanings. The
categories are then inspected for completeness and redundancy.

3.3 Research Ethics Considerations

As the study involved human participants, before recruiting any participants, we submitted a research ethics ap-
plication to the University of Kent’s Central Research Ethics Advisory Group (CREAG) under the reference
number CREAG087-09-2021 and received a favourable opinion.

An electronic Participant Information Sheet (PIS) was provided to participants giving details about the
study, explaining the scope of the study, their rights to withdraw without giving a reason, what data will be
collected and how it will be processed, stored and used. In addition, an electronic Consent Form was provided
to each participant to get their consent. All participants willingly gave their consent to participate in the study
and agreed to have their direct quotes included in any research publications resulting from this study, with their
personal information anonymised. The Participant Information Sheet (PIS) and the Consent Form used in
the study can be found at https://cyber.kent.ac.uk/research/CSIRTs/Focus-Group/PIS.pdf and https://cyber.kent.
ac.uk/research/CSIRTs/Focus-Group/Consent-Form.pdf, respectively.

4 RESULTS

This section presents the results in the order of the RQs defined in Section 1. First, we present demographic
information about the participants, followed by the answers to the RQs. It should be noted the result focuses on
qualitative – insights from participants’ conversations, though there is a minimal interpretation of the data in
numbers and figures. The study used “P” to refer to participants and “FG” to refer to focus groups. The seven
transcripts from the focus group discussions were condensed into 266 segments related to topics of interest for the
study for subsequent encoding, keeping in mind the research questions. Then from the 266 segments, 289 codes
were identified that precisely capture topics of interest for the study, keeping in mind the research questions. The
289 codes were grouped into six code groups or code categories based on semantic similarities. The code groups
are (1) tool definition, (2) data definition, (3) evaluation practices, (4) tool evaluation criteria, (5) data evaluation
criteria and (6) evaluation challenges. Additionally, we also created 66 memos to facilitate analysis. The code
book for the study is available at https://cyber.kent.ac.uk/research/CSIRTs/Focus-Group/Codebook.pdf.

4.1 Demographic Information about Participants

Participants’ roles in their respective national CSIRTs are presented in this section. The majority (13) of the par-
ticipants were involved in the day-to-day technical and operational roles of the participating national CSIRTs.
The roles include Team Leader, Analyst, Senior Analyst, Specialist, Security Engineer and Executive. The re-
maining seven participants were involved in managing and administrating the operations of the participating
national CSIRTs. Their roles include Director, Head, Deputy Head, Advisor and Principal Administrator. The
more detailed statistics of the roles can be found in Table 3.

4.2 Definitions of Tools and Data – (RQ1)

RQ1 aims to understand how tools and data are defined from the viewpoints of the participating national CSIRTs.
We took Google Hack Database (GHDB) (https://www.exploit-db.com/google-hacking-database/) as an ex-

ample and asked the focus groups to define if GHDB is a data or a tool. We referred to GHDB because, in our
previous study, it was unclear if GHDB is considered a tool or data. Hence, this study intends to clarify this. All
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Table 3. Participants’ Roles within the National CSIRTs

Roles Number of Participants

Director 1
Head 2
Deputy Head 1
Team Leader 2
Principal Administrator 1
Advisor 2
Specialist 3
Senior Analyst 1
Analyst 4
Security Engineer 1
Executive 2

focus groups (seven) agreed and defined GHDB as data consisting of hackers’ tactics, techniques, procedures
(TTP) and indicators of compromises (IOCs), as well as a database or a data resource to search and collect
additional information to understand threats and facilitate incident response.

4.2.1 Definition of Tools. All seven FGs defined tools as follows: “Tools are essential to support specific functions
and purposes in the operations of national CSIRTs, e.g., for network analysis, facilitating incident reporting, processing
raw data, bringing value to users, improving existing processes and generating more productive outputs, ultimately
achieving users’ goals and targets.”

On the definition of tools, one participant pointed out that tools are very loosely defined and also very loosely
interpreted in the literature, and it was timely our study raised the question. According to another participant,
the literature also tends to be imbalanced in defining tools, covering certain types of tools only, e.g., forensic
tools, while under-appreciate other tools, e.g., email and ticketing tools.

4.2.2 Definition of Data. Considering that the research literature supports diversified definitions of data [100],
we wanted to understand how data is defined by national CSIRTs.

All seven focus groups defined data as: “Data can be differentiated based on the access level of the data and how
it can be shared with others (e.g., ‘open data’, ‘public data’, ‘closed-source data’ and ‘commercial data’), for commu-
nication, to facilitate investigations, obtained from the Internet, trusted partners, vendors, shared and disseminated
accordingly.”

The focus groups clarified the difference between open data and public data. All seven focus groups defined
“open data” as free for the general public but came with an agreement defined by data owners concerning sharing
and circulating open data. While “public data” can be accessed, shared and circulated freely by the public without
restrictions or prior agreements with data owners.

When asked about data, all seven focus groups defined data in the context of incident response. The focus
groups defined data with examples of data such as IP addresses, log lines, botnets, leaked information, and web
services. Furthermore, one focus group explained that data must be massaged to identify actionable information.

One participant informed that without data, national CSIRTs would not know what incident to handle, as
stated by a participant:

“Without this data we won’t be knowing what to do, what to handle.” (P1, FG3)

The focus group explained that a tool needs data as the input to operate, while data needs a tool that converts
the data into more meaningful information.
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Table 4. Detail Evaluation Practices of Tools and Data in Participating National CSIRTs

Evaluation Practices Detail Evaluation Practices (Based on FG Data) FG

Refer to community reviews Community and global reviews available on the Internet, interacting with people

and peers, getting second opinion from other practitioners, feedback from trusted

users within communities

5

Staff self-check on their own By trial and error – try number of tools, verifying and checking source codes, trust

and confidentiality of data sources, own experiences with the tools and data, re-

sults from the tool itself, self-weighing data – sensibility, validity of data, trust

and confidence with data and tool, check reputation of data – from trusted peo-

ple, following law and government regulations on data privacy & protection, get

impression and rate the data – good or bad

5

Check with other CSIRTs Communication with other national CSIRTs – through CSIRT networking, inter-

actions at conferences, meetings and talk to fellow teams within a constituency

4

In-house evaluation Conduct proof of concept (POC), through use cases, stress testing, vulnerability

testing, functional testing, conduct trial run

2

Mix of in-house and external

party

Have external companies do the testing in addition to in-house evaluation 1

Fig. 1. Current practices in evaluating tools and data in participating national CSIRTs.

4.3 Standards and Practices for Evaluation of Tools and Data – (RQ2)

RQ2 aims to identify the current standards and practices in evaluating tools and data in the participating national
CSIRTs and the wider community (particularly the relevant industrial sectors) based on participants’ knowledge
and experience. The study found that all participants (20) from the seven focus groups were unaware of spe-
cific standards or best practices in evaluating tools and data. Though one participant mentioned two standards
– ISO/IEC 270001 “Information Security Management System” and ISO/IEC:270005 “Information Security Risk
Management”, based on our checking, these two standards are unrelated to evaluating tools or data. One par-
ticipant also mentioned “Kitemarking” (https://www.bsigroup.com/en-MY/Kitemark/Kitemark-for-products/).
However, based on our checking, “Kitemarking” is frequently used to identify product safety, not to evaluate
tools or data.

One participant pointed out that there is not much agreement on standards within the cyber security domain
compared to other domains such as the defence sector:

“And I guess in terms of standards, I think the problem with a lot of stuff in the threat spaces, there
isn’t really a huge amount of agreement on standards out there. It’s quite limited, whereas I guess in the
defence space when they’re talking about how do we value by evaluate cyber security or an organisation’s
cyber security.” (P3, FG5)
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Table 5. Challenges and Limitations in Evaluating Tools and Data in Participating National CSIRTs

Challenges Detail Challenges (Based on FG Data) FG

Lack of awareness & ex-
pertise

Lack of knowledge and awareness about tools and data evaluation standards
or practices – staff never thought of doing the evaluation, learning new tech-
nologies – to facilitate evaluation, dependent on community reviews, knowl-
edge of other evaluation solutions – i.e., riding (piggyback) on the evaluation
done by other CSIRTs.

6

Lack of process & pro-
cedures

Do not have formal process – formal procedures, guidelines, standards, no
guidance, limited standards for tools and data evaluation, no procedure for
OSINT and open-source, done on ad hoc.

5

Lack of Resources People – Lack of staff and manpower to do the evaluation (staff need to
be involved in other tasks, i.e., do Vulnerability Assessment and Penetra-
tion Testing (VAPT), involved in investigations, balancing between current
workloads and other tasks), operating under small team, need resources for
post evaluation (i.e., paperwork – documenting the evaluation, ensure sys-
tem compliance); budget constraint – to setup evaluation environment (i.e.,
additional servers, network connectivity) and time constraints – more time
is dedicated for incident response, don’t have time for proper tools and data
evaluation, more time needed to handle a high volume of incident reports.

4

All 20 participants disclosed current practices in evaluating tools and data in their respective national CSIRTs,
summarised in Figure 1. Most participants (14) mentioned they do not have a systematic, formal and proper
process for evaluating tools and data in their respective national CSIRTs. In contrast, very few participants (two)
mentioned having in-house evaluation, while one participant said the IT Department does the evaluation, and
another participant said of a mixture of internal and external evaluation. This is reflected by the comments
below:

“Let me confirm this. We also don’t have a formal process for evaluating tools or data.” (P1, FG2)

“So we don’t really have time for proper, detailed process of tool evaluation.” (P2, FG7)

“For me, I know there aren’t any formal procedures like in my opinion, there aren’t any, that’s obviously
why you were doing your research. There are no standards for using software in national CSIRTs.” (P1,
FG1)

The present study also revealed how tools and data are evaluated in the participating national CSIRTs, sum-
marised in Table 4. Most (five) FGs said they refer to community reviews to identify qualified tools and data.
Another five FGs said they self-check the tools and data for quality purposes. None of the participants men-
tioned having a proper procedure to evaluate tools and data in their national CSIRTs.

4.4 Challenges and Limitations in Tools and Data Evaluation – ( RQ3)

RQ3 aims at achieving a better understanding of the challenges and limitations that impinge the evaluation of
tools and data in national CSIRTs. These challenges are summarised in Table 5.

From the results, most focus groups (6) voiced challenges concerning a lack of knowledge and awareness about
tools and data evaluation standards or practices. Furthermore, staff never thought of doing tool and data evalu-
ation. Participants also voiced they need to learn new technologies to facilitate evaluation, which participants
found challenging. Therefore, they depend on community reviews and knowledge of other evaluation solutions
and even like riding (piggyback) on the evaluation done by other CSIRTs.
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Five focus groups revealed their challenge with evaluating tools and data because they did not have a formal
process and procedure to conduct the evaluations. The focus groups pointed out that currently, there are no
guidelines, frameworks or standards for evaluating tools and data in place in national CSIRTs, as mentioned by
a participant:

“There’s no framework we will be following.” (P1, FG3)

And another participant added:

“We also don’t have a formal process for evaluating tools or data.” (P2, FG2)

The next challenge mentioned by four focus groups is the lack of staff with small teams running the operation.
Besides lacking sufficient staff, the focus groups commented on the lack of budget and time, impeding tools and
data evaluation in their national CSIRTs. This is mentioned by a participant:

“So probably there are some number of tools out there which would be really clever and good and nice
to have, but which we just failed to evaluate because of our resource constraints.” (P2, FG2)

4.5 Candidate Criteria for Evaluating Tools and Data from Staff Members’ Perspective–( RQ4)

One of the objectives of the current study is to identify candidate criteria for evaluating tools and data based on
national CSIRTs’ perspectives who participated in the focus groups. In the McCall Model [59], software quality
factors were identified from the literature. Our study identified candidate criteria from the opinions of practising
staff members of national CSIRTs who participated in the study– improving the previous approach.

Notably, two relevant international standards – ISO/IEC 25010:2011 [46] and ISO/IEC 25012:2008 [45] were
reviewed and adopted to leverage the candidate criteria identified from the focus group study. These standards
describe principles for assessing software quality [13] and data quality [91] relevant to our current study. These
standards were adopted in previous studies for software evaluation [53, 66, 67, 88, 99] and data evaluation [91],
perceived as the best model for software quality evaluation compared to other models [60]. Additionally, the
above ISO/IEC Standards are the latest. They are not obsolete and were reviewed as valid by the ISO/IEC Stan-
dards Committee.

Additionally, we also reviewed and leveraged other Software Quality Models, e.g., McCall Quality Model [59],
Boehm Software Quality Model [15], FURPS Model [37, 49] and Dromey Model [26] apart from ISO/IEC
25010:2011 ‘‘Systems and Software Quality Requirements and Evaluation (SQuaRE)”. We limit to the
above models only as these are commonly cited from the literature [5, 23, 68, 79, 86].

We used the term “criteria,” which refers to quality characteristics of a software tool and data, as defined in
ISO/IEC 25010:2011 “Systems and Software Quality Requirements and Evaluation (SQuaRE)” [46].

4.5.1 Candidate Criteria for Tools. In this study, we identified eight candidate criteria for evaluating tools from
participants’ opinions, as shown in Table 6. We extracted the candidate criteria from the focus group data using
the content analysis method with an inductive coding approach focused on manifest meaning. The candidate
criteria were then cross-checked against the ISO/IEC standards to leverage standardised names and definitions
for the candidate criteria.

Candidate criteria identified from the focus groups that are not named and defined in the ISO/IEC 25010:2011
were reviewed and decided by the researcher to include as candidate criteria. Those candidate criteria are con-
tributions from the study in improving the current models and standards.

It was found that all seven FGs mentioned that Usability and Maintainability are criteria that must be included
for evaluating tools. According to the focus groups, “Maintainability” concerns up-to-date, good maintenance
and support for tools, the ability to fix issues with the tool and the ability to add new features. While “Usability”
concerns, for example, learnability, efficiency, trust, effectiveness, accessibility and user interface.
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Table 6. Candidate Criteria for the Evaluation of Tools

Corresponding ISO/IEC
25010:2011 Criteria Term

Candidate Criteria (Based on Focus Group Data) FG

Usability Accessibility of tool to CERT, expertise, frees up time, good documenta-
tion, good performance tool,how much to train people, interface, limit
time of handling incident, solve incident in shortest time, time to pro-
duce result, usability, working more efficient result, usability, working
more efficient, accurateness of the results, benefit we can get, help our
organisation, helps to refine data, make job easier, make our output bet-
ter, meet our expectation, provide result as close as possible, reputation
of tool, tool provide value, trust of tool, trustworthiness, easiest tool,
make job more efficient

7

Maintainability Updated, well maintained, has a license, active development, has sup-
port, can audit failures, can add new capabilities, can fix a tool, active
developer, active development, feature request, large community main-
taining it

7

Security Confidentiality of tool, data we input into tools, privacy handling, in-
tegrity of tool, secure feature, free from bugs, source of tool, secure, se-
curity feature, secure interaction with all components of a tool, secure
development

6

Functionality Fundamental capability, fundamental output, functionality of reporting,
able to query data, can select type of data, fits for purpose

3

Compatibility Has API integration, can be connected to other devices, fit with other
tools, suitable for a data format, interoperability

4

Reliability Reliable in producing output, availability of tool, accessibility to CSIRT
community, can see the source code, continuous funding, Will be with
us over the following years, false-positive rates, some less false-positive

2

Context coverage Flexible tool, can be customised 2

Others Compliance, globally accepted tool, certified by regulatory, product cer-
tification, used by the community, used by the security community,
certified tool, approval from other countries, approval by legal depart-
ments, commonly used by the security community, how large is the
community using the tool, how many people are using the tool

3

This is followed by Security as mentioned by six FGs, concerns with, for example, confidentiality and integrity
of the tool. Four FGs perceived Compatibility should be a criterion when evaluating tools, for instance, integration
and interoperability. Functionality was viewed as a candidate criterion by four FGs giving examples of having
the fundamental capability and fitting the purposes of the tool. Reliability was perceived as a criterion by two
focus groups followed by Context Coverage by two FGs.

We grouped several criteria identified from the study as “others” – Compliance to security policies, Globally
Accepted, Used by Community, Certified by Regulators and Product certification Services. We did not find these
criteria in the ISO/IEC 25010:2011. Nevertheless, we decided to include them as candidate criteria as perceived
by the focus groups. “Used by Community” was expressed by participants as an important criterion for tool eval-
uation, scarcely mentioned in any standards or models. Notably, the following candidate criteria identified from
the focus group study – Reliability, Flexibility and Automated Report Generation are consistent with a previous
study about elements of good-quality tools [17].

Digital Threats: Research and Practice, Vol. 4, No. 3, Article 45. Publication date: October 2023.



Understanding How National CSIRTs Evaluate Cyber Incident Response Tools and Data • 45:17

Table 7. Candidate Criteria for the Evaluation of Data

ISO/IEC 25012:2008 Term Candidate Criteria (Based on FG Data) FG

Credibility Data – legitimate data, reliable data, data integrity, data is secure; source
of data – place we download data is trusted, quality of source of data,
reliable source, reputable source, from trusted partner, useful data

6

Confidentiality Less personal identifiable information, data comply to Privacy Act, data
is on-premise, policy to protect data in cloud, privacy of data

4

Currentness Regularly reported, data is updated 2

Understandability Structured data, has data model 2

Completeness Backward compatible – There is a history (at least two years) of the
same data, contains risk, how important is data, data provides value,
data has threat level

2

Precision Has information for correlation, data that can be acted, data impacting
a region or economy

2

Accuracy Fewer false positives 1

Efficiency Machine-readable, Can do right thing 2

4.5.2 Candidate Criteria for Data. Eight candidate criteria on data quality characteristics based on partic-
ipants’ opinions were identified and summarised in Table 7. These criteria identified from the focus group
discussions are aligned with the criteria defined in the international standard ISO/IEC 25012:2008 “Software
product Quality Requirements and Evaluation (SQuaRE) – Data Quality Model” [45]. The same approach
we used to identify candidate criteria for tool evaluation was used in identifying candidate criteria for data
evaluation.

Most focus groups (6) perceived Credibility as a criterion for evaluating data. Participants viewed reliability,
integrity, legitimacy and security of data must be followed when evaluating data for incident response. Four focus
groups are of the opinion that Confidentiality must be a candidate criterion for evaluating data. This includes data
complying with privacy acts, and personal information in the data is limited. Other candidate criteria expressed
by the focus groups (2 FGs for each criterion) are Precision that allows data to be acted upon, Completeness
related to such as having historical information in the data, Currentness related to timeliness of the data and
Understandability of the data. Efficiency and Accuracy (one FG for each criterion) were perceived as candidate
criteria for evaluating data. The candidate criteria identified from the study are also consistent with previous
studies [91].

It should be noted that the focus group study identified candidate criteria for evaluating tools and data based on
the opinions of participating national CSIRTs’ staff members, who have operational experiences and knowledge
about tools and data.

The results of the focus group study are discussed in the next section.

5 DISCUSSIONS

This section discusses our key findings of the study’s results, study limitations and future work. The key findings
are discussed according to the study’s research questions (RQ).

5.1 Key Findings

5.1.1 RQ1: Definitions of Tools and Data. It is clear from the results that tools and data are defined prag-
matically by participants based on their knowledge and experience as staff members of national CSIRTs. This
gives the impression that the participants have well understanding and knowledge of the tools and data they
use daily to facilitate incident responses. The results also show that tools and data depend on and complement
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each other, playing vital roles in the operations of national CSIRTs. Interestingly, the definition of data identi-
fied from the study is consistent with how the literature defines data, though, in principle, the definitions can
be quite diverse [100]. Moreover, all national CSIRTs participated in the study had a common understanding of
what constitutes tools and data. Such a common understanding is crucial for timely threat information sharing,
tools and data exchanges among national CSIRTs, which could help improve overall incident responses.

5.1.2 RQ2: Standards and Practices for Evaluation of Tools and Data. A lack of knowledge about standards
and best practices for evaluating tools and data among the focus groups indicates: (1) the ad hoc practices of
tools and data evaluations in the participating national CSIRTs, and (2) a lack of systematic procedures for eval-
uating tools and data in the participating national CSIRTs. These are consistent with findings from previous
studies [61, 62].

Findings from the focus group discussions give the impression that participants are positive towards systemat-
ically evaluating tools and data. Notably, other national CSIRTs also desire to develop an approach for evaluating
tools and data by getting collective opinions from other national CSIRTs, indicating the need and importance of
the research undertaken on this topic. A participant revealed this:

“When it comes to evaluating, I’m not sure how that is organised in NCSC-XX, but I know that we are
still desiring for a more international approach to evaluating the tools that we use in the community
and also to get ideas from other countries and other national CSIRTs and to share our best practices.”
(P2, FG1)

Findings from the study are also consistent with what was reported in a recent study [14], which stressed
the need to evaluate tools, particularly open-source tools, to ensure the sustainability and success of national
CSIRTs’ operations. This calls for more research to establish systematic procedures to evaluate tools and data
for national CSIRTs, benefiting the broader security community.

5.1.3 RQ3: Challenges and Limitations in Tools and Data Evaluation. There is also a general agreement among
all focus groups about the challenges in tools and data evaluation in their national CSIRTs. Among all the chal-
lenges, one is particularly important: lack of formal process and procedures for evaluating tools and data – which
relates to what we are doing now and potential future work. The challenges voiced by the participants are impor-
tant as they give the impression that establishing a systematic procedure for evaluating tools and data is beyond
national CSIRTs’ capacity – due to a lack of expertise, staffing, resources and budget issues. This tells why re-
search work by independent researchers like us is necessary to improve the practices in national CSIRTs – one
such work is presented in this study. This also indicates an urgent need to develop more cyber security-related
procedures by stakeholders and researchers. The focus groups’ eagerness to know the outcome of our study
also implies how national CSIRTs are receptive to systematic procedures for operations to improve practices,
reflected in some candid comments by participants.

5.1.4 RQ4: Candidate Criteria for Evaluating Tools and Data from Staff Members’ Perspective. The feedback
and discussion among the focus groups on selecting the best candidate criteria for evaluating tools and data
give the impression that national CSIRTs are receptive towards working together with researchers to develop
systematic approaches and procedures, such as a set of criteria for evaluating tools and data. Such positiveness is
important for this study in identifying candidate criteria through interactive discussions among the focus groups.
This could help national CSIRTs to make good evaluations of tools and data in the operations. Notably, some
candidate criteria from the study could enhance the current tool and data evaluation standards, e.g., ISO/IEC
SQuaRe Standards.

Though the candidate criteria reported in this study may not be complete, they can serve as a foundation for
further refinements and extensions in future work for more firm and concrete criteria. This is further described
in 5.3.
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5.2 Limitations

Several limitations were encountered while conducting the study. One limitation is the participants’ reluctance
to provide details of their operational practices due to privacy and confidentiality concerns. A similar limitation
was reported in a previous study as well [62]. This might limit the completeness of the study’s information and
findings. However, the limitation can be mitigated by considering the fact that the main findings are consistent
with the first author’s personal experience as an employee of a national CSIRT.

Regarding the limitation of the number of participants, it should be noted that for a very closed community like
national CSIRTs, recruiting 20 willing and qualified participants from 15 national CSIRTs was not easy, so this
could be considered a success. Nevertheless, we acknowledge the limitation and suggest conducting follow-up
work with more participants from a wider range of national CSIRTs.

Another limitation of the study is the quality of the focus group data. Focus group discussions held later
might yield better quality data than those held earlier, as the first author improved her skill in moderating the
focus groups. However, this limitation can be mitigated by the fact that the quality of the focus group data is
incremental. Notably, this study focused only on free tools, open-source tools and public data, not closed-source
and commercial tools and data. This is a limitation of the study, but future work could address it by expanding
the study to include closed-source and commercial tools and data.

5.3 Future Work

First, future work can be done to address some of the limitations discussed in the previous subsection, e.g., on
a follow-up study with more participants from a wider range of national CSIRTs. It is also useful to consider
re-running the focus group discussions with different settings. For instance, national CSIRTs may be put into
focus groups based on their different types, and the results can be compared to identify any differences.

Findings from this study indicate a critical need to conduct more research to help national CSIRTs (and the
wider CSIRT community) develop more standardised procedures for systematically evaluating tools and data. As
such, we call on the cyber security community to conduct further research to cross-validate our study findings
and apply these findings in a wider cyber security context to improve current practices.

Therefore, one of the future works from this study would be to conduct semi-structured interviews to get
opinions from staff members of national CSIRTs on how they perceive the usefulness and deployment of the
candidate criteria identified from this study. The opinions and feedback from the interviews could help refine
the candidate criteria into more concrete ones. Another future work would be to validate the candidate cri-
teria by applying the criteria to evaluate sample tools and data sources using a number of metrics. Doing so
would prove the applicability and feasibility of applying the candidate criteria in practice. This supplements the
feedback from the semi-structured interviews and makes the candidate criteria more credible and reliable. This
follow-up work can also consolidate the results from the focus groups reported in this paper and verify their
generalisability.

Once validated in the above-mentioned future study, we plan to release the candidate criteria as an open
resource and recommend them to national CSIRTs as useful references via cross-national-CSIRT channels and
platforms such as FIRST and ENISA. We will also release the evaluation results of the sample tool and data
source in attachments to the candidate criteria as case studies. Hence, national CSIRTs have more concrete
examples or case studies to guide their pilot and deployment of the candidate criteria to evaluate tools and data
sources.

Another interesting future research direction is to construct a taxonomy or an ontology that will connect
the criteria, different types of tools and data sources used by (national and non-national) CSIRTs, and concrete
metrics that map the criteria to characteristics of different tools and data sources. Such a taxonomy or an on-
tology will help inform the development of more practical operational guidelines and potentially enable partial
automation of the tool and data evaluation process.
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6 CONCLUSION

This paper presented seven online focus group discussions comprising 20 staff members from 15 national CSIRTs
worldwide. The study gained rich insights into the current practices and challenges with tools and data evalu-
ations in the operations. The study also identified candidate criteria for evaluating tools and data through in-
teractive conversations and discussions. It should be noted the topic presented in the study is less studied in
the current cyber security research literature. Still, there is a growing need to address the issues and challenges
highlighted in this topic.

This study contributes four key findings. First, the study found a lack of staff awareness and fundamental
knowledge regarding standards and practices in tools and data evaluation. Second, there is a need to establish
criteria for a systematic evaluation of tools and data evaluation criteria for national CSIRTs. Third, the study iden-
tified a set of candidate criteria for evaluating tools and data. Fourth, the study revealed several challenges that
impinge tools and data evaluation across the participating national CSIRTs, particularly the lack of procedures,
guidelines, resources (staff, budget, time), skills and expertise. In summary, it is important for national CSIRTs
to understand how to make a good evaluation of tools and data. Hence, the candidate criteria identified from the
study can be a starting point to customise and enhance the evaluation of tools and data in national CSIRTs.
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