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ABSTRACT

On the night of the 13/14th of March 1986 the European Space Agency's
Giotto spacecraft passed within 600km of the nucleus of comet P/Halley. On
board the spacecraft was an impressive array of experiments designed to study
all aspects of the cometary coma and provide high resolution images of the
nucleus.

The principle experiment designed to measure the coma dust mass
distribution was called the Dust Impact Detection System (DIDSY). The design
operation and performance of this experiment are considered and details are
provided of post-mission recalibration, including the development of a
software simulation to aid in the interpretation of the returned data.

The faulty operation of one of the DIDSY sensors resulted in the use of
the front end channels of the Particulate Impact Analyser Experiment (PIA) to
provide information on particles of mass 10-1%g < m < 10-15kg. The techniques
used to extract the required information and calibrate the sensor using
encounter data and the inter-relationship between different operating modes is
described.

The analysis of impacts which caused multiple detection by two or more
of the DIDSY sensors is described and the results from these multi-sensor
events used to extend the measured mass range up to 10-5kg.

A mass distribution representative of the coma passed through by Giotto
was constructed and this is combined with a simple model to obtain the dust

production rate and dust to gas ratio.
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CHAPTER 1

INTRODUCTION




Prior to the spacecraft encounters with comet P/Halley the main source
of information on the nature and distribution of cometary dust grains was
gathered from remote observations of comets and from laboratory
measurements of micrometeoriods collected from the upper atmosphere. Two
types of remote observation were used to determine the dust mass distribution,
modelling of the thermal emission spectra and modelling of the dynamics in
dust features such as jets and halos (Divine et al., 1986). In both cases the
observations were subject to bias by those grains which dominated the
scattering cross section.

The modelling of the infrared thermal emission spectra is based on the
assumption of an equilibrium state between absorbed and emitted radiation,
where the efficiency of emission and therefore temperature of the grain is
dependent on the grain size (Hanner, 1983). Grains greater in size than about
10pm will exhibit temperatures close to a black body, while the temperature of
smaller particles must rise significantly before equilibrium is reached. The
situation becomes more complicated if non-equilibrium conditions occur (e.g.
large slowly rotating grains), or if the composition or surface texture differs
from what is assumed.

The modelling of dust features involves the calculation of particle
trajectories under the interaction of solar gravitational attraction and solar
radiation pressure (Probstein, 1969). The trajectory of a particle, or jet of
particles, emitted from the surface of a comet will depend on the particles size,
composition and mass. It also depends on its emission velocity from the
surface and hence on the gas production rate. Within about 4AU the gas
production is dominated by sublimation of water ice (Delsemme, 1987),
however at greater distances where volatile components may be locked in a
water ice matrix, the mechanism for emission and outburst is less clear. These

factors will be particularly important during consideration of future cometary
.
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Figure 1.1: A total encounter fluence prediction for the Giotto spacecraft from
(Divine & Newburn, 1987).

rendezvous missions (e.g. Rosetta) which will almost certainly take place at
large heliocentric distances.

Based on the techniques described above, predictions were produced to
describe the dust distribution along the Giotto trajectory. Figure 1.1 shows the
predicted Giotto encounter fluence based on the pre-encounter modelling of
Divine et al.,(1986). Of particular note is the lack of any particles below masses
of ~10-15kg and a constant mass distribution slope continuing for masses above
~10-%g, these represent the two regions of the mass distribution which, due to
either low thermal emission, or small scattering cross section, are not normally
viewed in ground based observations.

The Giotto probe (see Chapter 2) was ESA's first interplanetary mission
and joined two spacecraft from Japan and two from Russia to make up a small
armada of space probes with the aim of making the most wide ranging and

detailed study of the cometary environment ever. In terms of dust



instrumentation, Giotto had two experiments dedicated to the observation and
analysis of the dust coma, the Dust Impact Detection System (DIDSY) was
designed to measure the distribution of different sized particles within the
coma, and the Particulate Impact Analyser, was designed to measure the
composition of impacting dust grains.

Throughout this work reference will be made to three specific mass
ranges which correspond to the three particular regions of interest, defined

below:-

i) Small mass particles 10-1%g < m < 10-15kg
ii) Intermediate mass particles 10-13kg < m < 10-%g

iii) Large mass particles 10%%kg < m < 10-5kg

Data for each of these mass ranges comes from a different dataset, small
particles from the Particulate Impact Analyser (PIA) (Chapter 6), intermediate
from the Dust Impact Detection System (DIDSY) 'binned' data (Chapter 5) and
large masses from the DIDSY 'discrete’ data (Section 7.3).

The failure to release the cover which was used to protect the most
sensitive of the DIDSY sensors from damage during the firing of the kick
motor, was a major set back. Especially since none of the other DIDSY sensors
provided anything approaching the same sensitivity. To overcome this loss, a
method was devised to use front end detectors from the PIA experiment as
absolute flux detectors. This analysis, the results from it and its limitations are
described in Chapter 6.

In an attempt to improve the reliability of the DIDSY data a complete re-
appraisal of the available calibration data sets was carried out (Chapter 3). In
addition, a software model of the experiment was developed so that the effect
of the high flux rates observed at encounter, on the operation of the

experiment, could be calculated. The design, implementation and testing of the



simulation are presented in Chapter 4. It was used extensively in the analysis of
the returned telemetry stream, for the identification and rejection of erroneous
data. In some cases it was possible to correct previously unreliable data based on
the results from the simulation.

The analysis of a special sub-set of the data, where multiple sensors
detected a single impact, provided information on the mass distribution at
large masses (m >10-%kg). The analysis (Section 7.3) used the ratio between the
signal levels on two sensors to determine the position of the impact site and
hence the sensitivity appropriate for the calculation of the mass of the particle.

Combining data from PIA, DIDSY 'binned' and DIDSY 'discrete’' data has
allowed for the calculation of a total encounter fluence (Section 7.4) which is
representative of the region of the coma passed through by the space probe and
which covers a mass range of over 12 orders of magnitude. Of particular
interest, are the observations at small, and large masses, which were
inaccessible to the remote observations on which many of the pre-encounter
dust coma models were based. The small mass data showed higher fluxes at
greater distances from the comet (Section 8.1) than expected. The large mass too
showed an excess over pre-encounter models both from DIDSY measurements
(Section 7.3) and also from measurements by other instruments on Giotto
(Section 7.5). If this excess is representative of the coma as a whole, it has
important implications for the optical and infrared remote observations. Three
possible models which could account for the excess based on different nucleus
and coma distributions are considered (Section 8.2).

In Section 8.3 two fluence distributions, one based on the observed mass
distribution, and the other similar but without the large mass excess are used to
to determine the nucleus emission function, dust production rate and by
comparison to the gas measurements made by the NMS experiment
(Krankowsky et al. ,1986), the dust-to-gas ratio. It is no surprise that the results

obtained differ markedly.




Finally, the conclusion considers the state of the dust experiments after
the encounter with Halley in connection with a proposal to extend the mission

and send Giotto on to a second cometary encounter.
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Initial plans for a joint European and U.S. cometary flyby and
rendezvous mission failed due to technical problems and lack of funding from
the U.S. Undeterred the European Space Agency (ESA) decided to 'go it alone'
with their own flyby mission; ESA's first interplanetary spaceprobe. The
spacecraft was named "Giotto" after the Italian painter Giotto di Bondone, who,
in his painting "The adoration of the Magi", depicted the Star of Bethlehem as
a comet, based on the spectacular 1301 apparition of comet Halley. Giotto was
not the first mission to a comet, nor the only mission to visit comet P/Halley
during its 1986 apparition. These missions, and in particular their ability to
measure the coma dust distribution, are considered briefly below.

The first in-situ measurements of a comet were made by the
International Cometary Explorer (ICE) spacecraft when it passed less than
8000km tailward of comet Giacobini-Zinner on 11 September 1985 (Brandt et al.,
1988). The spacecraft was not a dedicated cometary mission but a solar-
terrestrial physics satellite which had been re-targeted via an intricate set of
orbital manoeuvres. Originally named ISEE-3, the spacecraft had been designed
to measure the interaction between the solar wind and the Earth's magnetic
field. The spacecraft's scientific payload consisted mainly of plasma and
magnetometer experiments and did not include any dedicated dust
experiments. However, some dust measurements were made by the detection
of impact plasma by the plasma wave experiment. These indicated an
approximate r2 radial dependence and dominant particle size in the range 10-
13kg<m<10-15kg (Brandt et al., 1988). ICE carried on to encounter comet Halley
on March 25, 1986 but with a miss distance of more than 107km on the sunward
side of the comet, it provided no additional information on cometary dust.

In addition to Giotto, another four dedicated missions from two space
agencies encountered Halley during its 1986 apparition. Two of the spacecraft,
Sakigake and Suisei, were produced by Japan's Institute of Space and

Astronomical Science (ISAS). The remaining two missions, Vega 1 and Vega 2,
8




were produced by Russia's Space Research Institute. Unlike the ICE spacecraft,
all of these missions passed on the sunward side of the comet.

Sakigake and Suisei (Hirao, 1986) were almost identical spacecraft with
the exception of the experiments that they carried. They were small, each
having a scientific payload of less than 15kg . Nevertheless the missions were
an amazing achievement for the ISAS and their new M-3S II launchers.
Sakigake was launched in January 1985 and represented a test spacecraft for the
Suisei mission to comet Halley which was launched 7 months later. The
scientific payload of Sakigake consisted of plasma-wave, solar wind and
magnetic field experiments, while the principle experiment on Suisei was an
ultra-violet imager. Neither of the spacecraft included detectors for cometary
dust. Suisei and Sakigake reached closest approach on 8th March 1986
(1.51x10°km) and 11th March 1986 (6.99x106km) respectively. At these large
distances the dust flux was expected to be very low (Divine et al., 1986) and
have no noticeable effect on the spacecraft. However, two large impacts of
several milligrams in size, caused abrupt changes to the attitude of Suisei, just
before and after closest approach (Hirao & Itoh, 1987); a clear indication of a
higher than expected density of large particles.

Vega 1 and Vega 2 were essentially identical spacecraft. The encounter
with comet Halley represented only part of a joint mission. The other half
involving a flyby of Venus during which balloons were dropped into the
Venusian atmosphere (Sagdeev et al., 1986). The Vega spacecraft included an
extensive scientific payload of more than 125kg. Experimentation for imaging,
spectroscopy, magnetic field measurements and the study of dust, gas and
plasma were all included (Grard et al., 1986). The dust experiments provided
measurements of the dust distribution over the mass range 10-1%g < m < 10-
kg (Mazets et al.,, 1987; Vaisberg et al., 1987) during the Vega 1 and Vega 2
encounters on 6 March 1986 (8890km closest approach) and 9 March 1986

(8030km closest approach). Comparison of Vega and Giotto results have been
g




presented in Pankiewicz, 1989. The Vega dust experiments could not readily
detect particles with masses greater than 10-%kg due to the low flux rates and
small sensor areas involved. However, more recently, some attempts have
been made, using the encounter data from the plasma-wave and Langmuir
probe experiments, to identify the impact plasma from large events hitting the

spacecraft structure (Trotignon et al., 1987; Laakso et al., 1989).

2.1 TARGET SELECTION

In deciding a target for a cometary flyby mission a number of factors both
technical and scientific have to be considered. On the scientific side a target is
required with a high dust and gas production and that is likely to exhibit
features of interest such as outbursts, tail discontinuities and jet structure.
These requirements best fit fresh, new comets and generally excluded shorter
period comets which are seen to be less active, due to a build up of an
insulating dust mantle over a number of perihelion passages (Whipple, 1950).

As important as the scientific criteria are the technical aspects of a
mission, measurements can only be successfully completed if the ballistic
trajectory of the spacecraft passes within a suitably close distance of the comet.

This requirement is split into two separate issues.

i) Having a good ephemeris so that the position of the comet is known
well in advance to allow for mission planning. This excludes comets
which have been observed for the first time and long period comets
where insufficient data is available from previous apparitions to
build an accurate ephemeris. Namely, those comets most likely to

satisfy the scientific criteria!
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ii) Constraints on the spacecraft delivery and telemetry systems. The
lower the energy requirement for the transfer from the geocentric
transfer orbit to the heliocentric intercept orbit, the greater the
payload opportunities (in terms of available mass) for a particular
launch vehicle (in the case of Giotto the ESA Ariane-1). Such energy
constraints realistically limit non-gravity assisted missions to within
the plane of the ecliptic and so a target with either favourable
ascending or descending nodes is required. In this case favourable
means small heliocentric distance for higher cometary activity and
greater solar cell output and small geocentric distance for improved
telemetry link (and better opportunities for coincident remote

observations).

9/8 encounter -~
14/3/1986 Y
(post! perihebon)

Figure 2.1: The Giotto orbit from launch on 2 July 1985 until encounter with
Comet P/Halley on 13/14 March 1986 (from Reinhard, 1988). The encounter
occurred at the descending node of Halley's orbit and due to the retrograde
nature of the comet's motion resulted in a relative encounter velocity of

68.4kms-1
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Comet Period | Perihelion [Inclination| Favourable Departure
(years) |distance (AU) | (degrees) | perihelion |velocity (km/s)*
Encke 3.31 0.341 11.9 |1990 Nov 3.6 10
2000 Sep 28.7 10
Temple-2 5.27 1.369 12.5 | 1988 Sep 16.7 4
1999 Sep 6.6 3
Honda-Mrkos- 5.28 0.579 13.1 |1990 Sep 20.0 4
Pajdusakova 1996 Jan 17.3 10
Tutle-Giacobini- 5.58 1.124 9.9 |1990 Feb 6.6 8
Kresak
D'Arrest 6.23 1.164 16.7 |1995Jul 7.0 6.5
Giacobini-Zinner 6.52 0.936 31.7 | 1985 Sep 4.0 3
1998 Nov 9.7 4
Borelly 6.76 1.316 30.2 | 1987 Dec 18.2 5
1994 Oct 28.1 9
Arend-Rigaux 6.83 1.442 17.9 |[1984 Dec 1.4 6
Crommelin 27.89 0.743 28.9 1984 Sep 1.0 5
Halley 76.09 0.587 162.2 1986 Feb 9.3 3

Table 2.1: Orbital characteristics of ten comets selected by ESA as possible targets
for a cometary encounter mission between 1984 and 2000.
* The departure hyperbolic velodty required to intercept the comet, lower
velocities require less energy and are therefore preferable.

For ESA's first interplanetary mission, a short list of ten possible

candidates (Table 2.1) with perihelion passages from 1984 to the year 2000, were

chosen from the more than 1000 recorded comets (Reinhard, 1986). Comet

P/Halley best fitted both the sdentific and technical requirements. Halley had

been observed in all of its last 30 apparitions and displayed an activity

comparable to that of new comets. Being so well observed, meant that an
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accurate ephemeris had been calculated. In addition the low energy
requirement for an intercept orbit made Halley an excellent choice. The most
significant disadvantage was that due to the retrograde nature of P/Halley's
orbit, the relative encounter velocity between spacecraft and comet would be
high (~70kms-1) resulting in an increased hazard from hypervelocity dust
impacts. Figure 2.1 shows the orbit of P/Halley around perihelion relative to
the ecliptic plane. A post-perihelion encounter was favourable for an Ariane
launch from Kourou and had the added advantage of a lower heliocentric

distance (Reinhard, 1986).

2.2 THE GIOTTO SPACECRAFT

The Giotto spacecraft (Figure 2.2) was based on the design of the ESA
Geostationary Satellite (GEOS) series of satellites, which were used for Earth

remote sensing. The main differences were:-

i) An increase in size to accommodate the larger scientific payload of
58.9kg.

ii) An increased solar array required to power the spacecraft.

iii) The addition of a kick motor to transfer from the geocentric to
heliocentric intercept orbit.

iv) The addition of de-spun high gain antenna.

v) The addition of a meteoroid protection system.

The requirement for a meteoroid protection system arose due to the high
relative encounter velocity; damage to the spacecraft by hypervelocity dust
impacts represented a serious hazard to the mission (Reinhard, 1979; Hughes,
1979). To lessen the risk to vital spacecraft components a dual-sheet bumper
shield was designed, consisting of a Imm aluminium front 'sacrificial' shield

separated by 230mm from a 15mm composite Kevlar and polyurethane rear

13




shield. Particles with masses greater than the penetration limit of the front
shield would be 'shocked' during their passage through the shield resulting in
complete or partial vaporization of the particle. The jet of material would
spread in the intervening space between the shields resulting in a distribution
of the impulse over a larger area of the rear shield. By spreading the energy of

the impacting particle over a larger region, the degree of protection afforded by
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Figure 2.2: Cross section of the Giotto spacecraft (from Reinhard, 1988) showing
the front and rear bumper shields at the bottom and the high gain antenna at
the top. The spacecraft velocity vector is downwards.
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a shield of given mass was considerably enhanced (Reinhard, 1986). The dual
bumper shield weighed only 50kg yet was able to stop a 0.1g particle travelling
at the encounter velocity. To obtain similar results from a single aluminium
shield would have required a shield more than 8cm thick (Reinhard,1988) and
weighing more than 600kg.

The spacecraft telemetry system made use of a 1.4m high gain antenna
which could operate in two modes; S-band (2.1GHz uplink and 2.3GHz
downlink) and a higher power consumption X-band (8.4 GHz downlink). The
S-band mode was used mainly for housekeeping operations, while the higher
bandwidth X-band mode was used during encounter to provide a 46kbits-1 data
rate (40kbits'! of science). The spacecraft was spin stabilized with a period of
~4s. Since the spin axis was aligned with the relative velocity vector of the
spacecraft, continuous communications during encounter could only be
maintained by inclining the high gain antenna at 44.3° to the spin axis and
using a despin mechanism. The pointing requirements of the X-band signal
were very stringent, a misalignment of > 1° resulting in the possible loss of
signal. Therefore, to ensure correct alignment, a closed-loop system between
the despin mechanism and the sun-sensor was used; thus changes in the
spacecraft spin period were automatically accounted for.

The Giotto telemetry stream was split into manageable units called
'Frames', each telemetry frame lasted ~0.35s at 46kbits’l. The telemetry frames
produced during encounter consisted of 2040 bytes, comprising synch, frame
number and timing information, a block of 32 bytes of housekeeping data, a
block of 1744 bytes of science data and a block of 256 bytes Reed Solomon
encoding information. The science data block was built up from 8 recycles of
218 science bytes, the location of data from a particular experiment was fixed
within the 218 byte block. Each group of 64 frames were collectively know as a

'Format', the frame counter giving the position of a particular frame (0 to 63),
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Format Description

— . —— ————————— — e — —— i ————— —— —— ———— —— ——— — — . ———— — — —— —

'HK Format' Housekeeping data only - No science data

Science 'Format 1' Higher allocation for plasma experiments,
Lower allocation for dust experiments.

Science 'Format 2' Higher allocation for dust experiments,
Lower allocation for plasma experiments.

Science 'Format 3' Cruise Science mode.
No dust experiments or NMS

Table 2.2: The different telemetry formats available to the Giotto spacecraft.
Only 'Format 1' and 'Format 2' were used during the encounter.

within a format. The spacecraft could operate in one of four formats (Table 2.2).
The formats differed in their allocation of the available 2040 bytes within a
frame, between scientific experiments and spacecraft systems. During the night
of encounter only the science formats, 'Format 1' and 'Format 2' were used (see
Section 5.3). In the case of DIDSY, 'Format 1' provided 2 locations within the
218 byte cycle (words 107 and 213) while in 'Format 2' a higher allocation of 5
locations (words 34, 71,107, 140, and 177) were available.

Giotto was launched from Kourou, French Guiana on 2 July 1985 by an
Ariane-1 rocket which placed the spacecraft in a geostationary transfer orbit
with a semi-major axis, a=24000km, eccentricity, e=0.73 and inclination i=7°.
After three orbits, the on-board solid rocket kick motor was fired resulting in a
velocity increment of 1400ms-1 and placing Giotto into the required
heliocentric, comet Halley intercept orbit (see Figure 2.1). During the following
eight month cruise phase of the mission, regular tracking, communication and
testing of the spacecraft systems and scientific payload were carried out using
ESA's 15m ground station at Carnarvon and the 64m dish at Parkes. Three orbit

correction manoeuvres were performed during this time, on 26 August 1985, 12
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Figure 2.3: The path of the Giotto spacecraft in a fixed cometocentric coordinate
system. Dust envelopes are shown derived from pre-encounter models.

February 1986 and 12 March 1986. The last of these manoeuvres, used
information from the Vega 1 and Vega 2 encounters to reduce the uncertainty
ellipsoid on the position of Halley and allow for more accurate 'aiming' of the
Giotto trajectory; the so called 'Pathfinder' concept. The orientation of the Sun,
Earth and comet relative to the spacecraft, on the night of encounter, is
indicated in Figure 2.2. The spacecraft trajectory through the coma of Halley is
shown in a cometocentric coordinate system in Figure 2.3.

The scientific payload of Giotto consisted of 10 experiments most of
which were mounted on the experiment platform located just above the rear
shield (see Figure 2.4). The experiments can be divided into three groups

corresponding to the different disciplines specified in the scientific objectives of
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the Giotto Science Working Group (Reinhard, 1981), namely optical, plasma
and gas, and dust although there was some degree of overlap. A list of all the
experiments together with acronym, power and telemetry budgets is given in
Table 2.3. Of particular relevance to this work are those experiments which
either directly measured cometary dust impacts or were able to infer impacts
from some other measurements. These will be considered in more detail in the

following sections.

Experiment Mass (kg) | Power (W) | F1 (bs~1)*| F2 (bs-1)*

Halley Multicolour Camera (HMC) | 13.51 11.5 20058 20058
Optical Probe Experiment (OPE) 1.32 1.2 723 723
Energetic Particle Analyser (EPA) 0.95 0.7 181 181
Johnstone Plasma Analyser (JPA) 4.70 .4 3975 1265
Magnetometer MAG) 1.36 0.8 1265 1265
Neutral Mass Spectrometer (NMS) 12.70 11.3 4156 4156
Reme Plasma Analyser (RPA) 3.21 3.4 2530 1807
Dust Impact Detection System (DID) 2.26 1.9 361 903
Radio-science Experiment (GRE)** - - - -

Particulate Impact Analyser (PIA) 9.89 9.1 2891 5782
Total 58.90 50.6 39393 |39393

Table 2.3: The scientific payload of the Giotto spacecraft split into three groups
corresponding to the types of measurement made, optical, gas/plasma, and
dust.

* F1 and F2 represent the experiment telemetry allocation for each of the two
telemetry modes used during the encounter.

** The Giotto Radio Science Experiment involved ground based analysis of the
spacecraft radio signal to obtain dust and gas column densities and did not
include any dedicated hardware on the spacecraft itself.
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Figure 2.4: Location on the spacecraft of Giotto's ten hardware experiments
(from Reinhard, 1986) most are mounted on the experiment platform
positioned behind the rear bumper shield. The experiments and their
acronyms are also listed in Table 2.3.
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2.3 DIDSY EXPERIMENT

The dust impact detection system or DIDSY, was the principal
experiment on Giotto designed to make measurements of the mass distribution
of grains along the spacecraft trajectory. The development and production of
the experiment involved 15 institutions in Europe and the U.S.A. and was co-
ordinated by the Unit for Space Sciences, at the University of Kent under the
leadership of the experiments principal investigator (Prof. J.A.M. McDonnell)
and project manager (Dr J.C. Zarnecki).

To cover a particle mass range from 10-1%g to ~10-5kg three different

detection techniques were used:-

i) Large to intermediate masses - m > 10-12kg - Piezoelectric detection

and shield penetration. Large particles from coincidence

measurements.
ii) Intermediate masses - m > 10-13kg - Detection of foil penetration.

iii) Intermediate to small masses - m > 10-1%g - Impact plasma detection.

Each of these methods is considered in more detail below together with a
description of the functions carried out by the experiment's data processing
unit. Additional information can be found in McDonnell et al., 1986 and

McDonnell, 1987

2.3.1 PIEZOELECTRIC MOMENTUM SENSORS

These types of sensors were first used to detect dust particles as far back as
the late 1940's (Bohn & Nadig, 1950) when they were flown by US scientists on
captured V2 rockets. The operation is based on the detection of the vibrational
bending wave generated by the impact of a dust grain on the target. An

ultrasonically resonant piezoelectric crystal is mechanically attached to the
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target plate and converts the bending wave produced by an impact into an
electrical signal. The output signal is found to be proportional to the net
impulse imparted by an impact at a particular point on the target (McDonnell,
1969) but varies with position. The positional dependence is caused by a
combination of signal attenuation related to the distance of the impact site
from the sensor, and interference caused by different signal propagation paths;
both are dependent on the target geometry and material. For impacts in the
hypervelocity regime (velocities > Skms-1, McDonnell et al., 1984) and which do
not penetrate the target, the momentum transferred is greater than that carried
by the particle itself, since target material is also vaporised and ejected. The total
momentum transferred to the target for non-penetrating particles is given by
Equation 2.1 where m and v are the mass and relative velocity respectively and
€ is the momentum enhancement factor. For the Giotto encounter velocity of
~68kms-1 a value for € of 11 is used (McDonnell et al., 1984; Wallis, 1986).
p= & 2.1)

For particles which penetrate the target, the enhancement factor must be
derated to account for the momentum which is transferred through the target

and not captured (Equation 2.2).

Mpen Y
:‘ ) (2.2)

p=£.mv(

Where mpen is the penetrating mass threshold which for particles at velocities
of 68kms-! impacting on a Imm thick aluminium target is found to be in the
range 1x10-%g to 5x10-%kg (McDonnell, 1979). v is the momentum derating
factor which defines how quickly the momentum enhancement falls off with
increasing mass, and which is assigned a nominal value of 0.66 (Wallis, 1986)

based on energy partition theory.
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Figure 2.5: The Giotto front bumper shield showing the location of the DIDSY
detectors. DID 5 is mounted on the rear Kevlar shield at the same angular
position as DID 4, but approximately half way between the inner and outer
edges of the shield. The view is from the direction of incoming dust particles
(i.e. upwards in Figure 2.2).

The DIDSY experiment uses five of these piezoelectric type sensors,
three are mounted on the rear side of the front bumper shield, DID 2 and DID 3
on the large sector and DID 4 on the small sector, the two sectors are joined by
acoustically isolating joints (Figure 2.5). These sensors are collectively known as
the MSM or 'Meteoroid Shield Momentum' sensors. Another piezoelectric
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sensor, IPM-M, is attached to the target plate of the impact plasma sensor whilst

the final one, DID 5, is mounted on the top side of the rear bumper shield and
hence is only able to detect those particles which can penetrate the front shield.
DID 5 is alternatively named the RSM or 'Rear Shield Momentum' sensor. The
signal produced by each sensor is passed through a 200kHz filter (approximately
equal to the resonant frequency of the crystal) which results in a slight loss of
sensitivity but improves immunity from lower frequency noise produced by
mechanically and thermally induced 'creaking' of the spacecraft.

As was stated above, the signal produced by this type of sensor is
dependent on the position of the impact relative to the sensors. This is a
particular consideration for those sensors mounted on the front shield where
it's large size and intricate design (including rivets and cut-out sections) results
in a complex sensitivity function. Which must be corrected for during data
analysis, this is done using pre-launch calibration measurements (see Section
3.4.1). An additional consideration in the design of the sensor electronics is to
prevent the multiple counting of a single event due to reflections of the
bending wave from the edges of the shield and at the isolating joints (Reading
& Ridgeley, 1983). This is achieved by using a ramped threshold which is set
when an initial impact is detected and where only new events which exceed
the threshold will trigger the sensor. This method imposes a limit on the rate
at which events can be detected and at high impact rates the recorded counts
must be corrected for the sensor 'dead time' introduced by this method (Section

3.6)

2.3.2 PENETRATION TYPE SENSORS

The DIDSY experiment employs two types of penetration sensor. As
mentioned above one of the piezoelectric microphone sensors is mounted on

the rear shield 230mm behind the front Imm aluminium shield. Only particles
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penetrating the front shield can be detected by the DID 5 sensors and even then,
due to the high acoustic attenuation of the Kevlar from which the rear shield is
constructed, only particle fragments and ejecta hitting close to, or directly on
the, sensor will produce a measurable signal.

The other penetration sensor used by DIDSY is the Capacitor Impact
Sensor (CIS or DID 7) . The CIS sensor consists of a 20um aluminium foil
forming the top electrode which is bonded to a thin sheet of dielectric (25um
Kapton) which has a 10004 film of aluminium deposited on the bottom surface
(Mandeville et al., 1983), this sandwich was bonded onto the front shield (see
Figure 2.6). A 50V bias voltage was placed across the electrodes to form a simple
parallel plate capactitor with an area of 0.1m2. When a particle with mass
greater than a certain limiting mass hits the sensor a conduction path is set up
between the two electrodes causing the capacitor to discharge, the change in
voltage across the plates being detected by the sub-system's electronics. The
conduction path can be manifest by either an electro-mechanical break-down of

the dielectric, a plasma path caused by the ionisation of particle and target

Top Electrode (20 u Al)

Dielectric (25 x4 Kapton)
Signal Electrode (500—1000 A Al)
Insulator (10 p Kapton)

Bonding Layer

\ \ % \
)Y 1
LIl T A7 7 T Z L7777 7y 77727 72 7 2 77 27272727775

Front Dust Shicld

Figure 2.6: A cross section of the CIS sensor, taken from McDonnell et al., 1986.
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material, or a mechanical short between the upper and lower electrodes. Since
the ionised region is in general only temporary, after a short delay the sensor
can be re-charged ready for the detection of further impacts. In the case of a
mechanical short, successive charge and discharge sequences will vaporize the
conducting material. Prior to Giotto this type of sensor had been used on the

Pegasus series of satellites to detect micrometeoroids (Naumann, 1966).

2.3.3 IMPACT PLASMA DETECTION

This method relies on the detection of the free ions produced by
hypervelocity impacts of dust grains on a solid target. The rapid dissipation of
energy at the surface results in a non-equilibrium cloud of ions and electrons
which can be separated by an electric field and the total charge measured by
charge sensitive amplifiers connected to the electrodes. The technique was
originally suggested by Friichtenicht (Friichtenicht, 1964) and subsequently used
on Earth orbiting and interplanetary probes (Berg & Richardson, 1969; Dietzel et
al, 1973). The use of electron, ion coincidence logic provides reliability, even at
high sensitivity and in high ambient plasma conditions.

The DIDSY impact plasma sub-system (DID 1) consists of two very
similar sensor, IPM-PA and IPM-PB, each with a sensitive area of 59.6cm2. The
IPM-PB sensors differs from IPM-PA in that it has thin penetration film
attached to it's front face (see Figure 2.7). In principle the film ( 2.5um
aluminised Mylar) acts as a mass filter where the penetration limit is a function
of velocity and density. Since the encounter velocity for Giotto is constant,
comparison of the count rates on the two IPM-P sensors yields information on
particle densities. Calibration of the sensor was carried out by J.R. Goller, E.

Griin and D. Mass of the Max Planck Institut Fur Kernphysik, Heidelberg using
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Figure 2.7: Cross section of the IPM-P sensor taken from McDonnell et al., 1986.

dust accelerators at Heidelberg and Munich. Experimentally it is found that at
constant velocity the charge is related to the mass of the impacting grain by

Equation 2.3.

(2.3)

Where Q is the released charge, m the particle mass and a is a constant found to
have a value very close to unity (Goller et al., 1987), resulting in a linear
relationship between mass and charge. The constant of proportionality k is
found to be a function of impact speed, particle composition, sensor geometry
and electronics design. Measurements made at lower velocities and
extrapolated to 69kms-1 using the IPM-PA sensor and electronics, give charge
yields for Carbon, Silicate and Iron of 3x106Ckg-1, 3x106Ckg-1 and 7x105Ckg-!
respectively (Goller et al, 1987).
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The IPM unit consisting of the impact plasma detectors, a piezoelectric
sensor (IPM-M) used to provide coinddence detection for larger events and an
ambient plasma monitor (IPM-A) provided by ESA, was mounted on the rear
side of the front bumper shield behind a cut-out section which allowed
incoming dust grains to hit the sensor directly. To prevent contamination of
the sensor during launch and firing of the MAGE 1S kick motor, the cut-out
section of the shield was protected by a cover (DID 8) which when released was
designed to roll back revealing the IPM unit below. The cover was constructed
from three layers of 7.5um Kapton film each layer separated by ~2mm. The
inner two layers were perforated to allow for outgassing. The failure of the
cover to deploy when commanded a month before encounter and the effect

that this had on the operation of the IPM sensors is considered in Section 5.3.1.

2.3.4 DATA PROCESSING UNIT

The data processing unit of the DIDSY experiment is known as the
central data formatter or CDF. The CDF controls the interface between the
spacecraft's on board data handler (OBDH) and the DID sub-systems, receiving
commands from the spacecraft, sending data for transmission to Earth and
handling the accumulation of incoming data and the calculation of pulse
height analysis (PHA) data. In addition, the CDF contains the electronics for the
voltage multiplexer used to select which housekeeping line should be passed to
the spacecraft and the control logic for the cover release mechanism.

The CDF works on a standard double buffer principle where data is
accumulated in one buffer while data from the previous data gathering
interval (DGI) is passed to the spacecraft's OBDH system for transmission to
Earth. To ensure that the experiment remains in step with the operation of the

OBDH, access to the buffer is by direct memory access (DMA) and the point at
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Telemetry Mode | Telemetry Allocation (bs-1)| Length Of DGI (s)

Format 1 / 46kbs-1 361 2.83
Format 1 / 23kbs-1 180 5.66
Format 2 / 46kbs-1 903 1L.I3*
Format 2 / 23kbs-1 451 2.26

Table 2.4. This table shows the relationship between telemetry mode and the
length of a DIDSY data gathering interval.

* Note that all DIDSY events on the night of encounter occurred while in this
mode.

which the buffers are switched from accumulation to transmission and vice
versa is governed by the position of the DMA pointer. Hence, the length of a
data gathering interval is directly related to the telemetry mode of the spacecraft
(Table 2.4).

In terms of data processing the sensors described above are divided into
three sub-systems, IPM (IPM-P and IPM-M), CIS, and DID 2 to DID 5 (MSM and
RSM). The sub-systems operate and are processed separately with the exception
of a co-incidence line from CIS which is used to help determine a category for
the 'discrete' data from the MSM and RSM sensors. In the case of the multi-
sensor subsystems, a signal on one sensor will generally result in the CDF
reading information from the other sensors within the sub-system. The
telemetry available to the DIDSY experiment was such that at the high flux
rates expected at encounter information on every particle detected by each of
the sensors could not be transmitted back to Earth. Instead the CDF produced
two types of data called 'discrete' and 'binned' data.

The 'discrete’ data contains the raw amplitude information taken

directly from the outputs of the analogue-to-digital converters. In the case of
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Category Number Category Definition

. P S S S S S S S S S S S

1 CIS coincidence with any combination of MSM
- DID 2 and DID 3 and DID 4

3% DID 5 without any MSM

4 DID 4 only

5 Any other combination

Table 2.5: The definitions used by the DIDSY CDF to categorise an MSM/RSM
event. 'Category 1' has the highest priority and 'Category 5' the lowest.

*This definition is used by the category counter but amplitude information
from an RSM event will be placed in 'Category 3' even if one or more of the
MSM sensors was active.

the MSM/RSM sub-system each discrete event is placed in one of five available
categories, according to the rules laid down in Table 2.5. Information from only
one event in each category is stored; a new event will overwrite existing data in
the same category. In this way the last event detected in a DGI will be
transmitted resulting in an unbiased sample. A counter is also provided for
each category which contains the number of events assigned to the category
within the DGI. In addition the maximum signal detected in each DGI on any
of the MSM sensors is returned, the least significant two bits being replaced by
the DID sensor number minus 1.

The 'discrete’ data for the IPM-P sensor is handled in a very similar way
except that there are seven categories (Table 2.6) instead of the five for
MSM/RSM. The IPM-M sensor also provides discrete data although in this case
no categorisation of the data occurs, the information returned corresponding to
the last IPM-M event detected. In addition to the event amplitude, the IPM-M

electronics 'latch’ the output of the analogue-to digital converter as soon as an
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Category Number Category Definition

L Calibration Data

2 Sensor A electron/ion coincidence
3 Sensor B electron/ion coincidence
4 Sensor A/IPM-M coincidence

5 Sensor B/IPM-M coincidence

6™ Sensor A no coincidence data

7 Sensor B no coincidence data

Table 2.6: The definitions used by the DIDSY CDF to categorise an IPM-P event.
+ No category counter exists for the calibration data ('Category Data’)
*Amplitude information from categories 1,6 and 7 are combined. 'Category 1'
data cannot be overwritten by subsequent 'Category 6' or 'Category 7' events.

impact is detected. Due to propagation delays the 'latched' value corresponds to
the sensor level before the impact, thus providing important diagnostic
information.

The third sub-system described above, CIS, is purely an impact counter
and provides no amplitude information and therefore no 'discrete' data.

The 'binned' data is derived from a pulse height analysis (PHA) of the
event amplitude, where the magnitude of the event is used to define which,
out of a limited number of counters, should be incremented (Table 2.7). In the
case of the MSM/RSM sub-system three sets of counters are used for DID 5, DID
4 and for a combination of DID 2 and DID 3, consisting of 4, 6 and 6 'bins'
respectively. The sets of counters are incremented completely independently,
even in the case of a multi-sensor event. The PHA calculation for the DID2/3
counters depends on the operational mode of the CDF. Table 2.8 lists the
description of each of the four modes and the calculation which combines the
DID 2 and DID 3 amplitudes into a single value, which is then passed to the
'binning' procedure. The experiment can be telecommanded into any one of

these individual modes, however, during normal operation the mode is cycled.
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In auto cycle mode a counter is set at the start of each format, this steps through
each of the four modes, changing at the start of each new DGI. After a complete
cycle the experiment remains in the preferred mode until the start of the next
format. For the Halley encounter the preferred mode was set to DID 2 OR DID 3
(the most sensitive mode). The mode cycling operated normally until just prior
to closest approach (see Section 5.4.3) at which point it underwent a change

before settling in the DID 2 AND DID 3 mode (least sensitive mode), with no-

PR

cycling selected.

IPM-M 1

DID2 /DID3 1 160 190 215 230 245
1
1

SRR —— ES " —— e — e [ —

DID 4
DID 5

Table 2.7: The digital amplitudes used by the CDF PHA algorithm. For example,
'Bin 1' for IPM-M contains the number of events with digital amplitudes in the
range 1 to 180 inclusive.

MSM Mode Description Value used for PHA
0 DID 2 AND DID 3 (DID 2 + DID 3)/2
1 DID 2 NOT DID 3 DID 2
2 DID 3 NOT DID 2 DID 3
3 DID 2 OR DID 3 MAX(DID 2, DID 3)

Table 2.8: The four MSM modes used by the DIDSY experiment. The preferred
mode for encounter operation was DID 2 OR DID 3, the other modes only being
used once per format.




24 THE PARTICULATE IMPACT ANALYSER

The design of the Particulate Impact Analyser experiment (PIA) was co-
ordinated by the principal investigator, Dr ] Kissel, Max Plank Institut fur
Kernphysik, Heidelberg, FRG (Kissel, 1986). As with the DIDSY experiment the
PIA team was made up of a number of institutions from Europe and the US
each with their own responsibility for production of hardware, software and
data processing. The group at Canterbury was responsible for the dust flux
analysis and comparison with the results from DIDSY. This work, which
involved the analysis of the PIA front end channels is described in Chapter 6. A
brief description of the full operation of the PIA experiment is given below.

Figure 2.8 shows the layout of the experiment which is technically very
similar to that of the PUMA1 and PUMA 2 dust analysers flown on board the
Vega 1 and Vega 2 spacecraft. Dust enters the baffle at a relative velocity of
~68kms-1 and impacts with the target material which in the case of PIA was a
foil of silver doped with platinum. To ensure that the system does not become
saturated at high flux rates a shutter is used in front of the target, the shutter
opening is elliptical which transforms to a disc on the target, which is tilted at
an angle of 45 degrees relative to the direction of the dust. On impact with the
target, the particle, together with some of the target material, is ionized to
produce a plasma (Kissel & Krueger, 1986). The impact is detected by the
photomultiplier which measures the light flash from the plasma and a charge
sensitive amplifier connected to the target which detects the formation of the
plasma. An acceleration grid at a potential of -2kV attracts the positive ions and
another charge sensitive amplifier detects the ions as they pass through the
grid. The photomultiplier, target and accelerator make up the three front end
detectors which are used to trigger a sampling cycle. In addition to these three

channels there are two diagnostic channels, the catcher which measures the
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Figure 2.8: Schematic of the Particulate Impact Analyser. Information from the
target, acceleration grid and light flash (photometer) is used to calculate the
absolute dust flux for m > 10-1%g (see Chapter 6).

degree of ionisation from secondary ejecta and the monitor which detects the
cloud of positive ions as they enter the drift tube. A series of ion lenses
accelerates the ions which causes a spread of ion velocity proportional to the
ratio m/q. The ions pass through the ion reflector which is used to bend the
drift'tube thus allowing a longer tube overall and a greater separation of the
different ions and resulting in a better mass resolution than would otherwise
be obtained. Finally the m/q differentiated ion cloud is detected by a multiplier
which has a dynamic range of five orders of magnitude. The time of arrival
and amplitude of each signal is recorded by the on board electronics for

transmission back to Earth. Figure 2.9 shows three spectra recorded by PIA on
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Figure 2.9: Three spectra recorded by PIA during the encounter with P/Halley.
The spectra are typical of the three main classes found in the coma, CHON,
Silicates and Mixed.

the night of encounter. The spectra are representative of the three main groups
of particles observed in the coma of P/Halley, namely CHON, silicate and
'mixed' (Kissel et al., 1986). In theory it is possible to determine the mass and
density of each impacting particle from its mass spectrum, however, attempts
by the group at Heidelberg to do this type of analysis have not, to date, been

entirely successful.
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2.5 OTHER GIOTTO DUST EXPERIMENTS

In addition to the two principal dust experiments described above, a
number of the other experiments on board Giotto made measurements of the
coma dust flux, or were able to detect individual impacts due to anomalous
behaviour. A list of these experiments and the methods used is given in Table

2.9.

Experiment/System Measurement type and technique
HMC Optical imaging of scattered light.
Detection of shifts in spacecraft orientation due to large
dust impacts
OPE Column density from optical scattering of grains back

along the Giotto trajectory.

GRE Deceleration of spacecraft from Doppler shift of radio
signal, total deceleration caused by combination of
dust and gas. Instantaneous change due to large dust
grains also detectable.

IMS-HERS, HIS Detection of impact plasma from large events.
and JPA-FIS
Spacecraft System Change in performance due to dust impact.

e.g. Star mapper, solar cells.

Spacecraft attitude Change in spacecraft attitude/spin due to large impact
resulting in loss of high gain antenna signal.

Table 2.9: Summary of the other experiments on Giotto able to make dust
measurements.
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CHAPTER 3

DIDSY CALIBRATION
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The raw 'binned' counts measured by the DIDSY sub-systems represent
the number of impacts on a sensor during an integration period. Three
calibration parameters are required to convert these measured counts to more
useful absolute flux rates incident on the sensor. They are the effective area, the
mass sensitivity and the integration time.

The effective area is the area of the sensor over which an impacted can be
detected. This is only constant if the mass sensitivity of the sensor is constant
across its entire area. This is true for the CIS and IPM-P sensors and has also
been assumed for the IPM-M sensor, where the variation in sensitivity is small.
The same cannot be said of the MSM sensors, where the sensitivity varies by
more than four orders of magnitude across the shield (Section 3.3). In such
cases the sensing area is mass dependent and the number of counts observed
within a bin will vary as a function of the cumulative mass distribution index
a (Section 3.4).

The derivation of the mass sensitivity can be divided into two parts, the
absolute sensitivity of the sensor (for example the voltage output per unit
momentum input, for one of the microphone sensors), (Section 3.1) and the
transfer function from sensor output to the digital value measured by the
DIDSY central data formatter (Section 3.2).

The final parameter, the integration time, does not necessarily
correspond to the length of a DIDSY data gathering interval (Section 2.3.4). It is
dependent on the count rate on the particular sensor (due to hardware
response times) and also, to a lesser extent, on the activity of other sensors (due
to processing delays in the CDF).

The information presented in this chapter is split into two parts, Sections
3.1 to 3.3 deal with the available calibration data sets, while Sections 3.4 to 3.6
describe the methods used to derive the parameters described above, from the
calibration data. The majority of the calibration measurements were carried out

prior to launch; however, after completion of the initial DIDSY data analysis in
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1987, a complete reassessment of the available data sets and processing methods
was carried out. This was done to ensure that the most accurate and reliable
data was in use and details of changes resulting from this reassessment have
been given in the text.

In addition to the 'binned' count rates, some DIDSY data was returned in
the form of digital amplitudes, the 'discrete’ data. The analysis of this data uses
the same calibration information as the 'binned' data but in a less processed
form and some additional factors must be taken into consideration. These will

be considered separately in Chapter 7.

3.1 ABSOLUTE SENSITIVITY

The absolute sensitivity of the a sensor is the relationship between a
property of a dust impact and the voltage output of the sensor. In the case of the
piezoelectric sensors (MSM, RSM and IPM-M), the measured parameter is the
momentum exchanged between the particle and the shield, while for the IPM-P
sensor, the induced charge from an impact is measured. It was shown in
Section 2.3 that for particles travelling at an almost constant relative velocity,
both the momentum exchange and the induced charge produced during an
impact, scale linearly with increasing mass (providing the mass is below the
penetration mass of the shield). In these cases the absolute sensitivity is the
constant of proportionality in the linear relationship.

The calibration of the IPM-P sensor was undertaken by the co-
investigator group at Heidelberg using the hypervelocity dust accelerator at the
Max Planck Institute, Heidelberg. Their work showed an absolute charge
sensitivity of 3.33x10-7kgC-1 (Géller, 1986) and a charge detection threshold of
~3x10-14C (510-20kg) for the IPM-PA sensor. The actual interpretation of the

IPM-P encounter data was complicated by problems with the DID 8 cover
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(Section 5.3.1) and resulted in a re-analysis of the mass sensitivity both on
theoretical and experimental grounds (Maas et al., 1989).

The absolute calibration of the momentum sensors required a method of
simulating the momentum imparted by particles of mass 210-13kg travelling at
68kms-1. This combination of mass and velocity was beyond those attainable
using the available laboratory facilities. It was therefore necessary to extrapolate
lower velocity measurements made using an electrostatic dust accelerator or
bead drop measurements, or to use a high energy pulsed laser to simulate the

momentum imparted to the shield by impacts at 68kms-1.

3.1.1 ACCELERATOR MEASUREMENTS

Due to the physical size of the Giotto front bumper shield, tests with the
University of Kent's 2MV electrostatic dust accelerator could not be carried out
with the sensors attached in their flight configuration. Instead, the flight MSM
and RSM sensors were attached to 2cm diameter aluminium discs which were
then mounted in the accelerator and shot with particles of mass 10-16kg to 10-13
kg, at velocities from 8kms! to 1kms-1 (McDonnell et al., 1984; Green et al.,
1988). The output of the sensor was fed through a 200kHz filter (matching the
frequency response of the filter in the DIDSY electronics) to an amplifier, the
output from which was measured using a storage oscilloscope. The sensor
sensitivities (after correction for amplifier gain) varied from 190+80kVN-1s-1
for the DID 2 sensor to 1250+730kVN-1s-1 for the DID 3 sensor (Evans, 1988).
The variation was much larger than the quoted manufacturers specification for
sensor-to-sensor variability which may have been due to selection effects
caused by poor geometric alignment of the accelerator and the sensor, the
sensitivity being very position dependent close to the sensor. Due to the high

velocities involved in these tests a correction has to be made for the

momentum enhancement caused by ejecta being thrown off during crater
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formation. Assuming an average velocity of ~5kms-1, the momentum
enhancement factor is 2.5+1.0 (McDonnell et al., 1984). Using this value to
correct the absolute sensitivities gives a range from 76+32kVN-ls-1 to
500+292kVN-1s-1. However, the sensitivity variation over the small discs is
found to be more uniform and more prone to reflections than the Giotto shield
(Evans, 1988), therefore, these sensitivities are considered to be upper limits.
The electrostatic accelerator was also used for the calibration of the IPM-
M unit. The sensitivity variation across the sensors geometric area was found
to be small, less than an order of magnitude from maximum to minimum
(Evans, 1984). To account for this sensitivity variation the IPM unit was
mounted so that particles from the accelerator would impact in an area along
the short axis, half way between the sensor and the edge of the plate. These
measurements gave a sensitivity of 5.0kVN-1s-1 for the configuration most
similar to the flight electronics (Evans, 1988). This value represents the average
sensitivity for the IPM-M sensor across the whole IPM-M unit compared to the
peak values given for the MSM sensors above. It is therefore used in
conjunction with the full geometric area of the target plate rather than a mass

dependent effective area.

3.1.2 LOW VELOCITY MICRO BEAD MEASUREMENTS

The small discs used in the accelerator tests were also used in micro-bead
calibration experiments (Evans 1984; Evans, 1988). These involved dropping
four types of bead (three made of glass, ranging in size from 210um to 1000um
and one steel, 1000pm in diameter) from a height of 0.2m. Due to the low
velocities involved a correction was required for the ‘contact’ time of the
impact. The 'contact' time is the time over which the bead exchanges its
momentum and defines the frequency spectrum of the bending wave. For

hypervelocity impacts, the momentum exchange is essentially instantaneous
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and all frequencies are equally excited. This is not the case for the low velocity
bead measurements and a correction factor based on the Fourier transform of
the pressure function was developed to try and take account of this (Evans,
1988). The bead drop measurements indicated absolute sensitivities for the
MSM and RSM sensors in the range 9kVN-1s-1 to 41kVN-1s-1. As with the
accelerator measurements the variation between sensors was found to be large.
This was probably due to the very steep sensor response as a function of
distance close to the sensor, and variation in impact position of the beads when
they were dropped from 0.2m. Additional bead drop and piezoelectric ('pinger’,
see Section 3.1.3) tests were carried out in 1988 by S.F. Green of the University of
Kent, during the reappraisal of DIDSY calibration data. These confirmed that
the signal output for bead drops above the sensor were not reproducible and, at
best, could be used to produce the average sensitivity over a region of a few
square millimetres above the sensor. The peak sensitivity was found to be a
factor of 2.6+1.0 greater than this average (S.F.Green, personal communication,
1988).

Bead drop tests were also carried out on the IPM-M sensor, however, in
this case the alignment problem was not significant since the calibration point
was some distance away from the sensor, and the variation in sensitivity with
distance at this point was relatively small. The sensitivity determined using
this method was 5.4kVN-1s-1 for the flight assembly (Evans, 1988) which

compares well with the value determined from accelerator tests.

3.1.3 PIEZOELECTRIC STIMULATION MEASUREMENTS

Piezoelectric (‘pinger') stimulation uses the rapid expansion of a small
piezoelectric crystal when a high voltage pulse is passed through it, to impart
momentum to a target. The impulse produced could be calibrated by

comparison with bead drop measurements at the same position. The great
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advantage over other methods was that is was quick and easy to use. However,
there was some question about the transfer mechanism, particularly if the
pinger was not well shielded. In some cases a signal on the sensor was obtained
even when the pinger was held close to, but not in mechanical contact with,
the sensor. During the reappraisal of calibration data previous pinger
measurements were considered unreliable and rejected as a primary data

source.

3.1.4 LASER STIMULATION MEASUREMENTS

It has been shown (Burton, 1983; Ridgeley, 1985; Hill, 1988) that a well
focused pulsed laser beam can produce a good simulation of a hypervelocity
impact. This is due to its ability to dump a large amount of energy ( 0.1 to 100])
into a target in a short space of time (~10 to 100ns), parameters which are
similar to those observed in hypervelocity impacts. For the calibration of Giotto
two sets of measurements using lasers of different powers were made.

One set of measurements were made using a 1J Q-switched pulsed laser
at the Rutherford Appleton Laboratory (RAL). A total of 2173 shots were fired
over the RAL mock-up shield, the signal being monitored by a set of MSM
sensors mounted in their flight configuration (Reading & Ridgeley, 1983). Eight
of the shots (3 on DID 2, 2 on DID 3 and 3 on DID 4) were accurately aligned
with the sensors to provide peak sensitivity measurements. These shots were
analysed by S.F. Green and G.S. Pankiewicz of the University of Kent, using an
empirical formula to relate the laser energy to the impact momentum,

Equation 3.1 (Burton,1983).

-5 L0.75

p=10" E

(3.1
From the analysis a sensitivity of 100+41kVN-1s-1 (Panciewicz, 1989), applicable

to all the MSM sensors, was derived. This represented the peak sensitivity
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directly on the sensor and was not directly comparable with either the
accelerator, or the bead drop measurements, which were averaged over a small
area around the sensor. Assuming that the peak value is some 2.6 times more
sensitive than the averaged data (Section 3.1.2), the laser shots yield an average
sensitivity of 38+16kVN-ls-1.

The second set of laser calibration measurements were carried out using
the 100J Krypton Fluoride excimer 'SPRITE' laser, also at the RAL. The
principal aim of the tests was to study the effect of marginal penetration on
0.5mm and 1mm aluminium target plates, and to determine the signal
obtained from a sensor mounted behind the target plate, in a similar
configuration to RSM (Evans, 1988). A similar analysis to that used on the
shield laser measurements, was also applied to this data. Out of the 38 shots for
which information was available all but three were excluded either because
they showed signs of marginal penetration, or because they were made on
0.5mm aluminium (the Giotto shield was constructed from Imm aluminium).
The sensitivity obtained was 4.5+1.5kVN-Is-1 (Pankiewicz, 1989), comparable to
the bead drop and accelerator measurements. This value was considered a
lower limit because of the flatter sensitivity response of the target plates used,

compared to the Giotto shield.
3.1.4 MSM SENSITIVITIES

Analysis of all the available data sets suggests an absolute sensitivity for
the MSM sensors in the range 3 to 300 kVN-1s-1. Based on the assumption that
the values determined from the accelerator measurements were upper limits

and that the values from the 'SPRITE' lasers tests were a lower limit, an

absolute sensitivity for the MSM sensors of 20*2’kVN-1s-1 for bead drop type

measurements, equivalent to 50*_22 kVN-1s-1 for peak laser type calibration is

considered appropriate. The sensitivity is assumed to be the same for all
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sensors and replaces the values of 12, 13 and 14kVN-1s-1 (for DID 2, DID 3 and
DID 4 respectively) suggested in Evans, 1988.

Since DID 5 (RSM) can only be stimulated by particles which have
penetrated the front shield, the output produced cannot be directly related to
the momentum of the impacting particle. Instead a single mass threshold
corresponding to the marginal penetration limit of the front shield is used,

Section 3.5

3.2 EXPERIMENT SIGNAL TRANSFER FUNCTION

The experiment transfer function relates the output from the physical
sensor to the digital output of the Analogue-to-Digital (A-to-D) converter
which is recorded by the experiment. Therefore it can only be determined for
those sensors which produce amplitude information, namely the momentum
and plasma sensors but not for the CIS sensor (Section 2.3.2) which only
measures the number of events above its mass threshold. The calibration of the
IPM-P sensor was carried out by the co-investigator group at Heidelberg, West
Germany, led by Dr E. Griin and will not be considered here.

The transfer function for the momentum sensors, DID 2, DID 3, DID 4,
DID 5 and IPM-M and was determined using similar techniques to those used
for the absolute sensitivity calibration (see Section 3.1) and additionally by
direct electrical stimulation of the front end channels, the input voltage was
monitored using a storage scope and the digital output was recorded by the
Electrical Ground Support Equipment (EGSE). The design of the front end
analogue electronics was similar for each of the channels and since the output
of the A-to-D converters were proportional to their input, any deviation in the

transfer function from a simple linear relationship was due to the analogue
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Figure 3.1: Block diagram of the front end electronics for one of the MSM
sensors. Features to note are the voltage limiter and the logarithmic amplifier
which both affect the shape of the signal transfer function.

front end. A block diagram of one of the MSM channels is shown in Figure 3.1.
Based on this electrical design and the results obtained from the calibration
tests a functional form for the response was produced, Equation 3.2 (Olearczyk,

1988).

D
C
Dv=(AIog10[f(V)]+B)-(1'[rv)])
(3.2)

The constants A, B, C and D from Equation 3.2 were calculated from the
calibration data which related the sensor output voltage, V, to the observed
digital value Dvy. The function, f(V), took one of three forms (G.C. Evans,
Personal communication, 1987) depending on the operating regime, i) normal
operation (Equation 3.3), ii) over voltage protection (Equation 3.4) or iii)

saturation (Equation 3.5).

f(V)=V 0<SV<10 (3.3)
f(V)=10+[(V-10).0.091] 10 < 'V <1000 (3.4)
£(V) = 100 1000 < V (3.5)
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Sensor A B C(Volts) D

—_—_—————— e e ———— e e ——— e

DID 2 28.004 (25.33) 176.66 (99.7) 0.03 (0.03) 1.760 (1.77)
DID 3 47.145 (50.21) 155.41 (16.01) 0.04 (0.04) 7.322 (5.59)
DID 4 30.718 (37.45) 174.51 (55.54) 0.03 (0.04) 2.112 (4.86)

Table 3.1: The new fitted values for the constants in Equation 3.2 (S.Nappo,
personal communication, 1988). The values from the old fits (Olearczyk, 1988)
are given in brackets.

Initial fits using Equation 3.2 were produced by R. Olearczyk of the University
of Kent, (Olearczyk, 1988). During the post-mission reappraisal of available
calibration data, some of the data sets used for the original fits were discarded
either because they were of dubious quality or because they had been measured
using the flight spare sensors or electronics. Using the rationalized data a new
group of fits were produced using a non-linear least squares fitting technique
and resulting in a new set of constants, Table 3.1 (S. Nappo, personal
communication, 1988).

Equation 3.2 provides a relationship giving the digital value obtained for
a particular voltage. In terms of the data analysis this is not the most useful
form of the equation since in most instances the transformation from digital
value to voltage output of the sensor is required. To obtain such a relationship,
Equation 3.2 was solved numerically to provide the voltage at each digital
value, Dy, between 0 and 255 and this information was stored in a look-up
table. Figure 3.2 shows a plot of Dy against V produced using data from the
look-up table for DID 3. The digital boundaries used by the on-board software to
‘bin” the data are shown and also listed in Table 3.2. The digitisation of the
transfer function in Figure 3.2 is hardly noticeable, indicating that the look-up
table is a good approximation to the Equation 3.2. The digital thresholds

corresponding to the 'Bin' boundaries are shown as dotted lines.
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Figure 3.2: The signal transfer function for the DID 3 sensor. The resolution of
the conversion is worst at low gradients, corresponding to the point where the
voltage limiter starts to have an effect ( Sensor Voltage > 10V ).

During the reassessment of the calibration data, no changes were found
necessary to the IPM-M or DID 5 calibration. However, neither the values for
the constants in Equation 3.2, or the data from the original fits could be found.
This was not important for the DID 5 rear shield sensor which detected the
spall or debris from penetrating impacts on the front shield, since the
amplitude information was not particularly meaningful and was not used in
the data analysis. This was not the situation for the IPM-M transfer function
which was required for the software simulation of the experiment and for the
analysis of the 'discrete’ data from this sensor. In the absence of the required fit
parameters the less than ideal solution of digitising and then interpolating data
from the calibration curve given in Evans, 1987 was used.

The main use for the transfer function is in the calculation of mass
thresholds for the binned data, and individual masses for the 'discrete' data. In
addition the functions were used by the software model of the experiment (see

Chapter 4) to simplify the simulation of the front end electronics.
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DID 2 DID 3 DID 4 IPM-M
Dy Vv Dy v Dy \Y% Dy \Y,

1 |3.01x1073 1 |4.01x1072 1 3.01x10°2 1 2.04x10°3
160 |3.14x10°1 160 |1.24x%10%° 165 5.04x10°1 | 181 7.33x10°3
190 |3.05%x10%0 190 |5.41x10%C 189 2.96x10%*% | 209 3.72x1072
215 |1.58x10*2 | 215 |1.00x10%*2 213 9.38x10*1 | 250 2.01x10°1
230 |7.78x10%2 | 230 [3.21x10%2 233 | 7.79x10%2 - -

245 - 245 |7.80x10%2 243 —% = -

Table 3.2: The digital 'bin' boundaries used by the on board pulse height
analysis software, with the corresponding sensor output voltages.
* The 'bin' threshold lies outside the calibration range of the sensor.

3.3 RELATIVE SHIELD SENSITIVITY

The relative shield sensitivity is only applicable to those sensors where
the output is dependent, not only on the mass of the particle, but also on the
distance of the impact from the sensor. For CIS and IPM-P, the sensitivity is
constant over the full geometric area of the sensor, resulting in a well defined
effective area (Section 3.4) and mass threshold (Section 3.5). A similar
assumption is made for the IPM-M sensors by using an average, rather than
absolute sensitivity (see Section 3.1.1). The same assumption cannot be made
for the MSM sensors where the attenuation of the impact induced bending
wave is dependent on the distance of the impact site from the sensor and can be
very large. If the incident particles all had the same mass, the average
sensitivity could be applied without any loss of accuracy. For a distribution
containing a range of particle masses the problem arises that the experiment

cannot distinguish small particles close to the sensor, from larger particles
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further away. Hence, the detected impact rate is dependent both on the shape of
the coma mass distribution and on the sensitivity variation with distance from
the sensor. Therefore it is important to know the relative sensitivity of points
around the shield. This information can then be combined with the absolute
sensor sensitivity (Section 3.1) to calculate a correction term for use in the
calculation of flux rates.

Since only limited access was available to the Flight Model (FM) shield,
and because of the potentially damaging stimuli required to map the
sensitivity, three structurally similar shields (Table 3.3) were constructed for the

purpose of calibration (Evans, 1988).

SHEILD COMMENT

Flight Model (FM) Shield used on Giotto spacecraft. The underside
was painted with PCB-Z conductive paint which
had the effect of damping the acoustic
transmission of the shield (Ridgeley, 1985)

Structural Model (SM) | Similar to the FM but without the conductive
paint (Evans & Ridgeley, 1985).

Rutherford Appleton | Similar to FM except for a 1° offset in the

Lab Mock-Up (RAL) rivet positioning. A CON-TACT plastic film was
stuck to the underside of the shield to simulate
the effect of the conductive paint.

University of Kent Made at RAL and similar to the RAL shield
Mock-up (UKC) except that it did not include the plastic coating.

Table 3.3: The four front bumper shields constructed for the Giotto spacecraft,
engineering test and for calibration. The shield acronym is shown in brackets.
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A number of calibration studies were carried out to map the sensitivity over

the shields using four techniques:-

i) A special purpose gas gun called the 'Bead Momentum Calibrator'
(BMC) [ FM, SM, RAL, UKC ]

ii) Bead drops [ SM, UKC]

iii) High energy laser stimulation [ RAL ]

iv) Piezoelectric stimulation [ FM, UKC ]

These studies have been described in some detail in Evans, 1984; Evans &
Ridgeley, 1985; Ridgeley, 1985 and Evans, 1988, and were summarized in
Pankiewicz, 1989. The models were found to vary from one another,
particularly in terms of the transmission across the isolating and non-isolating
joints. Determination of which of the model shields most closely matched the
response of the FM was made difficult by the limited amount of information
available from the FM (only 11 BMC shots). Initial processing of the DIDSY data
at the University of Kent made use of calibration data from the UKC shield
using piezoelectric stimulation (Zarnecki et al., 1986). During the reappraisal of
calibration data, the decision was taken to switch to the laser calibration data
from the RAL shield. The reasons for this change were threefold; firstly, the
reliability of the piezoelectric measurements was questionable; secondly, the
RAL mock-up shield was the only one to simulate the thermal paint of the FM
shield, which was though to increase the damping of bending wave; and
finally, the RAL laser measurements provided the most detailed mapping. The
data was taken from Ridgeley, 1985 and an area associated with each point, or
averaged group of points. Figures 3.3 to 3.5 show the relative sensitivity map
for each of the front shield momentum sensors. The data was normalised in
each case to a peak of 10° on the sensor, equivalent to an absolute sensitivity of
50k VN-Is1 (Section 3.1.4). The data in the maps was averaged over small area
elements which accounts for the lower peaks. The large attenuation in the

sensitivity, caused by the isolating joints, is apparent in all three cases.
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Figure 3.3: Shield sensitivity map the DID 2 sensor calculated from laser impact
simulation on the RAL mock-up shield.
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Figure 3.4: Shield sensitivity map the DID 3 sensor calculated from laser impact
simulation on the RAL mock-up shield.
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Figure 3.5: Shield sensitivity map the DID 4 sensor calculated from laser impact
simulation on the RAL mock-up shield.

3.4 EFFECTIVE AREA CALCULATION

The effective area is the detecting area of a sensor for particles in a
particular mass range, and includes a correction factor for the sensitivity
variation across the geometric area of the sensor. In the case of CIS the
sensitivity is constant which means that particles above the threshold mass can
be detected anywhere on the sensor and results in a constant effective area,
equal to its geometric area of 0.1m? . Similarly the IPM-P effective area is equal
to 5.96x10-3m? for each of the IPM-PA and IPM-PB sensors, although this value
had to be revised because of the failure of the DID 8 cover to release.

In general, the effective area of the momentum sensors is calculated
based on the sensitivity variation described in Section 3.3. However, in the case

of the IPM-M and DID 5 sub-systems this effect has been accounted for in a
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different way. For IPM-M the sensitivity variation was found to be small and a

constant effective area equal to the geometric area of the target plate is used,
equal to 0.0119m2, together with an average sensitivity, see Section 3.1. DID 5 is
a special case since it does not directly measure the momentum of incident
particles, but rather the spall or fragments produced by the impact of marginal
or fully penetrating particles on the front bumper shield. The combination of
mass and velocity required to penetrate the Imm aluminium shield were
unobtainable in the laboratory, instead, tests on the effects of penetration were
carried out using a high energy pulsed laser (Evans, 1988). These tests indicated,
that due to the high acoustic attenuation of the Kevlar rear shield, the
fragments must impact on or near the DID 5 microphone for them to be
detected. A somewhat arbitrary value of 0.02m2 was used to represent the area
of the front shield where sufficiently large impacts might be expected to also
stimulate the rear shield.

As was shown in Section 3.3 the sensitivity variation of the MSM
sensors with distance from the sensor is large, ~4 orders of magnitude from
maximum to minimum sensitivity, hence, the area over which a particular
sensor can detect an impact depends on the mass of the impacting particle.
Equally for any individual particle there is no way to distinguish between a
small impact close to the sensor and a larger impact some distance away, since
both will produce the same signal on the sensor. However, if the size
distribution of the particles is known, then the probability of occurrence may
give some indication of which is more likely. By taking the results from an
unbiased sample of impacts and assuming a form of the mass distribution then
a statistically valid result can be obtained. In practice the form of the mass
distribution is unknown and several iterations are required to obtain a
solution; using the distribution calculated from the the first iteration for the
next and so on. This effect can be conveniently incorporated into the area

function for the sensor. Instead of the area being equal to the geometric area of
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the sensor, it becomes a weighted mean of the area sensitivity product

depending on the cumulative mass distribution index «, where the mass

distribution is assumed to be of the form given in Equation 3.6

¢2m) =k . m (3.6)

3.4.1 EFFECTIVE AREA CALCULATION FOR MSM

The remainder of this section will be concerned with how this method
was used in practice to obtain the effective area functions for the DID 2, DID 3
and DID 4 sensors in each of the operating modes of the experiment.

A schematic representation of the analysis is shown in Figure 3.6. Using
the shield calibration data, the mass of the particle required to just be detected
in a particular sensor bin combination is calculated for every position on the
shield. This is done in the following way. The digital threshold for the bin in
question is converted to a voltage at the sensor using the experiment signal
transfer function (Section 3.3). The attenuation between the sensor and the
position on the shield being tested is known from the shield sensitivity map.
Using this attenuation factor the voltage can be scaled to the value that would
have been detected had the impact occurred directly on the sensor. Then using
the absolute mass sensitivity of the sensor the mass of a particle needed to
produce the required digital signal when impacting at the specified shield

position is determined, Equation 3.7. for non-penetrating particles.

V(D) P,

ms-= ———
e S v P(3i)

(3.7)

Where V(Dy) is the signal transfer function, Pg the peak relative shield

sensitivity, € the momentum enhancement, S the absolute sensitivity, v the
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Figure 3.6: Flow diagram of the method used to calculate the MSM effective

areas.
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relative impact velocity and P(i) the relative shield sensitivity at position i. If
the calculated mass exceeds the penetration mass, mpen of the shield, then a
special correction term to take account of the momentum derating factor, y
must also be included (see Section 2.3.1; Section 7.3). This results in a list of
mass and area values, the area corresponding to the pixel size of the associated
sensitivity point in the shield map. The list must be sorted by mass, on the
VAX/VMS computer used for the analysis, this is achieved using the operating
system 'SORT' command. The area of the shield A over which a particular mass
can be detected is given by the sum of all pixels areas a with mass thresholds

Mr less than, or equal to, that mass Equation 3.8.

A(m) = 2 a(i) F(MT(I)) Where F(M.r(l)) =0ifm< MT
i=Whole shield =1ifm2 MT

(3.8)

A second area distribution is then produced using the same method but with a
digital value equal to the threshold level of the next bin up and so on for each
of the bins for that sensor. Figure 3.7 shows the area function for the DID 4
sensor. Each of the functions are open ended and simply represent the area of
the shield over which a certain mass can be detected. The information returned
by the experiment gives the number of counts in each differential amplitude
'bin'. Since, there is some overlap between the 'bins' in terms of particle mass
it is more convenient to consider the data in cumulative 'bins'. A cumulative
'bin' is simply defined to contain all counts from the equivalent, and all
higher, differential 'bins'. The limiting mass threshold of a cumulative 'bin' is
well defined and the upper limit is open ended, therefore to determine an
effective area, an assumed mass distribution must be used to weight the area

function, Equation 3.9.
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MMIX
z A(m) n(m) dm
m=MT
Age = My
2 n(m) dm
m=MT (3.9)
n(m) = k' m-(a+1) (3.10)

Where n(m) is the differential mass distribution of the form described in
Equation 3.10. Mt is the threshold mass and MMax is the maximum mass for
the calculation and is taken to be 10kg. Before this calculation is done the area
function must first be interpolated to ensure that the mass step dm is not too
large. This is particularly important for the DID 4 area (Figure 3.7) since there is
a substantial drop in the mass sensitivity across the isolating joints, which leads

to a large dm where there are no area points.

(B2

Figure 3.7: The area function for the DID 4 sensor 'Binl'. For a given mass the
area function gives the area of the shield over which the impact could be
detected. The effect of the isolating joints is seen as a constant area between

~2x10-11kg and 10-%g.
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Using this method a set of effective area values have been obtained for
each 'bin' of the MSM sensors, and in the case of DID 2/3 for each mode. The
calculated effective area depends on the mass distribution index «. Since the
value of a is not known until the fluxes are calculated an algorithm is used
where an initial value of a is used to calculate a distribution from which a new
value o' is obtained this in turn is used to determine a new set of areas and
hence a new flux distribution. Since the process of calculating effective areas is
time consuming, a set of look-up tables have been produced containing
effective areas for a range of o between 0.3 and 2.0 at intervals of 0.1. These are
listed in Table 3.4 and shown graphically for DID 4 in Figure 3.8, intermediate

values were obtained by linear interpolation between the two closest points.
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Figure 3.8 shows the effective area vs. alpha function for the MSM sensor
DID 4.
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Several points should be made concerning the effective areas produced
by this analysis. The fluxes calculated using these areas correspond to mass
thresholds calculated from the most sensitive pixel area (see Section 3.5). Also,
the areas were calculated assuming a constant mass index a for all masses >10-
13kg. According to the analysis of the MSM 'discrete’ data (Section 7.3) there is
some evidence to suggest an increase in o at larger masses, if this is the case
then it will effect the areas calculated for the upper 'bins'. There will be no
discernible effect on the lower 'bins' where the smaller particles dominate

those detected by the sensor.

3.5 MASS THRESHOLDS

The fixed effective areas for the CIS, IPM-P, IPM-M and DID 5 sensors,
results in fixed mass thresholds for these sensors. For CIS a threshold based on
the penetration limit of the thin foil is used, equal to 3x10-13kg. The operation
of IPM-P and IPM-M pre-encounter is dependent on the DID 8 cover and will be
considered in Chapter 5. Post-encounter IPM-P became noisy, IPM-M was
operational and mass thresholds based on an absolute sensitivity of ~7kVN-1s-1
(Evans, 1988) and the IPM-M transfer function (Section 3.2) were combined to
give the values listed in Table 3.5. DID 5 is assigned a threshold mass
corresponding to the marginal penetration limit of the front shield of ~10-%g.

The fluxes produced using the effective areas produced in the previous
section for the MSM sensors, must have a corresponding mass at which they
are plotted. This might initially be thought to be the threshold mass of the
detector, derived from the peak sensitivity on the sensor, however this is not
the case. This can be understood if the area against mass function calculated in
Section 3.4 is considered . Although the peak sensitivity is at 50kVN-1s-1 the
area corresponding to this threshold is infinitesimal and the probability of

particles being detected at this point, is close to zero. For the effective areas to be
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applied correctly the resultant fluxes should be plotted at the mass threshold
derived from the most sensitive pixel used to calculate the areas. This means
that if a different shield sensitivity data set is used, not only are a new set of
areas produced but also a new set of mass thresholds for which the effective
areas apply. This did in fact occur during the reappraisal of calibration data,
which resulted in a change in the sensitivity map used to a higher resolution
map, produced using laser impact simulation. This accounts for the small
differences between the mass thresholds published in McDonnell et al., 1987
and the majority of publications after this date (e.g. McDonnell et al., 1989). The
thresholds calculated for the RAL laser map using Equation 3.7 and voltage

thresholds from Table 3.2, are given in Table 3.5.

Mass threshold (kg)

Sensor
Bin 1 Bin 2 Bin 3 Bin 4
IPM-M * 4.0x10-13 1.0x10-12 5.0x10-12 4.0x10-11
DID 2 1,7x10-12 1.8x10-11 1.7x10-10 =
DID 3 3.4x1012 1.1x10-10 4.6x10-10 =

DID2 ORDID 3 1.7x10-12 1.8x10-11 1.7x10-10 -
DID 2 AND DID 3 1.5x10-10 - - .

DID 4 2.2x10-12 3.7x10-11 2.2x10-10 =
DID 5 ~1x10-9 - - -
CIS 3.0x10-13 - - .

Table 3.5: Limiting mass thresholds for the DIDSY sensors. The values for the
MSM sensors depend on the sensitivity map used to calculate the
corresponding effective areas. These limiting masses were calculated using
based on the RAL laser shield calibration (see text).

* The IPM-M mass threshold is only applicable post-encounter, after the
protective cover has been released.
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Due to the shape of the area function the probability of detecting particles
at the threshold mass is quite low. In some cases it is useful to plot the
calculated flux at a mass more representative of the 'Bin' distribution, rather
than at the threshold mass. The representative mass is taken to be the mass
above which 95% of the particles are detected. This is determined by weighting
the area function given by Equation 3.8, with a differential mass distribution of
the form given in Equation 3.10 and selecting the mass above which 95% of the
area under the graph resides. The representative, or 'take-off' masses as they
are sometimes known, are listed for the MSM sensors in Table 3.6. The fluxes
plotted at the representative masses ¢r must be transformed from the
‘threshold' fluxes ¢1. Thus assuming a cumulative mass distribution with

index o the flux is scaled according to Equation 3.11.

ou =0 (p)

Another mass definition, which will only be considered briefly here, is

(3.11)

the masses at which differential 'bin' fluxes are plotted. These are calculated in

Representative Mass (kg)

Sensor
Bin 1 Bin 2 Bin 3
DID 2 6.0x10-12 6.3x10-11 6.0x10-10
DID 3 1.2x10-11 3.8x10-10 1.6x10-9

DID2 ORDID 3 6.0x10-12 6.3x10-11 6.0x10-10
DID 2 AND DID 3 5.3x10-10 - -
DID 4 7.7x10-12 1.3x10-10 7.7x10-10

Table 3.6: Representative masses for the MSM sensors. These masses are only
applicable when used in conjunction with modified flux rates.

62




a similar way to the cumulative mass thresholds described in Section 3.4, except
that the area functions are not left open ended. Instead, at each mass point, the
area from the current 'bin' plus one, is subtracted from the area for the current
'bin'. This only affects the area function for masses above the threshold of the
current 'bin' plus one. The modified area function is weighted by a differential
number distribution and the centroid of resulting distribution used to define

the representative mass.

3.6 INTEGRATION TIMES AND CORRECTION FOR
EXPERIMENTAL DEAD TIMES.

The integration time is the time during which a sub-system is able to
detect and respond to, a new event. The data gathering interval of the DIDSY
experiment was the same for all sensors and was directly linked to the
operating mode of the spacecraft's telemetry control systems. All events
detected by the DIDSY experiment on the night of encounter occurred while the
spacecraft was in 'Format 2' and transmitting at 46kbits1 which corresponded
to a nominal time of 1.13s for a DIDSY Data Gathering Interval (DGI). During
the period of operation just prior to closest approach, a number of spurious

resets affected the operation of the experiment and resulted in DGI's which

were either shorter or longer than this time, these will be considered in Section
54.3.

At low count rates the integration time and the length of a DGI are
effectively equal and no correction to the observed count rates is required.
However, as the number of events detected by the experiment increase, the
fraction of DGI taken up by the system to service and reset the sensors becomes
significant. During this time the sensor is unable to detect any new impacts,
resulting in an integration time less than the length of a DGI. Assuming that

the events are randomly distributed in time, the observed counts can be scaled
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to take account of the 'missing’ integration time (Equation 3.12).

N
N' =

(1- -I—d- )
T
3.12)

Where 14 is the total time during the DGI (of length 1j) that the sensor was
unable to detect new impacts and N is the number of impacts actually observed.
The value of 14 is different for each bin of each sensor and to a lesser extent also
dependent on the activity of other sensors and of the experiment as a whole.

The calculation of 14 is simplest for CIS since the sensor only has a single
'bin' and the use of a hardware counter means that the sensor is unaffected by
the activity on the rest of the system. Hence, t4 is only dependent on the fixed
1.19ms disable time during which the sensor is recharged after each event,
resulting in a value for the 'dead’ time of, 1q=N*1.19x10-3 s.

Due to the failure of the IPM-P sensor to operate correctly (Section 5.3.1),
dead time corrections are not applicable for this sensor. However, the effect of
the post-encounter, noisy, IPM-P activity on the other sensors and in particular
IPM-M is important (see Section 5.4.1).

The situation for the momentum sensors is slightly more complex since
the operation of the electronics mean that the 'dead' times for each sensor 'bin'
are different and related to the number of events in the other 'bins’. This can be
understood by considering what happens when an event is detected by a single
momentum Sensors.

Prior to the impact the front end electronics of the sensor is in 'track'
mode and the digital threshold level on the D-to-A converter is at some level,
depending on the time since the last impact and its amplitude. If the signal
from the impacting particle is larger than the threshold value set on the D-to-

A, the front end electronics will switch to 'hold’, and a flag will be set to inform
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the CDF that an event has occurred. When the CDF next gets round to reading
the event flags, it sees that an impact has occurred and branches to the
appropriate event service routine. The time taken between the occurrence of
the event and the CDF servicing the event is known as the ‘hold time' THq14.
Once in the service routine, the CDF reads the signal level from the sensor and
stores the information ready for the PHA routine. The CDF then takes the
observed digital levels and adds a digital offset, Dg¢fset, to it and outputs the
values to the D-to-A converters thus setting the new threshold levels. Before
exiting the service routine, the CDF re-enables the sensor by switching it back
into 'track' mode. The threshold value set on the D-to-A automatically starts to
decrement at a rate TRamp Which is designed to mimic the decay of the acoustic
signal on the shield. A new impact of the same amplitude as the original event
can only be detected when the threshold has dropped to a value below this
level, i.e. a time, THold + DOffset X TRamp, after the original event. This is shown
schematically in Figure 3.9. Since the level of each impact within a 'bin' is not
known a digital amplitude, H, representative of the distribution of amplitudes

expected within the 'bin', must be used.

Sensor Output
—_————— Output from track/hold
Sl emememe s Threshold Level
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CDF / Reset Time —
Service sub-system

Figure 3.9: Schematic showing signal levels as a function of time. The dotted
line represents the threshold level, the sensor is ‘dead' to any impacts with
amplitudes below this value.
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A first order correction was proposed by S. Evans, of the University of
Kent, (Evans, 1988) which consisted of two parts; a 'self' dead time and a
correction based on the number of events in bins with higher mass thresholds.
During the re-analysis of calibration techniques, the two terms were combined
and the equation was modified so that it also took account of events in lower
bins where the threshold level (because of the offset), could cause events in
higher bins to be rejected. In addition a detailed examination of the operation
of the hardware and software of the MSM sub-system showed that the 3ms
hold time used in Evans, 1988, did not in fact occur. The actual hold time was
found to be dependent on the sub-system, mode and how busy the CDF was at
the time of the event. The improved dead time correction is shown in
Equation 3.13 and the parameters for each of the MSM and IPM-M sensors are

given in Table 3.7.

lM-x

‘Cd(l)=Zl Thaoa * NO) +

iMlx
1; L x 9)2:5,03{?5’1) MO} g1y - NO ]
R e L L L L LT If <0, =0 -----cvmmmcmcmmcncann S (3.13)
Where:- 14(i) - Total 'dead' time for 'Bin i’
THold - Hold time
TRamp - Ramp-down time per digital step
HG) - Representative value of 'Bin i’
Dostset - Digital offset
N(@G) - Observed counts in 'Bin i’

Values for DID 5 have not been determined since the count rates on this
sensor are low, however, the DID 5 electronics are identical to those of the
MSM sensors and will result in a similar 'dead’ time correction. This equation
still only represented the dead time based on impacts on the same senors, the

second order effects caused by the CDF's processing of other sensors depends on
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16 0.053 117 | 197 | 218 | 250 = -
DID2/3| 03* 64 0.160 100 | 169 | 199 | 217 | 224 | 245
64 0.160 117 | 173 | 197 | 218 | 224 | 245

Table 3.7: Parameters for the calculation of 'dead’' time corrections for the MSM

and IPM-M sensors (see text). THold and TRamp are in milliseconds, other
parameters are in terms of digital values.
* This value is used for all DID 2/3 modes with the exception of DID 2 AND DID

3 where the hold time is longer, THo14=0.75ms

the run-time operation of the CDF. This could only be investigated by

simulation of the experiment using realistic input data (see Chapter 4).
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CHAPTER 4

A SOFTWARE MODEL OF THE GIOTTO
DIDSY EXPERIMENT
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As with all experiments destined for use in a harsh environment, the
extensive ground testing of the Giotto payload was of prime importance. The
European Space Agency (ESA) provided detailed design specifications and
guide lines in the form of a series of PSS documents and these requirements
had to be met before any experiment would be accepted for incorporation into
the spacecraft. As with most space missions, correct operation of the
experiments was clearly very important since few options were available after
launch to remedy any problems should they occur. The majority of the testing
requirements laid down by ESA related to the mechanical and electrical
properties of experiments, to ensure that the experiments were able to survive
the vibration of launch, the changes in temperature during the cruise phase
and to ascertain their susceptibility to electromagnetic radiation. Of special
relevance to the Giotto mission was the 16 minute round trip light travel time,
which prevented the opportunity for real time command during encounter, to
adjust to the needs of measurement in the inner coma. It was left to the
designers to ensure that their individual experiments responded correctly to
the rapidly changing environment they were to measure.

In the case of the DIDSY experiment, testing was achieved by stimulation
of the sensors or front end channels using a variety of techniques, some of
which have been described in relation with the experiment calibration
(Chapter 3). The flight spare model (an exact replica of the flown experiment)
was available for testing purposes after launch as were the dust shield models
(Section 3.3), both proved to be invaluable in this context. While this type of
testing was essential for determining the correct operation of the experiment,
the range of inputs was limited and not representative in terms of the
amplitude distributions, or multi-sensor activity, of encounter conditions.

In light of these limitations and as a response to some unexplained
anomalies in the data returned during encounter (see Chapter 5), the need

arose for a software model of the experiment which could be stimulated with a
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realistic range of inputs. This section is principally concerned with a
description of the design and operation of the simulation. The application of

the model together with the appropriate data, is described in Chapter 5.

4.1 DIDSY: SYSTEM TESTING PRIOR TO ENCOUNTER

Due to limitations in terms of both computing facilities and available
manpower, a software simulation approach was not considered during the
design and development stage of the DIDSY experiment. Instead, testing of the
system was limited to the actual hardware and the available test equipment.
The tests involved the flight or flight spare electronics and used the Electrical
Ground Support Equipment (EGSE) to collect and decode the data stream from
the experiment. In the case of timing measurements which were used to verify
the theoretical 'dead’ times of the system, which had been derived from design
considerations (Section 3.6), the output from a pulse generator was fed directly
into the front end electronics of one of the channels and the count rates read
from the EGSE display (Evans, 1987; Evans, 1988). An example transfer function
(from Evans, 1987) is shown in Figure 4.1, for a regular impulse on the DID 5
(RSM) channel.

The output from the sensor shows a clear one-to-one relationship up to
a frequency of about 80Hz after which the output frequency suddenly drops by a
factor of two before again rising. The drop is an artifact of using regular pulses
and occurs when the interval between two events just falls below the
corresponding 'dead' time for that channel. At that point, every other event is
lost, resulting in the factor of two decrease observed. While the regular output
of the pulse generator does not represent a very realistic input, it is particularly
useful for determining the operational 'dead’ time for a single channel, since
the input frequency at which the output rate drops, is easily ascertained. The

'dead' time is then given by the reciprocal of the input frequency at that point.
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Figure 4.1: The event rate transfer function (from Evans 87) showing the
response of the DID 5 channel to regular electrical stimuli.

Using this method a 'dead' time for the DID 5 channel of approximately
12.5 ms was obtained (Evans, 1987) which compared well with the calculated
'dead' time of 13ms (Evans, 1988).

In addition to the single channel tests, attempts were made to determine
the effect of the activity on one channel by another channel. This was done by
using several pulse generators simultaneously (Evans, 1988). Although the
tests showed that the effect was significant at high rates, it was not possible to
produce a quantitative relationship.

While the method described above was essential for hardware testing
purposes and for confirming that there were no major deviations from the
calculated 'dead' times, its use for the detailed analysis of the operation and

timing of the experiment was limited in three major respects.

i) The use of pulse generators to stimulate the channels was limited
to regular pulses of constant amplitude and so was incapable of
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producing a realistic input distribution consisting of randomly
spaced impulses of varying amplitudes.

ii) The system could only be run in real time, therefore looking for
short term or irregular effects at high count rates was extremely
difficult and tracing the cause of such effects, even more so.

iii) The flight spare was an expensive and, with the departure from
the group of the designer (G.C. Evans), a possibly irreplaceable
piece of equipment. The idea of dismantling and "poking
probes" into it was not greeted with enthusiasm!

These problems could be overcome using a software model of the experiment
which could be stimulated by a set of calculated inputs which were comparable

to those observed during the encounter with Halley.

4.2 SOFTWARE SIMULATION OF DIDSY

The design of the software simulation was divided into a number of
individual parts. Figure 4.2 shows the modular approach used and how it was
integrated with the VAX/VMS operating system and the FORTRAN
programming environment under which the programs were developed. The
complete simulation was split into two distinct areas, the simulation of the
DIDSY hardware and software, and the data simulator used to provide the
modelled input data. The interaction between these two programs being via an

intermediate file.

4.2 .1 SIMULATION OF THE DIDSY HARDWARE.

The main reason for the simulation was to investigate the operation of

the Central Data Formatter (CDF) for timing purposes and to help in the
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Figure 4.2: The modular approached used in the design of the DIDSY
simulation and how it related to the computing environment.

interpretation of data anomalies in the returned telemetry. Therefore it was
decided to limit the simulation of the front end analogue electronics, a brief
description of which was given in Chapters 2 and 3. A full simulation at the
individual component level would have been expensive in terms of the time
taken to program it, and also the resources, time and memory, required at run
time. It was also unnecessary for our purposes since the front end electronics
did not introduce any significant time delays compared to the CDF processing
time, and detailed work had already been carried out to determine the transfer
function from sensor output to the output value of the analogue-to-digital
converters (Section 3.2). This function was independent of activity for all
channels and was simply implemented as a look up table.
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The digital electronics represented another matter all together. An
accurate simulation of the logical operation of the experiment was essential
since it was this timing that dominated the 'dead' times. At the heart of the
system was an RCA CDP 1802 microprocessor together with associated memory
and interface circuitry and the simulation of this will be considered separately
in Section 4.2.3; the simulation of the remaining digital electronics is described

below.

4.2.2 SIMULATION OF THE DIGITAL SUB-SYSTEMS

4.2.2.1 SIMULATION OF THE IPM-P SUB-SYSTEM

The IPM-P sensor represented a particular problem due to its relatively
complex operation compared to the other sensors, and the lack of a detailed
description, calibration data or circuit diagrams. The unit and electronics were
provided on an 'as is' basis from one of the co-investigator groups. In addition,
operational problems arose with the sub-system during the encounter with
P/Halley (see Section 5.3.1 & 5.4.2). In light of these problems it was decided
that as with the front end analogue electronics, a full simulation would not be
attempted, thus allowing more time to be spent on the other sub-systems.
However, it was important that this sub-system appeared to be working from
the point of view of the simulated CDF, so that any effects that its operation
might have on the rest of the experiment could be gauged. The activity of IPM-
P pre-encounter was low due to problems with the DID 8 cover (Section 5.3.1).
This meant that the effect of IPM-P on the rest of the system was minimal and
could be ignored when considering this period. Post-encounter, the output of
the sub-system became dominated by a high level of noise (Section 5.4.2) and it
was found that this could have a dramatic effect on other sub-systems and IPM-

M in particular. The noisy operation was simulated in the model using actual
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IPM-P data taken from the post-encounter period. The IPM-P data returned in a

DIDSY data block (DDB) consists of three types:-

i) Software Counters: These were updated by the CDF based on the
amplitudes from the positive and negative charge sensitive
amplifiers on the IPM-PA and IPM-PB sensors.

ii) Discrete Data: These provided the actual amplitude information
from the charge sensitive amplifiers for five different signal and
sensor coincidence combinations for a sub-set of the total number of
impacts.

iii)Hardware Counters: These consisted of sixteen 16 bit counters that
were updated internally by the IPM-P hardware to avoid CDF
induced 'dead' time delays, and only read at the end of each DIDSY
data gathering interval (DGI).

The hardware counter values, iii), had no effect on the operation of the
system and fixed values were returned to the simulated CDF, when requested
at the end of each DGI. The event data, i) and ii), was modelled by using the
software counter and amplitude information from the discrete data taken
during the post-encounter period, to reconstruct a realistic rate and set of
output values which could then be inserted into the simulation at the sub-
system I/O level. At this point the relevant co-incidence flags could be raised to
ensure correct emulation of the CDF operation. Two flags were used, the first
notified the CDF that an IPM-P event had occurred and remained 'on' until the
CDF serviced the request, the second flag represented the IPM-P coincidence
line and after an impact, was placed in the 'on' state for Ims of experiment
time, after which it was automatically reset without the intervention of the
CDF. The noise on the IPM-P sub-system remained high for the entire post-
encounter period and was at a rate close to the limit serviceable by the CDF.

Therefore it was not necessary to change the data used by the simulation when
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considering different times during the post-encounter period. The data file
produced contained a list of times and amplitudes for each individual noise
event that was to be simulated. This file was appended to the output of the
shield model program (Section 4.4) and the resulting file sorted into time
order. This allowed for comparison of the operation of the experiment with,
and without IPM-P noise, while maintaining identical stimuli on the other
sensors. In this way, any changes in the simulated output were known to be the

result of the IPM-P activity.

4.2.2.2 SIMULATION OF THE CIS SUB-SYSTEM

The CIS operation and hence simulation was very straight forward, an
impact on the sensor above its threshold mass would increment a hardware
counter and the sensor would be disabled for 1.19ms, corresponding to the
sensor 'dead’ time. Any impacts occurring during this time were ignored. In
the simulation, the decrementing variable used to represent the time left until
the sensor became active, was also used to model the operation of the CIS co-
incident line, which was in turn used by the MSM 'discrete' data categorisation
routine. The co-incidence line was considered active while the value of the
counter was greater than zero. As with the IPM-P hardware counters there was
no requirement for the CDF to read the CIS counters every time an impact
occurred. Since each impact only contained one bit of information this
processing by the CDF would have required a disproportionate amount of the
available CDF time and caused a detrimental effect to the operation of the
system as a whole. Instead the counter was read four times during the course of
a DGI and the values accumulated to a 16 bit counter by the on-board software.
The intervals at which the hardware counter was read, are spread evenly
throughout a DIDSY data gathering interval. The 4 reads allowed up to 1023

events to be detected, a level above the theortical maximum of the experiment.
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Figure 4.3: Schematic of CIS sub-system simulation.

Only the least significant 10 bits of the 16 bit software counter were actually
used. The CIS hardware counter had to be read more frequently than in the
case of IPM-P since it could only hold an 8 bit word (giving a maximum count
of 255 events) and it was possible for this to result in a loss of information at
high flux rates if only read once per DGI. Figure 4.3 shows the schematic

operation of the simulated CIS sub-system.

4.2.2.3 SIMULATION OF THE MSM, RSM SUB-SYSTEMS

The four MSM, RSM channels (DID 2,3,4,5) represented the most
difficult sub-systems to simulate since their operation is linked and also
because the operation depends on the current mode setting. As was stated
above the simulation of the front end channels was achieved simply by using
the signal transfer function derived from pre-launch calibration

measurements. By making this simplification any stimuli could be directly
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Figure 4.4: Schematic of the simulated operation of a single MSM or RSM
channel.

represented by the digital output level which was produced by the A-to-D
converter when the multiplexer was set up to measure that channel. The
disadvantage of making such an assumption was that it did not take into
account any design faults with the analogue section of the sub-system and

certain assumptions had to be made about the input signal. Most important of
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these was that the signal from a reflection on the shield would not be high
enough to exceed the comparator level. This assumption was considered valid
since this was the way that the experiment had been designed and there was
no evidence from ground testing (Reading & Ridgeley, 1983), or in-flight data,
to suggest otherwise. While there was no fundamental reason for not
incorporating signal reflections into the shield simulation (see Section 4.4) it
represented something of an unknown quantity and was considered beyond
the scope and requirements of the project.

A schematic representation of the operation of the MSM/RSM
simulation for a single channel is given in Figure 4.4, the other channels are
identical. The amplitude of a new event was compared to the value
representing the level of the Digital-to-Analogue (D-to-A) converter to
determine if the event was sufficiently large to trigger the system. The result of
the test was used to simulate two operations of the sub-system, firstly if the
comparator level was high, indicating a threshold exceed on that channel, the
hold circuitry on the input of the amplifiers was switched from 'tracking', to
'holding' the signal, corresponding to a change in the decay constant of the
signal on the output of the log amplifier from 3ms to 30ms. 'Holding' the
signal ensured that the level did not decay before the CDF had a chance to
respond to the request. The sensor remained in the held state for a maximum
of 3.2ms or until the hold circuitry was reset by a command from the CDF. The
output of the comparators was also passed to a set of control logic which was
used to flag the CDF when an appropriate event had occurred. The logic would
immediately inform the CDF if a DID 4 or DID5 event occurred, however in the
case of a DID2 or a DID 3 event the operation of the logic depended on the
MSM mode of the experiment at that time as defined in Table 4.1. Once a
request had been received by the CDF, it proceeded to read each of the channels

in turn by means of a multiplexed Analogue to Digital (A-to-D) converter. In
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MODE ACTION

0 Inform CDF only when DID2 event ignore DID3

1 Inform CDF only when DID3 event, ignore DID2

2 Inform CDF when DID2 and DID3 events occur within
3.2ms of each other, ignore individual DID2 or DID3
events.

3 Inform CDF when either a DID2 or a DID3 event occurs.

Table 4.1: The rules used by the DID 2,3 logic to determine whether a particular
event will be reported to the CDF

the simulation the signals were already in digital form and only the
multiplexing required modelling.

When the level of each of the signals had been read, the CDF set the
input of the D-to-A converters to the digital value read from the A-to-D for
that channel, plus an additional value of 32. As soon as the the D-to-A was
loaded, the value started to automatically decrement at a rate of 1 digital value
per 126ps. This decay rate was designed to follow the decay of the acoustic
signal on the shield with a suitable safety margin. This was to ensure that any
reflections which might be of similar amplitude to the signal did not re-trigger
the comparators. Initially this action may seem redundant in the simulation,
since reflections were not being modelled in the input data and so the chance
of secondary triggers was non-existent. However, this operation also had the
potential of masking out ar{y true impacts occurring a short time after the
initial events. It was this recovery time, before a new impact could be detected,
that dominated the 'dead’' time for the MSM and RSM channels. As an

additional safety measure the flight software waited for 3ms after setting the D-
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to-A converters before allowing a new output from the comparators to re-

trigger the system.

4.2.2.4 SIMULATION OF THE IPM-M SUB-SYSTEM

The operation and thus simulation of IPM-M was very similar to that of
a single channel of the MSM and RSM sub-systems described above. If a new
event occurred, it was compared to the current value on the D-to-A converter
and if the signal exceeded the D-to-A value a flag was raised representing the
CDF request line in the experiment. This trigger was also used to latch the
current output on the A-to-D converter, since conversion took a finite amount
of time, the signal latched on the output of the A-to-D converter corresponding
to the pre-event level of the sensor (a useful diagnostic parameter). In addition
to 'latching' the A-to-D, the event line also switched the track and hold
circuitry on the input of the log amplifier into the hold state thus ensuring that
the signal did not decay before the CDF had a chance to read the value. The sub-
system remained in the hold state for a maximum period of 1ms or until
switched back to the track state by intervention of the CDF. When the CDF
serviced an IPM-M request, it first read the 'held' output of the A-to-D
converter. The read operation automatically restarted the A-to-D converter and
a subsequent read by the CDF measured the amplitude of the event. This value,
plus 16, was loaded into the D-to-A converter which started decrementing at a
rate of 1 digital value every 50us to mimic the decay of the acoustic signal on

the IPM baseplate.

4.2.3 SIMULATION OF THE CDF

The CDF or Central Data Formatter was the part of the experiment which
controlled and collected data from the sub-systems, and converted the data into

a suitable format (a DIDSY Data Block, DDB) for insertion into a telemetry
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Figure 4.5: Circuit diagram of the Central Data Formatter (CDF) showing the
CDP1802 processor (centre), the spacecraft interface (bottom left), the
housekeeping multiplexing circuitry (bottom right) and the sub-system

interfaces (top, left and right).

82




frame and subsequent transmission back to Earth. The CDF included the
Experiment's micro-processor together with associated logic and interface
circuitry for communicating with the DID sub-systems, housekeeping
channels, and with the spacecrafts On Board Data Handler (OBDH). A complete
circuit diagram of the CDF, which was designed at the Rutherford Appleton
Lab. (RAL), is shown in Figure 4.5

The entire simulation of the DIDSY experiment was critically dependent
on accurate modelling of the operation and timing of the CDF. This could be
achieved in one of two ways. Either the operation of the flight software and
electronics could be treated as a whole and modelled as such. Alternatively an
emulator of the CDP 1802 microprocessor could be produced which was able to
load and use the actual flight software. The first option had the advantage that
the resultant code would run many times faster than an emulator based model
and since the encounter had already taken place before the start of
programming there was no possibility of a change in the flight software or
electronic specifications. However, the first option also had disadvantages in
terms of the time taken to program it since a full and very thorough
knowledge of the experiment and software operation would be required to
achieve an accurate simulation and in the case that a fault was found it might
prove difficult to determine where the problem lay in the original experiment.
Since execution time was not of major importance, a powerful VAX 8800
computer running VAX/VMS and FORTRAN being available, it was decided
to adopt the second option. The simulation of the CDF can thus be split into
two connected parts, the simulation of the interface circuitry and the

simulation of the CDP1802 microprocessor itself.

4.2.3.1 SIMULATION OF THE CDF INTERFACE
The CDP1802 microprocessor communicated with the rest of the

experiment and the spacecraft in three ways.
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i) Input/Output ports
ii) Direct Memory Access (DMA)

iili) Memory and Memory Mapped Input/Output

In the actual experiment the input port was used to read the MSM base mode
from the spacecraft once every format and the output port used to return status
information. Rather than trying to simulate the full functionality of the
spacecrafts Remote Terminal Unit (RTU) only a minimum workable interface
was designed. For the case of the input and output ports, they were simply
implemented as two eight element arrays (corresponding to the eight input
and eight output ports). On initialisation of the model, the program loaded the
relevant element of the input port array with the base mode. No further
change was required unless a tele-commanded change of mode operation
needed to be simulated. In which case the value in the array was updated and
read by the modelled CDF at the next simulated format pulse. The status
information written to the output port array by the experiment was not used by
the simulation and the data was overwritten by subsequent data from the
processor.

The Direct Memory Access (DMA) function of the microprocessor was
used to asynchronously extract data from the experiment for transmission back
to Earth. Normally the spacecrafts on-board data handler (OBDH) would send a
DMA request to the CDF, the CDF would then load an 8 bit parallel in, serial
out buffer (IC28, Figure 4.5) with the data pointed to by the DMA pointer
(Register 0), the data was then clocked out of the buffer by the OBDH allowing
the processor to continue with its current operation. Again, to avoid having to
simulate the OBDH, the process was simplified in the simulation. The main
program control loop which kept track of the experiment time, and raised the

appropriate flag when a DMA request would normally have been issued by the
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OBDH. The control loop then issued the DMA request to the 1802 emulator
and extracted the full data byte off the virtual data bus and sent the output to
the data log file. The operation from the viewpoint of the processor was
identical in both the real experiment and the simulation; it is simply seeing a
DMA request, which it responded to, by putting the value of R(0) onto the
address bus and waiting one machine cycle before continuing execution.

The final method of communication between the processor and its
peripherals was by means of direct addressing using the processor address and
data buses. Table 4.2 shows the memory map of the CDP1802. The ROM and
RAM were simulated by a linear data array. Rather than allowing the CDP1802
emulator routine direct access to this array, all memory read and write
functions were performed by two FORTRAN subroutine MAP_IO_R and

MAP_IO_W. The routines checked the address of the memory location trying

Start Address | End Address Description

0000H 03FFH ROM - On board software
and look-up tables

0400H 047FH DDB 'Buffer A’
0480H 04FFH DDB 'Buffer B'
0500H 057FH Address copy of '‘Buffer A'
0580H 05FFH Address copy of 'Buffer B'
0600H 061FH IPM-P Accumulators
0620H 067FH Stack/Scratch pad RAM
1000H 102FH IPM-P memory mapped I/O
1040H 104FH MSM/RSM memory mapped 1/0
105EH 105FH IPM-M memory mapped 1/O
1060H 1060H CIS memory mapped I/0O

Table 4.2: The memory map of the DIDSY experiment. Of particular importance
is the address copy of the RAM buffers.
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to be accessed and in the case of an I/O location (e.g. the setting of one of the D-
to-A converters) the MAP_IO_W routine would write the data value directly
into the variable designated to represent the input of the D-to-A converter. If
instead the location being accessed was memory, then the address would be
passed to one of two further routines, MR or MW, for reading or writing
respectively. These checked that in the case of writing, the location being
accessed was in RAM and also did the required address decoding for the
memory map. The latter was extremely important since correct operation of
the flight software was found to be dependent on the existence of an address

copy of the RAM buffers at memory locations 0500H to O5FFH.

4.2.3.2 THE CDP1802 EMULATOR

The emulation of the CDP1802 microprocessor used in the DIDSY CDF
was handled by a single FORTRAN subroutine, SIM1802, which controlled the
execution of all instructions from the flight software, modifications of the
registers and calculation of timing information. In addition the routine
checked for DMA and INTERRUPT requests from the main control loop and
took the appropriate action should such an event be detected. The operation of
the CDP1802 emulation subroutine is shown schematically in Figure 4.6. The
routine executes one instruction or one DMA, INTERRUPT event each time it
is called. Instructions are executed by reading the memory location pointed to
by the program counter variable from the array used to represent the system
memory. The program counter is incremented and the instruction interpreted
according to the specifications given in RCA, 1977. By only operating on a
single instruction at a time the routines used to simulate the DID subsystems
could be called after each command and this ensured that the operation of the
simulation as a whole remained synchronized, any particular module never
being more than 12us (the time taken to execute the longest instruction)

behind the CDF. To obtain the most accurate possible simulation, the emulator
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Figure 4.6: Schematic representation of the CDP1802 emulator used in the
DIDSY simulation. The instructions (shown as dashed boxes) are executed
according to the specifications of the CDP1802 processor as given in, RCA, 1977.
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0000 7B 7B 7B F8 OA A3 F8 00 0200 C2 02 1A FB €3 CA 02 13

0008 B3 D3 A0 A8 F8 28 A4 F8 0208 72 F7 33 10 02 22 52 38
0010 80 B8 14 F8 10 B9 F8 4C 0210 22 30 1F FF 01 32 1F 12
0018 A9 F8 06 B2 F8 02 BA Bl 0218 30 OC 72 F4 Fé 22 52 DA
0020 BB BC F8 90 AA F8 65 AB 0220 04 AA 01 22 DA CA BO 01
0028 F8 78 AC F8 02 F9 80 A6 0228 22 DA 10 BA 01 3E 61 F8
0030 F8 06 BD E6 3C 38 69 B8 0230 5F A9 F8 C2 Al F8 FF 59
0038 98 FE 3B 41 F8 04 A8 F4 0238 29 09 73 F8 02 AF 2F 8F
0040 56 06 59 61 F8 6F A2 9E 0240 3A 3E F8 2D A% 59 El1 F8
0048 FC 01 AE E2 80 BE AF 2F 0248 SE A9 49 52 F4 C7 F8 FF
0050 F8 04 BO B6 B7 BF F8 00 0250 59 E2 DA 14 B6 01 94 FC
0058 S5F 9E 52 8E F7 3A CD 24 0258 50 A6 72 32 €1 56 26 02
0060 84 3A 68 F8 28 A4 30 72 0260 56 CO 00 44 D3 F8 60 A9
0068 02 FA 1F 32 71 FA 07 CE 0268 94 FC 04 A6 E€ 09 59 F¢4
0070 C8 DB DC 02 FE 3A CD 94 0270 73 F8 00 74 56 30 64 D3
0078 FC 70 A6 F8 20 AD F8 00 0278 F8 20 AD F8 10 AS ED 09
0080 AF ED FO FE 73 FO 7E 5D 0280 59 F4 73 F8 0C 74 73 19
0088 60 32 Al FO C8 FO 76 FA 0288 8D 3A 7F 30 77 13 E2 D3
0090 FO 73 FO F6 5D 32 9C 60 0290 94 E3 F4 A6 60 72 Al 02
0098 1F 1F 30 8D 60 1F 8F F1 ’ 0298 F7 3B 8D F4 El1 F7 60 16
O0AO0 38 FO 56 F8 00 73 16 2D 02A0 33 9D 06 FC CiI 32 8D 56
00A8 8D 3A 7E E6 9E FB 80 B4 02A8 30 8D A0 1E 15 14 OA OB
00BO A6 95 56 16 85 56 16 FA 02BO A5 18 18 14 CA OB B5 1C
00B8 OF 3A BF F8 27 A% 09 15 02B8 29 06 95 2D 2B 13 40 40
00CO 98 56 88 32 C8 F4 56 28 02C0 40 40 10 20 28 38 80 00
00C8 F8 4C A9 FO 59 E2 F8 30 02Cc8 00 00 00 00 0C 00 00 00
00DO AD OD CA 01 00 F8 01 SD 02D0 00 00 00 00 CC 00 00 00
00D8 35 DD CO 01 00 CO 03 00 02D8 00 00 00 00 CC 00 00 00
00EO 00 00 00 00 00 00 00 00 02E0 00 00 00 00 ¢CC 00 00 00
00E8 00 00 00 00 00 00 00 00 02E8 00 00 00 00 0C 00 00 00
O0OFO 00 00 00 00 00 00 00 00 02F0 00 00 00 00 ©C 00 00 0O
00F8 00 00 00 00 00 00 00 00 02F8 00 00 00 00 ©C 00 00 00
0100 F8 00 SD 37 08 CO 02 2D 0300 F8 40 AF 2F B8F 3A 03 F8
0108 F8 40 A9 59 09 C4 C4 C4 0308 04 A9 49 73 4% 73 49 73
0110 C4 49 73 89 FF 44 3A OB 0310 49 73 F8 SF A3 F8 C2 Al
0118 F8 4E A9 09 52 12 FB 4B 0318 F8 FF 59 29 C3 73 F8 02
0120 A9 F8 BE Al El1 42 F4 60 0320 AF 2F 8F 3A 21 F8 2D A9
0128 C7 F8 FF 59 29 89 FF 47 0328 59 E1 F8 S5E AS 49 52 F4
0130 3A 24 22 94 FC 02 A6 F8 0330 C7 F8 FF 59 E2 DA 14 B6
0138 2E A9 F8 80 AF 2F 8F 3A 0338 01 82 FC 04 A2 02 FA 03
0140 3D 59 06 FA 03 32 7E FB 0340 32 49 94 FC 3€ A6 12 30
0148 03 32 7E FB 02 32 52 22 0348 CF 22 02 FA 03 FB 01 32
0150 02 C8 02 22 22 32 63 02 0350 79 FB 02 32 6F 22 72 Fl
0158 22 22 32 6F 02 FA 01 32 0358 FA FC 32 93 DA 2C C3 00
0160 9A 30 90 02 22 22 32 76 0360 94 FC 32 A6 C6 FA 03 3A
0168 02 FA 01 32 AE 30 90 02 0368 E8 86 FC 04 A€ 30 81 DA
0170 FA 01 32 B8 30 90 02 FA 0370 24 C3 00 94 FC 4E A6 30
0178 02 C2 02 2D 30 A4 02 22 0378 81 DA 1C C3 0C 94 FC 42
0180 32 88 02 22 32 8C 30 57 0380 A6 E6 22 22 22 42 173 42
0188 02 22 32 63 22 22 30 6F 0388 73 42 73 42 73 42 173 02
0190 94 FC 51 A6 94 FC 5A A7 0390 56 30 95 12 12 E2 02 FA
0198 30 C2 94 FC 52 A6 94 FC 0398 03 FB 01 32 C7 FB 02 32
01A0 S5F A7 30 C2 94 FC 53 A6 O3A0 BD 30 E8 22 72 F1 FA FC
01A8 94 FC 64 A7 30 C2 94 FC 03A8 32 E8 DA 28 C3 00 94 FC
01BO 54 A6 94 FC 69 A7 30 C2 03BO 32 A6 06 FA 03 3A E8 86
01B8 94 FC 55 A6 94 FC 6E A7 03B8 FC 04 A6 30 C¥ DA 20 C3
01CO 30 C2 06 FC 01 32 C8 56 03C0O 00 94 FC 48 A€ 30 CF DA
01C8 94 FC 6F A6 F8 03 AF 02 03C8 18 C3 00 94 ¥FC 3C A6 82
01D0 FA 02 32 D8 94 FC 64 A7 03D0 FF 05 A2 E6 42 73 42 73
01D8 E7 42 73 42 73 82 FF 03 03D8 42 73 42 73 42z 73 02 173
01E0 AD ED 02 FA FC 5D 06 FA 03E0 E2 F8 27 A9 CS CO 00 44
0lE8 FC F7 33 EF 8F F1 56 E7 03E8 82 FC 05 A2 3C EO 00 00
01F0 42 73 2F 8F 3A El1 22 22 03F0 00 00 00 00 CC 00 00 00
01F8 E2 94 FC 02 A6 06 FA 03 03F8 00 00 00 00 CC OC 00 00

Figure 4.7: The hexadecimal representation of the flight software and look-up
tables, used by the simulation to load the CDP1802 emulator.
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was loaded with an exact replica of the software and data used in the flight
experiment. The hexadecimal dump of the flight software which was read by
the simulation program is given in Figure 4.7. The full, commented, assembly
listing of the flight code which was developed at the Rutherford Appleton

Laboratory is given in Appendix 1.

4.3 TESTING OF THE SIMULATION

The simulation program took its input from a standard ASCII file
containing data on the amplitude of the events. The first record of the file
contained the number of micro-seconds worth of data contained in the file.
Once the simulation reached the end of the file it would start again from the
beginning, this allowed for longer runs of the simulation at high event rates
without the input file becoming too large. Each of the remaining records in the
file contained information on the time (in ps), sensor and amplitude of a
single stimulus. Hence, an impact that was detected by two sensors would have
two entries in the input file, one for each sensor.

The major advantage of the software simulation over the previous
testing of the hardware was the potential of being able to simulate the
experiment with a representation of a realistic mass distribution. However
before attempting this it was important to check that the model worked
correctly, both in terms of its general response to stimuli and also in the time
taken for the system to respond to and process an event. After all, one of the
principle requirements of the model was for the checking of the first order
'dead' time correction algorithms at high event rates. The operation of the
model CDF was easily checked by examining the telemetry stream produced,
for correct positioning of the block counter and mode words within the DDB
and also by confirming that the block counter was incrementing. These tests,

while simple, were very susceptible to errors in the CDP1802 emulation or in
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Figure 4.8: The frequency transmission characteristics for the simulated DID 5
channel. The simulated test was comparable to the hardware set-up used to
produce Figure 4.1 .

faulty transcription of the relevant parts of the flight software. Although
examination of the telemetry stream confirmed the operation of the modelled
CDF; the sub-systems and the CDF, sub-system interface could only be checked
while being stimulated. To achieve this a simple initial input data set was
produced containing a regular, single amplitude pulse, on the DID5 channel.
This was comparable to the hardware tests described in Section 4.1. Again,
examination of the appropriate counter and magnitude bytes in the telemetry
stream was used to ensure that the signal was being detected and that the input
and measured signal levels matched. This was repeated for each of the other
subsystems until all were known to be responding correctly.

The final and most important test in terms of accuracy of the modelling

involved the timing of events and the speed at which the system could
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respond to the detection of an event. This was checked by decreasing the
interval between the regular pulses used to stimulate the channel until a
sudden drop in the output rate was observed (see Section 4.1). This was done
for DID5 so that the output could be directly compared with the equivalent
hardware tests (Figure 4.1). The resultant output frequency against input
frequency distribution from the model is shown in Figure 4.8. The correlation
between the hardware tests (Figure 4.1) and the simulation results (Figure 4.8)
was found to be very good. The frequency at which the drop in the output rate
first occurred being almost identical for the two cases. The small deviations
observed in the hardware tests were attributed to a slight drift in the pulse

generator frequency during the measurements (Evans 1987).

DIDS5 Transfer Data RANDOM

150

DIDS Simulation (Amplitude = 100)

T

125

0 25 50 i 100 125 150
Input Hz

Figure 4.9: The simulated output from the DID 5 channel for a set of randomly
spaced pulses of constant amplitude ( [J). The solid line represents the
modified output after correction for 'dead’ times.
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Once the initial comparison tests had been completed and the model was
established to be working with a fair degree of accuracy, tests were started with
input data that would have proved difficult to produce during the original
hardware tests. An input distribution was produced which was similar to the
DID 5 tests described above and in Section 4.1, except that instead of using
regularly spaced data, the timing of the impacts was randomized. The result is
shown in Figure 4.9 ( []). The randomization smooths out the distribution,
removing the the factor of two drop in the output frequency at 85Hz which was
caused by the delay between the regular pulses just falling below the 'dead’
time for the DID 5 channel. The simulated distribution provided a more
realistic picture of the operation of the sensor. The solid line in Figure 4.9
shows the output rate after it had been modified using the theoretical 'dead’
time correction presented in Section 3.6. The theoretical correction for this

simple case, where only a single sensor was active, clearly worked very well!

4.4 SIMULATION OF REAL INPUT DATA

The tests described in the previous section were based on simple input
data sets which bore little resemblance to the input stimuli that occurred
during the Giotto flyby of comet P/Halley. At encounter the experiment had to
deal with stimuli on all of its sub-systems, signals on different channels that
were almost instantaneous (in the case of multiple detections of a single event)
and a large range of amplitudes. To satisfy the requirement for data which
could be used to simulate DIDSY operation at encounter a FORTRAN program,
SSIM, was written.

The program calculated a fixed power law mass distribution, or a more
complicated varying distribution could be constructed by the user. The number
of events in each of a set of differential mass intervals, dlog m, was calculated.

based on the total area of the front shield and a random position was calculated
92




for each event. To reduce the size of the data file and the amount of processing
required during the main simulation, the digital amplitudes of the signals
were calculated at this stage and only those events which were likely to trigger
the subsystems were stored. If the calculated position corresponded to one of
the fixed effective area sensors (CIS or IPM-M) the appropriate signal value
could easily be determined from the calibration data (Chapter 3). In the case of
the microphone sensors where the effective area depended on mass and
position, a look-up table was used based on the approximate position of the
particle. The look-up table was in fact a very coarse representation of the full
shield sensitivity maps. If the look-up table showed the event to be too small
to be detected by any of the sensors, then it was discarded. Otherwise, the
attenuation of the signal from the impact site was calculated using the full
shield map data described in Section 3.3. The value of the attenuated signal was
then converted using Equation 3.2 to give the digital output produced on the
A-to-D converter of the experiment. In addition to calculating the magnitude
of the signal, it was also important to calculate the propagation time of the
signal from the impact site to each of the sensors. This was of particular
significance for events which were detected by more than one sensor since the
action of the CDF could depend on which was triggered first. Calibration tests
on the UKC mock-up shield (Evans, 1988) showed that a signal took of the
order of 3ms to completely traverse the shield. Matters were further
complicated since the signal detected by the sensors was not always the one
following the shortest route. For example, the signal of an impact near DID 3
could propagate to DID 2 via two paths, either ~300 degrees clockwise round the
main sector or ~60 degrees anti-clockwise across the small sector (assuming the
shield orientation and coordinate system shown in Figure 2.5). While the anti-
clockwise route is undoubtedly the shorter, the bending wave would propagate
across both isolating joints and would be attenuated to such a degree that it

would be below the threshold of DID 2. In such a case it would be the signal
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Figure 4.10: A mass distribution produced from the simulation of the DIDSY
experiment. The solid line represents the fixed power law input distribution,
the symbols mark the simulated fluxes derived from the PHA counters.

travelling in the clockwise direction which would be most likely to trigger DID
2, some 2ms to 2.5ms after the original impact occurred. After calculating the
correct times for detection on each of the sensors the data is written to the
output and the procedure repeated for the next event. The resulting data file is
then used as the input for the main simulation program. For the simulation of
high flux data, the intermediate data file could become very large, if the
simulation is used to produce information for more than a couple of seconds
of experiment time. To reduce this problem the simulation was operated such
that once the program had reached the end of the data file, it started again from
the beginning.

Figure 4.10 shows the output of the simulation compared to a constant

power law input mass distribution. The error bars are based on Poissonian
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statistics (+VN). The solid line represents the input distribution. The
correlation is generally good with the exception of the DID 2 AND DID 3 point
(Figure 4.10, A) which shows a considerable excess over the input value. The
reason for this strange behaviour is involved with the interaction of sensors at
high flux rates. Similar behaviour was observed in the flight data and is

considered in Section 5.4.1.

4.5 DEAD TIMES

The idea of an instrumental dead time for the MSM sensors was
discussed in Section 3.6, where a dead time algorithm was determined based on
the operation of the sensors track/hold and threshold circuitry and making
some assumptions on the value of THold from consideration of the operation of
the on board software. To determine over what range these corrections were
valid and to see if a second order correction term was required, the software
simulation was used. The flux level was initially set low and then
progressively increased, each step provided a single point on a correlation plot
of output flux against input flux. To ensure that the effect of sensors upon each
other was taken into consideration in a realistic manner, the input data was
derived from a fixed slope cumulative mass distribution with a=0.9 (consistent
with the value used for the DIDSY flux analysis).

Initial thoughts were that the effect of other sensors would be to use up
CDF processing time, resulting in longer dead times overall and lower counts.
The simulation showed that this was not the case, instead a slightly higher
count than expected was observed, which when corrected with the standard
dead time routines became very much higher. The reason for this was quite
straightforward; when a detection occurred on one of the MSM sensors, the
CDF read the amplitude from all the other sensors within the sub-system. The

read was carried out independently of any threshold checking so that a signal
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that was still decaying from a previous impact could be read two or more times
as if it were a new event. The effect became worse at higher flux rates due to
the larger number of CDF service operations that were taking place. Using the
simulation the flux at which a deviation from the nominal situation occurred,
was determined. The simulation showed that the effect was limited almost
exclusively to the highest sensitivity 'Bin' of the sensor and that it did not
have a significant effect on the output until very high flux rates were reached
(>103m-2s-1). Therefore the dead times that were already in use were left
unchanged. Correction at higher impact rates was found to be possible by using
a scaled exponential function, however, since such high rates were not

observed, the additional correction term was not required.
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CHAPTER 5

PERFORMANCE OF THE DIDSY
EXPERIMENT
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The Giotto spacecraft was successfully launched from the Centre Spatiale
Guiansise, Kourou, French Guiana at 11:23:12 UT on 2nd July 1985. During the
following eight month cruise phase of the mission, regular tracking,
communication and testing of the spacecraft systems and scientific payload were
carried out using ESA's 15m ground station at Carnarvon and the 64m dish at
Parkes.

At 19:25UT Ground Receive Time (GRT) on March 13, 1986 the DIDSY
experiment was switched on for the encounter with comet P/Halley. Over the
subsequent 8 hours, DIDSY made measurements of the coma dust distribution for
particles with masses in the range 10-13kg < m < 10-5kg. While the performance of
the experiment was generally good, several faults with individual parts of the
hardware were observed and certain limitations of the system, particularly at high

flux rates, became apparent. These are considered in Section 5.3 and Section 5.4.

5.1 CRUISE PHASE OPERATION

DIDSY was first switched on at 04:18UT on 8th October 1985. Housekeeping
voltages and temperatures all showed nominal output values with the exception of
the IPM-A ambient plasma monitor, which showed a lower than expected voltage
(McDonnell, 1987). As predicted, with the exception of the once per format
calibration pulses on the IPM-P sensor, no activity was seen on any of the DIDSY
sensors. To ensure correct operation, several experiment check-out sequences were
carried out during the cruise phase, these involved the switch on of each of the
experiments and examination of the returned housekeeping data to ensure that all
voltages and temperatures were within operating limits. In addition the check-outs
included the transmission of telecommands to test the operation of the experiments
making up the scientific payload. Correct reception and execution of each
command was confirmed before continuing with the next step. In the case of

DIDSY, the check-out consisted of cycling through each of the available MSM
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modes (see Section 2.3.4) and checking the format of the returned science data
stream for correct structure, including location and value of the mode word and
synch counter bytes. No abnormalities with the operation of DIDSY were found
during the initial, or any of the subsequent check-outs carried out prior to the
encounter.

On the 10th February 1986 the first attempt was made to release the DID 8
cover, which was used for thermal control purposes and to protect the IPM-P
sensor from contamination and damage during the firing of the solid rocket kick-
motor (see Section 2.3.3). The cover was held in place by a thin wire and plastic
retainer arrangement, to release the cover a 60kHz, 4V signal was applied to the
wire which would heat up and melt the retainer, allowing the spring loaded cover
roll back. The release mechanism was activated by a single telecommand, the
release voltage remained in the on state until deactivated by switching the whole
experiment off. The spacecraft confirmed correct reception of the command and
indicated a high current drain. In addition, a noise signal was observed on both the
IPM-M digital and analogue science channels (Figure 5.1). All these factors were
taken to indicate that the release mechanism was operating correctly. The cover
itself was a late addition to the experiment design and it did not include a facility
to confirm successful release. The expected change in the temperature measured by
the IPM mounted thermistor and marginal change in the ambient plasma monitor
(IPM-A) due to photo-electrons, were not observed (Zarnecki, 1988). However both
these changes were expected to be small and their absence was not unduly
alarming. In an attempt to increase the likelihood of successful cover release, two
further attempts were made during subsequent spacecraft passes. Neither
provided any additional evidence to indicate that the cover had released.
However, extensive ground testing of the release mechanism had not highlighted
any problems and at the time, the operation was though to have been successful.
Examination of the encounter data showed that this optimism was unfounded and

that the cover had not retracted during any of the cover release attempts.
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Figure 5.1: Output from the IPM-M analogue science channel during the cover
release attempt. The activation of the cover release mechanism was seen as a
sudden increase in the measured voltage due to electrical noise. The operation of
the cover release mechanism was such that the current remained high until the
experiment was turned off.

5.2 RAW DATA REDUCTION

5.2.1 REAL TIME ANALYSIS

On the night of encounter the real time analysis of DIDSY data was ‘
performed using the Electrical Ground Support Equipment (EGSE) and a set of
BBC microcomputers which were installed at the European Space Operations
Centre (ESOC) at Darmstadt. They provided a ‘Quick Look’ facility displaying
information on the experiment status and the number of counts detected on each of

the MSM, RSM and IPM-M sensors. A full description of the equipment and
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software is given in Evans, 1987 and a frank appraisal of its operation is described
in Olearczyk, 1988. The real time analysis of the CIS and IPM-P sub-systems was
implemented separately by the co-investigator groups involved with those sub-
systems. Neither the software or the results from the ‘Quick Look’ facility were

used for the final data analysis and the system will not be considered further here.

5.2.2 REDUCTION OF THE FLIGHT EXPERIMENT TAPE

The initial Flight Experiment Tape (FET) provided by ESA a few weeks after
the encounter contained nine files, covering the period from 19:20:22 UT Ground
Receive Time (GRT) on the 13th March 1986 to 02:53:14 GRT on the 14th March and
was the primary source for post mission data analysis. Each file contained a series
of fixed length binary records, each record corresponding to a single spacecraft
telemetry frame (Figure 5.2).

The initial FET provided by ESA only contained frames which were
completely free from errors after Reed Solomon error correction. A second set of

tapes containing partial and erroneous frames, recovered from the Parkes and

NASA Deep Space
SYNC | BL|ST [TIME [ID | HK DIDSY SCIENCE DATA |
-—--4—o| -2-|-1- |---14— -4~ —-32—| ————~ 16(40) --——-— —14
I

I 74(98)

Record Length in bytes for Format 1(2) =

4 x SYNCHRONISATION BYTES
2 x BLOCK LENGTH

1 x STATUS

14 x TIME

4xID

32 x HOUSEKEEPING

16(40) x DIDSY SCIENCE DATA
1 x SPARE

TOTAL = 74(98) Bytes

Figure 5.2 The contents and size of a DIDSY FET record in Format 1 and Format 2.
Each record of the FET corresponds to a single Giotto telemetry frame.
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Network (DSN) receiving stations, was made available some months after the
encounter. These were used to produce a merged data set comprising of the good
frames from the primary FET and, if not available, then the best quality frames
from the other sources (Evans, 1987). To allow for easier inspection of the data, the
files were converted from their original binary form to a tabular (ASCII) file
format. This was done by producing a decimal listing of each byte from the digital
science data together with some associated timing, format and block count
information. In the process the housekeeping, analogue science and most of the
header information was discarded. The initial conversion of the binary encoded
FETs to the ASCII file format, was completed by J. Darby of the University of
Kent's computing lab and G.C. Evans of the Space Science group using the
university's ICL2960 computer. The ASCII files produced were given the name
‘TEXTFILE# , where # was the number of the corresponding primary source file on
the FET. The poor data frames which were now included in the “TEXTFILE’s were
caused by the loss of the high gain antenna signal by the tracking stations. The loss
of signal was due to an impact induced nutation of the spacecraft, which occurred
just prior to closest approach (Section 5.3). The effect was periodic in nature and
the transition from good data to noise could often be identified and the good data
extracted by manually scanning through the files. This lengthy process was largely
carried out by J.C. Zarnecki at University of Kent during the second half of 1986. A
combination of the original “TEXTFILE’s and the 'HAND' reconstructed data, as
the manually extracted data was known, were used to produce the most complete
data set possible. To simplify the scientific analysis, the telemetry frames were
reorganised into blocks containing information about individual Data Gathering
Intervals (DGI). The original version of this data set, named ‘COMPACT’, was
produced towards the end of 1987 (Pankiewicz, 1989) and was updated during the
course of 1988 and 1989, based on a more detailed examination of the telemetry
stream.

With the departure of J.Darby and G.C. Evans from the University, and the
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replacement of the ICL machine with a cluster of three VAX/VMS computers, the
Space Science group found itself in the awkward position of not being able to re-
read the DIDSY FET's. This was not a significant problem for the encounter digital
science data, since this had already been extracted, and was archived on tape in
‘TEXTFILE’ format which could be re-read on the new computers without
problem. This was not the case for the analogue science or housekeeping data,
which had only been stored as hardcopy output, or for the data taken during the
cover release and experiment check-outs prior to encounter. With ESA's
commitment to back the initial check-out stages of the Giotto Extended Mission
(GEM) it became even more important to develop a piece of software which would
enable processing direct from a FET file. To satisfy this requirement a data
extraction program was written for the new computer system. Interactive user
access to the tape drives on the University's VAX/VMS system was not supported
and therefore the tape files had to be transferred to magnetic disk before any
processing could take place. Although this situation was far from ideal, the use of
disk files allowed for 'random' access to any part of the file, thus speeding up the
data extraction process compared to the 'sequential’ organisation of tape files. The

final program, called 'DIDREAD", had the following specifications.

i) Menu driven system with on-line help.

ii) Little Knowledge of the Experiment or FET data formats was required to
extract data.

iii) Single program could be used to extract digital science, analogue science
or housekeeping data.

iv) Digital science data could be output in either “TEXTFILE’ or ‘COMPACT’
data formats for compatibility with existing analysis programs. (No
error correction is provided for 'COMPACT files).

v) Automatic conversion of housekeeping data to voltages, temperatures
and currents.

The program complemented the original “TEXTFILE’ to ‘COMPACT’ conversion
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and error correction utility, ‘RIWI’, written by G.S. Pankiewicz (Pankiewicz, 1989),
and was used to produce new versions of the input files used by ‘RIWT’, which had
improved timing information. The program was also extensively used for the
extraction of information from pre-encounter check-out and cover release tests, in

preparation for comparison with the results obtained from the the GEM check-out.

5.3 DIDSY ENCOUNTER PERFORMANCE

Continuous telemetry reception during the encounter phase of the mission
started approximately 70 hours before the time of closest approach and continued
until 30 hours after the encounter; though the scientific payload was not active for
this entire period. The spacecraft parameters for the encounter are given in Table
5.1. The spacecraft geocentric distance of 0.96AU at the time resulted in a signal
travel time of 8 minutes. This meant that the operation of the spacecraft and its
experiments had to be automated and this was indeed the case, with the exception

of the change-over of telemetry format.

Parameter Value
Giotto-Halley miss distance 59612 km
Distance to Earth 1.44x108 km (0.96 AU)
Distance to Sun 1.35x108 km (0.9AU)
Distance below the ecliptic 3x106km  (0.02AU)
Time of closest approach 00:03:01.84+0.2s (SCET)

00:11:01.94 (GRT)

Phase Angle 107.05°
Relative spacecraft velocity 68.373kms-1

Table 5.1: Parameters for the Giotto encounter with comet Halley on 14th March
1986 (Reinhard, 1987).
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Two science telemetry formats were provided which distributed the available
bandwidth differently. Providing the plasma experiments with a higher data rate,
at the expense of the dust experiments, in the outer coma where the dust flux was
low and the probability of a detectable impact occurring was small (Format 1).
Then switching to give the dust experiments a higher data rate in the inner coma
where detectable dust impacts were more frequent (Format 2). The switch-over
was done from the ground via telecommand. Because of the 16 minute round trip
time from transmission of experiment data to reception of the telecommand at the
spacecraft, the decision to send the command could not be based on the returned
data but had to be made in advance using predicted flux rates from computer
models of the coma. The On Board Data Handler (OBDH) was switched from
'Format 1' to 'Format 2' at 22:46:38 GRT (~84.5 minutes before closest approach)
and was switched back to 'Format 1' again at 01:11:42 GRT (+60.5 minutes after
closest approach). All DIDSY events were detected while the experiment was in the
preferential dust detector mode 'Format 2'.

Continuous telemetry was received from the spacecraft until 00:10:54.3 GRT
at which time Giotto was hit by a large dust impact. The impact caused a shift in
the angular momentum vector of 1° and resulted in a spacecraft nutation about this
new axis of amplitude 1° and period 3.2s (Reinhard, 1987). Interpretation of the
Doppler shift in the transmitted signal that was observed by the GRE at the same
time (Edenhofer et al., 1987), placed an upper limit on the mass of the impacting
grain of ~0.17g (Reinhard, 1987). At the same time the spin period of the spacecraft
changed from 3.998s to 4.010s (Reinhard, 1987) which resulted in a loss of signal
for 21.75s while the despun antenna automatically adjusted to the change in
spacecraft spin and orientation. The spacecraft signal was recovered at 00:11:19
GRT but for the next 32 minutes telemetry reception was intermittent while the on
board nutation dampers slowly reduced the amplitude of the nutation to a level
where continuous telemetry was restored. Figure 5.3 indicates the loss of telemetry

on the science data stream based on information from the FET, 'good' frames are
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Figure 5.3 A telemetry map for Giotto during the encounter period. 'Good' frames
are represented by "' and bad frames by ".". The effect of the nutation dampers to
reduce the length of 'drop-outs' is apparent. In the case of DIDSY, analysis of the
'‘Bad' frames was able to provide additional data.
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Pre-Encounter Post-Encounter
Voltage Rail

MIN MAX MIN MAX
CDF +5 Volts 5.00 5.04 5.00 5.04
IPM-P Analogue +10 Volts 9.34 9.41 9.34 9.41
IPM-P Analogue -10 Volts| =-9.31 -9.31 -9.31 -9.31
IPM-P Digital +10 Volts 9.41 9.47 9.41 9.41
IPM-PA +30 Volts Bias 30.58 30.58 30.58 30.58
IPM-PA -30 Volts Bias -30.42 -30.20 -30.20 -30.20
IPM-PB +30 Volts Bias 30.36 30.58 30.36 30.36
IPM-PB -30 Volts Bias -29.98 -29.98 -30.20 -29.98
MSM Digital +5 Volts 5.08 5.08 5.08 5.08
MSM Analogue +10 Volts 9.41 9.47 9.41 9.47
MSM Analogue -10 Volts -9.31 -9.21 -9.31 =9 .21
CIS Digital +5 Volts 5.24 5.28 5.24 5.28
CIS +50 Volts 49.60 49.60 49.60 49.60
IPM-A +10 Volts 9.79 9.79 9.79 9.79
IPM-A -25 Volts -24.26 -24.04 -24.26 -24.04

Table 5.2: The variation in housekeeping voltages for two periods are shown, Pre-
Encounter (-2411s to -45s) and Post-Encounter (+45s to +3003s). The period
between -45s and +45s has not been considered due to problems with the voltage
multiplexer during this time (see Section 5.4.3). Most of the variations represent
single bit transitions in the output of the A-to-D converters.
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Figure 5.4 Temperatures over encounter measured by thermistors close to DIDSY
sensors and attached to the DID 6 electronics box.
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indicated by "*' and bad frames by "', the DIDSY frames recovered by merging of
all available data sets have been given in Evans, 1987.

The DIDSY experiment was switched on at 19:25:17 GRT on 13th March
1986. The housekeeping data indicated that all the monitored power supply rails
were at their correct voltages and this remained the case throughout the encounter
period until the experiment was turned off at 03:50:11 GRT, on 14th March 1986.

The temperature profiles taken from thermistors mounted, on the front
shield near DID 2, on the IPM unit, on the rear shield near DID 5 and attached to
the DIDSY electronics box in the scientific payload area, are shown in Figure 5.4.
The temperature of the electronics box remained stable throughout the encounter
period. The front shield thermistor showed a rise of ~10°C during the missing
telemetry period at closest approach before slowly decaying back to its pre-
encounter value. The IPM thermistor, which was expected to measure
temperatures similar to those on the front shield, was initially some 4°C lower. Just
prior to closest approach the temperature began to rise more rapidly than the front
shield, the reason for this was linked to the operation of the IPM protective cover
and will be discussed in Section 5.3.1.

Although the housekeeping voltages indicated correct operation of the
experiment throughout encounter (Table 5.2), a detailed analysis of the analogue
and digital science data highlighted a number of problems with both the operation
of the sub-systems and of the DIDSY Central Data Formatter (CDF). An
examination of the performance of each of the sub-systems is given in the

following sections. The operation of the CDF is considered in Section 5.4

5.3.1 OPERATION OF THE IPM SUB-SYSTEM

The first impacts on the IPM-PA, IPM-PB and IPM-M sensors were detected
at -61m45s, -36™M09s and -24M30% from encounter, respectively. The IPM-P sensors

became noisy just prior to closest approach, a state which they remained in until
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the experiment was switched off. The IPM-M sensor detected its last event at
+41m49s from closest approach.

As was stated in Section 5.1, prior to the night of encounter, the DID 8 cover,
which was designed to protect the IPM unit from contamination during the firing
of the the MAGE 1S kick motor, was thought to have been correctly released on the
10th February 1986. After the initial analysis of the data (McDonnell et al., 1986b), a
more detailed examination of the pre-encounter data was undertaken. It became
élear that all was not well with the returned count rates from either the IPM-M
momentum sensor, or the IPM-P impact plasma sensor (Lange et al., 1986;
McDonnell et al., 1986¢). The effect was most apparent on the IPM-P sensor due to
its high mass sensitivity. The impact rate was lower than expected and was
inconsistent with the rates being detected by PIA which had a similar mass
sensitivity (Figure 5.5). In addition the number of high charge coincidence events,
detected on the IPM-PA and IPM-PB sensors was much larger than expected
(Lange et al., 1986).
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Figure 5.5: A mass distribution calculated for DIDSY and PIA data for the period -
300s to -60s from closest approach (from Evans, 1988). Both IPM-P and IPM-M
levels are lower than expected when compared to the fluxes rates determined from
PIA and DID 4.
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The likely explanation for these effects was that the DID 8 cover did not
retracted until the last minute prior to closest approach when the high flux rate
caused the release of the cover (McDonnell et al., 1986). Before the release only
particles able to penetrate all, or part of, the cover were detected. The plasma and
debris produced by these penetrating particles spread in the intervening space
between the cover and the sensors, resulting in the higher than expected
coincidence rate. There was considerable evidence for this scenario.

The IPM-A sensor, which was designed to measure the level of ambient
plasma on the leading face of the spacecraft, showed a fairly constant output until
~70s before closest approach. It then measured a sudden increase in the secondary
electron current of more than three orders of magnitude (Figure 5.6). This
behaviour was totally inconsistent with results from similar sensors on the Vega
spacecraft which had shown an approximately inverse square law dependence
(Grard et al., 1987). The output level dropped slightly post-encounter until ~40s
after closest approach, after which time the average level remained constant; which
has been attributed to impact damage sustained at closest approach (Grard et al.,
1987).

Comparison of the IPM-M sensor, with the most reliable of the front shield
mounted piezoelectric sensors, DID 4, showed a substantial change in relative
activity between pre- and post-encounter data. While part of this change was
undoubtedly due to an instrumental effect on IPM-M (see Section 5.4.2), this
cannot completely explain the observed difference.

The final evidence which indicated that the cover did retract during the
close encounter period came from the temperature profile measured by the
thermistor attached to the IPM unit, compared to that of the front shield (Figure
5.4). The IPM unit was initially ~5°C cooler but within the last minute before
closest approach, the temperature increased rapidly, a change that was not
matched by the front shield temperature.

The evidence would seem to support the idea that the cover did not release
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Figure 5.6: The secondary electron current measured by the IPM-A ambient plasma
monitor during the encounter with Halley. The current remained constant until the
last minute before closest approach when it underwent a sudden increase.
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until some time within the last minute before closest approach, however, whether
the cover was instantaneously released, or was eroded, is not clear. Calibration
studies done after the encounter indicated that the penetration mass for a single
foil of the DID 8 cover is 1.4x10-15kg and that penetration of all three foils requires
particles of mass > 1x10-12 kg (Maas et al., 1989). From the calculated fluence up to
40s before closest approach (Section 7.4), ~104 and ~100 particles would have
penetrated a single foil and the entire cover respectively. This was an insufficient
number to completely erode the ~2.2x10-2m2 cover. Therefore, an instantaneous
release, or combined erosion and release appear to be more likely explanations.

It is possible to take account of the effect of the cover on the IPM sensors
during the periods when the cover is known to be in place (t < -70s) or when
released (t 2 0). Tests by D. Maas at the Max Planck Institute, Heidelberg, have
shown that impacts penetrating only two of the three foils that comprise the cover,
can be detected on the IPM-PA sensor due to plasma leakage through the holes in
the final foil. The thin foil over the IPM-PB sensor prevents the detection of such
events. Hence new mass thresholds can be assigned to IPM-PA of 4x10-14kg and to
IPM-PB of 5x10-12kg (Maas et al., 1989) where penetration of all three foils is
required.

In addition to the failure of the cover to release when originally commanded
several other anomalies in the operation of the IPM sensors was discovered. Most
important of these, was the multiple counting of IPM-M events during periods of
high IPM-P activity. This was linked to the operation of the CDF and will be
considered separately in Section 5.4.2. The operation of the CDF also accounted for
the 0 pre- and post-event amplitudes in the IPM-M 'discrete’ data (see Section 5.4.2
and Section 7.1) which had originally been attributed to marginal detections on the
sensor. Examination of the DIDSY science telemetry stream also showed that
during four periods pre-encounter (Table 5.3) all bytes returned from the IPM-P
sensors were set to zero, this was inconsistent with the surrounding data and an

explanation for this operation has not yet been found.
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Start Time Start Block End Time End Block
0:08:30 43329 0:08:46 43343
0:08:48 43345 0:09:03 43358
0:09:49 43399 0:09:59 43407
0:10:20 43426 0:10:37 43439

Table 5.3: Timings (GRT) and DIDSY block numbers for the periods when the IPM-
P sub-system returned zeros for all counter and amplitude data (see text).

5.3.2 OPERATION OF THE CIS SUB-SYSTEM

The first impact on the CIS sensor was observed at 23:37:03.7+0.56 GRT. The
sensor operated correctly until approximately 23:55 GRT detecting a total of 15
events during this period. At about this time, a fault occurred with the sensor
which showed up as a drop in the output of the CIS analogue science channel
(Figure 5.7). The cause of the fault is unknown, but was most probably due to a
large impact which caused an electrical short between the two electrodes of the
sensor. No further events were detected until 00:07:26 GRT. During the following 3
minutes a number of events were detected including a very high count of 637 in a
single DGI. However, the rates did not match the activity on the other sensors and
the analogue science data continued to indicate faulty operation of the sensor. The
output became somewhat more consistent at 00:10:15 GRT and this was matched
by a partial recovery of the analogue science data 5 to 10 seconds later. Although
counts were recorded from this time until closest approach, the operation of the
sensor was less reliable. This was confirmed both by the analogue science channel
(Figure 5.8) and also by comparison of the count rates with those measured by the
DID 4 sensor over the same period (Figure 5.9).

After closest approach, the CIS analogue science channel returned to a

nominal level (Figure 5.8) indicating that normal sensor operation should have
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Figure 5.7: Analogue science data for the CIS sensor for the pre-encounter period,
showing the fault at -960s (-16min) and partial recovery just before closest
approach.
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represents the DID 4 flux scaled to the CIS mass assuming a mass distribution

index a=0.9.

resumed. However, no counts were detected post-encounter and it must be

concluded that the sensor was irreparably damaged during closest approach.
5.3.3 OPERATION OF THE MSM/RSM SUB-SYSTEM

The first impacts detected by the DID 4 and DID 5 (RSM) sensors were at
-70mQs and -3M0S from closest approach. The impact on DID 4 was also the first
dust impact detected by any of the DIDSY sensors. The first DID 2 OR DID 3
impact occurred at -61™418 and the first DID 2 AND DID 3 event at -7M148. The last
impacts on DID 2 AND DID 3, DID 4 and DID 5 were at 74958 49M118 and 1mMQ5%
respectively. DID 2 OR DID 3 mode was not active after closest approach.

During analysis of the MSM 'discrete’ data, a minor problem was observed
with the distribution of values produced by the analogue to digital converter. This

-
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can be seen in Figure 5.10a which shows the pulse height analysis distribution,
taken for all available data over encounter, for the DID 3 sensor. The number of
events were 'binned' in steps of two amplitude values to reduce the overall noise
level. Similar distributions are also obtained for the DID 2 and DID 4 sensors, the
number of events on DID 5 is not not large to determine the distribution. In each
case, a large peak in the digital amplitude range 126-127 is observed, followed by a
zero or low count in the 128-129 and 130-131 bins. This represents the transition
from 01111111 (127p) to 100000008 (128p), and would appear to indicate some

form of error in the analogue to digital conversion process. The reason for this is
not clear although tests with the DIDSY flight spare electronics have shown similar
effects. This indicates a deéign effor rather than a fault peculiar to the operation of
the flight electronics during encounter. Repeating the PHA analysis with larger
amplitude bins, Figure 5.10b, yields the expected form of the distribution. Which
implies that amplitude values missing from one digital level have been assigned a

value close to their true value.
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Figure 5.10: Pulse height analysis of DID 3 amplitudes taken over the whole
encounter period. The amplitudes are obtained from the 'discrete' data which
represents a sample of the amplitudes used by the on board PHA. The data has

been plotted for two fixed amplitude steps, a) 2 digital steps, b) 16 digital steps.
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Further tests with the flight spare electronics, indicated that the problem
was limited to amplitude values around 128p (although the test equipment
available could not cover the full range of input levels). If this is the case, then
there will be no effect on fluxes calculated from the 'binned' data since the range of
digital values in question are contained within a single 'bin’, any effect on the
'discrete’ data analysis will also be minor.

Several other limitations were found with the MSM sub-system and in
particular the the DID 2/3 mode operation. These were as a result of the operation

of the CDF and will be considered separately in Section 5.4.1 and Section 5.4.3.

5.4 OPERATION OF THE CENTRAL DATA FORMATTER

During the course of the encounter with comet P/Halley a number of
limitations in the design and operation of the DIDSY central data formatter were
highlighted. The effects were particularly noticeable at high flux rates and tended
to be the result of the interaction between several sensors. This represented the
type of situation that it had not been possible to test prior to launch but for which
the software simulation described in Chapter 4 was particularly well suited.

The first problem with the operation of the system became apparent with
the re-emergence of CIS from a period of inactivity (Section 5.3.2) some 40s before
closest approach. While the operation of CIS was independent of the other DIDSY
sub-systems, a CIS coincidence line was used by the MSM/RSM sub-system as
part of the categorisation procedure for the 'discrete' data. The category in
question, 'Category 1', had the highest priority and was defined as CIS coincidence
with detection on any of the MSM/RSM sensors. Each time a CIS event occurred
the coincidence line was set for a period ~1ms. When CIS started working again its'
high count rate meant that the coincidence line was active for a significant
proportion of each DGI. This resulted in a large number of MSM events being

placed in 'Category 1' even though they were not CIS coincident events and should
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GRT Blk CIS Ci1| C2|] C3| C4| C5
0:10:20 43426 0 0 0 0 6 23
0:10:21 43427 0 0 0 0 9 24
0:10:22 43428 40 13 0 0 5 17
0:10:23 43429 6 23 0 0 0 0
0:10:25 43430 235 26 0 0 0 0
0:10:26 43431 261 26 0 0 0 0
0:10:27 43432 273 24 0 0 0 0
0:10:29 43433 24 14 0 0 8 34
0:10:30 43434 0 0 3 0 21 21
0:10:31 43435 0 0 1 0 15 21
0:10:33 43436 211 18 1 0 10 id
0:10:35 43437 432 45 0 0 0 0
0:10:36 43438 363 44 0 0 0 0
03310237 43439 584 92 0 0 2 3
033103138 43440 133 52 0 0 0 0
0:10:39 43441 312 53 0 0 2 5
0:10:40 43442 252 53 2 0 2 3
0:10:41 43443 180 57 0 1 0 0
0:10:42 43444 402 54 0 0 1 4
0:10:44 43445 256 91 1 0 3 10
0:10:45 43446 446 38 2 0 8 21
0:10:46 43447 334 66 0 0 0 0
0:10:47 43448 0 43 7 0 3 9
0:10:48 43449 347 34 1 0 1 3

Table 5.4: Effect of CIS on the classification of MSM/RSM data. C1 to C5 are the
category counters associated with each of the five categories defined in Section
2.3.4. When there is a high rate on CIS the majority of 'discrete' events are placed
in 'Category 1'.

have been placed in one of the other modes. The effect is shown in Table 5.4,
which lists the category counters (the number of events in a particular category)
together with CIS count rate for the last 24 DGIs before encounter.

A similar effect was also found to occur between the sensors that make up
the MSM/RSM sub-system. At high flux rates several independent events would
appear to the system as a single, multi-sensor event. This was a particular problem
when in the DID 2 AND DID 3 mode since the electronics waited for up to 3.4ms for

events on both sensors. In other modes the CDF was notified immediately of an

event. This effect is considered in more detail in Section 5.4.1.
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In Section 5.3.1, the performance of the IPM sensors was described. Due to

the cover pre-encounter, and the noisy operation post-encounter, little in the way
of useful information was obtained from the IPM-P sensor. [IPM-M pre-encounter
data also suffered from the failure of the cover to release. Post-encounter the count
rate was somewhat higher than expected, this was found to be a consequent of the
IPM-P operation and is discussed in Section 5.4.2

In addition to the problems described above, the CDF also suffered from a
number of spurious resets which caused a loss of synchronization with the
spacecraft's OBDH. The effect of the resets on the CDF and the reconstruction of

the data are described in section 5.4.3

5.4.1 OVER COUNTING IN DID 2 AND DID 3 MODE

Analysis of the mass distribution calculated from the ‘binned” data over the
period -30s to -14s indicated that the flux rate determined from the DID 2 AND
DID 3 coincidence mode, was substantially higher than expected from comparison
with other sensors. Since results from this mode were not inconsistent at greater
distances from the comet (both pre- and post-encounter) it was clear that the
problem was in some way related to the high rates being measured near closest
approach. To investigate this phenomenon the software model of the DIDSY
experiment (see Chapter 4) was used to simulate the operation of the experiment at
high impact rates.

Using an input distribution with a fixed cumulative mass index of a = 0.9,
the dead time corrected flux was compared to the input flux (Figure 4.10). Exactly
the same effect that had been observed in the real data was also seen in the output
from the simulation, confirming that the high DID 2 AND DID 3 flux rate was a
result of experiment design and not just a fault with the flight sensor or electronics.
Examination of the electronic operation of the MSM sub-system showed that the

discrepancy could be attributed to several small events hitting the shield within a
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sufficiently short space of time (3.4ms), and thus appearing to the system as a
single, larger, DID 2 AND DID 3 event. The effect was most apparent in the DID 2
AND DID 3 sensor due to the high mass threshold (1.5x10-10kg) of the co-incident
mode and because the electronics waited for up to 3.4ms for a coincidence signal
before alerting the CDF of an event. Both of these factors increased the probability
of false triggers due to smaller impacts, compared to DID 4, or DID 2 OR DID 3
mode events, which were reported to the CDF immediately.

Using the results from the simulation it was possible to calculate a

correction factor that could be applied to the DID 2 AND DID 3 flux (Equation 5.1

F=10 log (F)-0.174 (log (F) + 1.5) for F>10-15 5.1

If the DID 2 AND DID 3 flux rate was not sufficiently high to make this
correction i.e. only one count per DGI then extrapolation from a more active
channel was required. The correction algorithm was strictly only applicable for
alpha=0.9 and was used more to confirm the understanding of problem than as a
correction for the observed flux rates. It was therefore decided, not to use DID 2
AND DID 3 data within +40s of closest approach, where the effect was significant.
This was unfortunate since a mode change meant that the experiment was in DID 2

AND DID 3 mode for the majority of this period.

5.4.2 OVER COUNTING OF IPM-M EVENTS

Analysis of the IPM-M data, post-encounter, after the cover had released,
showed an apparent excess in the lowest bin compared to the flux rates calculated
from the other DIDSY sensors. This was initially attributed to an indication that
‘Bin 1' of the IPM-M sensors was more sensitive than originally thought
(McDonnell et al., 1987). Tests using the experiment software simulation indicated

that this was not the case, instead an instrumental effect was found which
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accounted for this observed excess.

The excess was due to the operation of the flight software which meant that
the [IPM-M sub-system was read every time an IPM-P trigger was serviced by the
CDF. If a value was found on the output of the IPM-M A-to-D converter this value
was passed directly to the data accumulation routine without first checking to see
if the signal was above the comparator threshold level. Hence, a decaying signal
from a previous IPM_M impact could be re-read as a new event, resulting in
multiple detections of the event. The degree of over counting was linked to the
level of activity on IPM-P and due to the cover (see Section 5.3.1) was small pre-
encounter. However, the noisy operation of [PM-P post-encounter, led to almost
continuous triggering of the sensor and meant that the IPM-P sub-system was
being serviced by the CDF at its maximum possible rate. This caused particular
problems just after closest approach when the IPM-M rate was also high,
increasing the probability of multiple detections of a single event.

Using the software model an attempt was made to account for this effect.
The over counting was predominantly in the lowest bin of the IPM-M sensor, the
effect being negligible in the higher bins due to the relatively low numbers of true
events. The simulation was run for two data sets which were identical with the
exception of the IPMP activity which was zero in one case and noisy (see Section
4.2.2.1) in the other. The flux rates produced were plotted against one another
(Figure 5.11) and a fit made to determine the deviation from a one to one
relationship. Using this fit a simple expression to transform from observed counts

N to corrected counts N' was derived, Equation 5.2.

( log,,(N) - Ioglo(2.88))
0.91

N'=10 +1

(5.2)

The additional value of 1 is added to avoid digitisation effects at low count rates.
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Figure 5.11: The effect of IPM-P noise on the IPM-M count rate. The deviation from
a one-to-one relationship between the observed rate with, and without IPM-P
noise, is clear.

In addition to the over counting of IPM-M events, the software path taken
by CDF during an IPM-P service request was different from that taken by a normal
IPM-M service operation. This meant that the IPM-M 'discrete' data was written to
special locations in the IPM-P data 'discrete' data block instead of the IPM-M
'discrete’ data area. Under certain circumstances this resulted in DGIs where the
PHA counters for IPM-M were non-zero, but the corresponding IPM-M 'discrete'
data was zero. These events had originally been interpreted as marginal detections

on the sensor (Evans, 1988).

5.4.3 SPURIOUS RESETS OF THE DIDSY EXPERIMENT

Analysis of the DIDSY telemetry stream returned during the Giotto flyby of
Comet P/Halley on 13/14 March 1986 showed evidence of a number of spurious
resets of the CDF in the last minute before encounter. The first of the resets (at
~0:10:22 GRT) coincided with the re-emergence of CIS data after a time of

inactivity and also to a deceleration of the spacecraft seen in the radio science data
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(Feature 1, Edenhofer et al., 1987) and attributed to passing through a jet. This was

supported by a slight increase observed in the red,green and blue channels of the
OPE data at the same time (S. Nappo, personal communication, 1989). No spurious
resets were observed in the post encounter data, however proper synchronization
with the telemetry handler was not recovered until the first format pulse after
closest approach at 0:11:19 GRT.

When the experiment is powered up, and the the spacecraft's on board data
handler (OBDH) is in a suitable mode for handling data from the DIDSY
experiment i.e.one of the science formats (format 1 or format 2) then digital science
data is output to the OBDH using the built in direct memory access (DMA) facility
of the RCA1802 processor. The use of DMA for transfer of data provides a reliable
interface, the data being available to the OBDH within a matter of a few micro
seconds of the request, and also keeps software overheads to a minimum allowing
greater scope for on-board processing of the incoming signals. The CDF handles
digital science data via two buffers. Under normal operation data is output to the
spacecraft OBDH from one buffer while data is accumulated in the other. The
processor keeps track of the DMA pointer and after each byte transfer the
corresponding byte in the buffer is set to zero by software, unlike the transfer to
the OBDH this action is not time critical and there may be a delay of as much as a
few 10s of milliseconds between DMA transfer and the byte being cleared. While
this delay is perfectly acceptable under normal operation as will be shown later the
effect may become important under certain circumstances. When a complete buffer
(128 bytes) has been output, the action is swapped. Hence the time taken to
accumulate a DGI is synchronized to the telemetry request line of the spacecraft
and is dependant on the spacecraft telemetry format and data rate (ranging from
5.6s to the value of 1.13s used during encounter). To ensure that telemetry
synchronization is maintained a CDF hardware reset is triggered on each format
pulse (every 22.67s). After a hardware reset the DMA pointer is reset to the start of

'Buffer A' (memory 0400H), accumulation continues to the same buffer as before
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the reset and if in MSM auto-sample mode, the auto-sampling is re-initialise. If

normal synchronization is maintained the format pulse will occur just after the end

of a DGI transmitted from 'Buffer B' and will have no apparent effect on the

pointers. However if synchronization is lost or if a reset pulse unconnected with a

format pulse is encountered then unusual but predictable effects will result. The

effect depends on the state of the CDF before the reset and leads to two possible

cases.

i)

ii)

On RESET : DMA from 'Buffer B', data accumulation to 'Buffer A’

After RESET: The DGI being transmitted from "Buffer B' will be truncated
and DMA will resume from the start of 'Buffer A'. Additionally accumulation
will continue to 'Buffer A' resulting in a DGI which is being accumulated and
transmitted at the same time (blocks 43429,43448). After the whole of 'Buffer
A' is transmitted DMA starts from 'Buffer B' , no further accumulation to this
buffer has occurred since the reset and so the whole DGI being transmitted at
the time of the reset can be reconstructed (blocks 43428,43447). During the
transmission of '‘Buffer B' data accumulation continues to '‘Buffer A' resulting
in a DGI accumulated over a time greater than 1.13 seconds, the actual
integration time depends on the position of the byte within the 128 bytes of
the DGI (blocks 43430,43449). The operation of the CDF then returns to

normal although synchronization with the format pulse is lost.

On RESET : DMA from 'Buffer A', data accumulation to 'Buffer B'

After RESET : The DGI being transmitted from 'Buffer A' will be truncated
and DMA will resume from the start of 'Buffer A’, i.e. the same DGI will be
re-transmitted (blocks 43434,43436,43449). During this time data
accumulation continues to 'Buffer B' resulting in a DGI accumulated over a
time greater than 1.13 seconds (blocks 43435,43436,43450). The operation of

the CDF then returns to normal, although again, synchronization with the
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format pulse is lost.

In addition to the above mentioned effects, when a spurious reset occurred
the MSM mode word was found to shift by one bit to the left, the LSB being
replaced by a zero. The MSM mode word is stored in a serial-in, parallel-out
buffer, during a mode command the spacecraft clocks the new mode word into the
buffer which is then read by the CDF at the next format, or reset, pulse. The shift
in value of the mode word indicates that in addition to spurious reset pulse there
must also have been an unexpected pulse on the 'memory load sample' line. The
effect of this mode change is that in two cases (blocks 43429,43437) the DGI was
accumulated in two different modes, this invalidates the DID2/3 counts obtained,
although further analysis may allow data from some bins to be recovered, since the
DID 2 AND DID 3 only writes data to the lowest bin. The mode word in the last
DGI pre encounter before telemetry was lost, was 0 thus indicating that at least
eight resets occurred, the number of shifts to the original mode word of 247
required to get 0. This operation is shown schematically in Figure 5.12, the
diagonal line maps the progress of the DMA pointer through the two buffers. The
shaded areas represents the buffer to which data was being accumulated and the
MSM mode. The integration time for any byte within a buffer can be inferred from
the amount of shaded area between two successive DMA's and the software
accumulators corrected (Appendix 2).

It should also be noted that the spurious resets were seen to have the effect
of resetting the analogue multiplexers used to select the appropriate line for one of
the Housekeeping, and one of the Analogue Science channels. Synchronization
was restored at the next format pulse but during the intervening period, data was
incorrectly assigned. This gave the appearance of wildly fluctuating voltages. In
most cases corrections can be made for this effect and the source of the return

voltage can be determined.
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<«€—BUFFER A—» €€«—BUFFER B—»
0400 4—CPU RAM—¥» (04FFH
00:10:19 [ R

|~ SPURIOUS RESET 56 BYTES
INTO BLOCK 43428

FORMAT RELATED RESET
79 BYTES INTO BLOCK 43434

— SPURIOUS RESET 115 BYTES
TIME - = e ; INTO BLOCK 43436

—— T — SPURIOUS RESET 15 BYTES
INTO BLOCK 43447

SPURIOUS RESET 69 BYTES
INTO BLOCK 43449 FOLLOWED
BY AN UNKOWN NUMBER OF
RESETS (>1)

00:10:53

MODE 3 (2+3)
MODE2 (03)

MODE 1 (20)
[ ] MODEO (23)

Figure 5.12: Shows a time line of the DMA pointer indicating its cyclic progression
through the storage buffers (diagonal line), together with the current buffer to
which data is being accumulated (shaded area). Spurious resets show up as a
discontinuity of the DMA pointer in the middle of a buffer and a possible change
in the DID 2/3 mode of accumulation.
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5.5 DIDSY FLUX RATES

rUsing the results of the recalibration described in Chapter 3 and based on a
better understanding of the operation and faults of the experiment, the most
reliable data set possible was obtained. Figure 5.13 shows the flux rates obtained
from the most reliable DIDSY sensor, DID 4, over the period -300s to +300s. Full
flux rates for all the DIDSY sensors have been published in Pankiewicz (1989).
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Figure 5.13: Flux rates for the DID 4 sensor during the period *300s using 10s
averaging. Fluxes are shown for 'Bin 1' (x), 'Bin 2' (0), 'Bin 3' (+) and for the single
'Bin 4' (*) event detected throughout the entire encounter period. Error bars are
+VN of the counts.
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CHAPTER 6

PARTICULATE IMPACT ANALYSER
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The failure of the DIDSY IPM cover to release before encounter (Section
5.3.1) and the subsequent noisy operation of the IPM-P sensor post encounter
(Section 5.4.2) meant that the DIDSY experiment was only able to provide data
on particles with mass, m 2 10-13kg (2.4pm). Analysis of ground based cometary
observations combined with pre-encounter modelling had indicated that the
differential number distribution of dust grains in the coma would peak in the
range 10-15kg < m < 10-14kg (Divine et al., 1986). For this reason and for
comparison with measurements both at, and below, these masses by the dust
detectors on board the Vega 1 and Vega 2 spacecraft an investigation was made
to see if data from the Giotto Particulate Impact Analyser (PIA, section 2.4)
could be used to cover this gap.

PIA was known to have sufficient sensitivity to detect particles with
masses of ~10-19%g and greater (Kissel, 1986), however, due to telemetry
constraints the experiment could only return data on a subset of the total
impacts measured. In addition the conversion from measured impactor and
target ion yields back to the original mass and density of the impacting particle
was poorly known, initial attempts resulting in unrealistically low particle
densities in the range 0.002gem3 <p < 0.5gcm-3 (Kissel, personal
communication, 1986). Using the spectral data for the calculation of absolute
flux rates was not, therefore, a viable solution.

As part of its system, PIA included three simple detectors (known as the
front end channels), these were used by the experiment to trigger the time of
flight measurement and also to change the operating mode of the experiment
at high impact rates, to avoid saturation. Count rate information from these
channels was returned as part of the telemetry, but, they had not been intended
for use as absolute flux detectors and little in the way of pre-launch calibration

data was available. This chapter describes the work carried out to calibrate the
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channels based on the operation of the experiment during encounter, and how

the calibration data was used to obtain flux rates.

6.1 PIA OPERATION

A full description of the operation of the experiment has been given in
Pockentrup, 1984 and Kissel, 1986 and only the details relevant to the analysis

of the data from the front end channels is given below.

6.1.1 THE FRONT END CHANNELS

The three front end channels consist of charge sensitive amplifiers
connected to the target and to the acceleration grid, which measure the positive
ions produced by an impacting dust grain and a photomultiplier which was set
up to detect the light flash from the impact (see Section 2.4). Depending on the
mode of operation, a trigger on a single channel or combination of channels
would alert the experiment to an impact which would start a measuring cycle
on the time of flight part of the analyser. To ensure that a measuring cycle was
not started by false triggers from interference or noise the photomultiplier was
protected from stray light by a specially designed baffle and all three channels
had an r.m.s. noise meter attached to their outputs. The outputs from the noise
meters were used to adjust the limiting threshold of the most sensitive
comparator on each of the channels. In addition, if the threshold level was
raised above 3.2V the offending channel was disabled from initiating a
measuring cycle, the channel being re-enabled only when the noise level had
dropped to below 3.2V.

The output of the front end channels were each connected to a set of
three comparators with relative thresholds of x 1, x 10 and x 100 via an

amplifier. The amplifier could be switched into one of two sensitivity modes
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differing in gain by a factor of x 100, hence, in the low sensitivity mode the

relative thresholds of the three comparators were raised to x 100, x 1000 and

x 10000.

6.1.2 ON BOARD PROCESSING

To ensure that the system did not become saturated by events at high
flux rates three methods were employed to limit the number of triggers from

the front end channels. These were:-

i) A shutter in front of the target which could be rapidly opened or closed

to control the amount of target exposed to incident dust flux.

ii) The number of front end channels required to simultaneously trigger
before a measuring cycle was initiated, could be increased. This could
be varied from co-incidence mode 1 where a detection on a single
channel was sufficient, to co-incidence mode 3 where a signal on all
three front end channels was required before a measuring cycle would
be initiated. The higher co-incidence modes had the effect of
increasing the mass thresholds since smaller impacts, which were less

likely to be detected by multiple channels, would not start the cycle.

iii) Finally, the gain of the front end amplifiers could be switched by a
factor of x 100, again resulting in a shift in the mass sensitivity of the

detectors.

At low flux rates the shutter would be fully open, the co-incidence requirement
would be set to mode 1 and the amplifiers switched to high sensitivity to allow

the best chance of detecting and measuring a particle impact.
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Action When...

Increase co-incidence level by one IMPRS > 10 and IMPR > 2 x IMPRS

Switch from HIGH to LOW sensitivity | IMPRL > NEDF+3 and have been
for 4s, open shutter and change to in HIGH sensitivity for 24s
no coincidence required.

Close shutter by 10 steps IMPRS > 90
Close shutter by 20 steps IMPRS >180
Close shutter by 30 steps IMPRS > 254
Open shutter by 10 steps IMPRS < 60
Open shutter by 20 steps IMPRS < 30
Open shutter by 30 steps IMPRS < 15

Table 6.1: Summary of PIA controls which affect the operation of, or the
measurements made by, the front end channels.

Since the time taken, during encounter, to transmit data to the Earth and
for a telecommand to be sent back to the spacecraft was approximately 16
minutes (Reinhard, 1987), the shutter and mode switching, all had to be
controlled by the on board software. Three software counters were provided for
this purpose; the MPACT RATE' (IMPR) counter which measured the number
of events which triggered a measuring cycle, the 'MPACT RATE LARGE' (IMPRL)
counter which recorded the number of events which triggered a measuring
cycle and had a signal on the upper comparator (x 100) of at least one of the
front end channels, and the 'IMPACT RATE S' (IMPRS) counter which recorded
the number of good spectra measured. The counters were integrated for a
period of a 0.945s (P. Hisung, Personal communication, 1987). After each

integration period the on board microprocessor adjusted the shutter position,
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and the co-incidence and sensitivity modes based on the rules listed in Table
6.1.

Due to the limited telemetry budget only a sub-set of the measured
spectra could be transmitted back to Earth. To ensure the best use of this
bandwidth, the experiment included thirteen data buffers. Each incoming
spectra was classified based on various parameters such as the number of front
end triggers, the number of mass lines and whether it was the result of a test
pulse. When a spectrum was taken the data blocks were searched for a free
block, (one which contained data which had already been transmitted) or a
block which contained data of a lower classification than the current event. If a
suitable block was found, the new data was stored and subsequently
transmitted, or overwritten by new data of a higher class, whichever case
happened first. To prevent obtaining a completely biased data set every second
spectra measured was classed a statistical sample which could only be
overwritten by data from the in-flight test sequence. Each of the thirteen data
blocks was output in turn to the spacecrafts® On Board Data Handler (OBDH) by
means of the direct memory access feature of the CDP1802 microprocessor used
by the experiments data processing unit. Once all thirteen blocks had been
transmitted transfer started again from the first block. The result of this on-
board buffering was that the order of any consecutive set of thirteen
Experiment Data Frames (EDF's) would not in general correspond to the order
in which the events occurred. Each of the transmitted EDF's consisted of two
parts, the data header, and the mass spectrum (see Table 6.1). The first stage of

the analysis was to decode the data tape.

6.2 DECODING THE FLIGHT EXPERIMENT TAPE

The PIA data was provided for use by the group at Canterbury by the

experiment principle investigator, ]J. Kissel, in the form of a standard flight
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experiment tape (FET). The FET represents a standard format used by ESA to
distribute the science data for the various experiments on board Giotto. The
format, as might be expected, shares a lot in common with the raw telemetry
stream described in Section 2.2. The files are written to tape, phase encoded at
1600bpi and corresponding to ISO recommendation 1001. Each data record
(Figure 6.1) in the file contains data from a single telemetry frame and can be
split into three specific sets of data. i) Header information comprising data from
the telemetry frame header and additional information inserted by the ground
station, such as ground receive time and quality of the data. ii) The
Housekeeping data and iii), the science data. Parts i) and ii) are common for all
experiments but iii) only contains the science data for a particular experiment.
Since the telemetry allocation varies from experiment to experiment and
depends on the telemetry format the overall length of each record might vary.
To ensure that each file contains fixed length records a new file is written each
time the format changed or if telemetry synch was lost. Due to the large

number of telemetry 'dropouts’ after closest approach a single file containing

SYNC | BL|ST[TIME| ID | HK PIA SCIENCE DATA ]
—4——| 2| T- |14 4] —32— | ———— 128(256) ———— |1}
| 186(314) |

Record Length in bytes for Format 1(2) =

4 x SYNCHRONISATION BYTES
2 x BLOCK LENGTH

1 xSTATUS

14 x TIME

4xID

32 x HOUSEKEEPING

128(256) x PIA SCIENCE DATA

1 x SPARE

TOTAL 186(314) Bytes

Figure 6.1: The contents and size of a PIA FET record in Format 1 (and Format
2). Each record of the FET corresponds to a single Giotto telemetry frame.
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Word no. (8 bits each) Contents

0 ID Field MSB Experiment identifier

1 ID Field LSB Experiment identifier

2 EDF Length MSB Length of current EDF in bytes and data file section

(high 4 bits)

3 EDF Length LSB Length of current EDF

4  Shutter Status Shutter position from pot.

5 Target Status Target position in motor steps

6 HYV Status MM 1 HYV control word

7 Operation Status Sens.- and TM.-status Pattern A
8§ EDL Status EDL configuration word Pattern B
9 Impact Rate Impacts/s all events

10 Impact Rate L Impacts/s large cvents

11 Impact Rate S Impacts/s events with spectrum

12 Event Counter | No coinc. events

13 Event Counter 2 Dual coinc. events

14 Class Counter 3 Triple coinc. events

15 Class Counter 4 Events with spectrum

16 Class Counter § Events class 25

17 Event Number High Number of current event, MSB

18 Event Number Low Number of current event, LSB

19 Time High Impact time, MSB

20 Time Low Impact time, LSB

2l Sector Solar aspect at impact

22 Lightflash Level of PM + IFT ID + Event class Pattern C
23  Target + ACC. Levels of TG and AC Pattern D
24 Monitor Amplitude monitor
25 Catcher Amplitude catcher

26 IFT Type IFT sequence counter
27 Sequence No. MSB Sequential count of EDFs from
28 Sequence No. LSB the experiment
29 Time * Mass spectrum
30 Amplitude * Mass spectrum
Mass spectrum

. Mass spectrum

E-1 Time * Mass spectrum

E  Amplitude * Mass spectrum

Bit Pattern A Pattern B Pattern C Pattern D
LSB TG Sens. | = HI PM Level 0 TG Level 0
LSB +1  ACSens.1=H P ™%073  pyiever TG Level |
LSB +2 PM Sens. 1 = HI Coinc. 3 of 3 PM Level 2 TG Level 2
LSB +3 CA Sens. 1 = HI Coinc. 2 of 3 IFTID |I=IFT AC Level 0
LSB +4 MO Sens. | = HI Coinc. 1 of 3 LSB Class AC Level |
LSB +5 TM OBDHcode PM 1 = ON LSB +1! |of cur- AC Level 2
LSB +6 TMOBDHcode TG 1 = ON LSB +2 |rent Unused
MSB TM OBDH code AC | = ON LSB +3 |event Unused

* No. of samples and EDF length changes with actual number of peaks in mass spectrum

Table 6.2: The data contained in one of the PIA Experiment Data Frames (EDF),
taken from Kissel, 1986. The first 29 bytes are header information which
describe the state of the experiment. Of particular interest for calculation of flux
rates are the IMPR , IMPRL and to a lesser extent the IMPRS counters.
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File Number Start End
OBT GRT OBT GRT
1 15510400 19:20:22 15514288 20:52:29
2 15514304 20:52:33 15516144 21:36:14
3 15516160 21:36:22 15517184 22:00:38
4 15517200 22:00:56 15519120 22:46:37
5 15519136 22:46:38 15520992 23:30:41
6 15521008 23:30:50 15524816 01:01:05
7 15524832 01:01:08 15525264 01:11:41
8 15525280 01:11:42 15529568 02:53:14
9 15529584 02:53:20 15532144 03:53:27

Table 6.3: The On Board Time (OBT) and UT Ground Receive Time (GRT) for
each of the nine data files contained on the PIA FET. Files 5, 6 and 7 were
format 2 the remaining files being format 1 data. Each individual file is
continuous with the exception of file 6 (which covers the time of closest
approach) and file 9, which contain 192 frame jumps and 13 OBT jumps, and 3
frame jumps respectively.

all the good data frames over the near encounter period was constructed (File
6). A good frame was defined as a one that was complete and free from any bit
errors after Reed Solomon Decoding. It should be noted that a telemetry frame
is not equivalent to an EDF which is constructed from the science data from
one or more telemetry frames. The FET for the night of encounter contained
nine data files. The on board, and ground receive times covered by each file are
given in Table 6.3

To extract the PIA data from the science data block requires an
understanding of how the PIA data is arranged within the science data stream.
Unlike the DIDSY data (Section 5.2.2) the PIA experiment did not use a fixed
length data block, this was done to allow maximum use of the allocated
telemetry rate in each of the experiments measuring modes. Instead, a variable
length data block made up of a fixed length header followed by a variable

number of bytes containing the time and amplitude information for the
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measured spectra were used. This meant that the PIA data block was in no way
synchronized to the start of a frame, or the start of a format. The algorithm
used to extract the data is shown in Figure 6.2. A record, which is equivalent to
a single telemetry frame was read and its validity was confirmed by checking
that the initial four bytes matched the synch pattern (664,50, FBH,A5H), that
the quality of the data was good (no bit errors) and that the telemetry format
indicator was correct. If the frame failed any of these tests it was discarded and a
new record read. Once a valid data frame had been located a search was made
for the two identifier bytes of the PIA data block header (A8y,B2H), see Table
6.2. If the header bytes were not found, a new record was read and the
procedure repeated. If the header bytes were correctly located the remaining 27
bytes of the header were read. If during this process the end of frame was
reached a new record was read and in addition to the synch and telemetry
checks described above, a test was made to ensure that the data frames were
continuous. If this was not the case, which might occur if there had been a
telemetry dropout, then the current data was discarded and a search for the
next set of header identifier bytes initiated. The bytes from the header were
then decoded based on the description given in Table 6.2, to reproduce the two
byte counters and extract the bit fields and the resultant information output in
a more tabular (ASCII) format. Included in the data header is a parameter
giving the total length of the experiment data block, this was used to determine
the length of the spectral information and the data was read using the same
procedure as for the header. This information could then be output in ASCII
format to a file, however , in the case of the flux analysis, the spectral data was
not required and due to its large size, after the data had been read from the
binary file it was discarded. The whole procedure was then repeated and the
experiment header information extracted from all available frames.

As was described in the previous section the resulting data was not be in

chronological order, due to on board buffering of the EDFs. However, each
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PIA DATA
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Read telemetry
frame

Discard current

EDF
Ok -
Get byte from 1
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Header Xes
ounter
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Store byte;
decrement spectrum
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End of
tru Hecader

Yes

Set counters Set spectrum
=0 counter

Figure 6.2: A flow diagram of the algorithm used to extract the PIA experiment
data header from the Flight Experiment Tape.
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spectrum was numbered and time tagged using the experiments internal clock
so that the original order of the data could be reconstructed by sorting based on
the time. In practice the file had to be edited and the sorting done in several
stages since the clock overflowed and was reset during the encounter period.
The final result was an formatted data file where each record corresponded to
single EDF and contained only the information from the EDF header. An

extract from the file is shown in Figure 6.3.
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195/ 11/ 1/164/140
195/ 11/ 1/164/142
195/ 11/ 1/165/147
195/ 11/ 1/165/143
195/ 11/ 1/165/146
195/ 11/ 1/165/145
198/ 11/ 1/166/147
195/ 11/ 1/165/147
196/ 11/ 1/165/147
196/ 11/ 1/165/147
200/ 11/ 1/166/151
198/ 11/ 1/165/147
197/ 11/ 1/165/147
198/ 11/ 1/166/148
198/ 11/ 1/166/148
200/ 11/ 1/166/148
200/ 11/ 1/166/148
200/ 11/ 1/166/149
200/ 11/ 1/166/151 16
200/ 11/ 1/166/152 16
202/ 12/ 1/161/153 9

31787 29506 32141 128 127 10
31788 29509 32143 113 169 11
31789 29522 32152 81 135 12
31790 29515 32149 137 63 13
31791 29520 32152 113 155 1
31792 29519 32152 129 129 2
31793 29531 32166 128 133 3
31794 29523 32156 129 123 4
31795 29525 32159 129 143 5
31796 29524 32158 17 121 6
31797 29543 32172 80 147 7
31798 29529 32165 129 139 8
31799 29527 32164 128 129 9
10

11
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1

2

3

4

5

6

4
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31800 29532 32166 113 153
31801 29533 32167 135 145
31802 29537 32169 129 119
31803 29538 32171 128 725

AL LAVLAVOOVBEVOVONN

w
w
w

31804 29539 32171 113 169
31805 29544 32173 129 131
31806 29545 32174 113 129
31807 29555 32183 32 113

0
w
WWOOOOANDOOOUVMOKHOOOODOAOODOOOVOOO

&
o 0 1 1 2 8 o o
o 19 17 37 o o
o 100 15 « 6
o 1 3 7 3 8 4 s
0 1 7 7 3 7 T
0 10 0 1 8 4 6
o 0 0 1 1 8 Y 1
0 1 0 0 1 8 4« 6
0 1 7 7 3 8 5 6
0 1 0 0 11 s 6
0 o 3 3 2 s 1 1
0 1 0 0 1 8 11
o 01 3 2 8 5 6
0 17 1 3 7 1 3
o T T 7 3 8 1. 31
0 1 0 0 1 8 11
0 0o 3 3 2 8 1 1
o 1977 3 7 T 1
o 1 7 7 3 8 6 9
0 1 7 7 37 6 9
0 0 1 3 2 2 2 3
31808 29563 32191 65 119 O BO H40 HHHKHH 1 0 0 1 1 4 202/ 12/ 1/168/156 10 4 7
31809 29550 32178 129 113 0 B0 H40 HHHHE 1 0 0 1 1 8 202/ 11/ 1/166/152 16 6 9
31810 29552 32180 129 117 O BO H40 HHHRE 1 0 0 O 1 8 202/ 11/ 1/161/152 16 6 9
31811 29561 32188 83 123 O 80 H40 HHHHE 3 7 7 O 3 5 202/ 12/ 1/167/156 9 2 3
31812 29554 32183 129 121 O BC R40 HHHHE 1 0 0 1 1 8 202/ 11/ 1/167/153 9 2 3
31813 29567 32193 113 131 10 O 80 H40 HHHHH 1 7 7 26 3 7 202/ 12/ 1/168/158 100 4 7
31814 29558 32186 128 119 11 O BO H40 HHHHE 0 1 1 9 2 8 202/ 12/ 1/167/154 9 2 3
31815 29570 32197 115 137 12 O 80 H40 HHHHH 3 7 7 06 3 7 202/ 12/ 1/168/159 6 3 5
31816 29569 32197 143 69 13 O BO H40 HHHHH 7 3 7 50 4 3 8 202/ 12/ 1/168/158 6 3 5
31817 29571 32199 129 119 1 O 80 H40 HHHHH 1 0 0 1 O 2 1 8 202/ 12/ 171687159 6 3 5
31818 29573 32202 129 135 2 O 80 H40 HHHHE 1 7 733 0 ..=». 3 8 202/ 12/ 1/168/160 6 3 5
31819 29572 32201 81 125 3 O 80 H40 HHHHH 1 0 0 O O ..*, 1 5 202/ 12/ 1/168/160 6 3 5
31820 29574 32203 65 121 4 O 80 H40 HHHHH 1 0 0 O O ..*, 1 4 202/ 12/ 1/16%/160 6 3 5
31821 29577 32205 129 145 5 O BO H40 HHHHH 1 0 O 1 O .*.. 34 1/ 1 8 203/ 12/ 1/169/160 8 3 5
31822 29580 32206 80 145 6 O 80 H40 HHHHH O 3 3 2 0 .*.. 34 1/ 2 5 204/ 12/ 1/169/161 8 3 5
31823 29581 32208 129 125 7 O 80 H40 HHHHH 1 0 O 1 3 .*.. 34 1/ 1 B 204/ 12/ 1/169/161 8 3 5
31824 29582 32209 113 153 8 O B0 H40 HHHH4 1 7 738 O .*.. 34 1/ 3 7 204/ 12/ 17169/162 8 3 5
31825 29583 32211 129 127 9 O B0 H40 HHHHH 1 O 0 1 4 .*.. 34 1/ 1 8 204/ 12/ 1/169/162 8 3 5
31826 29584 32212 32 129 10 O 80 H40 HHHHH O 1 1 3 0 .*.. 34 1/ 2 2 204/ 13/ 1/169/162 8 3 5
31827 29585 32213 129 139 11 O 80 H40 HHHHH 1 0 0 1 0 .*.. 34 1/ 1 8 204/ 13/ 1/169/162 8 1 3
31828 29586 32216 65 137 12 O BO H40 HHEKHH 1 3 7 7 0 .*.. 34 1/ 3 4 204/ 13/ 1/170/162 8 1 3
31829 29587 32216 129 725 13 O BO H40 HHHHH 1 O O 3 3 =*... 34 1/ 1 8 204/ 13/ 1/170/162 8 1 3
31830 29590 32220 128 133 1 O 80 H40 HHHHA 0 0 1 1 O .*.. 34 1/ 1 8 205/ 13/ 1/170/162 8 1 3
31831 29588 32219 129 139 2 O 80 H40 HHHHH 1 0 0 1 O .*.. 34 1/ 1 8 204/ 13/ 1/170/162 8 1 3
31832 29599 32226 32 125 3 O 80 H40 HHHHH O 1 1 S5 0 .*.. 34 1/ 2 2 206/ 14/ 1/172/163 6 1 4
31833 29591 32221 80 151 4 O 80 H40 HHHHH 0 1 0 1 O .*.. 34 1/ 1 S5 205/ 13/ 1/170/163 6 1 4
31834 29605 32231 65 139 5 O 80 H40 HHHHH 1 0 0 1 O .*.. 34 1/ 1 4 206/ 14/ 1/174/164 11 3 6
31835 29596 32224 129 153 6 O 80 H40 HHHHA 1 7 741 O .*.. 34 1/ 3 8 206/ 13/ 1/171/163 6 1 4
31836 29598 32226 135 135 7 O 80 H40 HHHHH 7 7 763 0 .*.. 34 1/ 3 8 206/ 13/ 1/172/163 6 1 4
31837 29601 32228 113 161 8 0 B0 H40 HHHHH 1 7 728 0 .*.. 34 1/ 3 7 206/ 14/ 1/172/164 6 1 4
31838 29602 32229 129 137 9 0 80 HA0 HHHHH 1 0 0 1 O .*,. 34 1/ 1 8 206/ 14/ 1/172/164 11 3 6
31839 29604 32231 129 133 10 0O 80 H40 HHHHH 1 0 0 1 O .*.. 34 1/ 1 8 206/ 14/ 1/173/164 11 3 6
31840 29617 32238 81 147 11 O 80 H40 HHHHH 1 7 729 0 .*.. 34 1/ 3 5 208/ 15/ 1/176/165 10 o 8
31841 29622 32245 113 147 12 O 80 H40 HHHHH 1 7 728 0 .*.. 33 1/ 3 7 208/ 15/ 1/177/166 9 4 6
31842 29620 32243 137 57 13 0 80 H40 HHHHH 1 1 12829 ...* * 33 1/ 3 8 208/ 15/ 1/177/165 10 0 8
31843 29621 32245 129 127 1 0 80 H40 HHHHH 1 1 3 0 O .*.. 33 1/ 3 8 208/ 15/ 1/177/165 9 4 6
31844 29624 32246 65 131 2 0 80 H40 HHHHH 1 0 O 1 3 .*.. 33 1/ 1 4 208/ 15/ 1/178/166 9 4 6
31845 29626 32247 17 125 3 O B0 H4O HHHHH 1 0 O 1 O .*.. 33 1/ 1 1 209/ 15/ 1/178/166 9 4 6
31846 29642 32262 55 129 4 O B0 H40 HHHHH 7 7 7 0 O .*.. 33 1/ 3 3 211/ 15/ 2/181/168 6 1 5
31847 29632 32251 115 151 5 0 80 H40 HHHHH 3 7 736 0 .*.. 33 1/ 3 7 211/ 15/ 1/178/167 9 4 6
31848 29633 32252 129 127 6 0 80 H40 HHHHH 1 0 0 1 O .*.. 33 1/ 1 8 211/ 15/ 1/178/167 9 4 6
31849 29638 32258 64 143 7 O 80 H40 HHHHY 0 O 1 0 O .*.. 33 1/ 1 4 211/ 15/ 1/180/168 13 3 1
31350 29634 32256 113 171 8 0 80 HAO HHiMH 1 7 726 O .*.. 33 1/ 3 7 211/ 15/ 1/178/168 13 3 7
31851 29635 32257 129 125 9 0 80 M40 H#dkH 1 O O 1 O .*.. 33 1/ 1 8 211/ 15/ 1/178/168 13 a 7

Figure 6.3: An example of the extracted header data from an EDF after the
initial stage of decoding.
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6.3 CALIBRATION

6.3.1 SHUTTER OPERATION (EFFECTIVE AREA)

The area of the target exposed to the dust coma was controlled by means
of the shutter (Section 2.4). For all but 6 seconds of data taken during the
encounter period, the shutter remained in its fully open position, resulting in
an effective sensing area of 470mma?2. Close to encounter the impact rate did rise
sufficiently to cause the shutter to step down to apertures of 390 and 300mm?2,
The opening and closing of the shutter was not instantaneous, taking 36ms per
step (P. Hisung, personal communication, 1989). Figure 6.4 shows the shutter
area as a function of time for the period from -20s to -8s from closest approach,
when telemetry was lost. Using this variation the average aperture size for

each integration period was calculated, these values are listed in Table 6.4.
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220 -15 -10 5 0

Time from Closest Approach (s)

Figure 6.4: The time variation of the PIA shutter for the few seconds close to
encounter when it is known to differ from its nominal value of 470mm?2
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Time (s) Area (mm)2

-15.1 404
-14.2 315
-13.3 376
-12.4 5
-11.5 301
-10.6 404

Table 6.4: Average effective areas applicable for the 6 integration periods where
the shutter was smaller than its nominal open value of 470mm2. The time
given is the mid-time of each integration period relative to closest approach.

6.3.2 SENSITIVITY AND NOISE CONSIDERATIONS FOR THE
FRONT END CHANNELS

Initial results from the PIA experiment showed that the time of flight
measurement was being triggered even at large distances, outside the modelled
apex distances for particles of the sizes measured by the experiment. Some mass
lines were seen in the spectra produced by the triggers (see Figure 6.5) and these
were similar to the 'background' spectra from the PUMA experiments on board
Vega 1 and Vega 2. These 'background' spectra have been attributed to very
small particles of 210-23kg (Sagdeev et al., 1989). However, impacts from such
small particles were not expected to trigger the front end channels and this was
substantiated by the lack of correlation between the lines in the spectrum and
the position of elemental lines produced by correctly triggered spectra (figure
6.5). Indeed, correlation between individual lines in the background spectra has
not provided any conclusive evidence to the source or composition of the
measured impact (M. Wright, personal communication, 1988).

In an attempt to see if the triggers were likely to be due to dust impacts

an analysis of the sensitivity of the front end channels was considered. No pre-
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Figure 6.5: An example of a 'background' mass spectrum from PIA. The
measuring cycle was triggered by an output of the most sensitive comparator
connected to the photomultiplier. There appears to be no correlation between
the lines in the spectra and either the position of lines from correctly triggered
spectra or the other lines within the 'background' spectrum itself.

launch data was available so it was not possible to determine the absolute
sensitivities, however, a qualitative result could be obtained by examination of
the relative number of triggers caused by each front end channel , comparator
combination. Initial investigation was limited to those events which were
triggered by a single channel, (target, accelerator or photomultiplier) in the pre-
encounter period -4200s to -1000s from closest approach this represents 99% of
all events during this time. The results are shown in the first section of table
6.5. Over 98% of the single channel events were from the x 1 comparator
attached to the photomultiplier. Of course this would not be unreasonable if
the photomultiplier channel was much more sensitive than the other
channels. The study was then extended to include the double and triple
channel triggers within this period. These results, Table 6.5, give a
contradictory result to the single trigger analysis, for example, in the double
channel case most events are detected by the x 1 accelerator and x 1 target
channel combination indicating that both these channels were more sensitive

than the photomultiplier and even the x 100 accelerator, x 100 target
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combination detected more events than any combination which included the

photomultiplier. A similar conclusion is reached from the triple channel

events.

HIGH x 1 0.300
HIGH x 1 0.300
HIGH x 100 0.200
HIGH x 10 0.100
HIGH x 1 0.100

Table 6.5: The fraction of triggers from each combination of discriminators for
data taken during the period -4200s to -1000s. Data is shown separately for each
of the three coincidence mode. Notice how in coincidence mode 1 the
photomultiplier (PM) is the most frequently triggered while in the higher
coincidence modes the target (TG) and acceleration grid (AC) channels seem to
be more sensitive. The experiment remained in high sensitivity for the whole
of this period hence the absence of any data in low sensitivity.

This combined with the 'good' spectra obtained from the coincidence events
must lead to the suspicion that the single channel triggers caused by the x 1
photomultiplier output are the result of noise.

The two most likely sources of noise were either interference in the
electronics or photometer itself, or alternatively it could be due to stray light.

The latter could be checked, since any stray light effect would be related to the
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Figure 6.6: A histogram showing the variation in the number of x 1
photomultiplier triggers with spacecraft solar aspect angle. No single angle
predominates the distribution indicating that stray light is not the cause of
these events.

rotation of the spacecraft and would appear preferentially for a particular
rotation angle. Figure 6.6 shows a histogram of the number of single trigger
events for a range of solar aspect angles. Although there is slight evidence for
preferential angles, this is small and and it would appear that the majority of
the triggers during this period cannot be attributed to stray light. The

background rate does not seem to vary significantly with time, having an
average value of 3 counts per second which only affects the IMPR counter and
then only when the experiment is in high sensitivity mode, the upper

discriminator outputs are unaffected by the noise.
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CO-IN SEN PM TG AC FRACTION
1 LOW -- x1 - 0244
1 LOW -- -- x1 0.659
1 LOW x1 -- - 0.073
1 LOW -- -- x10 0.024
1 HIGH x1 -- - 0.855
1 HIGH -- -- x1 0.118
1 HIGH -- x1 - 0.017
1 HIGH - x10 - 0.007
1 HIGH x10 -- - 0.002
2 LOW -- x1 x1 0.535
2 LOW -- x10 x 10 0.406
2 LOW -- x1 x 10 0.032
2 LOW -- x10 x1 0.019
2 LOW -- x 100 x 10 0.006
2 LOW -- x 100 x 100 0.002
2 HIGH - x1 x1 0349
2 HIGH -- x 10 x10 0316
2 HIGH - x 1 x10 0223
2 HIGH -- x 10 x 100 0.063
2 HIGH -- x 100 x 100 0.030
2 HIGH -- x1 x 100 0.004
2 HIGH -- x 100 x1 0.004
2 HIGH -- x 100 x 10 0.004
2 HIGH x1 x1 - 0.004
2 HIGH x100 | -- %1 0.004
3 LOW x1 x 100 x 100 0.447
3 LOW x1 x 10 x10 0304
3 LOW x1 x 100 x10 0.145
3 LOW x 10 x 100 x 100 0.094
3 LOW x1 1 x1 0.002
3 LOW x1 x 10 x1 0.002
3 HIGH x10 x 100 %100 0390
3 HIGH x1 x 100 x100 0333
3 HIGH x 100 x100 x100 0209
3 HIGH x1 x10 x100 0.038
3 HIGH x1 x10 x10 0.014
3 HIGH x1 x1 x10 0.011
3 HIGH x10 x10 x100 0.004
3 HIGH x10 x1 x1 0.001
3 HIGH x10 x1 x10 0.001

Table 6.6: The fraction of triggers from each combination of descriminators for
data taken during the period -300s to 300s. Data is shown separately for each of
the three coincidence modes and for high and low sensitivity.
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Figure 6.7: A possible solution for the relative sensitivities of the PIA front end
channels to impacting grains. The target (TG) and accelerator grid (AC) are
comparable in sensitivity, the output of the most sensitive comparator of the

photomultiplier (PM1), is similar to the x 100 comparator of TG and AC but is
affected by noise.
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The sensitivity analysis described above was further extended by

considering the time from -300s to +300s. This covers the period when most of
the coincidence and sensitivity mode switching took place. The higher impact
rates would be expected to shift the ratio of single channel events as more real
events were detected by the target and accelerator grid, relative to the constant
noise level. Table 6.6 shows the fractional number of each type of trigger during
this period, the photomultiplier rate in high sensitivity now being some 12%
lower than in the -4200 to -1000 period, as expected. The remaining ratios were
used to get a qualitative idea of the sensitivity of the channels relative to each
other. Unfortunately the trigger levels on all of the front end channels are
variable to some degree dependent on the output of the r.m.s. noise meter on
each channel, so a unique solution cannot be derived. However, Figure 6.7

indicates one possible situation.

6.3.3 DEAD TIME EFFECTS

As with the whole of this analysis, the lack of calibration data has
required that certain assumptions be made. While no absolute figure could be
placed on the dead time of the front end channels, from consideration of the
instrument operation the value was expected to exceed 1ms (J.Kissel, personal
communication, 1987). In an attempt to narrow down the possible range of
values for the dead time, an examination was made of the flux rates near
closest approach, where any effect and therefore correction would be greatest.
The analysis involved looking at the effect of different dead times on the radial
power law dependence of the flux data. Each PIA mode was considered
separately, the complete data set over this period is shown in Figure 6.8 (-120s
to closest approach) and Figure 6.9 ( closest approach to +120s). The data is

plotted on a log flux against log cometocentric distance scale for three values of
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the dead time, t4, ranging from Ims to 3.5ms, using the formula given in

Equation 6.1.

(6.1)

Where N is the uncorrected count rate, N' is the corrected value and Tq is the
dead time. The variation from a fixed radial power law is clear in the example
of the Ims dead time, compared to the 3.5ms case which was calculated to give
the smallest deviation from a constant power law expression by using a least
squares fit. Since the point at which the flux deviates from a constant power
law is the same for both the IMPR and IMPRL channels which have different
mass sensitivities, it is likely that the effect is instrumental rather than a
physical effect of the coma. The true dead time value cannot easily be
ascertained from an analysis of the in-flight data, where true variations from a
constant power law relation might be misinterpreted, however, the analysis
described above offers considerable weight to a dead time of the order of 3.5ms
and this value has been user throughout the remaining analysis. It is possible
that further calibration work with the flight spare model of the PIA experiment

at Heidelberg may provide a more accurate answer.

6.3.4 MASS CALIBRATION

No detailed mass calibration for the front end channels was undertaken
before launch. Initial attempts to calculate mass and density of particles from
their spectra, which could then be related to the front end signals were
unsuccessful resulting in very low densities. Work is still under way by the
group at Heidelberg concerning the theory of ion production in hypervelocity
impacts. In this section a method is described for the calculation of PIA relative
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Figure 6.8: The effect of varying dead times on the PIA flux data from -120s to

closest approach. This is shown for a) Ims , b) 2ms and ¢) 3.5ms dead time.
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Figure 6.9: The effect of varying dead times on the PIA flux data from closest

approach to +120s. This is shown for a)Ims, b) 2ms and c) 3.5ms dead time.
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mass thresholds with particular interest in the effect of changing channel
sensitivity and co-incident requirements during the near encounter period,
and possible systematic changes in sensitivity over encounter.

Using a dead time of 3.5ms results in two constant power law relations,
one for pre and one for post encounter data. To determine the relative mass
thresholds of all possible modes requires comparison of the flux rates obtained
in each mode at some specific time. Since the experiment is only measuring in
two of a possible twelve modes at any instance , the radial power law
dependence is used to interpolate the data from modes not active at that time.
Using the dead time specified above gives an average radial dependence for all
modes of -2.3 pre- and -1.7 post-encounter. It is assumed that the output of the
front end channels scales linearly with mass such that a change in the
sensitivity mode which relates to a change in the gain of the front end
channels by a factor of 100, results in a corresponding shift in the mass
sensitivity by a similar factor. This is a reasonable assumption for the target and
accelerator grid charge sensitive amplifiers, since the impact charge detected is
almost directly proportional to mass (Section 2.3.3). The validity of this
assumption for the light flash measured by the photomultiplier channel is less
clear, however, the photomultiplier is the least sensitive of the front end
channels (Section 6.3.2) and therefore its' importance is reduced. Using this
assumption results in six pairs of data points, the individual data points in
each pair being separated by a fixed relative mass. To determine the form of
the mass distribution each of the data pairs are arranged in mass to produce a
smooth continuous flux curve. This was achieved using a quadratic fit in log
flux, log mass space (Equation 6.2). In theory a higher degree polynomial could
have been used, however, due to computational constraints the quadratic was

found most suitable.
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A log(m)2 + Blog(m) + C=0 62)
The mass of the centroid for each data pair was calculated, such that the flux
was equal to that given by Equation 6.2, with an initial set of parameters based
on the most sensitive point (highest flux) in the data set. A measure of the
goodness of fit was then obtained from the sum of the squared deviation from
the fit. The constants of the quadratic were varied independently and the data
pairs re-aligned. The procedure was then repeated until the quadratic
converged to the best fit solution at which point the relative masses of each of
the data points was obtained from their final position. This method is shown

schematically in Figure 6.10.

Fit centroids of data pairs
to quadratic

Data pairs with

. Initial Quadratic
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Figure 6.10: Schematic representation of the method used to obtain relative
mass thresholds using pairs of data points with known relative sensitivities
and fitting the best possible quadratic to the data.
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Figure 6.11: The pre and post encounter mass distributions derived from the
PIA data assuming an absolute mass sensitivity for the most sensitive channel
of 10-19%g. The data can points can be divided into three groups with masses of
PIA1=5x10"18kg, PIA2=10"17kg and PIA3=5x10"15kg

Using this method two distributions were obtained, one from the pre-
encounter and one from the post encounter data, these are shown in Figure
6.11. If an absolute mass sensitivity of 10-19kg is assumed for the most sensitive
channel (J.Kissel , personal communication, 1987) then a set of absolute mass
thresholds is obtained, Table 6.7.

In an attempt to look for major changes between the pre- and post-
encounter mass thresholds obtained, the relative thresholds were plotted
against each other, Figure 6.12. This shows a small but systematic decrease in
sensitivity, although the errors involved in this analysis must be considered
large this variation may indicate marginal damage or degrading of the target or

front end channels during the high incident flux which must have been
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Sensitivity | Coincidence Counter Log( Mass kg)

mode mode Pre- Post-
HIGH 1 IMPR -19.00 -19.00
HIGH 1 IMPRL -16.39 -16.33
HIGH 2 IMPR -18.65 -18.35
HIGH 2 IMPRL -16.84 -16.51
HIGH 3 IMPR -17.13 -16.64
HIGH 3 IMPRL -16.70 -16.28
LOW 1 IMPR -17.00 -17.00
LOW 1 IMPRL -14.39 -14.33
LOW 2 IMPR -16.65 -16.35
LOW 2 IMPRL -14.88 -14.51
LOW 3 IMPR -15.13 -14.64
LOW 3 IMPRL -14.70 -14.28

Table 6.7: The absolute mass sensitivities of each of the twelve counter,
coincidence, sensitivity combinations (see text).
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Figure 6.12: The correlation between the derived mass thresholds for the pre
and post encounter data.
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incident on the detector during the period of missing telemetry at closest
approach.

Due to the possible errors involved and to try and improve the overall
quality of the data, the mass points have been grouped together to reduce the
twelve co-incident, sensitivity and counter combinations down to just three.
This was possible due to the relatively close grouping of the data points. These
three groupings are shown in Figure 6.11 and have average mass thresholds of
5x10-18kg, 10-17kg and 5x10-15kg, and will be referred to as the PIA1, PIA2 and
PIA3 channels. The error on these mass thresholds is considered to be of the
same order as the spread of the data points which is about + half an order of

magnitude.

6.4 PIA FLUX RATES

Using the calibration data described in the previous sections of this
chapter it has been possible to obtain absolute flux levels using the impact rates
from the front end channels. These results are presented here and are used
elsewhere for the calculation of the mass distributions down to masses of 10-
19kg. Due to the mode changes only the PIA1 and PIA2 channels are available
for the majority of the encounter period, the third less sensitive channel (PIA3)
only being active during the high flux rate regime of the near encounter
period.

Figures 6.13 to 6.24 show the PIA flux rates, plotted against time, during
the near encounter period from -300s to +300s for each of the twelve different
modes. Figure 6.25 shows the 180s time averaged flux for the most sensitive
channel from -4200s to +4000s. Finally, Figure 6.26 shows the three combined
channels (PIA1, PIA2, PIA3) for the -300s to +300s period together with the
DIDSY results at two masses, the data is smoothed using a 10 point running

mean.
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Log Cumulative Flux (m-2s-1)

Figure 6.13: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in LOW sensitivity mode on the IMPR counter and
in coincidence mode 1.

Log Cumulative Flux (m-2s1)

Figure 6.14: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in LOW sensitivity mode on the IMPRL counter and
in coincidence mode 1.
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Figure 6.15: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in LOW sensitivity mode on the IMPR counter and
in coincidence mode 2.
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Figure 6.16: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in LOW sensitivity mode on the IMPRL counter and

in coincidence mode 2.
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Figure 6.17: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in LOW sensitivity mode on the IMPR counter and
in coincidence mode 3.
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Figure 6.18: PIA flux rates for the period -300s to +300s from closest approach.

The fluxes were recorded in LOW sensitivity mode on the IMPRL counter and
in coincidence mode 3.
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Figure 6.19: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in HIGH sensitivity mode on the IMPR counter and
in coincidence mode 1.

Log Cumulative Flux (m-2s-1)

Figure 6.20: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in HIGH sensitivity mode on the IMPRL counter and
in coincidence mode 1.
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_ Figure 6.21: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in HIGH sensitivity mode on the IMPR counter and
in coincidence mode 2.
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Figure 6.22: PIA flux rates for the period -300s to +300s from closest approach.

The fluxes were recorded in HIGH sensitivity mode on the IMPRL counter and
in coincidence mode 2.
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Figure 6.23: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in HIGH sensitivity mode on the IMPR counter and
in coincidence mode 3.
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Figure 6.24: PIA flux rates for the period -300s to +300s from closest approach.
The fluxes were recorded in HIGH sensitivity mode on the IMPRL counter and
in coincidence mode 3.
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Figure 6.25: PIA flux rates for the period -4200s to +4000s from closest approach
averaged over 180s intervals. The fluxes were recorded in HIGH sensitivity
mode on the IMPR counter and in coincidence mode 1. The triangles represent

upper limits.

iR

Log Cumulative Flux ,m-2g"

Time from Encounter , s

Figure 6.14: PIA flux rates for the period -300s to +300s from closest approach,
using a 10 point running mean. The fluxes are shown for the PIA 1, PIA 2 and
PIA 3 combined channels (see text) together with MSM and IPM-M data.
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In all case the errors bars are given by VN of the counts and upper limits are
shown as A. The £300s periods correspond to measurements out to a distance of

~20500km and the +4000s period is corresponds to a distance out to ~275000km.

6.5 LIMITATIONS OF THE ANALYSIS

Once again it should be made clear that the front end channels were not
designed for the quantitative measurement of the dust flux and had the DIDSY
IPM-P sensor worked as intended such a detailed analysis of this data would
not have been undertaken. Three major assumptions have been made in this

analysis, they are:-

i) That a simple dead time of 3.5ms correctly characterizes the operation of
the experiment hardware/software.

ii) That the sensitivity variation of the front end channels is approximately
linear with mass.

iii) That the limiting sensitivity of the most sensitive channel is ~10-19%g.

The reasons for these assumptions have been described in the relevant sections
and should, at sometime in the future, more accurate information become
available it will be straight forward to make the appropriate adjustments. To
represent the uncertainties involved the PIA fluxes used to calculate mass
distributions have been assigned order of magnitude error bars both in mass

and in flux.
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CHAPTER 7

ANALYSIS OF THE DIDSY 'DISCRETE'
DATA
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'Discrete' data is the name given to the sub-set of DIDSY data which
contains information on a selection of individual events (Section 2.3.4). All of
the sub-systems with the exception of CIS (which only detects the number of
events greater than its penetration mass) return some form of 'discrete’ data. In
the case of IPM-P, problems with the cover pre-encounter, and noisy operation
post encounter prevent the use of pre-launch calibration data and analysis of
this data set is not considered. The cover also affects the pre-encounter IPM-M
data, since the relationship between the impacting particle, the debris formed as
it passes through the cover and the digital output recorded by the sub-system, is

unknown. The analysis of the remaining data sets is described below.
7.1 IPM-M DISCRETE DATA ANALYSIS

The IPM-M 'discrete’ data is, in principle, the simplest to interpret since
the sensitivity across the target plate is considered to be constant (Section 3.3).
The mass corresponding to a digital signal is therefore given by Equation 2.1
where the momentum p is determined from the measured sensor output
voltage V(Dy) and the absolute sensor sensitivity S. Rearranging Equation 2.1

and making the substitution for p, gives Equation 7.1.

V(D)
m=

Sev (7.1)

Where Dy is the digital amplitude from the discrete data and V is the
experiment transfer function described in Section 3.2. The values of S, € and v
are constant resulting in a mass relationship which is only dependent on the
observed digital value.

Telemetry constraints meant that data on only one IPM-M discrete could

be returned in each data gathering interval. For simplicity and to avoid
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Figure 7.1: Scatter plot showing the mass of individual IPM-M impacts as a
function of time. Events have only been plotted for the post-encounter period
and then only if the 'pre-event' value was equal to zero.

selection effects, the event transimitted was the last event to be detected in the
DGI. If no event occurred a zero amplitude was returned. In addition to the
event amplitude, information on the sensor output level just prior to the
event was also recorded. This 'pre-event' value is useful for diagnostic
purposes, for example checking that the 'event' amplitude exceeds the 'pre-
event' value.

An initial analysis of the IPM-M discrete data was presented in Evans,
1988. However,.at that time it was assumed that DGIs which contained zero
amplitude 'discrete' data but which had a non-zero count in the IPM-M PHA
counters, were the result of marginal detections on the sensor. Subsequent
work has shown that this is not the case and that the result can instead be
attributed to an experimental effect which occurs during high activity on the
IPM-P sensor (Section 5.4.2). A mass time scatter plot for the post-encounter

period and for 'good' events is shown in Figure 7.1. Due to the problems
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involving the DID 8 cover (pre-encounter) and the interaction between IPM-P

and IPM-M (post-encounter) further analysis of this data set has not been

attempted.
7.2 DID 4 DISCRETE DATA ANALYSIS

In Section 2.3.4 the method by which the DIDSY Central Data Formatter
determines a category for MSM and RSM discrete data, based on sensor
coincidence, was described. One of the category classes (‘Category 4') contains
events which are only detected by the DID 4 sensor. For an event to fall into
this category the impact must occur on the acoustically isolated small sector of
the front bumper shield. An impact elsewhere on the shield will always
produce a signal on one of the other sensors and result in a different
categorisation of the event. Since the exact position of the impact site within
the small sector is unknown an average shield sensitivity, applicable over the
whole sector, must be produced. This is done by calculating the mean, P', of the
shield sensitivity calibration data P(i), weighted by the area of each calibration

pixel A(i) (Equation 7.2)

D P) AG)

P' = I = small sector
S 0
i = small sector (7.2

Substituting P' for P(i) in Equation 3.7 results in a mass relationship (Equation
7.3) which, as with the IPM-M 'discrete’ data, is only dependent on the digital

amplitude Dy returned by the experiment.
V(n) P,

I = e
eSvP (7.3)
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The effect of using a mean sensitivity is that the error in the calculated mass for
any individual event is of the same order as the variation in the sensitivity.
This is the same effect that applies to individual 'binned' data and is due to the
ambiguity between the signal obtained from an impact at one position
compared to a larger particle impacting at a position with lower relative
sensitivity. Note that this is only important if an individual, or a small number
of particles is being considered, in larger samples the errors of the individual
events will tend to cancel. The ground receive time and mass of each 'Category
4' event over the whole encounter period are listed in Appendix 3.

By considering data over an extended time period a cumulative dust
mass distribution in the range 10-11kg < m < 10-%kg can be produced. To obtain
an absolute rather than relative measurement some correction must be made
for the under-sampling of the discrete data. Although 'discrete’ data on only
one 'Category 4' event is produced per DGI, a counter which records the total
number of such events per DGI is also maintained. If the shape of the mass
distribution is assumed to remain constant over the period in question, a single

multiplication factor k which applies at all masses is given by Equation 7.4.

_ Number of 'category 4' events
~ Number of 'discrete' data values

(7.4)

The use of a weighted mean sensitivity takes account of the effective area
function which would otherwise be required and instead an area corresponding
to the geometric area of the small sector of 0.18m2 is used. The resulting
distribution cannot be directly compared with other cumulative data unless
some adjustment is made for the missing data with m > 10-%g, which occurs
due to events above this mass being detected by another sensor in addition to

DID 4 and being placed in a different category. In this analysis the missing data
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is accounted for by using a calibration point derived from the DID 4 'binned'
data which is cumulative.

Due to problems with the categorisation of events at high flux rates (
Section 5.4) the calculation of fluence distributions is restricted to periods
outside the range -42s to +40s from closest approach. Calculation of the total
encounter fluence is achieved by extrapolation of the pre-encounter fluence up
to -42s from closest approach and the post-encounter fluence from +40s relative
to closest approach. Since insufficient discrete data is available to accurately
define the radial trends required for this extrapolation, two multiplication
factors (one for the pre- and one for the post-encounter fluences) have been
calculated based on the radial dependence of the DID 4 binned data; both factors
have been calculated to have a value of ~14 (S.F. Green, personal
communication, 1989). The resulting DID 4 cumulative mass fluences for the
periods -5064s to -42s and +40s to +3640s from to closest approach and for the

total fluence over the whole encounter period, are shown as dotted lines in

Figures 7.5, 7.6 and 7.7 respectively.
7.3 MULTI-SENSOR DISCRETE DATA ANALYSIS

The multi-sensor 'discrete' events represent a sub-set of the MSM
'discrete' data which only includes those events that are detected by two or
more sensors. Such events are produced by particles with mass m > 10-10kg,
impacting at a position on the front shield where the bending wave induced by
the impact can propagate to at least two sensors and still be detected. Particles
with mass m > 10-8kg will result in multiple detection no matter where on the
shield the impact occurs. A description of the categorisation process for the

MSM data was given in section 2.3.4 and shows that all of the five categories

with the exception of 'category 4' (see Section 7.2) can contain data from a

multi-sensor event.
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The method used to analyse multi-sensor events is similar to that
described for the IPM-M and DID 4 'discrete' data. However, in this case it is not
appropriate to calculate an average shield sensitivity, since the variation in
sensitivity over the whole shield is very large (Section 3.3). Instead, the ratio of
signals from two sensors is used to determine an approximate position for the
event, and the sensitivity from this position used to calculate the mass. In the
case of detection by two sensors there is only a single ratio, while detection by
all three MSM sensors results in three ratios. In addition a signal from the rear
shield microphone (RSM) is used to indicate that the impact occurred on the
small sector. To obtain an impact position, the ratio of signals is compared to
the ratio of corresponding shield sensitivities taken at each of calibration
points around the shield. A fit parameter K(i) being calculated for each
calibration position, i. The location at which the best match between event and
calibration ratios is obtained, indicated by the smallest value of K(i), is taken to
be the impact position. The shield sensitivity calibration data is far from
smooth (see Section 3.3) and in the case of detection on only two sensors in
particular, there can be some level of ambiguity as to the location of the most
probable impact position. This problem is countered to some extent by using
the null value on the remaining sensor as an anti-coincidence signal, to
indicate the region of the shield where the impact is un-likely to have occurred.
Equation 7.5 shows the definition of K(i) for an event detected by DID 2 and DID
3 but not DID 4.

V,(D,) P,

2
. \2 .
ki = [ ( V.o o) RO | OIS

(7.5)

Where V2(D32) and V3(D3) are the sensor signals corresponding to the digital
amplitudes D2 and D3 on DID 2 and DID 3 respectively. P2(i) and P3(i) are the

shield sensitivity values for a given calibration point, i. F4(i) is the anti-
170



coincidence parameter and Fs(Ds, ;) the DID 5 coincidence flag for a DID 5 digital
amplitude of Ds. To calculate a value for the anti-coincidence parameter the
signals from one of the two detecting sensors is combined with the shield
sensitivity data to calculate the signal that is expected on the non-detecting
sensor if the position in question were the impact site. If the resulting signal is
below the non-detecting sensor threshold then the anti-coincidence parameter
is assigned a value of zero. If the signal is greater than the threshold, the anti-
coincidence parameter is set to a value corresponding to the level above the
threshold. The logic for the DID 5 coincidence flag Fs(Ds,i) is somewhat
simpler, it taking a value of 1 if either D5 is equal to 0, or if D5 is greater than 0
and the position of the calibration point i is within the small sector, and being
set to a large number (1032) otherwise. The definition for K(i) in the case of

detection by all three MSM sensors is shown in Equation 7.6.

. V,(D,) P,(i) 2 v,(D,) P,(G) .2
K(l) = [ ( V3(D3) = P3(i)) . 5 ( V4(D4) ) P4(i) )

V3(D3) P3(i) ¢ e
* ( V,D,) ) P (i) ) ] F5Dg 1)

(7.6)

The shield sensitives corresponding to the approximate impact position
obtained from this technique, are then used to calculate a particle mass. In
addition to the sensor amplitudes, the MSM also returned a byte of
information called the 'timing' word. It contains information on the order in
which signals were detected, which is potentially useful in determining an
impact position. However, even before launch, the 'timing' word was found to
be unreliable and it has not been used in this analysis. Unlike the IPM-M and
DID-4 'discrete' data, the masses of particles which produce detections may
exceed the penetration mass mpen of the Imm aluminium front bumper

shield. In such cases some of the particles momentum passes through the
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shield and is not captured. This can be accounted for by the addition of a

momentum derating term to Equation 3.7 (Wallis, 1986), Equation 7.7.

V(D)P '
m =1y
eS v Pl m
per (7.7)

Where vy is called the momentum derating factor and is assigned a nominal

value of 0.67 (Wallis, 1986) and mpen is the penetration mass limit for the front
shield, taken to be 3x10-%g for this analysis (Section 2.3.1). The mass of a
particle is first calculated with Equation 3.7 and then only if found to be greater
than mpen, is it recalculated using the momentum derating factor.

A mass calculation is done for each of the sensors on which a signal is
detected. In theory the mass obtained from each calculation should be identical.
The comparison is generally good in the case of double sensor events (where
position determination is only dependent on the comparison of a single ratio)
and the resultant mass is taken to be the average of the two values. The same is
not true of the triple detection events, where it is sometimes found that one of
the three calculated masses is several orders of magnitude larger, or smaller
than the other two values. This is caused by impacts which occur at a position
corresponding to the trough in one of the shield sensitivity maps. The ratio of
the shield sensitivity at the sensor to that at the impact site, Ps/P(i), becomes
very large for that sensor, which, when combined with small errors and
digitisation effects, results in the observed discrepancy in the calculated masses.
In such cases the mass is rejected and an average of the remaining two masses
is taken, otherwise the average of all three masses is used.

The positions and masses for each of the 100 multi-sensor discrete events

for which data was returned are split into three time periods:-

i)  Experiment switch on to -43s (Table 7.1).
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ii) -42s to +39s from closest approach (Table 7.2). Data from this period is
considered less reliable due to the possibility, at high flux rates, of
multiple single events being seen by the CDF as single multi-sensor
events. The period from -42s to closest approach has the additional
problem of categorisation discussed in Section 5.4, which prevents
calculation of an absolute fluence level.

iii) +40s to experiment switch off (Table 7.3)

Masses are listed for y = 0.67, 0.4 and 0.0 representing the nominal, preferred
and 'no derating' cases respectively (see Section 7.4). Where not explicitly
stated, the preferred value of ¥ = 0.4 has been used for subsequent calculations.
The location on the front shield of events from all three periods is shown in
Figure 7.2. Due to the shape of the shield calibration data, which has similar
sensitivities at the inner and outer edges, the determined radial distances at

angular positions some distance from a sensor are unreliable.

‘ 1E-5 kg

® IEGkg
4
* 1E-7kg
" 1E-8 kg
1E-9 kg

Figure 7.2: Locations on the Giotto front bumper shield determined for each of
the MSM multi-sensor 'discrete' data events observed during the encounter.
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Time (s) | Block No.
from c.a.

-2595 41173
-1713 41951
-1288 42326
-1260 42351
-1117 42477
-655 42885
-631 42906
-569 42961
-551 42977
-434 43080
-364 43142
-281 43215
-223 43266
-216 43272
-180 43304
-170 43313
-169 43314
-156 43325
-153 43328
-135 43344
-123 43354
-114 43362
-109 43367
-103 43372
-95 43379
-78 43394
-75 43397
-75 43397
-73 43398
-72 43399
-64 43406
-59 43411
-58 43412
-53 43416
-51 43418
-50 43419
-49 43420
-46 43422
-46 43422
-45 43423
-43 43425

Rad. Dist
(m)

0.48
0.48
0.48
0.68
0.90
0.64
0.48
0.60
0.64
0.56
0.90
0.48
0.60
0.88
0.64
0.56
0.48
0.90
0.48
0.90
0.90
0.60
0.88
0.95
0.92
0.72
0.48
0.56
0.90
0.72
0.48
0.80
0.90
0.90
0.60
0.48
0.74
0.90
0.76
0.48
0.90

Mass associated with event (kg)
¥=0.0 v=0.4 Y=0.67

6.2E-09 1.0E-08 2.8E-08
4.7E-08 2.9E-07 12E-05
53E-08 3.6E-07 1.8E-05
2.1E-10 2.1E-10 21E-10
16E-07 2.3E-06 5.6E-04
84E-08 7.7E-07 73E05
7.8E-08 6.9E-07 59E-05
5.0E-09 7.0E-09 14E-08
1.4E-09 1.4E-09 14E-09
4.1E-09 5.2E-09 8.1E-09
45E-08 2.7E-07 1.1E05
3.1E-08 1.5E-07 3.6E-06
5.6E-08 4.0E-07 22E05
3.9E-09 4 8E-09 48E-09
1.1E-07 1.2E-06 17E-04
6.0E-08 4.4E-07 2.6E-05
2.0E-09 2.0E-09 20E-09
7.7E08 6.7E-07 57E05
6.5E-08 5.1E-07 34E-05
5.7E-08 4.1E-07 23E05
3.6E-08 1.9E-07 5.7E-06
22E07 3.8E-06 13E-03
5.0E-09 7.1E-09 14E-08
5.9E-07 2.0E-05 2.8E02
8.0E-09 1.5E-08 6.0E-08
5.6E-09 8.7E-09 20E-08
2.1E08 7.8E-08 1.1E-06
48E-09 6.6E-09 12E08
6.7E-08 5.3E-07 3.6E-05
34E-08 1.7E-07 48E-06
1.7E09 1.7E-09 17E-09
2.2E-08 8.7E-08 13E-06
1.6E-07 24E-06 57E-04
58E-08 4.2E-07 24E-05
23E-07 4.3E-06 1.6E-03
2.0E-08 7.2E-08 9.7E-07
53E-08 3.5E-07 18E-05
6.2E-08 4.7E07 29E-05
1.0E-10 1.0E-10 1.0E-10
23E-08 9.1E-08 15E-06
1.6E-07 2.4E-06 57E-04

Table 7.1: Time, location and calculated mass for all MSM multi-sensor events
in the period from experiment switch on to -43s from closest approach. Masses

are shown for three values of the momentum derating factor, y. Angles
measured clockwise from DID 4.
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Time (s) | Block No.| Angle| Rad. Dist Mass associated with event (kg)

from c.a. ©) (m) v=0.0 v=0.4 v=0.67
-34 43432 2445 0.84 1.1E08 3.0E-08 1.9E-07
-32 43434 2625 0.84 22E07 4.1E-06 15E-03
-30 43435 16.5 0.48 6.0E-09 9.7E-09 25E-08
-30 43435 139.5 0.68 17E09 1.7E-09 1.7E-09
-29 43436 114.0 0.88 33E-09 3.5E-09 4.0E-09
-29 43436 223.5 0.60 2.8E08 1.2E-07 2.7E-06
-29 43436 3420 0.64 1.0E-10 1.0E-10 1.0E-10
-29 43436 1275 0.48 2.0E-09 2.0E-09 2.0E-09
-26 43438 3420 0.76 6.8E-11 6.8E-11 6.8E-11
-25 43439 334.5 0.48 7.8E-10 7.8E-10 7.8E-10
21 43442 2625 0.68 24E-08 6.8E-08 8.9E-07
21 43442 195.0 0.68 23E08 8.9E-08 14E-06
-20 43443 178.5 0.64 14E-08 4.1E-08 35E07
-20 43443 16.5 0.64 14E07 2.0E-06 42E-04
-19 43444 178.5 0.48 2.7E08 1.2E-07 25E-06
-18 43445 18.0 0.48 1.1E08 2.7E-08 1.6E07
-18 43445 177.0 0.90 45E-08 2.8E07 1.1E05
-18 43445 16.5 0.68 2.6E-08 1.2E07 3.1E-06
-18 43445 208.5 0.88 22E07 4.0E-06 15E-03
-17 43446 3420 0.76 7.7E-11 7.7E-11 7.7E-11
-17 43446 16.5 0.88 54E-09 4.6E-09 8.0E-09
-17 43446 16.5 0.72 3.0E-08 1.4E-07 3.3E-06
-17 43446 1725 0.56 1.0E07 1.1E-06 14E-04
-16 43448 2355 0.48 13E-08 3.8E-08 3.1E07
-16 43448 18.0 0.48 74E-10 74E-10 74E-10
-16 43448 16.5 0.68 8.7E09 1.7E-08 7.6E-08
-16 43448 105.0 0.72 78E-09 1.4E-08 54E-08
18 43458 16.5 0.80 33E-08 1.6E-07 4.6E-06
18 43458 2535 0.68 25E-08 1.0E-07 1.8E-06
20 43459 343.5 0.68 1.6E-08 5.0E-08 50E07
20 43459 1710 0.90 34E07 8.2E-06 54E-03
21 43460 18.0 0.48 13E09 1.3E-09 13E-09
| 43460 94.5 0.48 4.1E-08 2.3E07 85E-06
22 43461 10.5 0.68 2.6E09 2.6E-09 2.6E-09
22 | 43461 316.5 0.56 3.8E-09 4.6E-09 6.5E-09
25 43464 52.5 0.48 12E08 3.2E-08 1.6E-07
25 43464 16.5 0.72 12E09 1.2E-09 1.2E-09
29 43467 15 0.72 8.9E-09 1.8E-08 8.1E-08
32 43470 16.5 0.68 1.9E09 1.9E-09 1.9E-09
35 43473 178.5 0.48 1.6E08 5.0E-08 50E-07
35 43473 289.5 0.48 3.9E-09 4.7E-09 6.8E-09
39 43475 3435 0.48 3.2E-08 1.5E-07 4.0E-06

Table 7.2: Time, location and calculated mass for all MSM multi-sensor events
in the period from -42s to +39s from closest approach. Masses are shown for

three values of the momentum derating factor, .
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Time (s) | Block No.| Angle| Rad. Dist Mass associated with event (kg)
from c.a. © (m) v=0.0 v=0.4 v=0.67

—— e e

b———— e ]

40 43476 97.5 0.52 2.8E-09 2.8E-09 2.8E-09
41 43477 16.5 0.88 2.1E-09 2.1E-09 2.1E-09
43 43479 328.5 0.48 4.5E-09 5.9E-09 1.0E-08
44 43480 190.5 0.52 2.5E-09 2.5E-09 2.5E-09
51 43486 109.5 0.88 1.2E-09 1.2E-09 1.2E-09
53 43488 18.0 0.84 4.3E-09 5.6E-09 9.3E-09
67 43500 166.5 0.84 4.7E-08 3.0E-07 1.3E-05
68 43501 55.5 0.52 1.1E-08 2.7E-08 1.6E-07
93 43523 124.5 0.60 1.9E-08 6.6E-08 8.3E-07
106 43534 199.5 0.72 1.8E-08 5.9E-08 6.8E-07
108 43536 178.5 0.72 7.7E-08 6.7E-07 5.7E-05
112 43540 340.5 0.76 2.4E-09 2.4E-09 2.4E-09
172 43593 67.5 0.56 1.3E-08 3.6E-08 2.8E-07
216 43631 342.0 0.88 3.7E-10 3.7E-10 3.7E-10
354 43753 235.5 0.92 2.5E-08 1.0E-07 2.0E-06
393 43788 295.5 0.48 3.1E-09 3.3E-09 3.6E-09
469 43855 342.0 0.64 1.1E-10 1.1E-10 1.1E-10

Table 7.3: Time, location and calculated mass for all MSM multi-sensor events
in the period from +40s to experiment switch off. Masses are shown for three

values of the momentum derating factor, 7.

The 'discrete’ data is a limited sample of all events detected by DIDSY
and the multi-sensor events are only a sub-set of the whole MSM/RSM
'discrete’ data. To obtain an absolute cumulative flux distribution from these
events, a multiplication factor must be calculated which accounts for the under
sampling. At large cometocentric distances where the count rate is low,
information on all impacts is returned and the multiplication factor k is equal
to unity. At higher count rates, k can only be accurately determined if data over
a sufficiently long period to calculate the ratio between the number of multi-
sensor events, to the number of single sensor events, in each category is used.
In addition, the assumption must be made that the shape of the mass
distribution does not change significantly within the time period. The value of

k is given by Equation 7.8 where, N is the number of coincidence events in
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category cat within the period and Ny the number of single sensor events. Nt is

the total number of events within the category, obtained from the sum of the

category counter (Section 2.3.4) over the period.

- NT(cat) Nc(cat)
oo Ns(cat) + Nc(cat)

k =

cat=1 (7.8)

An accurate value for k cannot be calculated for the period -42s <t < 11s due to
the operation of the CIS sub-system during this time (Section 5.4). When CIS
activity is high, the CIS activity flag is almost continuously active which leads
to all MSM events being assigned to 'Category 1'. The result of this is that
'Category 1' data is dominated by the more numerous single sensor events and
there is insufficient data within the period to calculate an accurate value for the
ratio of single to coincidence events. An additional problem caused by the
possibility of two single sensor events being recorded by the experiment as a
single multi-sensor event, means that data within the period -40s < t < 40s from
closest approach is considered of lower reliability.

In the case of the multi-sensor 'discrete’ data the sensitivity used to
calculate the mass of a particle is not constant, instead it is dependent on the
calculated position of the event. It is therefore not appropriate to use the
geometric area of the shield to calculate flux or fluence values. Instead a mass
dependent area function is required which corresponds to the area of the shield
over which a dust grain of particular mass can be detected. The method to
derive the area function is similar to that used to calculate the effective area for
each of the MSM PHA counters (Section 3.4) but since the data is not 'binned’,
the last stage of multiplying by a mass distribution function is not required. For

each calibration pixel in the shield sensitivity map, the minimum mass of
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Figure 7.3: The area function for MSM multi-sensor 'discrete' data. Above ~10-
8kg an impact anywhere on the shield will stimulate at least two of the sensors.

particle required to stimulate at least two of the MSM sensors is calculated. The
resultant list of mass and pixel areas is sorted on mass and the total area for a
particular mass is calculated from the sum of all pixel areas corresponding to an
equivalent or lower mass. The resultant mass dependent area function (Figure
7.3) indicates that any particle with mass m > 10-8kg will produce a coincidence
event no matter where on the shield the event occurs.

Figure 7.4 shows fluence distributions for two periods pre-encounter (-
4500s < t < -135s and -134s < t < -42s from closest approach) and one period post-
encounter ( +40s < t £ +3200 from closest approach). The error bars are based on
the Poissonian uncertainty (*VN of the count rate), and will be an
underestimate at lower masses where the small effective area and
corresponding small number of events combine to produce a less well defined
distribution. The indication from the data is of a large mass distribution which

varies in shape with position in the coma. The excess of large grains has
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Figure 7.4: Three multi-sensor fluence distributions for A) -4500s<t<-135s, B) -
134s<t<-42s, C) +40s<t<+3200s, showing the variation of the large mass excess. A
higher resolution time analysis is not possible due to the small number of

events.
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important consequences for remote observations due to its large contribution

to the total scattering area.

7.4 TOTAL ENCOUNTER FLUENCE

The total fluence F(2m) is given by the integration of the cumulative
flux data ¢(>m,t) over the entire encounter period (Equation 7.9) and represents
the best measure of the overall coma dust mass distribution. Clearly this is
only true if the Giotto trajectory is a representative sample of the coma. By
combining PIA (see Chapter 6), DIDSY 'binned' (see Chapter 5) and DIDSY
'discrete’ data the calculated fluence covers a mass range from ~10-1%g to ~10-

Skg.

+oo
F(Zm) = J(p(zm,t) dt
e (7.9)
To obtain an absolute level for the fluence, some correction must be made for
telemetry drop-outs and in particular the missing period from -5s to +19s from
closest approach. This is done by the extrapolation of data using the radial
gradients derived from data surrounding the telemetry gap. The full method
has been described in Pankiewicz, 1989. In the case of the multi-sensor 'discrete’
data, an insufficient number of events are available to calculate radial gradients
and the correction factor calculated for the DID 4 'discrete' data (Section 7.2) is
used. The factor is applied to data integrated over two periods (see Figure 7.5
and 7.6) which contain the most reliable data, and the results combined to
produce the total fluence. Correction for the periodic telemetry drop-outs post-
encounter, caused by the nutation of the spacecraft, is achieved by linear scaling

based on the time 'lost'.
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Figure 7.5: The DIDSY and PIA fluence distribution for the pre-encounter
period from -4500s to -43s.
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Figure 7.6: The DIDSY and PIA fluence distribution for the post encounter
period f