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Abstract

This study investigates the possibility of using GPT-3
models to generate high-quality poems in a specific au-
thor’s style, through fine-tuning on datasets of poems
accompanied by their metadata and automatically gen-
erated summaries. Our experiments show that a dataset
of only 300 poems is sufficient to generate new poems
in the style of a specific author. The evaluation was done
through GPT-3 models fine-tuned for binary classifica-
tion of GPT-3 outputs against the works of the original
author. To establish the accuracy of GPT-3-based bi-
nary classifiers, we first tested them on a variety of texts
and a range of classes, and found that their predictive
accuracy is 99% on average. Using this method for po-
etry evaluation showed that the GPT-3 generated poems
were indistinguishable from the original works of Walt
Whitman and Rudyard Kipling in an average of 30%
and 21% of the cases, respectively. This suggests that
GPT-3 can be a useful tool in assisting authors, while
further research is needed to turn it into an indepen-
dent creator. Additionally, the workflow used in this
study can be applied to other types of text and provides
a way of using GPT-3 models for generating new con-
tent from user-provided summaries, when prompt engi-
neering alone is insufficient.

Introduction

With the emergence of Large Language Models (LLMs),
there has been tremendous growth, not only in Natural Lan-
guage Processing (NLP) but also in Computational Creativ-
ity (CC). In particular, the GPT-series (Radford et al. 2018;
2019; Brown et al. 2020) is the main contributor to the
progress. LLMs have an astonishing capacity for cap-
turing and mimicking features from massive amounts of
data. Although LLMs have attracted expected criticism
(Birhane and Raji 2022; van Dis et al. 2023), e.g., with re-
spect to stylistic reproduction (Floridi and Chiriatti 2020;
Falk 2021), their reception has overall been positive (Brown
and Jordanous 2022). Their remarkable generative capabili-
ties warrant further exploration in Computational Creativity
research (Dale 2021; Kobis and Mossink 2021).

Poetry creation, as a CC task, has been explored over the
years using a wide variety of techniques (Lamb, Brown,
and Clarke 2017; Oliveira 2017). There are expert sys-
tems (Misztal and Indurkhya 2014; Corneli et al. 2015),

constraints-based approaches (Rashel and Manurung 2014;
Toivanen et al. 2013), and linguistic models (Veale 2013;
Himaldinen 2018) that can imitate styles and produce novel
poems. Moreover, machine learning techniques (Toiva-
nen et al. 2014; Lamb and Brown 2019) and evolutionary
approaches (Rahman and Manurung 2011) have achieved
some success. Generating lyrics in the specific style with
defined rthyme and meter constraints through Markov pro-
cesses was explored in (Barbieri et al. 2012). Text-
generation techniques have also been applied beyond poetry
generation (Pachet and Roy 2014; Ens and Pasquier 2018)
and can assist in the development of techniques to deliber-
ately deviate from learned styles (Elgammal et al. 2017).

Large Language Models can generate high-quality texts,
paragraphs, and short creative artifacts, such as poems or
lyrics. The current applicability of LLMs goes beyond au-
tonomous generation of novel artefacts, and practitioners
use them in co-creative ways to explore, get inspired, or as
a tool to overcome writer’s block (Gwern Branwen 2019;
2022). Regardless, many creative tasks still require hu-
man moderation to filter out nonsensical responses and
subpar results. To improve the quality of creative output
of transformer-based systems, we need to explore what is
possible, understand the challenges involved, and devise
computer-based methods for verifying if the system is per-
forming well. Likewise, it is crucial to determine differ-
ences in performance and associated costs between the var-
ious sizes and architectures of LLMs, allowing us to make
informed decisions on model selection for the creative task
at hand. In this paper, we present a preliminary exploration
of these challenges, and offer current state-of-the-art recom-
mendations.

As NLP research increasingly focuses on transformer-
based approaches, computational creativity is starting to
follow suit. Notable examples of using GPT-2 or BERT
for poetry generation include fine-tuning GPT-2 for Chi-
nese classical poetry (Liao et al. 2019), conducting an ex-
tensive human evaluation of GPT-2 generated English po-
etry (Kobis and Mossink 2021), experimenting with rigid
constraints in poetry generation in both Chinese and En-
glish (Li et al. 2020), analysing the challenges of main-
taining rigid stylistic constraints while using RNN and GPT-
2 (Wockener et al. 2021), exploring a transformative BERT-
based approach to lyrics generation (Nikolov et al. 2020;



Oliveira 2021), and generating lyrics from GPT-2 and eval-
uating with BERT (Wesek 2019). Himéldinen et al. (2022)
experimented with combined encoder-decoder setup using
RoBERTa and GPT-2 for modern French poetry generation.
The methodology of human-computer co-creation of poetry
have been explored in (Boggia et al. 2022), while (Steven-
son et al. 2022) attempted to evaluate the creative abilities of
GPT-3. Fine-tuning GPT-2 for poetry generation in the style
of Emily Dickinson was explored in (Dai 2021). In (Lo,
Ariss, and Kurz 2022) the authors have fine-tuned GPT-2
for limerick generation with special attention to maintaining
the limerick rhyming scheme. (Chakrabarty, Padmakumar,
and He 2022) worked on fine-tuning TO and TS LLMs for
collaborative poetry generation.

In (Bons 2022) the author experimented first with gener-
ating song lyrics using prompt engineering with GPT-3, and
subsequently with fine-tuning GPT-3 on a dataset of songs
accompanied by songs’ descriptions, artist biographies and
song titles. The fine-tuning process allowed the author to
generate higher quality lyrics than using prompt engineer-
ing only.

A similar approach from outside the field of computa-
tional creativity is the work of (Lee 2019; Lee and Hsiang
2020b; 2020a) who fine-tuned GPT-2 and BERT models for
patent claim generation and evaluation. The authors fine-
tuned GPT-2 on a dataset consisting of US patent claims,
where each claim is accompanied by its summary and title.
The system was subsequently able to generate patent claims
from summaries provided by the user.

What those two works, song lyrics generation and patent
claim generation, have in common is fine-tuning the models
on the datasets where each entry is accompanied by its sum-
mary and other metadata. This allows the user to control the
content of the output through a summary and other metadata
provided in the prompt.

The latest version of GPT at the time of writing this pa-
per, which is GPT-3.5 (text-davinci-003), is capable
of generating poetry through prompt engineering alone. It
can generate poems that are not only grammatically correct
and have appropriate structure, but also tell a coherent story
and can appear meaningful and evocative (Gwern Branwen
2022). However, the poems generated through prompt engi-
neering alone, always appear to be written in the same style
and use plain and simple language that lacks the unique per-
sonal perspective and emotional nuance that are hallmarks
of human-generated poetry. Our initial experiments have
shown that prompting GPT-3.5 to generate poems in the
style of a specific author, e.g. Walt Whitman, does not lead
to the desired outcome.

A well-structured poem is generated, and the narrative re-
quested in the prompt is followed, but the style in an obvious
way does not match the style of the requested author. One
can assume that the works of all classical authors were part
of the GPT-3.5 training dataset, but the style of a specific au-
thor cannot be reliably invoked through prompts. This issue
is analyzed in detail in our companion paper (Sawicki et al.
2023).

Objectives and Methods

Our long-term objective is to build a system which can gen-
erate poems in the style of a specific author and with the
subject and narrative provided by the user, thus allowing the
user maximum control over the outcome. We fine-tune GPT-
3 models on datasets of poems accompanied by their sum-
maries and other metadata. We show that when GPT-3 is
fine-tuned on the poetry of poet A, it will produce outputs
in A’s style even if the summary will request topics/content
that the poet A has never written about. For example, we
obtain poems written in the style of poet A about topics or
content that appeared in the works of poet B.

Our second objective is to show that GPT-3 can also eval-
uate the correctness of style. We use GPT-3 to evaluate gen-
erated poetry using an automated approach motivated by the
methodology presented in our previous work (Sawicki et al.
2022), where we have fine-tuned BERT models for binary
classification of fragments from the works of an original au-
thor (Byron and Shelley in that case), against samples pro-
duced from GPT-2 models fine-tuned on the works of that
author. The idea is that if the classifier cannot distinguish
between those two categories, (i.e. the accuracy of the clas-
sifiers is around 50%), then the text has been successfully
generated in the desired style.

This way of evaluation resembles the GAN argument: the
produced item is regarded as “good”” when the classifier can-
not distinguish it from the set of items used to train the gen-
erator (Goodfellow et al. 2020). This approach, however,
comes with a caveat: it can be argued that when the eval-
uation results are approaching 50%, instead of indicating
the successful replication of the desired style, it may simply
mean that the classifier is of poor quality. For that reason,
we conduct a number of experiments to establish whether
the fine-tuned GPT-3 models are reliable as text classifiers.
We classify using fine-tuned GPT-3 models instead of BERT
(which was the classifier used in our previous work (Saw-
icki et al. 2022)), because BERT requires large data sets to
achieve good classification accuracy, and our poetry datasets
are too small for that. We demonstrate that GPT-3-based bi-
nary classifiers achieve 99% accuracy when fine-tuned on
only 200 samples per label.

The main contributions of this paper are:

1. We present a workflow that allows for generation of po-
ems with a specific narrative and in a specific author’s
style through fine-tuning GPT-3 models. This approach
could be extended beyond poetry to other categories of
text, where prompt engineering alone does not give de-
sired results.

2. We demonstrate that GPT-3 models fine-tuned for classi-
fication are highly accurate as text classifiers and can be
used as a tool for poetry evaluation.

3. We provide a dataset of 2100 out-of-copyright poems (7
authors and 300 poems per author) where each poem is
accompanied by a summary and a theme. This dataset
can be used for further research on poetry generation.

4. We show new insights into the performance of various
versions of GPT-3 models on poetry generation. The



smaller models (Ada and Babbage) produce results com-
parable to larger models (Curie and Davinci), thus consid-
erably reducing the costs of fine-tuning GPT-3 for poetry
generation and evaluation. This indicates that some tasks,
like poetry generation, do not require the use of largest
models.

The paper is organised as follows: Our dataset and the
process of fine-tuning GPT-3 for poetry generation are pre-
sented in Part 1 on poetry generation. Poetry evaluation us-
ing GPT-3 as a classifier is the subject of Part 2 of the paper,
where the results are also presented and analysed. The main
findings of the paper are highlighted in Conclusion, where
ideas for future work are also discussed.

Part 1—Poetry Generation

GPT-3 should not be thought of as a single system. It is
available in four different sizes (Ada, Babbage, Curie and
Davinci) and a multitude of fine-tuned versions. Fine-tuning
is only available for the vanilla versions of the four sizes:

¢ Ada (2.7 Billion parameters),
* Babbage (6.7 Billion parameters),
¢ Curie (13 Billion parameters),
 Davinci (175 Billion parameters).

In this work, we use all four sizes of GPT-3 models fine-
tuned separately for poetry generation and evaluation. We
also use GPT-3.5 (text—-davinci-003) to create sum-
maries and themes of the existing poems.

While GPT-2 models can be fine-tuned on any text file,
GPT-3 requires a fine-tuning dataset to be organized in a
specific way, i.e., each entry must be in the form of:

{"prompt":"BODY_OF_PROMPT",
"completion":"BODY_OF_COMPLETION"}

couplets. Therefore, GPT-3 cannot be fine-tuned on the
dataset of poems alone. If the body of the poem is in the
completion, we must decide what to put in the prompt.
While it is possible to fine-tune GPT-3 on a dataset where
the prompt contains only the name of the author and the ti-
tle of the poem, this does not give the user much influence
over the narrative of the generated poem. As the body of the
poem is the expected completion of the model, it is required
that the instructions are provided to the model through the
prompt by describing the narrative of the poem. Since this
prompt is missing in the original dataset (and, in fact, in all
publicly available datasets at the time of writing this paper),
we use GPT-3.5 to create summaries for our corpus of po-
ems, and then the original poems and their summaries are
used to fine-tune instances of GPT-3 for poetry generation.

Data Preparation

To prepare our dataset, we scraped 2100 poems from pub-
licly available sources (Project Gutenberg 2022; Poetry
Foundation 2022). To lower the cost of running the experi-
ments, we used only the poems that are more than 100 words
and less than 500 words in length. This dataset contains the
works of seven classical poets, and we have randomly se-
lected 300 poems per author. These authors are:

¢ Ella Wheeler Wilcox (American, 1850-1919),
* Rudyard Kipling (English, 1865-1936),

* Emily Dickinson (American, 1830-1886),

* Lord Byron (English, 1788-1824),

* William Wordsworth (English, 1770-1850),

e Walt Whitman (American, 1819-1892),

* Thomas Hardy (English, 1840-1928).

We use only the works of authors who passed away more
than 75 years ago due to copyright limitations. For all these
poems, we generated summaries and main themes using
GPT-3.5, and this process is explicated below.

Summary Generation For the generation of summaries
and themes we used GPT-3.5 (text-davinci-003),
which, at the time of writing this paper, is the most advanced
GPT model dedicated to text generation.

Initially, each entry in the original dataset contains the fol-
lowing data: author, title, dates of author’s birth and death
(separated with a hyphen), author’s country and finally, the
body of the poem.

To generate the summary of the poem, we have used the
following prompt:

"This is the poem:" +
BODY_OF_THE_POEM +
"This is the poem’s summary:"

Theme Generation The rationale behind adding the main
theme of the poem is to give an additional way of influencing
the content of the generated poem. For example, we can
provide a summary that describes a poem about love, and
set the main theme as “Love”. The same prompt could have
the main theme set to “Sadness” thus affecting the poem’s
tone.

To generate the main theme of a poem (from the body of
the poem), we have used the following prompt, which also
includes the full list of themes that GPT-3.5 was selecting
from.

"These are the categories: Mysticism,
Childhood, God, Love, Life, Art, Poetry,
Sadness, Despair, Depression, Death,
Religion, Nature, Beauty, Aging, Desire,
Travel, Dreams, Birth, War, Failure,
Immortality, Fantasy.

Choosing from these categories select
one that best describes this poem:" +
BODY_OF_THE_POEM

Poems Annotated with Summaries and Themes Each
entry in our dataset is augmented with the main theme of
the poem and the poem’s summary. Thus, each entry in the
final dataset has the following format:

<|startofauthor |>AUTHOR< |endofauthor|>
<|startofdates|>BORN - DIED<|endofdates]|>
<|startofcountry|>COUNTRY<|endofcountry|>
<|startoftitle|>TITLE<|endoftitle]|>
<|startofthemes|>THEME< |endofthemes |>
<|startofsummary|>

{BODY OF THE SUMMARY}



<|]endofsummary|>
<|startofpoem]|>
{BODY OF THE POEM}
<|endofpoem]| >

The added tags are used to clearly delineate the specific
items in each entry in the dataset. These tags are used
both during fine-tuning of the GPT-3 models and during
the generation of the poems later on. Our complete dataset
that includes the original poems, their metadata, summaries,
themes and tags is available on our GitHub repository’.

Fine-tuning GPT-3 for Poetry Generation

OpenAl documentation (OpenAl-Documentation 2023)
suggests using a dataset with a minimum of 500 entries (i.e.
poems) for fine-tuning. Our dataset has only 300 entries
for each specific author. This limitation is common in po-
etry analysis because, in general, poets do not produce a
high volume of work. For this reason, we consider two ap-
proaches to fine-tuning GPT-3 on our data:

1. Fine-tune individual GPT-3 models for each author. Here,
every model is based on 300 samples.

2. Fine-tune GPT-3 models on a combined dataset of all
seven authors. Here, every GPT-3 model is fine-tuned on
2100 poems of 7 poets.

Additionally, we examine which GPT-3 model produces
the best results when fine-tuned on our poetry dataset. The
general guideline from OpenAl is to fine-tune smaller mod-
els for more epochs, and larger models for fewer epochs
(given a dataset of a fixed size). We fine-tune Ada and Bab-
bage models for four epochs, and Curie and Davinci for one
epoch and four epochs when using 300 samples. When fine-
tuning the models on 2100 samples, we fine-tune all models
for four epochs.

The cost of fine-tuning GPT-3 for poetry generation at the
time of writing this paper are as follows:

1. Davinci 300 samples 1 epoch - $6
2. Davinci 300 samples 4 epochs - $24
3. Davinci 2100 samples 4 epochs - $169

The cost of using Ada, Babbage, and Curie models
are respectively 50, 40 and 10 times lower than using
Davinci (OpenAl-Pricing 2023).

The summary of our fine-tuning configurations is pre-
sented in Tables 1 and 2. Table 1 shows that we fine-tune 6
models for every poet considered, and Table 2 shows that we
create 4 models using the combined dataset of 2100 poems
of all poets. All the hyperparameters of the GPT-3 models
are left at their default values, and only the temperature was
setto 1.

The following prompt-completion tuple structure is used
for preparing the fine-tuning dataset for our GPT-3 models:

PROMPT:
<|startofauthor | >AUTHOR< |endofauthor|>
<|startofdates|>DATES<|endofdates|>

"https://github.com/PeterS 111/Fine-tuning-GPT-3-for-Poetry-
Generation-and-Evaluation

Model Acronym | Fine-tuning epochs
GPT-3-Ada 4e
GPT-3-Babbage | 4e
GPT-3-Curie le
GPT-3-Curie 4e
GPT-3-Davinci le
GPT-3-Davinci | 4e

A= B =

Table 1: Fine-tuning GPT-3 models for every poet sepa-
rately. This method uses 300 samples per model.

Model Acronym | Fine-tuning epochs
GPT-3-Ada 7A 4e 4
GPT-3-Babbage | 7A 4e 4
GPT-3-Curie TA 4e 4
GPT-3-Davinci | 7A 4e 4

Table 2: Fine-tuning GPT-3 models for all poets. This
method uses 2100 samples per model.

<|startofcountry|>COUNTRY<|endofcountry|>
<|startoftitle|>TITLE<|endoftitle]|>
<|startofthemes|>THEME<|endofthemes|>
<|startofsummary|>

{BODY OF THE SUMMARY}

<|endofsummary|>

<|startofpoem]|>

COMPLETION:
{BODY OF THE POEM}
<|endofpoem|>

Generating Poems from the Fine-tuned GTP-3
Models

Because of the high cost of running GPT-3 on the Ope-
nATI’s servers (OpenAl-Pricing 2023), we limited our fine-
tuning for poetry generation to two authors. We have ran-
domly chosen Walt Whitman and Rudyard Kipling. This
applies both to our single-author approach and when gen-
erating from the models fine-tuned on the seven authors’
dataset. Given the information shown in Tables 1 and 2, and
our fine-tuning on two poets, the number of fine-tuned mod-
els for poetry generation is 16 in our experiments (2 poets
times 6 models in Table 1 plus 4 models in Table 2).

From each fine-tuned model, we generate 300 poems to
be later used in evaluation in Part 2. In the case of models
fine-tuned on the seven authors’ dataset, we generate 300
poems in the styles of both of our selected authors. Gener-
ating a poem requires a summary and theme in the prompt.
To make the poem generation exercise fair, we did not use
summaries of the poems that were in any of the fine-tuning
datasets. Instead, we summarised 150 poems for two addi-
tional authors, William Ernest Henley (English, 1849-1903)
and Christina Rossetti (English, 1830-1894). We use those
summaries as part of prompts for generating poems. Thus,
for example, the prompt for generating poems in the style
of Walt Whitman will have author, author’s dates of life and
author’s country all set to Whitman’s details, but the title,



AUTHOR: Walt Whitman

AUTHOR’S DATES: 1819-1892

COUNTRY: United States

TITLE: Paradise: In A Dream

THEME: Mysticism

SUMMARY: This poem describes a dream of Paradise,
in which the narrator sees and hears beautiful things
such as fragrant flowers, birds singing, a river of gold
sand, the Tree of Life and the gateway to Heaven. The
beautiful sight fills them with hope of seeing these
heavenly things again one day.

Table 3: Example prompt used to generate the poem pre-
sented in Table 4. The complete tags are not shown here in
order to save space, but are presented in the section on Po-
etry Generation.

theme, and summary will be selected randomly from either
Henley or Rosetti.

We have found that apart from generating poems from our
fine-tuned models using the prompt including all the meta-
data used above, it is also possible to add a starting fragment
of the poem after the < | startofpoem| > tag. This allows
the user to keep improving the poem in an iterative way. We
do not report any results on this way of generating poetry,
but we mention it here to emphasize the practical applicabil-
ity of our methodology because it could form the basis of a
practical iterative poetry generation system.

An example prompt used to generate poetry from our sys-
tem is presented in Table 3, and the poem generated from
this prompt is presented in Table 4. The poem is presented
exactly as produced by our model, GPT-3 Curie fine-tuned
on the works of Walt Whitman for 4 epochs. The provided
summary is of the poem ‘Paradise: In A Dream’ by Christina
Rosetti.

Part 2—Poetry Evaluation

Part 1 of this paper explains our method for poetry gener-
ation in the style of a specific poet. As explained above,
we generated 300 poems using each of the 16 GPT-3 mod-
els that we fine-tuned. This part of the paper evaluates the
quality of the generated poems.

We use automated evaluation following the methodology
presented in our previous work (Sawicki et al. 2022), where
BERT was used to distinguish between fragments of poems
written by the original author and fragments of poems gen-
erated by fine-tuned GPT-2 models. Since BERT requires
a large number of training data samples, in the above men-
tioned work, we classified 20-lines-long fragments of po-
ems. In this paper, we evaluate entire poems, and this gives
a limited amount of samples per label. As a result, using
BERT-based classifiers is not viable. We show that GPT-3
can instead be used to classify poems when the amount of
training data is small. We fine-tune GPT-3 to classify if a
poem is written by the original author or generated by the
fine-tuned GPT-3. This means that we have two orthogonal
fine-tuning processes of the GPT-3 models in our paper.

A DREAM of Paradise,

As in a chamber, in the middle of the woods, I stood alone;
A few faint stars shining in the window,

And a trace of red in the eastern window, giving out the
light,

As if some fire had been quenched there.

As I so stood, suddenly appeared before me,

As it had been a huge transparent angel, in shape

not different from a man,

But of such exceeding beauty, that I knew him to be nothing
less than a god.

He stood before me silent;

His eyes fixed on me, full, full of meaning looked the god;
Not to speak his name he said,

But beckoning with his left hand, he drew me after him into
the woods,

Till we came to the edge of a river, shallow and rapid,

And stood by the banks of the river, where he stood silent.

Then he said—“Shall I show you Paradise?”

And he reached his right hand into the water,

And drew out with his fingers a handful of white sand,
And put the sand upon his left hand,

And made the sign of the cross upon me with the sand,
and gave me the handful of sand, and said,

“Look!”

And I looked—and behold a Paradise,

Birds, and fragrant flowers, and streams of gold sand,
And the River of Life, flowing and glittering,

With trees, and buildings, and places of refreshment,
And on the banks, beautiful women, and attractively
dressed

men.

And this was the River of Life, which flowed and sparkled,
And the trees were decorated with light,

And the buildings with beautiful colors were suffused with
light,

And the refreshment places were set forth with plate and
glass,

And the home of glory and delight, and the place of perfect
love.

And thence I saw all the earth,

And the cities, and the country with its farms,

And the roads and the teeming population,

And the farms with their fields and crops,

And the working of the machinery, and the noise of the
whirr of the machines,

And the new products in the markets,

And the great ships at the wharves, and the steamers on the
sea.

And I said, “How beautiful, how beautiful!”
And then I awoke, and I remembered the dream.

Table 4: Example poem generated by our system using the
prompt shown in Table 3.



Walt Whitman vs book on machine learning
Correct | Incorrect | Accuracy

Ada 199 1 99.5%
Babbage 200 0 100%
Curie 200 0 100%
Davinci 199 1 99.5%

Walt Whitman vs Leo Tolstoy
Correct | Incorrect | Accuracy

Ada 200 0 100%
Babbage 199 1 99.5%
Curie 200 0 100 %
Davinci 196 4 98%

Leo Tolstoy vs book on machine learning
Correct | Incorrect | Accuracy

Ada 196 4 98%
Babbage 200 0 100%
Curie 189 11 94.5%
Davinci 180 20 90%

Walt Whitman vs Rudyard Kipling
Correct | Incorrect | Accuracy

Ada 196 4 98%

Babbage 200 0 100%
Curie 197 3 98.5%
Davinci 199 1 99.5%

Table 5: Results of evaluating the accuracy of GPT-3-based
binary classifiers in Step 1.

Using GPT-3 for classification requires the implementa-
tion of the logit bias during inference. Logit bias is an op-
tional parameter passed to GPT models during text genera-
tion. It modifies the likelihood of specified tokens appear-
ing in the generated text. This parameter is represented as a
mapping from tokens to their associated bias values, which
are between -100 (a ban) to 100 (exclusive selection of the
token). Moderate values between -100 and 100 will change
the probability of a token being selected to a lesser degree.
When this parameter is used, the bias changes the original
probabilities of tokens generated by the model prior to sam-
pling. Thus, passing the logit bias parameter for only two
tokens, representing our classes “0” and “1”, both with a
value of 100, will result in the models being able to out-
put only these two tokens (OpenAl-Documentation 2023).
Without this modification, the model may produce answers
that will not indicate any of the classes, giving inconclusive
classification results.

Our methodology for classification-based evaluation of
poems consists of two steps:

1. Establishing the accuracy of GPT-3-based classifiers by
conducting a series of experiments classifying various
types of texts.

2. Evaluating GPT-3-generated poetry against the works of
original authors using GPT-3-based classifiers.

Step 1—Establishing the Accuracy of GPT-3-based
Classifiers

To establish the accuracy of the GPT-3-based classifiers, we
trained classifiers on two-class text classification problems

where the similarity between classes was ranging from com-
pletely dissimilar to increasingly similar. First, we classi-
fied Walt Whitman’s poetry against the extracts from a book
on machine learning, ‘Reinforcement Learning, An Intro-
duction’ by Sutton and Barto (2018). This was an exam-
ple text that is very different from poetry. Then, we pro-
ceeded to classify Whitman’s poetry against fragments of
prose from the Collected Works of Leo Tolstoy (Project
Gutenberg 2022), and finally we classified Whitman’s po-
etry against the poetry of Rudyard Kipling as an example of
two classes of text that are similar to each other. Addition-
ally, we also classified extracts from the book on machine
learning against fragments of prose by Tolstoy. Since all
the poems in our dataset are between 100 and 500 words in
length, when the samples from the book on machine learning
or from the prose by Tolstoy are used, they have the random
length between 100 and 500 words.

In all four of these experiments, the training/test split ratio
is 2:1. The training dataset consists of 200 samples per label,
and the test dataset consists of 100 samples per label. All the
hyperparameters of the GPT-3 models used for classification
are left at their default values, only the temperature was set
to 0.

In order to determine which fine-tuned model produces
the best results, for each experiment, we fine-tuned each of
the four GPT-3 sizes: Ada, Babbage, Curie and Davinci.
As per the instructions on the OpenAl website, we fine-tune
Ada and Babbage classifiers for four epochs, and Curie and
Davinci classifiers for one epoch.

The results of these experiments are presented in Table 5,
and they show that there is almost no difference between the
outcome from four different model sizes. This is a very use-
ful finding, since it eliminates the need for using the largest
Davinci-based models, thus greatly reducing experimental
cost. Consistently, we find that GPT-3 can be a highly ac-
curate text classifier. In almost every case, the accuracy of
the classifiers was 98% or more, both on similar as well as
dissimilar classes. The lowest score in all of these experi-
ments was due to the Davinci model fined-tuned to classify
the book on machine learning against the prose by Tolstoy,
with the accuracy of 90.0%. The second worst performing
model was Curie, also on the task of classifying the book
on machine learning against the prose by Tolstoy, where it
scored 94.5%. The scores for Ada- and Babbage-based clas-
sifiers were very similar. Overall, these experiments show
that fine-tuned GPT-3 models are reliable as binary text clas-
sifiers to distinguish between different authors of poetry and
different categories of text.

Since GPT-3-Babbage-based classifiers were most accu-
rate on average, we chose the Babbage model as the basis
for fine-tuning the classifiers for our poetry evaluation ex-
periments below.

Step 2—Evaluating GPT-3-generated Poetry
Against the Works of the Original Author Using
GPT-3-based Classifiers

Now we describe our evaluation of GPT-3-generated poetry
against the works of the original authors using GPT-3 as a



classifier. We use the poems generated by our process of
generating new poems described in Part 1 of the paper.

As in Step 1, the training/test split ratio for each classifica-
tion was 2:1. Each training dataset consists of 200 samples
per label, each validation dataset consists of 100 samples per
label. Our evaluation defines a two-class classification prob-
lem, where label O represents generated poems, and label
1 denotes the works of the original author. The results are
presented in Table 6. All the classifiers in this experiment
are fine-tuned GPT-3 Babbage models, built as we explained
above. Entries in the first column in the table tell us which
fine-tuned GPT-3 model’s output was label O (these are the
poetry generator models obtained in Part 1), and this output
was evaluated against the works of original author placed in
label 1.

The results show that the accuracy of the classifiers varied
from 61.5% to 87.5%. A higher accuracy indicates that the
classifier was able to distinguish the GPT-3-generated poetry
from the original works of the authors with a higher degree
of success. On the other hand, a lower accuracy implies
that the classifier struggled to distinguish between the two
and that the GPT-3-generated poetry was similar to the orig-
inal work of the human authors. An accuracy of 50% would
mean that the classifier cannot differentiate between gener-
ated and original poems. The best result that we obtained
on Whitman’s style is 61.5%, and it demonstrates quite a
high level of style preservation in the generated poems. The
best result obtained on Kipling’s style is 67%, which is less
pronounced, but given the very high accuracy of this clas-
sification method in our calibration experiment reported in
Table 5, one can argue that a large number of poems with
well-preserved style was obtained on Kipling’s style as well.

The results of classification show some differences in the
level of style preservation between poetry generated from
different models and different dataset sizes. Interestingly,
we should note that poetry generated from Davinci-based
models did not achieve the highest results for either of the
authors. It means that the smaller GPT-3 models are suffi-
ciently powerful to generate poetry in a selected style. We
can speculate that the good performance of the smaller mod-
els may be due to the fact that the largest Davinci model may
require more fine-tuning data to capture the style more faith-
fully.

The results in Table 6 also vary between the works of the
two poets. Because of the high costs of running these exper-
iments, we were limited to generating and classifying po-
etry of only two authors. Repeating these experiments with
the works of other authors would provide more insights into
style preservation of GPT-3 models, but our current results
on the style of two poets indicate that our method has merit,
and that it is possible to generate new poems in the style of
a specific author.

In conclusion, the results of the experiments in Step 2 sug-
gest that fine-tuning the smaller GPT-3 models is sufficient
for the style preservation tasks, and it can be done effectively
with a dataset of only 300 samples.

Our results show that there is no significant difference
between models fine-tuned on 300 samples vs models fine-
tuned on 2100 samples. However, fine-tuning on a dataset

Walt Whitman GPT-3 vs Walt Whitman original
Model Correct | Incorrect | Accuracy
Ada 4e 127 73 63.5%
Ada 7A 4e 140 60 70%
Babbage 4e 131 69 65.5%
Babbage 7A 4e 134 66 67%
Curie le 150 50 75%
Curie 4e 123 77 61.5%
Curie 7A 4e 131 69 65.5%
Davinci le 144 56 72%
Davinci 4e 174 26 87%
Davinci 7A 4e 137 63 68.5%
Rudyard Kipling GPT-3 vs Rudyard Kipling original
Model Correct | Incorrect | Accuracy
Ada 4e 170 30 85%

Ada 7A 4e 147 53 73.5%
Babbage 4e 134 66 67%
Babbage 7A 4e 142 58 71%
Curie le 173 27 86.5%
Curie 4e 160 40 80%
Curie 7A 4e 150 50 75%
Davinci le 175 25 87.5%
Davinci 4e 161 39 80.5%
Davinci 7A 4e 163 37 81.5%

Table 6: Results of experiments in Step 2 where GPT-3-
generated poetry is compared against the works of the orig-
inal author. Entries in the first column in the table indi-
cate which fine-tuned GPT-3 model’s output was evaluated
against the works of the original author. 7A refers to the
dataset of seven authors (2100 samples), le or 4e indicate
that the model was fine-tuned for one or four epochs, re-
spectively.

consisting of many poets’ works could open the possibil-
ity of mixing poets’ styles in the output. Instead of set-
ting all the author’s metadata in the prompt to, for exam-
ple, Kipling’s or Whitman’s details, we could, for example,
declare the author as “Rudyard Whitman”. This approach,
however, requires further research.

These results should be interpreted with caution in the
light of the fact that binary classifiers used are entirely black-
box systems, i.e. we do not know how the classification was
performed. However, having established the high accuracy
of these classifiers in Step 1, we can, to some extent, rely
on these results. Further investigation, especially including
human evaluations, is necessary to thoroughly determine the
quality of the GPT-3-generated poetry.

Discussion

Ventura (2016) suggests that to evaluate the generative sys-
tem in the context of computational creativity, we should
consider the factors of novelty, value and intentionality.

The system we proposed is capable of producing novel
works, benefiting from the enormous amount of data con-
tained in the original training dataset of the GPT-3 models.
The prompting choices made by a human collaborator may
also contribute to novelty.



As for value, the quality of the output was deemed indis-
tinguishable from the works of the original authors on aver-
age in 25% of cases. Our workflow allows for some level of
control over the output, and therefore can be a valuable tool
for collaborative poetry creation.

Intentionality, however, stays entirely with the user: the
fine-tuned GPT-3 poetry generator does not produce any-
thing on its own, every generated poem is the result of user’s
input. The question of whether the computer can at all be
deemed creative is a matter of an ongoing discussion (Guck-
elsberger, Salge, and Colton 2017), after all the machine will
only do what it is told to do by its programmer and its user.
Regardless of that, we can strive towards reducing the need
for human input in producing the artifacts, or cherry-picking
them from the multitude of system’s outputs, and our system
contributes toward these goals.

It is also worth considering the model as containing the
intentionality of its creators, in building a general-purpose
language system, amongst its implicit goals is the creation of
high-quality topical poetry, since poetry is a major identifier
of success for creativity in humans.

Our workflow of augmenting the dataset with summaries
and themes, followed by fine-tuning GPT-3 models allows
to generate poems in the specific author’s style, which has
proved impossible through prompt engineering alone.

The status of the overall task of style preservation as com-
putational creativity task has been considered by Brown and
Jordanous (2022), who give an overall positive answer. Cer-
tainly, building new poems in an existing style can delight
readers, and in this sense alone, it surely provides novelty
and value.

Conclusion
The main contributions of this paper are:

1. We create a dataset of out-of-copyright poems augmented
with summaries and themes generated by GPT-3.5. This
dataset can be used by researchers for further experiments
with poetry generation.

2. We demonstrate that GPT-3 models fine-tuned on as few
as 300 poems are effective poetry generators, able to gen-
erate poems in a desired style, and with a given theme and
narrative. Smaller GPT-3 models fine-tuned for poetry
generation perform as well as larger models (as evaluated
by our method of binary classification), meaning that the
task may not be as challenging as some other language
tasks, and that it can be done fairly inexpensively.

3. We demonstrate that GPT-3 models fine-tuned for binary
text classification on as little as 200 samples per label
achieve on average 99% accuracy in separating those two
classes, with smaller models performing equally good, or
better, than much larger models.

4. Overall, we provide a system that is capable of generating
poetry in user-controlled style and content. Our system
can also be used in an iterative way: after providing the
summary and metadata, the user can also provide a poem
fragment, and continue generation from that point in the

poem. Thus, our system can be a valuable “poet’s assis-
tant.”

The workflow used in this paper might be a way to train
specialised language models in general: to fine tune on an
appropriate corpus where each item is accompanied by its
summary, in order to generate new items from the user-
provided summaries. We could see this workflow as a
general-purpose way of taking advantage of the language
fluency of GPT models, while also allowing for some focus
on specific topics. This approach can still run afoul of stan-
dard concerns about artificial intelligence and knowledge,
like Searle’s Chinese Room argument (Searle 1980). More
research is needed to explore this topic.

In future work, we will experiment with other ways of
encoding the poems than by using summaries and themes.

We can also examine a poet’s style change over the course
of their career (Gervas 2011). Applying our current work-
flow to this task will require reducing the size of the fine-
tuning dataset for poetry-generators even further, by split-
ting it into subsets, for example: ‘EARLY WHITMAN’,
‘MIDDLE WHITMAN’, ‘LATE WHITMAN’. The ques-
tion that will have to be answered first is: how small a dataset
is sufficient to fine-tune GPT-3 for poetry generation?

In our dataset, the summary was almost always shorter
than the poem. It would be interesting to test our approach
on shorter poetic forms, like haiku, where the length of the
summary would exceed that of the poem. It would be inter-
esting to see how GPT expands the haiku into a summary,
but also how it would generate the concise haiku from long
summaries, especially to see if it can capture the structure of
the haiku consistently.

Automated evaluation of poetry is an open problem. Our
approach that uses GPT-3 is an encouraging one with a great
potential for highly accurate results, but it is a “black-box”
classifier. A promising alternative could be evaluation by
virtual crowd, presented in (Goes et al. 2022), where the au-
thors have examined the possibility of GPT-3 simulating the
members of the jury that evaluates jokes, through answer-
ing the same questions that human evaluators were asked.
The results were compared to the ground-truth of the human
evaluation and found to be similar. This approach, however,
has not been tested yet on poetry evaluation, and therefore,
it is left for future research.
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