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In this paper, a class of non-linear systems in normal form is considered, which is composed of internal
and external dynamics. An adaptive finite time sliding mode observer is first designed so that the system
states, unmatched uncertain parameters and matched uncertainties can all be observed in finite time.
Then, the systematic backstepping design procedure is employed to develop a novel output feedback
backstepping control (OFBC). The proposed OFBC method can stabilize the considered non-linear
systems despite the presence of non-linear internal dynamics and unmatched uncertainties. A Lyapunov
method is used to ensure that the closed-loop system is asymptotically stable. Two MATLAB simulation
examples are used to demonstrate the method.

Keywords: Finite time sliding mode observer; non-linear systems; Output feedback backstepping control.

1. Introduction

In the systems and control area, increasing demands on system performance may require that
information about the system states is available for control design and/or system monitoring. However,
the measurement of state information may be challenging or costly in practice as in the case of reactant
concentration in chemical systems for example (Besançon (2007); Clempner & Yu (2018)). It becomes
of interest to develop effective methods to construct estimates of state variables that cannot be readily
measured. One such approach is to develop a state observer. Such an observer will typically use the
available information from the known system inputs and outputs and use this to obtain estimates of the
unmeasurable states.

For many of the existing observer formulations, such as the H∞ observer in Rastegari et al. (2019),
L∞ observer in Han et al. (2019) and extended Luenberger observer in Zeitz (1987), only asymptotic
convergence of the observer error may be achieved. Moreover, the majority of state observers cannot
accommodate unmatched uncertainty well. Such uncertainty appears in many practical systems. This
motivates this study which seeks to design a finite time (FT) state observer while considering the
presence of unmatched uncertainty.

FT observers have received much attention in the literature and some interesting results have been
developed, such as the second-order sliding mode observer in Davila et al. (2005) and the terminal
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2 J. FENG ET AL.

sliding mode observer in Mousavi et al. (2019). A step-by-step sliding mode observer has been proposed
in Daly & Wang (2009) for a class of integrator systems where the observer error can tend to zero in
FT. Nevertheless, unmatched uncertainty has not been considered in this work. A novel FT dynamic
parameter estimator has been designed to deal with unmatched parameters using low pass filters in Na
et al. (2015). This requires the system states to be available. In fact, when there is unmatched uncertainty
present in a system, in order to recover the system state information in FT, the unmatched uncertainty
must first be compensated in FT. The development of an FT observer in the presence of unmatched
uncertainties in the considered system is thus particularly challenging.

An FT output feedback controller has been designed for a second-order system in Zhao et al. (2016).
This can observe both the system unmatched uncertainty and state information in FT. The approach
proposed in Zhao et al. (2016) has been extended to high-order systems in Zhao et al. (2018). Note
that the nominal systems in Zhao et al. (2018) are required to be linear. In practice, many systems
are non-linear and it may be limiting to remove all the non-linear behaviour from the system model
for the purposes of analysis and design (see, e.g. Zhu (2021); Zhu et al. (2022)). Observer paradigms
focussed on linear systems may not achieve satisfactory performance levels when applied to the physical
non-linear system. This motivates consideration of frameworks to develop FT observers for non-linear
systems.

The development of an FT observer from a non-linear nominal system model has been considered
and some important results have been obtained. Using the super-twisting method, an FT sliding mode
observer has been designed for a class of non-linear systems in Floquet & Barbot (2007). However,
this observer imposes the requirement that the system can be accurately linearized and only matched
uncertainty is considered. An adaptive sliding mode observer has been investigated for a class of systems
subject to unmatched uncertainty in Yang et al. (2017), where the results are developed for a nominal
system representation that is a series of integrators.

In this paper, a novel adaptive finite time sliding mode observer (AFTSMO) is designed for a
class of non-linear systems in the presence of unmatched uncertain parameters and matched lumped
uncertainties. The proposed method does not necessitate that the considered systems are linear or
linearizable. When compared with other FT observer approaches in Yang et al. (2017); Zhao et al.
(2018), the considered system has a more general form and the nominal system is non-linear, which
extends existing results in terms of both potential practical application andcontribution to theoretical
research. Compared with current FT state observers (see, e.g. Slotine et al. (1986); Daly & Wang (2009);
Zhao et al. (2013)), the proposed method can estimate the unmatched parameters in FT in light of the
proposed adaptive law, while the matched uncertainties can also be estimated in FT. Compared with
current FT parameter estimators (see, e.g. Na et al. (2015); Kapetina et al. (2019); Xing et al. (2019)),
the proposed method can observe the external dynamics in FT by employing the sliding mode equivalent
injection approach.

For this class of uncertain non-linear systems with unmatched uncertainties, many of the existing
control methods are based on state feedback, such as Yu & Wu (2012); Wang et al. (2016); Zhang et al.
(2017), which may have limitations for practical applications. This motivates the study of observer-based
dynamic output feedback control for uncertain non-linear systems. The observer approaches frequently
used in these existing dynamic output feedback control methods cannot observe the system states and
uncertain parameters simultaneously in FT as seen with the high-gain observer-based robust output
tracking control proposed in Yu et al. (2018) and the fuzzy state observer-based adaptive robust control
in Tong & Li (2010); Xu et al. (2013). In summary, when the uncertain systems considered are non-
linear and have unmatched uncertainties, difficulties frequently exist due to: (i) the need to deal with the
non-linear internal dynamics; (ii) the need to ensure that the system state can be observed in FT, while
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 3

the uncertain parameters can be observed in FT; (iii) the need to use the observed information to design
the controller to ensure system stability and perform corresponding stability analysis.

In this paper, the observed system states and estimated uncertain parameters are compensated by
the designed control using the step-by-step recursive backstepping technique. A robust output feedback
backstepping control (OFBC) is obtained using virtual Lyapunov-based control to enhance the system
robustness and improve system performance. The main contributions of this paper are: (i) an AFTSMO
is designed for a class of non-linear systems where the system states, unmatched uncertain parameters
and matched uncertainties can all be observed in FT; (ii) using the system output and the observed
information, an OFBC is proposed to ensure the closed-loop system is asymptotically stable despite the
presence of matched and unmatched uncertainties; (iii) a Lyapunov approach is used to address stability.

The paper is structured as follows. Section 2 formulates the problem and some basic assumptions are
given, which will be used in the following sections. An AFTSMO is proposed for the external dynamics
and an adaptive law is designed to estimate the uncertain parameters in Section 3. An OFBC is designed
in Section 4. Section 5 uses two simulation examples to validate the designed approach and Section 6
presents the conclusions.

2. Problem formulation and basic assumptions

Consider the following Multiple-Input Multiple-Output (MIMO) non-linear system:

ż1 = A1z1 + B1

(
u1 + ξ1 (t, z)

)+ ψ1 (t, z)

...

żl = Alzl + Bl

(
ul + ξl (t, z)

)+ ψl (t, z)

...

żm = Amzm + Bm

(
um + ξm (t, z)

)+ ψm (t, z)

żb = ω
(

y, zb
)

+ Θ (t, z)

y = [
z11, · · · , zl1, · · · , zm1

]T ,

(2.1)

where z := col
(
za, zb

) ∈ Z ∈ Rn, u := col
(
u1, · · · , um

) ∈ Rm, y := col
(
y1, · · · , ym

) ∈ Rm with yl = zl1
and l = 1, 2, · · · , m represent the system state, input and output, respectively, and Z is a neighbourhood
of the origin. za := col

(
z1, · · · , zl, · · · , zm

) ∈ Rr1+···+rl+···+rm = Rr with zl := col
(
zl1, zl2, · · · , zlrl

) ∈
Rrl represents the external dynamics and zb ∈ Rn−r represents the internal dynamics. ξl ∈ R, ψl :=
col

(
ψl1, · · · , ψlrl

) ∈ Rrl , Θ (t, z) ∈ Rn−r, where all the non-linear terms are smooth enough and

Al =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0
... 0 0

0 0 1
... 0 0

...
...

...
. . .

...
...

0 0 0 · · · 0 1
0 0 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

rl×rl

Bl =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦

rl×1

(2.2)
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4 J. FENG ET AL.

It should be noted that ξl and ψlrl
denote the matched uncertainties, whereas ψl1, · · · , ψl,rl−1 and Θ

denote the unmatched uncertainties for all l = 1, 2, · · · , m.

Remark 1. It should be noted that the uncertain non-linear system (2.1) is in output feedback normal
form. This can be obtained from a general affine non-linear system by local coordinate transformation
and feedback linearization as described in Isidori (2013); Feng et al. (2020). In addition, the internal
dynamics zb in (2.1) can also be viewed as the unmodelled dynamics or dynamic uncertainty (Jiang &
Praly (1998)). System (2.1) has thus been extensively studied as in Jiang & Hill (1999); Jiang (1999);
Xu et al. (2019), and many practical systems can be modelled in the form of (2.1), such as a simple
pendulum (see, e.g. Jiang & Hill (1999)) and the field-controlled DC motor (see, e.g. Khalil & Grizzle
(2002)).

The following assumptions will be imposed on system (2.1).

Assumption 1. (see, e.g. Yan et al. (2016)) There exists a C1 function Vb
(
t, zb

)
: R×Rn−r �→ R+ such

that

c1

∥∥∥zb
∥∥∥2

� Vb
(

t, zb
)

� c2

∥∥∥zb
∥∥∥2

∂Vb

∂t
+ ∂Vb

∂zb
ω
(

0, zb
)

� −c3

∥∥∥zb
∥∥∥2

∥∥∥∥∂Vb

∂zb

∥∥∥∥ � c4

∥∥∥zb
∥∥∥,

(2.3)

where c1, · · · , c4 are positive constants. Meanwhile ω
(
y, zb

)
is Lipschitz with respect to y and

uniformly for zb in the considered domain Z, that is, for any col
(
y, zb

) ∈ Z and col
(
ȳ, zb

) ∈ Z, there
exists a non-negative function Lω

(
zb
)

such that

∥∥∥ω (y, zb
)

− ω
(

ȳ, zb
)∥∥∥ � Lω

(
zb
)

‖y − ȳ‖ (2.4)

Assumption 2. There exist known non-negative continuous functions Φ (t, z) and τ (t, z) such that

‖Θ (t, z)‖ � Φ (t, z) ‖y‖ + τ (t, z)
∥∥∥zb

∥∥∥ . (2.5)

The objective of this paper is to propose an AFTSMO for the external dynamics of system (2.1) and
an adaptive law to estimate the uncertain parameters. Then, for system (2.1), an OFBC will be designed
such that the associated closed-loop system is stable. The structural block diagram of the proposed
method is given in Fig. 1.

3. An AFTSMO for the external dynamics

In this section, an AFTSMO is proposed for the external dynamics and an adaptive law is designed to
estimate the uncertain parameters. It follows from (2.2) that the external dynamics za can be further
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 5

Fig. 1. The structural block diagram of the proposed method

described as

żl1 = zl2 + ψl1 (t, z)
żl2 = zl3 + ψl2 (t, z)

...
żl(rl−1) = zlrl

+ ψl(rl−1) (t, z)
żlrl

= ul + ξl (t, z) + ψlrl
(t, z)

yl = zl1

(3.1)

with l = 1, 2, · · · , m.

Assumption 3. (see, e.g. Sun & Guo (2014); Wang et al. (2017)) The unmatched uncertainties ψlj with
j = 1, 2, · · · , rl − 1 satisfy

ψlj = dlj

(
z̄lj

)
θlj, (3.2)

where z̄lj := col
(
zl1, zl2, · · · , zlj

)
, dlj

(
z̄lj

) ∈ R1×qlj is a known function, θlj ∈ Rqlj is the uncertain
parameter vector and dlj

(
z̄lj

)
satisfies the persistently excited condition.

Assumption 4. The matched uncertainties satisfy

∣∣ξl (t, z) + ψlrl
(t, z)

∣∣ ≤ ρl (t, z), (3.3)

where ρl (t, z) is a known function.

As in Na et al. (2015), define filters as

φl
˙̂zlj_f + ẑlj_f = ẑlj

φl
˙̂zl(j+1)_f + ẑl(j+1)_f = ẑl(j+1)

φlḋlj_f + dlj_f = dlj

(ˆ̄zlj

) (3.4)

with initial conditions ẑlj_f = 0, ẑl(j+1)_f = 0 and d̂lj_f = 0, and where φl > 0 are filter parameters.
Then it follows from (3.1) and (3.4) that

˙̂zlj_f = ẑlj − ẑlj_f

φl
= ẑl(j+1)_f + dlj_f θlj_f − dlj_f ζlj (t) , (3.5)

where ζlj (t) represents the filter error caused by the observer.
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6 J. FENG ET AL.

Define corresponding auxiliary filters as

ṗ
lj
(t) = −γlplj

+ dT
lj_f dlj_f

q̇
lj
(t) = −γlqlj

+ dT
lj_f

(
ẑlj−ẑlj_f

φl
− ẑl(j+1)_f

) (3.6)

with corresponding solutions

p
lj
(t) = ∫ t

0 e−γl(t−r)dT
lj_f (r) dlj_f (r) dr

q
lj
(t) = ∫ t

0 e−γl(t−r)dT
lj_f (r)

[
ẑlj(r)−ẑlj_f (r)

φl
− ẑl(j+1)_f (r)

]
dr,

(3.7)

where γl > 0 are auxiliary filter parameters.

Lemma 1. (see, e.g. Na et al. (2015)) If the regressor matrix dlj

(
z̄lj

)
satisfies the persistently excited

condition, then there exists Tlj > 0 such that p
lj
(t) > 0 for t > Tlj.

Then from Lemma 1 and (3.7),

θ
lj
(t) = p−1

lj (t) q
lj
(t) + ζlj (t) (3.8)

The adaptive observer for zlj and adaptive law are designed as follows: when j = 1,

˙̂zl1 = ẑl2 + dl1

(ˆ̄zl1

)
θ̂l1 + αl1sgn

(
z̃l1

)
˙̂
θ l1 = −Γl1

{
pT

l1 (t) sgn
(
wl1 (t)

)− dl1

(ˆ̄zl1

)
z̃l1

} (3.9)

and when j = 2, 3, · · · , rl − 1,

˙̂zlj = ẑl(j+1) + dlj

(ˆ̄zlj

)
θ̂lj + αljsgn

(
	zlj − ẑlj

)
˙̂
θ lj = −Γlj

{
pT

lj (t) sgn
(

wlj (t)
)

− dlj

(ˆ̄zlj

)
z̃lj

}
,

(3.10)

where Γlj ∈ Rqlj×qlj > 0 are constant diagonal gain matrices, αlj > 0 are design parameters, w
lj
(t) =

p
lj
(t) θ̂

lj
(t) − qlj (t), z̃lj = zlj − ẑlj, θ̃lj = θlj − θ̂lj and 	zlj =

[
αl(j−1)sgn

(
z̃l(j−1)

)]
eq

+ ẑlj.

The observer for zlrl
is designed as

˙̂zlrl
= ul + αlrl

sgn
(	zlrl

− ẑlrl

)
, (3.11)

where 	zlrl
= [

αl(rl−1)sgn
(
z̃l(rl−1)

)]
eq

+ ẑlrl
and αlrl

> ρl.

It should be noted that
[
αl(j−1)sgn

(
z̃l(j−1)

)]
eq

represent equivalent injections, which can be realized

by passing the signal
[
αl(j−1)sgn

(
z̃l(j−1)

)]
eq

through a low pass filter. The detailed explanation of the

equivalent injection has been discussed in Haskara (1998).
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 7

Assumption 5. (see, e.g. Zhao et al. (2016, 2018))∣∣∣plj (t) ζlj (t)
∣∣∣ ≤

∣∣∣plj (t) θ̃lj (t)
∣∣∣ (3.12)

for all l = 1, 2, · · · , m and j = 1, 2, · · · , rl − 1.

Remark 2. Assumption 5 shows that the effect of the deviation ζlj is less than that of the parameter

estimation error θ̃lj, which can be realized as long as the observer parameters are selected appropriately
by the designer.

The observer design process can be provided step by step in the following.
Step 1
At the first step, when j = 1,

˙̂zl1 = ẑl2 + dl1

(ˆ̄zl1

)
θ̂l1 + αl1sgn

(
z̃l1

)
˙̂
θ l1 = −Γl1

{
pT

l1 (t) sgn
(
wl1 (t)

)− dl1

(ˆ̄zl1

)
z̃l1

}
,

(3.13)

where z̃l1 = zl1 − ẑl1 and zl1 is measurable.
It follows that

˙̃zl1 = z̃l2 + dl1

(ˆ̄zl1

)
θ̃l1 + Δdl1

(
z̄l1

)
θl1 − αl1sgn

(
z̃l1

)
, (3.14)

where Δdl1

(
z̄l1

) = dl1

(
z̄l1

)− dl1

(ˆ̄zl1

)
.

A Lyapunov function is chosen as

Vo
l1 = 1

2
z̃2

l1 + 1

2Γl1
θ̃T

l1θ̃l1 (3.15)

Differentiate (3.15) along (3.14):

V̇o
l1 = z̃l1

{
z̃l2 + dl1

(ˆ̄zl1

)
θ̃l1 + Δdl1

(
z̄l1

)
θl1 − αl1sgn

(
z̃l1

)}

+ θ̃T
l1

{
pT

l1 (t) sgn
(
wl1 (t)

)− dl1

(ˆ̄zl1

)
z̃l1

}

= −αl1

∣∣z̃l1

∣∣+ z̃l1

(
z̃l2 + Δdl1

(
z̄l1

)
θl1

)+ θ̃T
l1pT

l1 (t) sgn
{
−pl1θ̃l1 + pl1ζl1 (t)

} (3.16)

It follows that

V̇o
l1 ≤ − ∣∣z̃l1

∣∣ {αl1 − ∣∣z̃l2 + Δdl1

(
z̄l1

)
θl1

∣∣}−
∣∣∣pl1 (t) θ̃l1

∣∣∣ (3.17)

Choose a large enough αl1 so that

αl1 − ∣∣z̃l2 + Δdl1

(
z̄l1

)
θl1

∣∣ ≥ ηl1, (3.18)

where ηl1 > 0.
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8 J. FENG ET AL.

Then (3.17) can be described as

V̇o
l1 ≤ −ηl1

∣∣z̃l1

∣∣− ∣∣∣pl1 (t) θ̃l1

∣∣∣
≤ −cl11

√
1

2
z̃2

l1 − cl12

√
1

2Γ1
θ̃T

l1θ̃l1

≤ −cl1

√
Vo

l1,

(3.19)

where λmin

(
pl1

)
> δl1 > 0, cl11 = √

2ηl1, cl12 = δl1

√
2/λmax

(
Γ −1

1

)
, cl1 = min

{
cl11, cl12

}
.

It follows from (3.19), z̃l1 and θ̃l1 will converge to zero when t ≥ tl1 = 2
√

Vo
l1(0)

cl1
, where Vo

l1(0)

represents the initial value of Vo
l1.

According to (3.14), when t ≥ tl1, θ̃l1 = 0, z̃l1 = 0, Δdl1

(
z̄l1

) = 0, the following equation holds:

z̃l2 = [
αl1sgn

(
z̃l1

)]
eq (3.20)

Step 2
At the second step, when j = 2,

˙̂zl2 = ẑl3 + dl2

(ˆ̄zl2

)
θ̂l2 + αl2sgn

(	zl2 − ẑl2

)
˙̂
θ l2 = −Γl2

{
pT

l2 (t) sgn
(
wl2 (t)

)− dl2

(ˆ̄zl2

)
z̃l2

}
,

(3.21)

where 	zl2 = [
αl1sgn

(
z̃l1

)]
eq + ẑl2 and z̃l2 has been given in (3.20).

It follows that

˙̃zl2 = z̃l3 + dl2

(ˆ̄zl2

)
θ̃l2 + Δdl2

(
z̄l2

)
θl2 − αl2sgn

(
z̃l2

)
, (3.22)

where Δdl2

(
z̄l2

) = dl2

(
z̄l2

)− dl2

(ˆ̄zl2

)
.

A Lyapunov function is chosen as

Vo
l2 = 1

2
z̃2

l2 + 1

2Γl2
θ̃T

l2θ̃l2 (3.23)

By the similar analysis as given in Step 1, if αl2 is large enough:

αl2 − ∣∣z̃l3 + Δdl2

(
z̄l2

)
θl2

∣∣ ≥ ηl2, (3.24)

where ηl2 > 0.
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 9

It follows from (3.24), z̃l2 and θ̃l2 will converge to zero when t ≥ tl2 = 2
√

Vo
l2

cl2
with λmin

(
pl2

)
>

δl2 > 0, cl21 = √
2ηl2, cl22 = δl2

√
2/λmax

(
Γ −1

2

)
, cl2 = min

{
cl21, cl22

}
.

According to (3.22), when t ≥ tl2, θ̃l2 = 0, z̃l2 = 0, Δdl2

(
z̄l2

) = 0, the following equation holds:

z̃l3 = [
αl2sgn

(
z̃l2

)]
eq (3.25)

Step i (i = 3 ∼ rl − 1)
At the i-th step,

˙̂zli = ẑli + dli

(ˆ̄zli

)
θ̂li + αlisgn

(	zli − ẑli

)
˙̂
θ li = −Γli

{
pT

li (t) sgn
(
wli (t)

)− dli

(ˆ̄zli

)
z̃li

}
,

(3.26)

where 	zli = [
αl(i−1)sgn

(
z̃l(i−1)

)]
eq

+ ẑli and z̃li = [
αl(i−1)sgn

(
z̃l(i−1)

)]
eq

.
It follows that

˙̃zli = z̃l(i+1) + dli

(ˆ̄zli

)
θ̃li + Δdli

(
z̄li

)
θli − αlisgn

(
z̃li

)
, (3.27)

where Δdli

(
z̄li

) = dli

(
z̄li

)− dli

(ˆ̄zli

)
.

A Lyapunov function is chosen as

Vo
li = 1

2
z̃2

li + 1

2Γli
θ̃T

li θ̃li (3.28)

By the similar analysis as given in Steps 1–2, if αli is large enough then

αli − ∣∣z̃l(i+1) + Δdli

(
z̄li

)
θli

∣∣ ≥ ηli, (3.29)

where ηli > 0.

It follows from (3.29), z̃li and θ̃li will converge to zero when t ≥ tli = 2
√

Vo
li

cli
with λmin

(
pli

)
> δli > 0,

cli1 = √
2ηli, cli2 = δli

√
2/λmax

(
Γ −1

li

)
, cli = min

{
cli1, cli2

}
.

According to (3.27), when t ≥ tli, θ̃li = 0, z̃li = 0, Δdli

(
z̄li

) = 0, the following equation holds:

z̃l(i+1) = [
αlisgn

(
z̃li

)]
eq (3.30)

Step rl
At the rl step, the state observer is designed as follows:

˙̂zlrl
= ul + αlrl

sgn
(	zlrl

− ẑlrl

)
, (3.31)

where 	zlrl
= [

αl(rl−1)sgn
(
z̃l(rl−1)

)]
eq

+ ẑlrl
and z̃lrl

= [
αl(rl−1)sgn

(
z̃l(rl−1)

)]
eq

.
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10 J. FENG ET AL.

The observer error dynamic equation is given by

˙̃zlrl
= ξl (t, z) + ψlrl

(t, z) − αlrl
sgn

(
z̃lrl

)
(3.32)

A Lyapunov function is chosen as

Vo
lrl

= 1

2
z̃2

lrl
(3.33)

Differentiating (3.33) along (3.32),

V̇o
lrl

= z̃lrl

{
ξl (t, z) + ψlrl

(t, z) − αlrl
sgn

(
z̃lrl

)}
≤ − ∣∣z̃lrl

∣∣ (αlrl
− ρl

) (3.34)

If αlrl
is large enough then

αlrl
− ρl ≥ ηlrl

, (3.35)

where ηlrl
> 0.

It follows from (3.34), z̃lrl
will converge to zero when t ≥ tlrl

= 2
√

V0
lrl

clrl
with clrl

= √
2ηlrl

.

Lemma 2. Under Assumptions 1–5, the AFTSMO (3.9)–(3.11) can guarantee that the system external
dynamics and uncertain parameters of system (3.1) can be observed in FT if αlj is large enough. In
addition, the matched uncertainties can be estimated in FT as

ξ̂l + ψ̂lrl
= [

αlrl
sgn

(	zlrl
− ẑlrl

)]
eq

(3.36)

Proof. Define the following Lyapunov function:

Vo =
∑m

l=1

∑rl

j=1
Vo

lj

=
∑m

l=1

∑rl

j=1

1

2
z̃2

lj +
∑m

l=1

∑rl−1

j=1

1

2Γlj
θ̃T

lj θ̃lj

(3.37)

Differentiating (3.37),

V̇o =
∑m

l=1

∑rl

j=1
V̇o

lj (3.38)

According to the above analysis, for all l = 1, · · · , m and j = 1, · · · , rl, when t ≥ max tlj,

V̇o
lj ≤ −clj

√
Vo

lj (3.39)
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 11

Combining (3.38) and (3.39),

V̇o ≤
∑m

l=1

∑rl

j=1
−clj

√
Vo

lj

≤ −c
∑m

l=1

∑rl

j=1

√
Vo

lj

, (3.40)

where c = min clj.
It follows from the inequality

√
a1 +√

a2 +· · ·+√
an ≥ √

a1 + a2 + · · · + an, where a1, a2, · · · , an
are positive constants,

∑m

l=1

∑rl

j=1

√
Vo

lj ≥
√∑m

l=1

∑rl

j=1
Vo

lj = √
Vo (3.41)

Then from (3.40) and (3.41),

V̇o ≤ −c
√

Vo (3.42)

It follows from (3.42), when t ≥ 2
√

Vo(0)
c , z̃lj and θ̃lj will converge to zero.

Meanwhile, according to (3.32), when t ≥ tlrl
, z̃lrl

= 0. Then, the matched uncertainties can be
estimated from the following equivalent injection signal:

ξ̂l + ψ̂lrl
= [

αlrl
sgn

(
z̃lrl

)]
eq

(3.43)

Hence, Lemma 2 follows. �

Remark 3. To ensure that the system external dynamics can be observed in FT, the parameter estimator
θ̂lj as shown in (3.9) and (3.10) has been designed to guarantee that the unmatched uncertain parameter

estimation error θ̃lj converges to zero in FT using the adaptive method and the principle of the equivalent
injection.

4. Output feedback backstepping control

For system (3.1), it is necessary to design the following coordinate transformation:

σl1 = zl1 − βl1

σl2 = ẑl2 − βl2

...

σl(rl−1) = ẑl(rl−1) − βl(rl−1)

σlrl
= ẑlrl

− βlrl

, (4.1)

where βlj

(
j = 1, 2, · · · , rl

)
will be provided in the subsequent analysis.
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12 J. FENG ET AL.

Step 1
Let βl1= 0. Consider the σl1 subsystem:

σ̇l1 = żl1 − β̇l1

= z̃l2 + ẑl2 + dl1

(
z̄l1

)
θl1,

(4.2)

where zl2 = z̃l2 + ẑl2 has been used since zl2 is not available.
A Lyapunov function is chosen as

Vl1 = 1

2
σ 2

l1 (4.3)

Differentiating (4.3),

V̇l1 = σl1

(
z̃l2 + ẑl2 + dl1

(
z̄l1

)
θl1

)
(4.4)

Then let βl2 = −dl1

(ˆ̄zl1

)
θ̂l1 − kl1σl1, where kl1 > 0. It follows that

V̇l1 = σl1

(
z̃l2 + σl2+βl2dl1

(
z̄l1

)
θl1

)
= σl1

(
z̃l2 + σl2 − dl1

(ˆ̄zl1

)
θ̂l1 − kl1σl1 + dl1

(
z̄l1

)
θl1

) (4.5)

According to (3.16)–(3.19), when t ≥ t0l1, θ̃l1 = 0, z̃l1 = 0, Δdl1

(
z̄l1

) = 0. Then (4.5) can be
described by

V̇l1 = −kl1σ
2
l1 + σl1σl2 + σl1z̃l2 (4.6)

Step 2
Consider the

(
σl1, σl2

)
subsystem. This can be described as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

σ̇l1 = −kl1σl1 + σl2 + z̃l2

σ̇l2 = żl2 − ˙̃zl2 − β̇l2

= zl3 + dl2

(
z̄l2

)
θl2 − ˙̃zl2 − ∂βl2

∂ ẑl1

˙̂zl1

(4.7)

A Lyapunov function is chosen as

Vl2 = Vl1 + 1

2
σ 2

l2 (4.8)
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 13

Differentiating (4.8),

V̇l2 = −kl1σ
2
l1 + σl1σl2 + σl1z̃l2

+ σl2

{
z̃l3 + ẑl3 + dl2

(
z̄l2

)
θl2 − ˙̃zl2 − ∂βl2

∂ ẑl1

˙̂zl1

}
,

(4.9)

where zl3 = z̃l3 + ẑl3 has been used since zl3 is not available.

Let βl3 = −σl1 − dl2

(ˆ̄zl2

)
θ̂l2 + ∂βl2

∂ ẑl1
˙̂zl1 − kl2σl2, where kl2 > 0.

Then (4.9) can be described as

V̇l2 = −kl1σ
2
l1 + σl1σl2 + σl1z̃l2

+ σl2

{
z̃l3 + βl3 + σl3 + dl2

(
z̄l2

)
θl2 − ˙̃zl2 − ∂βl2

∂ ẑl1

˙̂zl1

}

= − kl1σ
2
l1 + σl1z̃l2

+ σl2

{
z̃l3 − dl2

(ˆ̄zl2

)
θ̂l2 + ∂βl2

∂ ẑl1

˙̂zl1 − kl2σl2 + σl3 + dl2

(
z̄l2

)
θl2 − ˙̃zl2 − ∂βl2

∂ ẑl1

˙̂zl1

}
(4.10)

According to (3.23)–(3.24), when t ≥ t0l2, θ̃l2 = 0, z̃l2 = 0, Δdl2

(
z̄l2

) = 0. Then (4.10) becomes

V̇l2 = −kl1σ
2
l1 − kl2σ

2
l2 + σl2σl3 + σl2 z̃l3 (4.11)

Step i
(
3 ≤ i ≤ rl − 1

)
Consider the

(
σl1, σl2, · · · , σli

)
subsystem,

σ̇li = żli − ˙̃zli − β̇li

= zl(i+1) + dli

(
z̄li

)
θli − ˙̃zli −

i−1∑
q=1

∂βli

∂ ẑlq

˙̂zlq

(4.12)

A Lyapunov function is chosen as

Vli = Vl(i−1) + 1

2
σ 2

li (4.13)

Differentiating (4.13) along (4.12),

V̇li = −
∑i−1

q=1
klqσ

2
lq + σl(i−1)σli + σl(i−1)z̃li

+ σli

⎧⎨
⎩z̃l(i+1) + ẑl(i+1) + dli

(
z̄li

)
θli − ˙̃zli −

i−1∑
q=1

∂βli

∂ ẑlq

˙̂zlq

⎫⎬
⎭ ,

(4.14)

where zl(i+1) = z̃l(i+1) + ẑl(i+1) has been used since zl(i+1) is not available.
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14 J. FENG ET AL.

Then let βl(i+1) = −σl(i−1) − kliσli +
i−1∑
q=1

∂βli
∂ ẑlq

˙̂zlq − dli

(ˆ̄zli

)
θ̂li, where kli > 0.

Then,

V̇li = −
∑i−1

q=1
klqσ

2
lq + σl(i−1)σli + σl(i−1)z̃li

+ σli

⎧⎨
⎩z̃l(i+1) + ẑl(i+1) + dli

(
z̄li

)
θli − ˙̃zli −

i−1∑
q=1

∂βli

∂ ẑlq

˙̂zlq

⎫⎬
⎭

= −
∑i−1

q=1
klqσ

2
lq + σl(i−1)z̃li + σli

{
z̃l(i+1) + σl(i+1) − kliσli − dli

(ˆ̄zli

)
θ̂li + dli

(
z̄li

)
θli − ˙̃zli

}
(4.15)

According to (3.28)–(3.29), when t ≥ t0li, θ̃li = 0, z̃li = 0, Δdli

(
z̄li

) = 0, (4.15) becomes

V̇li = −
∑i−1

q=1
klqσ

2
lq + σli

{
z̃l(i+1) + σl(i+1) − kliσli

}
= −

∑i

q=1
klqσ

2
lq + σli z̃l(i+1) + σli σl(i+1)

(4.16)

Step rl
Based on the above analysis,

βlrl
= −σl(rl−2) − kl(rl−1)σl(rl−1) +

rl−2∑
q=1

∂βl(rl−1)

∂ ẑlq

˙̂zlq − dl(rl−1)

(ˆ̄zl(rl−1)

)
θ̂l(rl−1)

V̇l(rl−1) = −
∑rl−1

q=1
klqσ

2
lq + σl(rl−1) z̃lrl

+ σl(rl−1)σlrl

(4.17)

and

σ̇lrl
= żlrl

− ˙̃zlrl
− β̇lrl

= ul + ξl (t, z) + ψlrl
(t, z) − ˙̃zlrl

−
rl−1∑
q=1

∂βlrl

∂ ẑlq

˙̂zlq

(4.18)

A Lyapunov function is chosen as

Vlrl
= Vl(rl−1) + 1

2
σ 2

lrl
(4.19)
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OFBC FOR NON-LINEAR SYSTEMS USING AN AFTSMO 15

Differentiating (4.19) along (4.18),

V̇lrl
= −

∑rl−1

q=1
klqσ

2
lq + σl(rl−1) z̃lrl

+ σl(rl−1)σlrl

+ σlrl

⎧⎨
⎩ul + ξl (t, z) + ψlrl

(t, z) − ˙̃zlrl
−

rl−1∑
q=1

∂βlrl

∂ ẑlq

˙̂zlq

⎫⎬
⎭

(4.20)

Then design the output feedback control:

ul = −[αlrl
sgn

(
z̃lrl

)]
eq

+
rl−1∑
q=1

∂βlrl

∂ ẑlq

˙̂zlq − σl(rl−1) − klrl
σlrl

, (4.21)

where klrl
> 0.

It follows (4.20) and (4.21),

V̇lrl
= −

∑rl

q=1
klqσ

2
lq + σl(rl−1)z̃lrl

+ σlrl

{
−[αlrl

sgn
(
z̃lrl

)]
eq

+ ξl (t, z) + ψlrl
(t, z) − ˙̃zlrl

}
(4.22)

According to (3.34)–(3.35), when t ≥ t0lrl
, z̃lrl

= 0, (4.22) can be described by

V̇lrl
= −

∑rl

q=1
klqσ

2
lq (4.23)

Lemma 3. Under Assumptions 1–5, the control (4.21) can guarantee that σlq tends to zero exponentially
for all l = 1, · · · , m, q = 1, 2, · · · , rl.

Proof. Define the following Lyapunov function:

V̄ =
∑m

l=1
Vlrl

=
∑m

l=1

∑rl

q=1

1

2
σ 2

lq (4.24)

Differentiating (4.24),

˙̄V =
∑m

l=1
V̇lrl

= −
∑m

l=1

∑rl

q=1
klqσ

2
lq (4.25)

It is obvious that

˙̄V � −2
∑m

l=1
klqVlrl

� −kV̄ ,
(4.26)

where k = 2 min klq.
Hence, Lemma 3 follows. �
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16 J. FENG ET AL.

Theorem 1. Under Assumptions 1–5, the closed-loop system employed by system (2.1), the AFTSMO
(3.9)–(3.11) and the control (4.21) is asymptotically stable if −c3 + 1

2 c4Lω + 1
2 c4Φ + c4τ < 0 and

1
2 c4Lω + 1

2 c4Φ − k1 < 0 with k1 =2 min kl1.

Proof. Define the following Lyapunov function:

V = Vb
(

t, zb
)

+ Vy (t, y) + Vo
(

z̃a, θ̃lj

)
+ V̄

(
z̄a, βlq

)
, (4.27)

where l = 1, · · · , m, q = 1, 2, · · · , rl, j = 1, 2, · · · , rl − 1, z̃a := col
(
z1, · · · , zl · · · , zm

) −
col

(
ẑ1, · · · , ẑl · · · , ẑm

)
with ẑl := col

(
ẑl1, ẑl2 · · · , ẑlrl

)
, z̄a := col

(
z̄1, · · · , z̄l · · · , z̄m

)
with z̄l :=

col
(
zl1, ẑl2 · · · , ẑlrl

)
.

It follows from Lemma 2,

V̇o � −c
√

Vo (4.28)

From (4.25) and the definition of σlq in (4.1),

˙̄V = −
∑m

l=1

∑rl

q=2
klqσ

2
lq −

∑m

l=1
kl1σ

2
l1

� −
∑m

l=1

∑rl

q=2
klqσ

2
lq − k1

∑m

l=1
σ 2

l1

= −
∑m

l=1

∑rl

q=2
klqσ

2
lq − k1‖y‖2

(4.29)

It follows from (2.3)–(2.5) and (4.28)–(4.29),

V̇ = V̇b + V̇y + V̇o + ˙̄V

V̇ = ∂Vb

∂t
+ ∂Vb

∂zb
ω
(

0, zb
)

+ ∂Vb

∂zb

[
ω
(

y, zb
)

− ω
(

0, zb
)]

+ ∂Vb

∂zb
Θ (t, z) + ˙̄V + V̇o

� −c3

∥∥∥zb
∥∥∥2 + c4Lω

∥∥∥zb
∥∥∥ ‖y‖ + c4

∥∥∥zb
∥∥∥ (Φ ‖y‖ + τ

∥∥∥zb
∥∥∥)+ ˙̄V + V̇o

� −c3

∥∥∥zb
∥∥∥2 + c4Lω

(
1

2

∥∥∥zb
∥∥∥2 + 1

2
‖y‖2

)
+ c4Φ

(
1

2

∥∥∥zb
∥∥∥2 + 1

2
‖y‖2

)
+ c4τ

∥∥∥zb
∥∥∥2

∑m

l=1

∑rl

q=2
klqσ

2
lq − k1‖y‖2 − c

√
Vo

�
(

−c3 + 1

2
c4Lω + 1

2
c4Φ + c4τ

)∥∥∥zb
∥∥∥2 +

(
1

2
c4Lω + 1

2
c4Φ − k1

)
‖y‖2

−
∑m

l=1

∑rl

q=2
klqσ

2
lq − c

√
Vo

(4.30)

Hence, V̇ < 0 follows from the conditions that −c3 + 1
2 c4Lω + 1

2 c4Φ + c4τ < 0 and 1
2 c4Lω +

1
2 c4Φ − k1 < 0 and Theorem 1 holds. �
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Remark 4. For the uncertain non-linear system with unmodeled dynamics, there have been other
observer-based backstepping control methods developed. In a number of contributions the systems are
SISO such as Sui et al. (2021) and the unmatched uncertainties Θ (t, z) have not been considered such
as in Jiang & Praly (1998); Chang et al. (2020). Furthermore, the closed-loop systems are uniformly
bounded rather than asymptotically stable with existing observer-based backstepping control methods
such as Tong & Li (2010); Xu et al. (2013). Based on the designed AFTSMO, an OFBC has been
designed for a class of MIMO non-linear systems in this paper to guarantee the closed-loop system is
asymptotically stable, despite the presence of matched and unmatched uncertainties.

5. Simulation examples

Based on the MATLAB software, this section will test the effectiveness of the designed OFBC by two
simulation examples.

Example 1:
Consider a non-linear system described by

ż1 = A1z1 + B1

(
u1 + ξ1 (t, z)

)+ ψ1 (t, z)

ż2 = A2z2 + B2

(
u2 + ξ2 (t, z)

)+ ψ2 (t, z)

żb = −4zb + zbz11 + Θ (t, z)

y = [
z11 z21

]T ,

(5.1)

where z := col
(
za, zb

) ∈ Z = {(
za, zb

)∣∣ ∣∣zb
∣∣ < 5

}
, za := col

(
z1, z2

)
, z1 := col

(
z11, z12

)
, z2 :=

col
(
z21, z22

)
, A1 = A2 =

[
0 1
0 0

]
and B1 = B2 = [

0 1
]T .

The uncertainties satisfy

Θ (t, z) = ‖y‖ +
∣∣∣zb
∣∣∣ (5.2)

ξ1 (t, z) = 0.1 sin (t) ξ2 (t, z) = 0.2 sin
(

zb
)

(5.3)

ψ1 (t, z) = [
z11θ11 0

]T
ψ2 (t, z) = [

z21θ21 0
]T , (5.4)

where θ11 = −2 and θ21 = 1.
It is clear that Assumptions 1–2 are all satisfied with Lω = ∣∣zb

∣∣ , Φ = 1, τ = 1, while Vb is chosen

as Vb
(
t, zb

) = 1
2

(
zb
)2

with c3 = 4, c4 = 1.
The main parameters of the adaptive observer for z1, z2, θ11, θ21 are given as

φ1 = 5, φ2 = 10, γ1 = 1, γ2 = 2, Γ11 = Γ12 = Γ21 = Γ22 = 5 (5.5)

The main parameters of the control (4.21) are given as

k11 = k12 = k21 = k22 = 8 (5.6)

Then k1 = 8 and by direct computation, Theorem 1 holds in z ∈ Z.
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18 J. FENG ET AL.

Fig. 2. The system states z1 and their estimates

Fig. 3. The system states z2 and their estimates

Note that ·/ (‖·‖ + β) is used to replace sgn (·) to reduce the chattering with β = 0.001. Fig. 2
and Fig. 3 show the time response of z1, z2 and their estimates, respectively. According to Figs 2–3,
the proposed AFTSMO can observe the system external dynamics in FT. The parameter estimation is
shown in Fig. 4. The estimates of the matched uncertainties are shown in Fig. 5. As shown in Figs 4–
5, the designed parameter estimator can construct the unmatched parameters and lumped matched
uncertainties in FT. Figure 6 shows the time response of zb and u. From Figs 2–6, the considered system
is stabilized regardless of the matched and unmatched uncertainties. The simulation results demonstrate
that the designed OFBC is effective.

To further test the proposed method, the observer-based adaptive FT tracking control proposed in
Chang et al. (2020) will be compared with the proposed AFTSMO. Note that only an SISO system was
considered in Chang et al. (2020), hence it is necessary to divide the system (5.1) into the following two
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Fig. 4. Estimate of the parameters and their actual values

Fig. 5. The estimates of the matched uncertainties and their actual values

subsystems:

ż1 = A1z1 + B1

(
u1 + ξ1

)+ ψ1

żb = −4zb + zbz11 + Θ

y1 = z11

(5.7)

ż2 = A2z2 + B2

(
u2 + ξ2

)+ ψ2

y2 = z12 ,
(5.8)

where z1 := col
(
z11, z12

)
, z2 := col

(
z21, z22

)
, Θ = ∣∣zb

∣∣ + ∣∣z11

∣∣ and A1, A2, B1, B2, ξ1, ξ2, ψ1, ψ2 are as
for system (5.1).
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20 J. FENG ET AL.

Fig. 6. The time response of zb and u

Fig. 7. The time response of zb and u using the method proposed in Chang et al. (2020)

The main control parameters for the method of Chang et al. (2020) are given by

yr = 0, μ = 10, l = 30, c = 30, λ = 10, η = 0.99 (5.9)

The time response of zb and u are shown in Fig. 7 and Fig. 8 shows the time response of the
system states z1, z2 and their estimates using the method proposed in Chang et al. (2020). It should
be noted that the unmatched uncertainties Θ (t, z) have not been considered directly in Chang et al.
(2020) in contrast to the proposed method. Furthermore, the results in Chang et al. (2020) show that the
closed-loop system is uniformly bounded, while the closed-loop system is asymptotically stable in this
paper. Comparing Figs 2–8, the proposed method has better performance as would be expected from the
theoretical foundations.
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Fig. 8. The time response of the system state z1 and z2 using the method proposed in Chang et al. (2020)

Example 2:
Consider a pendulum, whose dynamic equation is described in Jiang & Hill (1999) by

mlη̈ = −mg sin η − klη̇ + 1

l
u + Δ, (5.10)

where u ∈ R represents the torque, η ∈ R represents the anticlockwise angle, g represents the
acceleration of gravity and m, l, k represent the mass of bob, length of rod and coefficient of friction,
respectively. Note that the constant k is unknown and the angular velocity η̇ is not available in the
subsequent analysis. Δ denotes the unmodeled dynamics.

The objective is to develop an OFBC to stabilize system (5.10) at η = π . For convenience of the
observer and control design, the following coordinate transformation is introduced:

z1 = ml2 (η − π)

z2 = ml2
(

η̇ + k

m
(η − π)

) (5.11)

to bring the point (η, η̇) = (π , 0) into
(
z1, z2

) = (0, 0).
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22 J. FENG ET AL.

Fig. 9. The time response of the anticlockwise angle and angular velocity

Suppose that the unmodeled dynamics is given by

żb = −5zb +
(

zb
)2

z1 + Θ (t, z) , Δ = 0.2 sin
(

zb
)

, (5.12)

where z := col
(
z1, z2, zb

) ∈ Z =
{(

z1, z2, zb
)∣∣ (zb

)2
< 7

}
, Θ (t, z) = ∣∣z1

∣∣+ ∣∣zb
∣∣.

In the new z-coordinates, the pendulum equation (5.10) is written as

ż1 = z2 + z1θ

ż2 = u + ξ

żb = −5zb +
(

zb
)2

z1 + Θ (t, z) ,

(5.13)

where θ = − k
m denotes the uncertain parameter, ξ = mgl sin

(
1

ml2
z1

)
+0.2l sin

(
zb
)

denotes the matched

uncertainty and Θ (t, z) denotes the unmatched uncertainty.

It is clear that Assumptions 1–2 are all satisfied with Lω = (
zb
)2

, Φ = 1, τ = 1, while Vb is chosen

as Vb
(
t, zb

) = 1
2

(
zb
)2

with c3 = 5, c4 = 1.
The main parameters of the adaptive observer for z1, z2, θ are given as

φ1 = 3, γ1 = 2, Γ11 = Γ12 = 5 (5.14)

The main parameters of the control (4.21) are given as

k11 = k12 = 4 (5.15)

Then k1 = 4 and by direct computation, Theorem 1 holds in z ∈ Z.
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Fig. 10. The system states z1, z2 and their estimates

Fig. 11. The time response of zb and u

For simulation, let l = g = 9.8 with m = k = g−2. Figure 9 shows the time response of the
anticlockwise angle and angular velocity. Figure 9 illustrates that the pendulum can be stabilized at the
desired angle by the proposed OFBC, while the system shows good performance. Figure 10 shows the
time response of z1, z2 and their estimates. Figure 11 shows the time response of zb and u. The estimates
of the uncertain parameter and matched uncertainty are shown in Fig. 12. As shown in Figs 9–12, the
designed AFTSMO can observe the system external dynamics in FT, while the unmatched parameter
and the lumped matched uncertainty also can be estimated in FT.

To further test the proposed method, the static sliding mode control proposed in Feng et al. (2020)
will be compared with the proposed AFTSMO. Note that the method proposed in Feng et al. (2020)
aims to deal with a class of non-linear interconnected systems but is used here to stabilize a subsystem.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

am
ci/advance-article/doi/10.1093/im

am
ci/dnad014/7152941 by N

STL N
on-Subscriber M

em
ber Adm

in C
enter user on 10 M

ay 2023



24 J. FENG ET AL.

Fig. 12. Estimate of the parameter, matched uncertainty and their actual values

Fig. 13. The time response of system states and control input using the method proposed in Feng et al. (2020)

The sliding function and controller are designed as

s = 2z1 + z2

u = [
0 −2

] [
z1 z2

]T − 0.01sgn(s)
(5.16)

Figure 13 shows the time response of system states and control input using the method proposed in
Feng et al. (2020). As shown in Fig. 13, the method proposed in Feng et al. (2020) can also stabilize the
uncertain non-linear system (5.13), but the system performance is poor. In addition, the system states
are required to be measurable in Feng et al. (2020).
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From the above analysis, it can be concluded that the designed OFBC shows strong robustness for
a class of uncertain non-linear systems. The observed system states and estimated uncertain parameters
are effectively reconstructed by the AFTSMO in FT so that they can be compensated by the controller.

6. Conclusion

An OFBC has been designed for a class of non-linear systems. In order to observe the external dynamics
and unmatched uncertain parameters in FT, a novel AFTSMO is first proposed. Using the backstepping
principle, a set of Constructive Lyapunov Functions is designed to obtain the desired control while the
system stability is guaranteed. Numerical examples are used to demonstrate the effectiveness of the
designed OFBC. Future work will study how to further relax the requirements on both the system model
and unmatched uncertainties.

Acknowledgments

This work is partially supported by the National Nature Science Foundation of China under grant nos
61973315, 61473312.

Conflict of interest

The authors declare no potential conflict of interest.

Data availability statement

The data underlying this article will be shared on reasonable request to the corresponding author.

References

Besançon, G. (2007) nonlinear observers and applications. New York: Springer.
Chang, Y., Zhang, S., Alotaibi, N. D. & Alkhateeb, A. F. (2020) Observer-based adaptive finite-time tracking

control for a class of switched nonlinear systems with unmodeled dynamics. IEEE Access, 8, 204782–204790.
Clempner, J. B. & Yu, W. (2018) New perspectives and applications of modern control theory. Springer

International Publishing.
Daly, J. M. & Wang, D. W. (2009) Output feedback sliding mode control in the presence of unknown disturbances.

Syst. Control Lett., 58, 188–193.
Davila, J., Fridman, L. & Levant, A. (2005) Second-order sliding-mode observer for mechanical systems. IEEE

Trans. Automat. Control, 50, 1785–1789.
Feng, J., Zhao, D., Yan, X.-G. & Spurgeon, S. K. (2020) Decentralized sliding mode control for a class of

nonlinear interconnected systems by static state feedback. Int. J. Robust Nonlinear Control, 30, 2152–2170.
Floquet, T. & Barbot, J.-P. (2007) Super twisting algorithm-based step-by-step sliding mode observers for

nonlinear systems with unknown inputs. Int. J. Syst. Sci., 38, 803–815.
Han, W., Wang, Z., Shen, Y. & Qi, J. (2019) L∞ observer for uncertain linear systems. Asian J. Control, 21,

632–638.
Haskara, I. (1998) On sliding mode observers via equivalent control approach. Int. J. Control, 71, 1051–1067.
Isidori, A. (2013) Nonlinear control systems. Springer Science & Business Media.
Jiang, Z.-P. (1999) A combined backstepping and small-gain approach to adaptive output feedback control. Autom.

J. IFAC, 35, 1131–1139.
Jiang, Z.-P. & Hill, D. J. (1999) A robust adaptive backstepping scheme for nonlinear systems with unmodeled

dynamics. IEEE Trans. Automat. Control, 44, 1705–1711.
Jiang, Z.-P. & Praly, L. (1998) Design of robust adaptive controllers for nonlinear systems with dynamic

uncertainties. Autom. J. IFAC, 34, 825–840.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

am
ci/advance-article/doi/10.1093/im

am
ci/dnad014/7152941 by N

STL N
on-Subscriber M

em
ber Adm

in C
enter user on 10 M

ay 2023



26 J. FENG ET AL.
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