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Abstract. The use of Artificial Intelligence (AI) has revolutionized many as-

pects of education and research, but it has also introduced new challenges, in-

cluding the problem of students using AI to create assignments that cannot be 

detected by plagiarism checkers. The proliferation of AI tools that can generate 

original-sounding text has made it easier for students to pass off the work of 

others as their own, making it more difficult for educators to identify and pre-

vent plagiarism. This paper identifies the problem of plagiarism in the AI em-

powered world by comparing ChatGPT written assignments for biology and 

computer science. We have tested the plagiarism of those assignments in freely 

available tools online as well as in trusted and widely used Turnitin. We show 

that although the original ChatGPT written assignments sometimes result in rel-

atively high plagiarism level, adding just one additional step of paraphrasing the 

work with free AI tools online significantly reduces the detected plagiarism 

with similarity levels laying within the acceptable range. This suggests that ed-

ucational facilities should rethink of how they are assessing students’ 

knowledge. 
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1 Introduction 

Continuously evolving technology has provided various tools to assist with educa-

tional process. The tools range from simple methods for sharing documents, to so-

phisticated tools, like Virtual Learning Environments (VLEs). The last few years had 

a massive increase in ‘smart’ technologies that can learn from past data and make 

decisions without the need to be specifically programmed to do so, simply by apply-

ing Artificial Intelligence (AI) algorithms. AI has played a major role in several in-

dustries by automating tasks that usually require humans time and effort. It also has a 

great potential for enhancing the academia experience and the future of education, as 

using the AI tools can assist with various tasks and processes related to both educa-

tion and research. These tools are designed to help educators and researchers to im-

prove efficiency, accuracy, and productivity in their work. 
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Widely used AI tools in academia and teaching include tools for grading and eval-

uating student work, generating personalized learning materials, and supporting re-

search and data analysis. And although these AI tools have the potential to revolution-

ize the way we approach education and research, it is important to carefully consider 

the limitations and ethical implications of them, and to ensure that they are used in a 

responsible and transparent manner. 

ChatGPT  - AI powered chatbot from San Francisco company OpenAI - has raised 

a lot of concerns since its launch on 30th November 2022. It is currently using GPT-3 

and later in 2023 it will start using GPT-4, which is the largest language model yet 

that has 1 trillion parameters. ChatGPT chatbot is able to generate human-like text 

writing articles, emails, computer codes with little to no input from the users. Because 

of its high language capabilities and the quality of outputs it can present, ChatGPT, 

and AI tools in general, are seen as a threat to the education sector and academic in-

tegrity in online learning [1, 2].  

Generating a high-quality essay with ChatGPT takes only seconds. In this paper we 

investigated the efficiency of plagiarism detection tools in assignments generated 

using AI tool ChatGPT (Dec 15 Version, OpenAI, 2022) for biology and computing 

fields. To add a level of complexity, we paraphrased the generated essays using free 

to use website paraphrasingtool.ai to test how likely students might succeed in cheat-

ing on their assessments with the help of AI and tested the plagiarism in para-

phrasingtool.ai, smallseotools.com and Turnitin. We have also tested the written es-

says in AI generated text detection tool GPTZero [6]. 

2 Methods 

We have created two assignments – biology and computer science based – and gener-

ated answers using the ChatGPT Dec 15 Version. First, we copied the exact assign-

ment information, then we paraphrased the question and in both cases used the option 

to “regenerate response”. This way we obtained four responses for each question and 

used paraphrasingtool.ai to paraphrase each of the answers. This gave us 8 essays per 

subject which we then tested in free to use plagiarism checkers: paraphrasingtool.ai 

plagiarism checker, SmallSEOTools as well as Turnitin. We have used the detected 

plagiarism percentage to report our results. To test if the generated assignments were 

likely to have been written by AI, we used the free AI generated text detection tool 

GPTZero API version 2.0.0. 

The created assignments briefs were:  
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Table 1. The tested assignments.  

Major Assignment Brief 

Biology Critically evaluate the physiology and pathophysiology of Alz-

heimer's disease and available treatments. Consider disease cause, 

progression, visible and diagnostically detectable symptoms and 

possible prognosis. Use scientific papers to write your essay and 

present your results in 1800-2000 words. 

Computer 

Science 

Write a report critically evaluating five machine learning for im-

age classification algorithms. The report should be no more than 

2000 words and it should include an introduction, evaluation met-

rics, methodology and conclusion with 10-15 references. 

Data was plotted as mean ± SEM using GraphPad Prism (version 9.5.0) and signif-

icance was assessed using two-way ANOVA with Tukey multiple comparisons test. 

3 Results 

3.1 Plagiarism detection 

Assignments written using the ChatGPT were relatively well written and covered all 

the aspects requested in the original assignment. However, ChatGPT generated re-

sponses did not meet the word limit requirements, references were not always to the 

best academic standard and in some cases, there were no references at all, and the 

content was shallow. Nevertheless, if a student would submit an assignment of similar 

quality, it would deserve a pass mark.  

The plagiarism score was the highest in the text written by ChatGPT only. Howev-

er, detectable text similarity was significantly reduced after using paraphrasingtool.ai 

in both assignment groups as shown in Fig. 1 and Fig. 2. Two-way ANOVA results 

for the biology assignment (see Fig. 1) showed that there is a statistically significant 

interaction between a text source (original ChatGPT vs paraphrased) and the tool used 

to check for plagiarism (F(2, 18)=4.83, P=0.021). Simple main effects analysis showed 

that a text source F(1, 18)=15.12, P=0.0011) and a plagiarism detection tool (F(2, 

18)=8.58, P=0.0024) had a statistically significant effect on plagiarism levels. 
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Fig. 1. The quality of AI generated biology assignments assessed in plagiarism checkers. Text 

generated using ChatGPT had the highest plagiarism results when tested with  Paraphrasing 

Tool AI plagiarism detection website and Turnitin. Running the essays through para-

phrasingtool.ai. has significantly reduced plagiarism. Two-way ANOVA with Tukey’s multiple 

comparison test, *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. Data plotted as mean ± SEM. 

The same trend was observed in the computing assignment (see Fig. 2). There is a 

statistically significant interaction between a text source and plagiarism detection tool 

(F(2, 18)=9.82, P=0.0013) with significant effects on plagiarism arising from a text 

source (F(1, 18)=14.79, P=0.0012) and plagiarism detection tool (F(2, 18)=35.16, 

P<0.0001).  
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Fig. 2. The quality of AI generated computing assignments assessed in plagiarism checkers. 

Most of the assignments had a low level of plagiarism detected when using all tools, apart from 

Turnitin in the original ChatGPT version. Two-way ANOVA with Tukey’s multiple compari-

son test, *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. Data plotted as mean ± SEM. 

When comparing original ChatGPT generated text versus the paraphrased version 

in both assignment groups, paraphrasing the text resulted in acceptable plagiarism 

levels with similarity values <25% when tested using Turnitin – a plagiarism drop 

from 49.5% to 21% for biology and 54% to 18.5% drop for computing assignments. 

This plagiarism drop is evident when assessing the reports with highlighted sections 

that were plagiarised in biology (Fig. 3) and computing (Fig. 4) assignments.  
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Fig. 3. A snippet of plagiarism report from Turnitin for biology assignment highlighting all the 

copied sections in the original ChatGPT text (A) and the paraphrased version of the same as-

signment (B). 
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Fig. 4. A snippet of plagiarism report from Turnitin for computing assignment highlighting all 

the copied sections in the original ChatGPT text (A) and the paraphrased version of the same 

assignment (B). 
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3.2 AI generated text detection 

Any written text can be assessed by measuring the content's perplexity and burstiness. 

Perplexity tests how well a language model can predict a sequence of words. The 

lower the value, the better the language model at predicting the next word. This per-

plexity score can then be used to find out burstiness – variation in the randomness in 

the text.  

All of the biology assignments written by ChatGPT had low perplexity and bursti-

ness scores, strongly indicating that the text is entirely written by AI (see Table 2). 

Only one of the assignments (paraphrased ChatGPT text with the regenerated re-

sponse from original assignment question) was suggested to be only partially written 

by the AI.  

It was surprising to see that all computing assignments written by ChatGPT (with-

out paraphrasing the text) had much higher scores for perplexity and burstiness com-

pared to biology assignments. It was also suggested that all assignments were only 

partially written by the AI. Paraphrasing the text resulted in even higher scores, with 

“paraphrased ChatGPT + paraphrased assignment + regenerate response” assignment 

tricking even the AI detection tool, as it was suggested that the work is likely to be 

written entirely by a human. 

Table 2.   Perplexity, burstiness and likely text source analysis of all assignments. Tested with 

GPTZero API. 

 

 

4 Discussion 

Artificial intelligence (AI) will likely continue to play an increasingly important role 

in academia in the future as we are seeing a rapid increase in the tools available in the 

market. Just in one week since the release of ChatGPT, one million people have tried 

it out [3]. However, it might negatively impact students' learning experience as AI 

might make cheating more accessible and harder to detect than ever before. Writing 

Average 

Perplexity Score

Burstiness 

Score

Likely text 

source

Average 

Perplexity Score

Burstiness 

Score

Likely text 

source

ChatGPT + original assignment 19 12 AI 38 44 partially AI

ChatGPT + original assignment + 

regenerate response
17 19 AI 81 163 partially AI

ChatGPT + paraphrased assignment 17 17 AI 43 36 partially AI

ChatGPT + paraphrased assignment + 

regenerate response
18 17 AI 93 184 partially AI

 paraphrased ChatGPT + original 

assignment
24 15 AI 116 255 partially AI

 paraphrased ChatGPT + original 

assignment + regenerate response
30 18 partially AI 289 868 partially AI

 paraphrased ChatGPT + paraphrased 

assignment
28 18 AI 188 517 partially AI

 paraphrased ChatGPT + paraphrased 

assignment + regenerate response
23 12 AI 452 1174 human

Biology Computing

Text source 
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essays or online exams with AI requires minimal effort and it results in high quality 

outputs.  

As seen in the results, using AI powered tools can generate human like essays that 

are hard to detect as plagiarized. We used three plagiarism detection websites - para-

phrasingtool.ai plagiarism checker, SmallSEOTools and Turnitin - to test the plagia-

rism of essays written by ChatGPT in the fields of biology and computer science. In 

both cases, the essays could easily pass plagiarism detection tools after they were 

paraphrased with an AI tool paraphrasingtool.ai and when testing with free to use 

SmallSEOTools, there was almost no plagiarism detected in all of the tested assign-

ments. 

Much to our surprise, running the assignments through AI generated text detection 

tool GPTZero API did not always detect that all the text is written entirely by the AI. 

With the improvements in the language models used in AI text generation (the launch 

of GPT-4 later in 2023), it will likely become harder and harder to detect works writ-

ten entirely by chatbots.  

As argued by [4], using ChatGPT can put an end to the way academics assess stu-

dent’s progress. It is predicted that more sophisticated tools will be developed, which 

will make it harder to detect plagiarism and AI generated text. Having an easy way to 

produce high quality essays, reports, and coding assignments will affect the integrity 

of education and the learning process.  

For now, academics might need to reconsider how they assess student learning and 

increase the use of in-class and skills-based assessments. Changing the assignments 

by incorporating personal opinion part would also require more input from students 

minimising the use of AI chatbots, as the AI cannot generate answers for such ques-

tions.  

Although AI tools might sometimes be seen as a danger very rapidly invading aca-

demia, correct use of them can bring great benefits. The use of AI can improve the 

quality of educational processes through increased quality of educational resources 

with reduced need for human power and resources, by helping students to learn some 

basic concepts of the topics they are studying, encouraging them to explore additional 

resources, or even assisting with career choices [5]. Seeing that AI is getting more and 

more integrated into our daily lives, our role as educators should be to teach students 

how to remain critical when using AI tools, as very often they can provide wrong 

information, how to check if the information provided by AI chatbot is right and 

where to look for reliable, scientific, peer reviewed information.  

It is worth remembering that the role of education is not about memorizing infor-

mation, but about building the professional skills needed to succeed in life as an indi-

vidual. Time management, critical thinking, communication, research and interper-

sonal skills are just a few examples of skills that employers are looking for, and these 

skills require a range of activities and experiences for their development. As educa-

tors, we should use a wide range of tools that are out there to prepare students for 

their future success and teaching them the best practice of safe and critical AI tool use 

should be part of the curriculum. 
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