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Sanjida Piuli Islam

A thesis submitted for the degree of

Doctor of Philosophy in Mathematics

September 2022



Abstract

In this thesis, I investigate properties of special polynomials associated with ratio-

nal solutions of the Painlevé equations. The Painlevé equations are second order

non-linear differential equations. The Painlevé equations have a plethora of in-

teresting mathematical properties and arise in a variety of applications such as

plasma physics, random matrix theory, linear waves, and quantum gravity. The

generalised Okamoto polynomials are special polynomials associated with ratio-

nal solutions of the fourth Painlevé equation. The main focus of this thesis are

the generalised Okamoto polynomials and polynomials that are defined in this

thesis called the 4-Okamoto polynomials. Both the generalised Okamoto and the

4-Okamoto polynomials depend on several parameters. In this thesis, we investi-

gate properties such as the structures formed by the roots of these polynomials in

the complex plane and the discriminant of the polynomials. We find that various

properties of the generalised Okamoto and the 4-Okamoto polynomials depend on

the relative size of the parameters of each polynomial. The generalised Okamoto

polynomials and the 4-Okamoto polynomials are naturally associated with families

of partitions. The partitions associated with the generalised Okamoto polynomials

are so-called 3-core partitions and the partitions associated with the 4-Okamoto

polynomials are so-called 4-core partitions. In this thesis, we explore how as-

pects of partitions associated with polynomials play a role in the properties of the

polynomials.
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Chapter 1

Introduction and background

In this chapter, we discuss the history and application of the Painlevé equations

and special polynomials associated with rational solutions of the Painlevé equa-

tions. We then define partitions and diagrams that we will use to investigate

properties of special polynomials. This chapter ends with an outline of this thesis.

1.1 Painlevé equations

The Painlevé equations are second order non-linear differential equations. Iwasaki,

Kimura, Shimomura and Yoshida [42] consider the Painlevé equations to be “the

most important non-linear ordinary differential equations” and state that “many

specialists believe that during the twenty-first century the Painlevé functions will

become new members of the community of special functions”. The Painlevé equa-

tions have arisen in a variety of applications such as non-linear waves, plasma

physics, random matrix theory, the asymptotic theory of orthogonal polynomials,

fibre optics, topological field theory, non-linear waves (e.g. resonant oscillations

in shallow water), quantum gravity, statistical mechanics (correlation functions of

the XY model and the Ising model) and Bose-Einstein condensation [21]. The

Painlevé equations have attracted a lot of interest since they also arise in many

3



Chapter 1 Introduction and background 4

physical situations and as reductions of the soliton equations which are solvable

by inverse scattering [1]. The Painlevé equations are named after the French

mathematician and politician, Paul Painlevé, who served as the Prime Minister

of France twice, and as the French minister of War during the First World War.

The Painlevé equations were discovered by Painlevé, Gambier, Fuchs and their

colleagues (1893-1906) whilst studying a problem posed by Picard in 1887 [73].

Picard asked which second order differential equations of the form

d2w

dz2
= F

(
z, w,

dw

dz

)
, (1.1)

where F is rational in dw
dz

and w, and analytic in z, have the property that the

solutions have no movable critical points, i.e. the location of critical points are

independent of the particular solution chosen and only dependent on the equation;

this property is now known as the Painlevé property. The critical points of (1.1)

are the points
(
z, w, dw

dz

)
such that (1.1) is equal to zero. Painlevé, Gambier and

colleagues showed that there are fifty canonical equations that have the Painlevé

property, up to a Möbius (bilinear rational) transformation

W (ζ) =
a(z)w + b(z)

c(z)w + d(z)
, ζ = φ(z),

where a(z), b(z), c(z), d(z) and φ(z) are locally analytic functions. Out of the

fifty equations that satisfy the Painlevé property, forty four are either integrable

i.e. solvable, in terms of previously known functions, such as elliptic functions

and linear equations, or are reducible to one of six non-linear ordinary differential

equations known as the Painlevé equations. The six Painlevé equations are

PI :
d2w

dz2
= 6w2 + z,

PII :
d2w

dz2
= 2w3 + zw + α,

PIII :
d2w

dz2
=

1

w

(
dw

dz

)2

− 1

z

dw

dz
+
αw2 + β

z
+ γw3 +

δ

w
,
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PIV :
d2w

dz2
=

1

2w

(
dw

dz

)2

+
3

2
w3 + 4zw2 + 2(z2 − α)w +

β

w
,

PV :
d2w

dz2
=

(
1

2w
+

1

w − 1

)(
dw

dz

)2

− 1

z

dw

dz
+

(w − 1)2

z2

(
αw +

β

w

)
+
γw

z
+
δw(w + 1)

w − 1
,

PVI :
d2w

dz2
=

1

2

(
1

w
+

1

w − 1
+

1

w − z

)(
dw

dz

)2

−
(

1

z
+

1

z − 1
+

1

w − z

)
dw

dz

+
w(w − 1)(w − z)

z2(z − 1)2

(
α +

βz

w2
+
γ(z − 1)

(w − 1)2
+
δz(z − 1)

(w − z)2

)
,

where α, β, γ and δ are arbitrary constants. The Painlevé equations have a

plethora of interesting properties. For example, all six Painlevé equations can be

written as (non-autonomous) Hamiltonian systems [44, 69, 70]. Another property

of Painlevé equations is that PII-PVI have Bäcklund transformations which map

solutions of a given Painlevé equation to solutions of the same Painlevé equation,

with different values of α, β, γ and δ. We discuss Bäcklund transformations of

Painlevé equations later in this chapter.

The solutions of Painlevé equations are called the Painlevé transcendents. The

general solutions of the Painlevé equations are transcendental, i.e. irreducible,

in the sense that they cannot be expressed in terms of previously known func-

tions such as elliptic functions, rational functions or the classical special func-

tions. However, for certain values of α, β, γ and δ, the Painlevé equations PII-PVI

have rational solutions, and PIII, PV and PVI also have algebraic solutions. The

Painlevé equations PII-PVI have special function solutions for certain values of α,

β, γ and δ. The special function solutions (also known as one parameter solu-

tions) of PII-PVI are expressed in terms of classical special functions; Airy, Bessel,

parabolic cylinder, Kummer and hypergeometric functions, respectively (see, e.g.

[25, 34, 39] and the references therein). The rational, algebraic and special func-

tion solutions of PII-PVI are often written in a determinantal form, for example,

as Wronskians of polynomials. In this thesis, our interest is in rational solutions
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of Painlevé equations. In particular, we are interested in special polynomials as-

sociated with rational solutions of Painlevé equations. A special polynomial is a

polynomial that has particular use in mathematical physics or other branches of

mathematics. Special polynomials are often named after an early investigator of

its properties.

1.2 Rational solutions of Painlevé equations

We now discuss rational solutions of Painlevé equations. In 1910, Gambier [36]

proved that for every α ∈ Z there exists a unique rational solution wn(z) of PII.

Given a solution w(z;α) of PII with α ∈ Z, the Bäcklund transformations in

Theorem 1 can be used to find solutions of PII. The Bäcklund transformations for

PIII, PIV, PV and PVI can be found in [34], [51], [37] and [72], respectively.

Theorem 1. Suppose w(z;α) is a solution of PII then the transformations

S : w(z;−α) = −w(z;α),

T± : w(z;α± 1) = −w(z;α)− 2α± 1

2w2(z;α)± 2w′(z;α) + z
,

where ′ ≡ d/dz, gives solutions of PII provided that α 6= ∓1
2
.

The proof of this theorem can be found in [36] and [52]. Theorem 1 tells us that

given a solution wα(z) = w(z;α) with α = n ∈ Z, the Bäcklund transformation

wn+1(z) = −wn(z)− 2n+ 1

2wn(z)2 + wn(z)′ + z
, (1.2)

can be used to generate the hierarchy of rational solutions of PII from the “seed

solution” w0(z) = 0. Table 1.1 gives examples of rational solutions of PII obtained

from (1.2) with w0(z) = 0.
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w1(z) = −1

z
,

w2(z) =
1

z
− 3z2

z3 + 4
,

w3(z) =
3z2

z3 + 4
− 6z5 + 60z2

z6 + 20z3 − 80
,

w4(z) =
6z5 + 60z2

z6 + 20z3 − 80
− 1

z
− 9z8 + 360z5

z9 + 60z6 + 11200
,

w5(z) =
1

z
+

9z8 + 360z5

z9 + 60z6 + 11200
− 15z14 + 1680z11 + 25200z8 + 470400z5 − 9408000z2

z15 + 140z12 + 2800z9 + 78400z6 − 3136000z3 − 627200
,

Table 1.1: Rational solutions wα(z) = w(z;α) of PII obtained from (1.2) with
w0(z) = 0.

The result w1(z) in Table 1.1 can be written as

w1(z) = −1

z

=
d

dz
ln

1

z
.

Similarly, other rational solutions of PII can be written as the following

w2(z) =
1

z
− 3z2

z4 + 4

=
d

dz
ln

z

z3 + 4
,

w3(z) =
3z2

z3 + 4
− 6z5 + 60z2

z6 + 20z3 − 80

=
d

dz
ln

z3 + 4

z6 + 20z3 − 80
,

w4(z) =
6z5 + 60z2

z6 + 20z3 − 80
− 1

z
− 9z8 + 360z5

z9 + 60z6 + 11200

=
d

dz
ln

z6 + 20z3 − 80

z10 + 60z7 + 11200z
,
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and so on. In other words, rational solutions of PII obtained from (1.2) with the

seed solution w0(z) = 0 can be written as

wn(z) =
d

dz
ln

(
P (z)

Q(z)

)

where P (z) and Q(z) are polynomials. The rational solutions of PII are sum-

marised in the following theorem due to Vorob’ev [81] and Yablonskii [83].

Theorem 2. Rational solutions of PII exist if and only if α = n ∈ Z, that are

unique, and have the form

wn(z) = w(z;n) =
d

dz
ln

(
Qn−1(z)

Qn(z)

)

for n ≥ 1, where the polynomial Qn(z) satisfies the differential-difference equation

Qn+1(z)Qn−1(z) = zQ2
n(z)− 4

(
Qn(z)

d2Qn(z)

dz2
−
(

dQn(z)

dz

)2
)
, (1.3)

with Q0 = 1 and Q1 = z. Other rational solutions of PII are given by w0 = 0 and

w−n = −wn.

The proof of this theorem can be found in [35, 76, 81, 83]. It is clear from the

differential-difference equation (1.3) that Qn(z) are rational functions. However,

remarkably Qn(z) are actually polynomials despite dividing by Qn−1(z) at every

iteration. Taneda [76] used an algebraic method to prove that the Qn(z) are

indeed polynomials. Another surprising aspect is that (1.3) gives polynomials

that are monic and have integer coefficients. The polynomials Qn(z) are special

polynomials known as the Yablonskii–Vorob’ev polynomials. Examples of Yablon-

skii–Vorob’ev polynomials can be found in Table 1.2. The polynomials Qn(z) are

of degree n(n+1)
2

.

Fukutani, Okamoto and Umemura [35] found that the Yablonskii–Vorob’ev poly-

nomials Qn(z), where n is a positive integer, have n(n+1)
2

simple roots and that

Qn(z) and Qn+1(z) have no roots in common. The plots in Figure 1.1 show the
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Q0(z) = 1

Q1(z) = z

Q2(z) = z3 + 4

Q3(z) = z6 + 20z3 − 80

Q4(z) = z10 + 60z7 + 11200z

Q5(z) = z15 + 140z12 + 2800z9 + 78400z6 − 313600z3 − 6272000

Q6(z) = z21 + 280z18 + 18480z15 + 627200z12 − 17248000z9 + 1448832000z6

+19317760000z3 − 38635520000

Table 1.2: Yablonskii–Vorob’ev polynomials.

roots of some Yablonskii–Vorob’ev polynomials. Clarkson and Mansfield [28] in-

vestigated the locations of the roots of Yablonskii-Vorob’ev polynomials in the

complex plane and found that surprisingly the roots of Qn(z) form very regu-

lar approximate equilateral triangle structures. The term “approximate” is used

since the structures are not exact triangles as the roots do not lie on straight lines.

Clarkson and Mansfield [28] used the numerical value of roots of Qn(z) to show

that the roots lie in a triangular region bounded by curves. Many years later,

Buckingham and Miller [15, 16] and Bertola and Bothner [7] analytically studied

the Yablonskii-Vorob’ev polynomials and found that as n→∞ the roots of Qn(z)

lie in a triangular shaped region with sides that meet with interior angle 2
5
π.

Q10(z) Q15(z) Q20(z)

Figure 1.1: Plot of roots of Yablonskii–Vorob’ev polynomials Qn(z) for n =
10, 15, 20.
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Another indication that the Yablonskii–Vorob’ev polynomials are special is given

by their discriminant. The discriminant of monic polynomials is defined in Defini-

tion 1 and will be used throughout this thesis. If the discriminant of a polynomial

is non-zero, it shows that the roots of the polynomial are simple.

Definition 1. The discriminant of a monic polynomial

f(z) = zn + an−1z
n−1 + . . .+ a1z + a0,

with roots α1, α2, . . . , αn ∈ C is given by

Dis(f(z)) =
∏

1≤j<k≤n

(αj − αk)2.

The discriminant of the first few Yablonskii–Vorob’ev polynomials are given in

Table 1.3. The results in Table 1.3 show that the discriminant of Qn(z) are ex-

pressed as products of small integers to large powers. The following theorem is

due to Roberts [74].

Dis(Q2) = −(2)4(3)3

Dis(Q3) = (2)20(3)12(5)5

Dis(Q4) = (2)60(3)27(5)20(7)7

Dis(Q5) = (2)140(3)66(5)20(7)7

Dis(Q6) = −(2)280(3)147(5)80(7)63(11)11

Dis(Q7) = (2)504(3)270(5)125(7)112(11)44(13)13

Dis(Q8) = (2)840(3)450(5)195(7)175(11)99(13)52

Table 1.3: Discriminants of Yablonskii-Vorob’ev polynomials.
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Theorem 3. The discriminant of Qn(z) is given by

| Dis(Qn) |= 2n(n
2−1)(n+2)/6

n∏
j=1

(2j + 1)(2j+1)(n−j)2 ,

where Dis(Qn) < 0 if and only if n ≡ 2 mod 4.

Another remarkable property of the Yablonskii–Vorob’ev polynomials is that they

can be written in a determinantal form as the Wronskian of polynomials. In

Theorem 2, the Yablonskii–Vorob’ev polynomials are defined by the differential-

difference equation (1.3). As a result, the first n Yablonskii–Vorob’ev polynomials

are required in order to find the n + 1 th polynomial. Kajiwara and Ohta [46]

showed that the Yablonskii–Vorob’ev polynomials can be written as the Wronskian

of polynomials pj(z) defined in Theorem 4. The Wronskian of polynomials is

defined in Definition 2.

Definition 2. The Wronskian of polynomials f1(z), f2(z), . . . , fn(z) is given by

W(f1, f2, . . . , fn)(z) =

∣∣∣∣∣∣∣∣∣∣∣∣

f1 f2 . . . fn
df1
dz

df2
dz

. . . dfn
dz

...
...

...

dn−1f1
dzn−1

dn−1f2
dzn−1 . . . dn−1fn

dzn−1

∣∣∣∣∣∣∣∣∣∣∣∣
.

Theorem 4. Let pj(z) be the polynomial defined as

∞∑
j=0

pj(z)εj = exp

(
zε− 4

3
ε3
)
. (1.4)

Then the Yablonskii–Vorob’ev polynomial Qn(z) given by

Qn(z) = cnW
(
p1, p3, . . . , p2n−1

)
, cn =

n∏
j=1

(2j + 1)n−j
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with

w(z;n) =
d

dz
ln

(
Qn−1(z)

Qn(z)

)
satisfies PII with α = n ∈ Z and n ≥ 1.

Table 1.4 gives the first few pj(z) polynomials defined in (1.4). The Yablon-

skii–Vorob’ev polynomials arise in a multitude of areas, such as cold plasma physics

[75] and boundary value problems [4]. In 2021, Yang and Yang [84] showed that

Yablonskii–Vorob’ev polynomials can be used in the description of rogue wave

patterns. Rogue waves, also known as freak waves, refer to waves that appear as

extremely large, localized waves in the ocean, where the average height of a rogue

waves is almost twice the height of the surrounding waves. Rogue waves were

originally studied in oceanography due the potential threat rogue waves can have,

for example, to large ships [31].

p0(z) = 1

p1(z) = z

p2(z) =
z2

2!

p3(z) =
z3 − 8

3!

p4(z) =
z4 − 32z

4!

p5(z) =
z5 − 80z2

5!

Table 1.4: The first few polynomials pj(z) defined in (1.4).

So far, we have discussed the special polynomials Qn(z), associated with rational

solutions of PII. We now discuss other special polynomials associated with rational

solutions of Painlevé equations. Umemura [77] derived special polynomials Sn(z; τ)

associated with rational solutions of PIII. The polynomials Sn(z; τ) are known as

the Umemura polynomials and are defined in Theorem 5. The proof of this theorem

can be found in [23] and [45].
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Theorem 5. Suppose that Sn(z; τ) satisfies the differential-difference equation

Sn+1Sn−1 = −z

(
Sn

d2Sn
dz2

−
(

dSn
dz

)2
)
− Sn

dSn
dz

+ (z + τ)S2
n,

with S−1(z; τ) = 1 and S0(z; τ) = 1. Then

wn(z, τ) ≡ w(z;αn, βn) =
Sn(z; τ − 1)Sn−1(z; τ)

Sn(z; τ)Sn−1(z, τ − 1)
,

satisfies PIII with γ = 1 and δ = −1,

d2w

dz2
=

1

w

(
dw

dz

)2

− 1

z

dw

dz
+
αw2 + β

z
+ w3 − 1

w
, (1.5)

with αn = 2n+ 2τ − 1 and βn = 2n− 2τ + 1 and

wn(z, τ) ≡ w(z; α̃n, β̃n) =
Sn(z; τ)Sn−1(z; τ − 1)

Sn(z; τ − 1)Sn−1(z, τ)
,

satisfies PIII defined in (1.5), with α̃n = −2n+ 2τ − 1 and β̃n = −2n− 2τ + 1.

The Umemura polynomials have applications in multivortex solutions of the com-

plex sine-Gordon equation [8] and in MIMO wireless communication systems [20].

Examples of Sn(z; τ) and plots that show the roots Sn(z; τ) in the complex plane

for various values of τ can be found in [23]. The general form of the discriminants

of Sn(z; τ) can be found in [3]. Kajiwara and Masuda [48] derived the Wronskian

representation of Umemura polynomials associated with rational solutions for PIII

with γ = 1 and δ = −1. The result and proof can be found in [48]. Recent work

on rational and algebraic solutions of PIII can be found in [12, 13, 18].

Theorem 6. The Painlevé equation PIV

d2w

dz2
=

1

2w

(
dw

dz

)2

+
3

2
w3 + 4zw2 + 2(z2 − α)w +

β

w
,
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has rational solutions if and only if

α = m, β = −2(2n−m+ 1)2, (1.6)

or

α = m, β = −2

(
−m+

1

3

)2

, (1.7)

with m,n ∈ Z. Further, the rational solutions are unique.

Rational solutions of PIV are classified in Theorem 6. The proof of this theorem

can be found in [5, 38, 51, 62]. Okamoto [71] derived special polynomials Rn(z) and

Sn(z) associated with some rational solutions of PIV. The polynomials Rn(z) and

Sn(z) are known as Okamoto polynomials. Noumi and Yamada [67] generalised

the Okamoto polynomials so that all rational solutions of PIV can be expressed

in terms of special polynomials known as the generalized Hermite polynomials

Hm,n(z) and the generalized Okamoto polynomials Qm,n(z). Noumi and Yamada

[67] obtained their results on rational solutions of PIV by considering the symmetric

representation of PIV. The symmetric representation of PIV is discussed later in

this chapter.

The generalized Okamoto polynomials associated with rational solutions of PIV

arise in supersymmetric quantum mechanics [54] and generate previously unknown

rational-oscillatory solutions of the defocusing nonlinear Schrödinger (NLS) equa-

tion [26]. In Chapter 2, we discuss properties of the Okamoto polynomials and the

generalised Okamoto polynomials in detail. The generalized Hermite polynomials

associated with rational solutions of PIV arise as multiple integrals in random ma-

trix theory [9], in the description of vortex dynamics with quadrupole background

flow [27] and in supersymmetric quantum mechanics [6]. For convenience, we will

use the monic integer coefficient form of polynomials associated with rational so-

lutions of PIV. The following definition is of the generalised Hermite polynomials

Hm,n(z). Examples of generalised Hermite polynomials can be found in Table 1.5.
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Definition 3. The generalised Hermite polynomial Hm,n(z), where m and n are

integers, satisfy the differential-difference equations

mHm+1,nHm−1,n = Hm,n
d2Hm,n

dz2
−
(

dHm,n

dz

)2

+mH2
m,n

−nHm,n+1Hm,n−1 = Hm,n
d2Hm,n

dz2
−
(

dHm,n

dz

)2

− nH2
m,n

with H0,0(z) = H1,0(z) = H0,1(z) = 1, and H1,1(z) = z.

H1,1(z) = z

H2,2(z) = z4 + 3

H3,4(z) = z12 + 6z10 + 45z8 + 60z6 − 225z4 + 1350z2 + 675

H4,3(z) = z12 − 6z10 + 45z8 − 60z6 − 225z4 − 1350z2 + 675

H5,3(z) = z15 − 15z13 + 135z11 − 525z11 − 525z9 + 675z7 − 4725z5 − 7875z3

+ 23625z

Table 1.5: Generalised Hermite polynomials Hm,n(z).

H10,10(z) H9,11(z)

Figure 1.2: Plot of roots of generalised Hermite polynomials H10,10(z) and
H9,11(z).

The plots in Figure 1.2 show the roots of some generalised Hermite polynomials.

Clarkson [22] investigated the locations of the roots of Hm,n(z) in the complex
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plane and surprisingly found that the roots of Hm,n(z) form an approximate rect-

angle structure of size m× n. Clarkson [22] used the numerical value of the roots

of Hm,n(z) to show that the roots lie in a rectangular region bounded by curves.

Many years later, Masoero and Roffelsen [56] and Buckingham [14] analytically

studied the roots of Hm,n(z) as m,n → ∞ and showed that roots lie in rectan-

gles of size m × n bounded by curved lines. Recent studies on the asymptotic

distribution of the roots of certain Hm,n(z) can be found in [17, 55, 56].

The generalised Hermite polynomials and the generalised Okamoto polynomials

can both be written in a determinantal form as the Wronskian of Hermite poly-

nomials. The Hermite polynomials are defined in Definition 4. The n th Hermite

polynomial denoted Hn(z) is of degree n. The first few Hermite polynomials can

be found in Table 1.6. The Wronskian representations in Theorems 7 and 8 are

due to Noumi and Yamada [67]. For further details see Kajiwara and Ohta [47]

and Noumi and Yamada [67].

Definition 4. The Hermite polynomial Hn(z) is defined as

Hn(z) = (−1)n ez
2 dn

dzn
e−z

2

,

and satisfies the recurrence relation

Hn+1(z) = 2zHn(z)− 2nHn−1(z).

Theorem 7. The generalised Hermite polynomials Hm,n(z), where m and n are

positive integers, have the Wronskian representation

Hm,n(z) = c̃m,nW
(
Hm(z), Hm+1(z), . . . , Hm+n−1(z)

)
= c̃m,nW

(
{Hj(z)}m+n−1

j=m

)
,

where c̃m,n is a constant that ensures the Wronskian is monic.
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H0(z) = 1

H1(z) = 2z

H2(z) = 4z2 − 2

H3(z) = 8z3 − 12z

H4(z) = 16z4 − 48z2 + 12

H5(z) = 32z5 − 160z3 + 120z

Table 1.6: The first few Hermite polynomials.

Theorem 8. The generalised Okamoto polynomials Qm,n(z), where m and n are

positive integers, have the Wronskian representation

Qm,n(z) = cm,nW
(
H1(z), H4(z), . . . , H3m−2(z);H2(z), H5(z), . . . , H3n−1(z)

)
= cm,nW

(
{H1+3j(z)}m−1j=0 ; {H2+3j(z)}n−1j=0

)
,

where cm,n is a constant is a constant that ensures the Wronskian is monic.

The Wronskian of Hermite polynomials appear in the study of rational solutions of

PIV and in the theory of exceptional orthogonal polynomials (see, e.g. [30, 40, 68]

and the references therein). Felder, Hemery and Veselov [32] conjectured that the

roots of the Wronskian of Hermite polynomials are simple, except possibly at the

origin. This conjecture is due to earlier work by Veselov [79]. This tells us that

the discriminant of the Wronskian of Hermite polynomials with the exclusion of

roots at the origin, is non-zero. The general form of the discriminant of Hm,n(z)

and Qm,n(z) was found by Roberts (see [74]).

We now continue our discussion on special polynomials associated with rational

solutions of Painlevé equations. Kitaev, Law and McLeod [49] classified for which

values of α, β, γ and δ rational solutions of PV arise. Umemura [78] derived special

polynomials associated with some rational solutions of PV (also see [64]). Masuda,

Ohta and Kajiwara [59] generalised the polynomials found by Umemura so that

some rational solutions of PV can be expressed in terms of special polynomials
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known as the generalised Umemura polynomials Um,n(z; τ). Clarkson [24] investi-

gated the location of the roots of Um,n(z; τ) and found that when the parameter

τ is large and negative, the roots Um,n(z; τ) form two separate triangle structures,

one with 1
2
m(m+1) roots and another with 1

2
n(n+1) roots. Examples of structures

formed by the roots of Um,n(z; τ) can be found in [24].

Masuda [57] found another set of special polynomials associated with rational

solutions of PV. The rational solutions found by Masuda [57] are a special case of

special function solutions of PV expressible in terms of confluent hypergeometric

functions 1F1(a; c : z), when the confluent hypergeometric function reduces to the

associated Laguerre polynomial (see [57] for details).

Umemura [78] also derived special polynomials associated with some rational and

algebraic solutions of PVI (also see [63]). Mazzocco [61] classified for which values

of α, β, γ and δ rational solutions of PVI arise. Rational solutions of PVI are still

under investigation. A summary of some of the the special polynomials associated

with rational solutions of PII–PV can be found in Table 1.7.

Equation Special polynomials

PII Yablonskii–Vorob’ev polynomials Qn(z)

PIII Umemura polynomials Sn(z; τ)

PIV Okamoto polynomials Rn(z), Sn(z)

Generalised Okamoto polynomials Qm,n(z)

Generalised Hermite polynomials Hm,n(z)

PV Generalised Umemura polynomials Um,n(z; τ)

Table 1.7: Some of the special polynomials associated with rational solutions of
PII–PV. The parameters m, n and τ are integers.

One of the ways to generalize the Painlevé equations was proposed by Veselov

and Shabat [80] and Adler [2]. The idea is to write the Painlevé equations as

a symmetric system of first order non-linear equations. The symmetric form of

Painlevé equations are often used in the study of rational solutions of Painlevé

equations. For example, Noumi and Yamada [67] obtained their results on rational
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solutions of PIV by considering the symmetric representation of PIV. Noumi and

Yamada [67] showed that the symmetric form of PIV is the following system of

equations

df0
dz

+ f0(f1 − f2) = α0, (1.8)

df1
dz

+ f1(f2 − f0) = α1, (1.9)

df2
dz

+ f2(f0 − f1) = α2, (1.10)

where α0, α1 and α2 are constants. By taking the sum of the three equations

(1.8)-(1.10) we get that

df0
dz

+
df1
dz

+
df2
dz

= α0 + α1 + α2 = k

where k is a constant. Hence,

f0 + f1 + f2 = kz + c

where c is the integration constant. Assuming that k 6= 0, we normalize the

variables so that k = −2 and c = 0. This gives the constraints

f0 + f1 + f2 = −2z, α0 + α1 + α2 = −2. (1.11)

Under the normalisation constraint f0 + f1 + f2 = −2z, the system of equations

(1.8)-(1.10) is equivalent to PIV.

Proof. If we multiply the equation f0 + f1 + f2 = −2z by f0 and then subtract

equation (1.8) we find that

f 2
0 −

df0
dz

+ 2f0f2 + 2zf0 + α0 = 0.
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Therefore,

f2 =
1

2f0

(
df0
dz
− f 2

0 − 2zf0 − α0

)
. (1.12)

Similarly, if we multiply the equation f0 + f1 + f2 = −2z by f0 and then add

equation (1.8) we find that

f 2
0 +

df0
dz

+ 2f0f1 + 2zf0 + α0 = 0.

This tells us that

f1 = − 1

2f0

(
df0
dz

+ f 2
0 + 2zf0 + α0

)
. (1.13)

Substituting (1.12) and (1.13) into equation (1.9) gives the result

1

4f 2
0

(
−2f0

d2f0
dz2

+

(
df0
dz

)2

+ 3f 4
0 + 8f 3

0 z + f 2
0 (4z2 − 2α0 − 4α1 − 4)− α2

0

)
= 0.

Therefore,

d2f0
dz2

=
1

2f0

((
df0
dz

)2

+ 3f 4
0 + 8f 3

0 z + f 2
0 (4z2 − 2α0 − 4α1 − 4)− α2

0

)
.

Setting w = f0 gives the result

d2w

dz2
=

1

2w

(
dw

dz

)2

+
3

2
w3 + 4w2z + w(2z2 − α0 − 2α1 − 2)− α2

0

2w
.

This is PIV with α = α0

2
+ α1 + 1 and β = −α2

0

2
.

Noumi and Yamada [67] showed that the system of equations (1.8)-(1.10) possesses

a symmetry group of Bäcklund transformations acting on the tuple of solutions

and parameters (f0, f1, f2 | α0, α1, α2) (see [67] for details). This symmetry group

is the affine Weyl group A
(1)
2 (see [65, 67] for details). It follows from Noumi and

Yamada [67] that the system (1.8)-(1.10) with the constraints (1.11) has the simple
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rational solutions

(i) (f0, f1, f2) = (−2z, 0, 0), (α0, α1, α2) = (−2, 0, 0),

(ii) (f0, f1, f2) =

(
−2

3
z,−2

3
z,−2

3
z

)
, (α0, α1, α2) =

(
−2

3
,−2

3
,−2

3

)
.

The rational solutions (i) and (ii) can be used as “seed solutions” to generate the

hierarchy of rational solutions of PIV. Noumi and Yamada [67] showed that rational

solutions arising from (i) can be expressed in terms of the generalised Hermite

polynomials Hm,n(z) and rational solutions arising from (ii) can be expressed in

terms of the generalised Okamoto polynomials Qm,n(z), which will be discussed in

the next chapter.

Noumi and Yamada [66] soon realised that the structure of the system of equations

(1.8)-(1.10) can be generalised to any number of equations. This resulted in the

introduction ofAN -Painlevé system, also known as the Noumi and Yamada system.

The system of equations (1.8)-(1.19) is known as the A2-Painlevé system. The

A2n-Painlevé system is a set of 2n+ 1 non-linear differential equations defined as

dfi
dz

+ fi

n∑
j=1

(fi+2j−1 − fi+2j) = αi, i = 0, 1, . . . , 2n mod (2n+ 1)

with the (normalisation) constraints

2n∑
j=0

fj = −2z,
2n∑
j=0

αj = −2.

For example, the A4-Painlevé system is the following

df0
dz

+ f0(f1 − f2 + f3 − f4) = α0, (1.14)

df1
dz

+ f1(f2 − f3 + f4 − f0) = α1, (1.15)

df2
dz

+ f2(f3 − f4 + f0 − f1) = α2, (1.16)
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df3
dz

+ f3(f4 − f0 + f1 − f2) = α3, (1.17)

df4
dz

+ f4(f0 − f1 + f2 − f3) = α4, (1.18)

where α0, α1, α2, α3 and α4 are constants, with the constraints

f0 + f1 + f2 + f3 + f4 = −2z, α0 + α1 + α2 + α3 + α4 = −2. (1.19)

It has been conjectured by Veselov [79] that all Wronskians of Hermite polynomials

arise in connection to rational solutions of one of the AN -Painlevé system. It

follows from results found by Matsuda [60] (also see [58]) that the A4-Painlevé

system (1.14)-(1.18) with the constraints (1.19) has the simple rational solutions

(i) f = (−2z, 0, 0, 0, 0), α = (−2, 0, 0, 0, 0),

(ii) f =

(
−2

3
z,−2

3
z,−2

3
z, 0, 0

)
, α =

(
−2

3
,−2

3
,−2

3
, 0, 0

)
,

(iii) f =

(
−2

5
z,−2

5
z,−2

5
z,−2

5
z,−2

5
z

)
, α =

(
−2

5
,−2

5
,−2

5
,−2

5
,−2

5

)
,

where f = (f0, f1, f2, f3, f4) and α = (α0, α1, α2, α3, α4). Filipuk and Clarkson

[33] investigated the rational solutions that arise from the simple solutions found

by Matsuda [60]. Filipuk and Clarkson [33] expressed rational solutions arising

from (i) in terms of new polynomials that they introduced, called the symmetric

Hermite polynomials. They also expressed rational solutions arising from (iii) in

terms of new polynomials called the symmetric Okamoto polynomials.

Definition 5. The symmetric Hermite polynomials have the Wronskian represen-

tation

Hm,n,r,s(z) = W
(
{Hj(z)}m+n−1

j=m ; {Hm+n+j(z)}r+s−1j=r

)
,

where Hn(z) is the n th Hermite polynomial.
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Definition 6. The symmetric Okamoto polynomials have the Wronskian repre-

sentation

Qm,n,r,s(z) = W
(
{H1+5j(z)}m−1j=0 ; {H2+5j(z)}n−1j=0 ; {H3+5j(z)}r−1j=0; {H4+5j(z)}s−1j=0

)
where Hn(z) is the n th Hermite polynomial.

Figure 1.3: Plot of the roots of H3,9,10,14(z).

Filipuk and Clarkson [33] observed that the roots of the symmetric Hermite poly-

nomials and symmetric Okamoto polynomials surprisingly form interesting struc-

tures and patterns in the complex plane. The plots in Figure 1.3 and Figure 1.4

are of the roots of the symmetric polynomial H3,9,10,14(z) and Q3,9,10,14(z), respec-

tively. Further plots can be found in [33]. As the plots show, the structures formed

by the roots of the symmetric Hermite and symmetric Okamoto polynomials are

more complicated than the structures we have discussed so far in this chapter. The

structures formed by the roots of the symmetric Hermite and symmetric Okamoto

polynomials are yet to be described, except the case where the symmetric Okamoto

polynomials are equal to the generalised Okamoto polynomials. The generalised
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Figure 1.4: Plot of the roots of Q3,9,10,14(z).

Okamoto polynomials

Qm,n(z) =W
(
{H1+3j(z)}m−1j=0 ; {H2+3j(z)}n−1j=0

)
,

which arise in connection to the A2-Painlevé system, are also known as the 3-

Okamoto polynomials because of the sequence of Hermite polynomials in the

Wronskian. Similarly, the symmetric Okamoto polynomials, defined in Defini-

tion 6, which arise in connection to the A4-Painlevé system can be called the

5-Okamoto polynomials.

It has been conjectured that the roots of the Wronskian of Hermite polynomials

are simple, except possibly at the origin [32]. It follows from Theorem 3.1 and

Remark 3.2 in [11] that the roots of the Wronskian of Hermite polynomials at the

origin are of multiplicity
(p− q)(p− q + 1)

2
, (1.20)

where p is the number of Hermite polynomials in the Wronskian that are of odd

degree and q is number of Hermite polynomials in the Wronskian of even degree.
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It has also been proven that if P (z) is the Wronskian of Hermite polynomials then

P (z) = zkP̃ (z2), (1.21)

where k is equal to (1.20) and P̃ (z2) is some polynomial [11]. This tells us that

the roots of the Wronskian of Hermite polynomials are symmetric about the real

and imaginary axis, e.g. see Figure 1.3 and Figure 1.4.

In Chapter 2, we explore how the structures formed by the roots of the 3-Okamoto

polynomials Qm,n(z) in the complex plane depend on the parameters m and n. The

structures and patterns formed by the roots of the 5-Okamoto polynomials (for

example in Figure 1.4) are very surprising and intriguing, and unlike the structures

we have discussed in this chapter. The beautiful structures and patterns formed by

the roots of the 5-Okamoto polynomials Qm,n,r,s(z) motivate us to first investigate

the roots of polynomials that we call 4-Okamoto polynomials Qm,n,r(z). We define

the 4-Okamoto polynomials to be

Qm,n,r(z) =W
(
{H1+4j(z)}m−1j=0 ; {H2+4j(z)}n−1j=0 ; {H3+4j(z)}r−1j=0

)
.

In Chapter 3, we explore the structures formed by the roots of 4-Okamoto poly-

nomials in the complex plane and the relationship between the structures and the

parameters m,n and r.

We now continue our discussion of the A4-Painlevé system. Earlier we discussed

the simple solution

(ii) f =

(
−2

3
z,−2

3
z,−2

3
z, 0, 0

)
, α =

(
−2

3
,−2

3
,−2

3
, 0, 0

)
,

due to Matsuda [60]. Recent work by Clarkson, Gómez-Ullate, Grandati and Mil-

son [29] expressed rational solutions arising from (ii) in terms of a new polynomial

Pm,n,r,s(z) that they introduced.
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Definition 7. The polynomial Pm,n,r,z(z) has the Wronskian representation

Pm,n,r,s(z) =W
(
{H1+3j(z)}m−1j=0 ; {H2+3j(z)}n−1j=0 ; {Hr+3j(z)}s−1j=0

)
,

provided that

r /∈ {1, 4, . . . , 3m− 2, 2, 5, . . . , 3n− 1}.

Similar, to the polynomials Hm,n,r,s(z) and Qm,n,r,s(z) the roots of Pm,n,r,z(z) also

form surprising structures. Figure 1.5 shows the roots of P8,16,18,5(z) in the complex

plane. Further plots can be found in [29].

Figure 1.5: Plot of the roots of P8,16,18,5(z).

The Wronskian of polynomials are naturally associated with partitions since Wron-

skians are labelled by partitions (see [32]). In the next section of this chapter, we

define partitions and explain how to visually represent partitions using Young dia-

grams and Maya diagrams. We also discuss cores and quotients of partitions. The

cores and quotients of partitions have many applications and are of great interest

in representation theory and number theory. Partitions are often used to study
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the structure of the Wronskian of polynomials. Recent work on the Wronskian

of Hermite polynomials and their coefficients was studied by Bonneux, Dunning

and Stevens [11] using the combinatorial concepts of cores and quotients. In 2021

Gómez-Ullate, Grandati and Milson [41] provided a complete classification of ra-

tional solutions of the A2n-Painlevé system using Maya diagrams and partitions

associated with some rational solution of the A2n-Painlevé system.

1.3 Partitions and diagrams

In this section, we discuss partitions, Young diagrams, Maya diagrams and cores

and quotient of partitions. The following definitions and theorems, as well as

further examples can be found in [43, 50, 53, 82].

Definition 8. A partition λ of a positive integer Λ is a sequence (λ1, λ2, . . . , λm)

of weakly decreasing positive integers such that λ1 + λ2 + · · ·+ λm = Λ.

Example 1. For example, a partition of the integer 14 is

λ = (5, 3, 2, 2, 1, 1)

≡ (5, 3, 22, 12).

Definition 9. Given a partition λ = (λ1, λ2, . . . , λm), the associated polynomial

Pλ(z) is given by

Pλ(z) = W
(
fn1 , fn2 , . . . , fnm

)
,

where fnj
is a polynomial of degree nj and

nj = λj +m− j. (1.22)
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Definition 10. The degree vector associated with λ is the sequence

nλ = (n1, n2, . . . , nm).

Example 2. For example, the polynomial associated with the partition λ =

(5, 3, 22, 12) is

Pλ(z) =W
(
f10, f7, f5, f4, f2, f1

)
and the associated degree vector of λ is nλ = (10, 7, 5, 4, 2, 1).

Definition 11. The size of a partition λ = (λ1, λ2, . . . , λm) is denoted by

|λ| = λ1 + λ2 + · · ·+ λm.

A partition can be visually represented by a Young diagram.

Definition 12. The Young diagram of λ = (λ1, λ2, . . . , λm) is a left-justified shape

of m rows of boxes of length λ1, λ2, . . . , λm.

Example 3. Figure 1.6 shows the Young diagram of λ = (5, 3, 22, 12).

Figure 1.6: The Young diagram of λ = (5, 3, 22, 12).

Definition 13. The conjugate λ∗ of a partition λ is the partition found by re-

flecting the Young diagram of λ about the diagonal, so that rows become columns

and columns become rows.

Example 4. Figure 1.7 shows that the conjugate of λ = (5, 3, 22, 12) is λ∗ =

(6, 4, 2, 1, 1).
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Figure 1.7: The Young diagram of the conjugate of λ = (5, 3, 22, 12).

Definition 14. A partition λ is called self-conjugate if λ = λ∗.

Definition 15. Given a Young diagram the hook of a box in position (i, j), i.e.

in the i th row and j th column, consists of all boxes to its right, the box itself

and all the boxes below.

Example 5. Figure 1.8 shows the hook at position (2,2) of the Young diagram

of λ = (5, 3, 22, 12). The boxes that form the hook at position (2,2) have been

coloured red.

Figure 1.8: The Young diagram of λ = (5, 3, 22, 12). The red boxes form the hook
in position (2,2) of the Young diagram.

Definition 16. A hook has a corner, an arm ending in a hand, and a leg ending

in a foot.

Example 6. Consider the hook in position (2,2) of the Young diagram in Figure

1.8. The corner of this hook is the box in position (2,2), the hand is the box in

position (2,3), and the foot is the box in position (4,2).

Definition 17. The hook length of a box in position (i, j) is the number of boxes

in the hook at position (i, j).
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Example 7. Figure 1.8 shows that the hook length of the box in position (2,2) is 4.

Therefore, we say that the hook in position (2,2) of the partition λ = (5, 3, 22, 12)

is of hook length 4. Figure 1.9 shows the Young diagram of λ = (5, 3, 22, 12) and

its hook lengths.

10 7 4 2 1

7 4 1

5 2

4 1

2

1

Figure 1.9: The Young diagram of λ = (5, 3, 22, 12) with the hook length of hooks
in position (i, j).

Definition 18. A hook of length p is called a p-hook.

Example 8. Figure 1.9 shows that the Young diagram of λ = (5, 3, 22, 12) has a

7-hook in position (1, 2) and another in position (2, 1).

Remark 1. The first column hook lengths of the Young diagram of λ are precisely

the elements of the degree vector nλ of λ.

Definition 19. The rim of the Young diagram refers to the set of boxes in position

(i, j) of the Young diagram such that the boxes (i+ 1, j + 1) do not exist.

Example 9. Figure 1.10 shows the rim of the Young diagram of λ = (5, 3, 22, 12).

Figure 1.10: The Young diagram of λ = (5, 3, 22, 12). The boxes coloured red
form the rim of the Young diagram.
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Definition 20. A rim p-hook consists of boxes from the hand to the foot of a

p-hook along the rim of the Young diagram.

Remark 2. A rim p-hook is of length p i.e. it consists of p boxes.

Example 10. The 7-hooks of λ = (5, 3, 22, 12) are in position (1, 2) and (2, 1).

Figures 1.11 and 1.12 show the rim 7-hook corresponding with each of the 7-hooks

of λ = (5, 3, 22, 12).

Figure 1.11: The Young diagram of λ = (5, 3, 22, 12) has a 7-hook in position
(1,2). The blue boxes form a rim 7-hook.

Figure 1.12: The Young diagram of λ = (5, 3, 22, 12) has a 7-hook in position
(2,1). The green boxes form a rim 7-hook.

Definition 21. The p-core of a partition is the partition corresponding to the

Young diagram after all rim p-hooks have been removed.

Example 11. The 4-core of λ = (5, 3, 22, 12) can be found by first removing the

rim 4-hook in Figure 1.13 coloured by blue boxes and then the ones coloured

red. Removing the coloured boxes in Figure 1.13 results in the Young diagram of

(12). Since the partition (12) has no rim 4-hooks, i.e. there are no rim 4-hooks to

remove, it means the 4-core of λ = (5, 3, 22, 12) is (12).
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Figure 1.13: The Young diagram of λ = (5, 3, 22, 12). The 4-core of λ can be found
first removing the rim 4-hooks coloured by blue boxes and then the ones coloured

by red boxes.

Alternatively, the 4-core of λ = (5, 3, 22, 12) can be found in the following way.

Example 12. If we first remove the rim 4-hooks in Figure 1.14 that are coloured

by red boxes and then the ones coloured blue, we are left with the partition (12).

Figure 1.14: The Young diagram of λ = (5, 3, 22, 12). The 4-core of λ can be
found by first removing the rim 4-hooks coloured by red boxes and then the boxes

coloured blue.

Figures 1.13 and 1.14 show that the 4-core of λ = (5, 3, 22, 12) is (12).

Theorem 9. Removing all rim p-hooks leads to a unique p-core irrespective of the

order in which the hooks are removed.

A partition is called a p-core if it does not contain any p-hooks. For example,

Figure 1.9 shows that λ = (5, 3, 22, 12) is a 3-core partition, since λ does not

contain any 3-hooks. Similarly, λ = (5, 3, 22, 12) is also a 6-core partition. Figure

1.9 shows that λ = (5, 3, 22, 12) is not a 2-core partition, since it contains 2-hooks.

In the following example we find the 2-core of λ = (5, 3, 22, 12).
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Example 13. Figure 1.15 shows that if we first remove the rim 2-hooks coloured

by blue boxes, and then the ones coloured by red boxes, followed by the rim 2-

hook coloured by green boxes, we are left with the Young diagram of (12). Since

the partition (12) contains a 2-hook in position (1, 1) this means it contains a rim

2-hook. Therefore, the 2-core of λ = (5, 3, 22, 12) is the empty set.

Figure 1.15: The Young diagram λ = (5, 3, 22, 12). The 2-core of λ can be found
by first removing the rim 2-hooks coloured by blue boxes, then the ones coloured

by red boxes and lastly the rim 2-hooks coloured by green boxes.

We later discuss how abacus displays of a partition can be used to find the p-core

of the partition. We now discuss Maya diagrams which are often used to represent

partitions visually. The Maya diagram of a partition is found using the border of

the partition’s Young diagram.

Definition 22. The border of a Young diagram refers to the boundary of the

diagram that connects the northeast corner of the diagram to the southwest corner,

along the southeast boundary of the Young diagram.

Example 14. Figure 1.16 shows the border of the Young diagram of λ = (5, 3, 22, 12).

Figure 1.16: The Young diagram of λ = (5, 3, 22, 12) with green lines to highlight
the border of the Young diagram.
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Definition 23. The Maya diagram of a partition λ is a sequence of beads and

empty beads that can be found using the Young diagram of λ. To find the Maya

diagram of λ, start at the southwest corner of the Young diagram of λ and walk

along the border of the diagram, placing a bead for each step up and an empty

bead for each step to the right. Straightening out the diagram of beads and empty

beads gives the Maya diagram of λ.

The partition λ of an integer Λ = λ1 + λ2 + · · ·+ λm is

λ = (λ1, λ2, . . . , λm)

≡ (λ1, λ2, . . . , λm, 0, 0, 0, . . . , 0).

As a consequence, the Maya diagram of partitions contains of an infinite number

of beads at the start of the diagram, and an infinite number of empty beads at

the end of the diagram. For convenience, we will not include such beads in our

examples.

Example 15. Figure 1.17 shows the Young diagram of λ = (5, 3, 22, 12) with beads

and empty beads placed along the border of the diagram. Figure 1.18 shows the

Maya diagram of λ = (5, 3, 22, 12).

Figure 1.17: The Young diagrams of λ = (5, 3, 22, 12) with beads and empty beads
along the border of the diagram.

Figure 1.18: The Maya diagram of λ = (5, 3, 22, 12).
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Given the Maya diagram of a partition λ = (λ1, λ2, . . . , λm), the terms λ1, λ2, . . . , λm

can be determined by counting the number of empty beads to the left of each bead

starting from the right hand side of the Maya diagram.

The sequence of beads and empty beads in the Maya diagram of λ can be ar-

ranged into columns. If we read the Maya diagram from left to right starting

with the first empty bead of the diagram and then arrange the beads and empty

beads onto p columns it produces a display known as a p-runner abacus dis-

play. Since, the partition λ = (λ1, λ2, . . . , λm) of an integer is equivalent to

λ = (λ1, λ2, . . . , λm, 0, 0, . . . , 0), the abacus display of partitions include an infi-

nite number of beads at the start of each runner and an infinite number of empty

beads at the end of each runner of the abacus display. For convenience we will not

be including these beads in our examples. Figure 1.19 shows the 4-runner abacus

display of λ = (5, 3, 22, 12). The 2-runner abacus display is shown in Figure 1.23.

Figure 1.19: The 4-runner abacus display of λ = (5, 3, 22, 12).

A partition λ is a p-core if and only if every bead in the p-runner abacus display

of λ has a bead directly above it. Earlier, we discussed that λ = (5, 3, 22, 12) is a

3-core since its does not contain any 3-hook. It is clear to see that λ is a 3-core

from Figure 1.20.

If the p-runner abacus of λ contains empty beads directly above beads it shows

that λ contains rim p-hooks. As discussed earlier, the p-core of λ is obtained by

removing all rim p-hooks of λ. The rim p-hooks can be removed by pushing up all
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Figure 1.20: The 3-runner abacus display of λ = (5, 3, 22, 12).

the beads in the p-runner abacus of λ up as far as they can go. Pushing up a bead

by one place in the p-runner abacus display of λ is equivalent to removing a rim p-

hook. Once the abacus display of the p-core is obtained, the p-core can be found by

looking at the position of beads and empty beads to determine the corresponding

Young diagram, i.e. the Young digram of the p-core. In the following example, we

explain how to determine the 4-core of λ.

Example 16. Figure 1.21 is the result of pushing all the beads in Figure 1.19

up as far as they can go. Figure 1.21 shows that every bead in the display has a

bead directly above it. This shows that the partition corresponding to Figure 1.21

is a 4-core partition. The position of the beads and empty beads in Figure 1.21

tells us that the Young diagram of the 4-core is of the form shown in Figure 1.22.

Figure 1.22 shows that the 4-core of λ = (5, 3, 22, 12) is the partition (12), which

we found earlier.

Example 17. If we push all the beads in Figure 1.23 up as far as they can go we

get Figure 1.24. Since all beads in Figure 1.24 contain a bead directly above it,

we know that the corresponding partition is a 2-core. Figure 1.24 shows that the

2-core of λ = (5, 3, 22, 12) is the empty set, since no beads appear after the first

empty bead of each each runner.

Remark 3. A 2-core is always of the form

(m,m− 1,m− 2, . . . , 1),
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Figure 1.21: The 4-runner abacus display of the 4-core λ = (5, 3, 22, 12).

Figure 1.22: The Young diagram of the 4-core of λ = (5, 3, 22, 12).

Figure 1.23: The 2-runner abacus display of λ = (5, 3, 22, 12).

where m ∈ Z+. Partitions of this form are known as staircase partition.

Definition 24. The p-quotient of λ is an ordered set of p partitions where each

partition describes how many places beads in each runner of the p-runner abacus

display of λ have been pushed up by to form the the p-runner abacus display of

the p-core of λ.

The following example explains how to find the 2-quotient (µ, ν) of λ = (5, 3, 22, 12).
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Figure 1.24: The 2-runner abacus display of the 2-core of λ = (5, 3, 22, 12).

Example 18. Figure 1.23 shows the 2-runner abacus display of λ and Figure

1.24 shows the 2-runner abacus display of the 2-core of λ. To obtain Figure 1.24

from 1.23, all three beads in the first runner of Figure 1.23 need to be pushed up.

The first and second bead in the first runner need to be pushed up by one place,

and the third bead needs to be pushed up by three places. This tells us that the

partition µ = (3, 12). The second runner of Figure 1.23 shows that two beads need

to pushed up, each by one place in order to obtain Figure 1.24. This shows that

the partition ν = (12). Therefore, the 2-quotient of λ = (5, 3, 22, 12) is

(
(3, 12), (12)

)
.

Remark 4. To ensure that the 2-quotient (µ, ν) obtained from the 2-runner abacus

display of λ is ordered, i.e. that the first runner gives µ and the second runner gives

ν, it is required that the second runner of the 2-runner abacus display contains

at least as many beads as the first runner (see [82]). According to Wildon [82],

including an additional bead to the start of the first runner and rearranging beads

and empty beads to include the additional beads, allows the second runner to

contain at least as many beads as the first.

Remark 5. With this convention to fix the order of the partitions µ and ν in

the 2-quotient of λ, the correspondence between λ and pairs of 2-cores δ and
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2-quotients (µ, ν) is bijective (δ, (µ, ν)).

Remark 6. Recent findings on the ordering of p-quotients for p > 2 can be found

in [10]. It is known that there is a bijective correspondence between λ and the

pairs of p-cores and ordered p-quotients of λ (see [10]).

1.4 Thesis outline

Chapter 2 focuses on properties of the generalised Okamoto polynomials Qm,n(z).

We first consider properties of the Okamoto polynomials Rn(z) and Sn(z) which

are special cases of Qm,n(z). We then discuss structures formed by the roots

of generalised Okamoto polynomials in the complex plane. In this chapter, we

determine the explicit form of the family of partitions λ associated with Qm,n(z)

and show that these partitions are 3-core partitions. We find that the relative

size of m and n affects the structures formed by the roots of Qm,n(z) and the set

of partitions λ associated with Qm,n(z). We determine the explicit form of the

conjugate of partitions λ associated with Qm,n(z) by considering the general form

of the Young diagram λ associated with Qm,n(z). The conjugate partitions of λ

are used when we discuss the polynomials

Rm,n(z) = idQm,n(−iz),

where d is the degree of Qm,n(z). The motivation for investigating the polynomials

Rm,n(z) is to confirm our findings on the structures formed by the roots of Qm,n(z)

in the complex plane. We determine the 2-cores and 2-quotients of λ associated

with Qm,n(z) by considering the 2-runner abacus display of λ.

Chapter 3 is on properties of the 4-Okamoto polynomials Qm,n,r(z). We start by

investigating the relationship between m,n and r and the structures formed by the

roots of Qm,n,r(z) in the complex plane. In this chapter, we determine the explicit

form of the family of partitions λ associated with Qm,n,r(z) and the conjugate
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of these partitions. We explain why the family of partitions λ associated with

Qm,n,r(z) are 4-core partitions. We use the 2-runner abacus display of λ associated

with Qm,n,r(z) to determine the 2-cores and 2-quotients of λ. The polynomials

Rm,n,r(z) = idQm,n,r(−iz),

where d is the degree of Qm,n,r(z) are discussed towards the end of this chapter.

Chapter 3 ends with an investigation on the discriminant of a subset of the 4-

Okamoto polynomials.



Chapter 2

The generalised Okamoto

polynomials

In this chapter, we investigate properties of the generalised Okamoto polynomials

Qm,n(z). The generalised Okamoto polynomials are naturally associated with a

specific family of partitions. In this chapter, we explore how aspects of these

partitions play a role in properties of Qm,n(z). We first discuss the structures

formed by the roots of Qm,n(z) in the complex plane. We investigate the explicit

form of the partitions λ associated with Qm,n(z) and the conjugate of λ. In

this chapter, we also determine the 2-cores and 2-quotients of λ associated with

Qm,n(z). The polynomials

Rm,n(z) = idQm,n(−iz),

where d is the degree of Qm,n(z) given in (2.1) are also discussed in this chapter.

The motivation for studying the polynomials Rm,n(z) is to check the structures

formed by the roots of Qm,n(z) in the complex plane. We start this chapter by first

considering the Okamoto polynomials Rn(z) and Sn(z), which are special cases of

Qm,n(z).

41
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The Okamoto polynomials are special polynomials associated with some rational

solutions of PIV. The following definition is of the monic integer coefficient form

of the Okamoto polynomials, defined by Okamoto [71].

Definition 25. The Okamoto polynomials Rn(z) where n is an integer satisfy the

differential-difference equation

Rn+1Rn−1 = Rn
d2Rn

dz2
−
(

dRn

dz

)2

+ (z2 − 2n− 1)R2
n,

with R−1(z) = R0(z) = 1. The Okamoto polynomials Sn(z) where n is an integer

satisfy

Sn+1Sn−1 = Sn
d2Sn
dz2

−
(

dSn
dz

)2

+ (z2 − 2n)S2
n,

with S0(z) = 1 and S1(z) = z.

The Okamoto polynomials are of degree n(n + 1) and n2, respectively. The first

few Okamoto polynomials can be found in Tables 2.1 and 2.2.

R1(z) = z2 − 1

R2(z) = z6 − 5z4 + 5z2 − 5

R3(z) = z12 − 14z10 + 65z8 − 140z6 + 175z4 − 350z2 + 175

R4(z) = z20 + 10z18 − 5z16 − 240z14 − 630z12 − 364z10 − 2170z8 − 3040z6

−4396z4 − 1390z2 − 801

Table 2.1: Okamoto polynomials Rn(z).

S1(z) = z

S2(z) = z4 − 2z2 − 1

S3(z) = z9 − 8z7 + 14z5 − 35z

S4(z) = z16 − 20z14 + 140z12 − 420z10 + 350z8 + 980z6 − 4900z4 + 4900z2

+1225

Table 2.2: Okamoto polynomials Sn(z).
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The Okamoto polynomials have the symmetric property (see [71])

R−n(z) = i−n(n−1)Rn−1(iz),

and

S−n(z) = i−n
2

Sn(iz).

As a result, Okamoto polynomials with n positive are often studied. The Okamoto

polynomials defined in Definition 25, for n ≥ 1 can be written as the Wronskian

of Hermite polynomials defined in Theorem 10 (see [67]). For convenience, the

monic Hermite polynomials, also known as the probabilists’ Hermite polynomials,

can be used.

Definition 26. The probabilist’s Hermite polynomial Hen(z) are defined as

Hen(z) = (−1)n e
z2

2
dn

dzn
e−

z2

2 .

The n th probabilist’s Hermite polynomial is of degree n. The first few probabilist’s

Hermite polynomials can be found in Table 2.3.

He0(z) = 1

He1(z) = z

He2(z) = z2 − 1

He3(z) = z3 − 3z,

He4(z) = z4 − 6z2 + 3

He5(z) = z5 − 10z3 + 15z

Table 2.3: The first few probabilist’s Hermite polynomials.

Theorem 10. The Okamoto polynomials for n ≥ 1 have the Wronskian represen-

tation

Rn(z) = cnW
({

He2+3j(z)
}n−1
j=0

)
,

Sn(z) = cnW
({

He1+3j(z)
}n−1
j=0

)
,
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where

cn =
∏
i<j

1

nj − ni
,

ensures that polynomials are monic. The terms n1, n2, . . . , n` are the degrees of

the Hermite polynomials in the Wronskian.

Figure 2.1 shows the roots of Rn(z) and Sn(z) in the complex plane. Clarkson

[22] observed that the roots of Okamoto polynomials form highly regular struc-

tures in the complex plane. Clarkson [22] found that the roots of Rn(z) form

two approximate equilateral triangles of size n, and the roots of Sn(z) form two

approximate equilateral triangles of size n− 1, with an additional row of roots on

a straight line between the two equilateral triangles. It is clear to see from the

plots in Figure 2.1 that the equilateral triangle structures formed by the roots of

Okamoto polynomials are bounded by curves.

Over a decade after the Okamoto polynomials were introduced, Noumi and Ya-

mada [67] generalised the Okamoto polynomials so that all rational solutions of

PIV can be expressed in terms the generalised Hermite polynomials Hm,n(z) and

the generalised Okamoto polynomials Qm,n(z). We discussed the generalised Her-

mite polynomials in Chapter 1. Examples of generalised Hermite polynomials can

be found in Table 1.5 and examples of structures formed by the roots of Hm,n(z)

can be found in Figure 1.2. To recap, Clarkson [22] found that the roots of Hm,n(z)

form an approximate rectangle structure of size m× n.

The following definition is the monic integer coefficient form of the generalised

Okamoto polynomials defined by Noumi and Yamada [67].

Definition 27. The generalised Okamoto polynomials Qm,n(z), where m and n

are integers, satisfy the differential-difference equations

Qm+1,nQm−1,n = Qm,n
d2Qm,n

dz2
−
(

dQm,n

dz

)2

+ (z2 − 2m+ n)Q2
m,n,

Qm,n+1Qm,n−1 = Qm,n
d2Qm,n

dz2
−
(

dQm,n

dz

)2

+ (z2 +m− 2n− 1)Q2
m,n,
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R10(z) S10(z)

R15(z) S15(z)

Figure 2.1: Plot of roots of Rn(z) and Sn(z) for n = 10 and n = 15.

with Q0,−1(z) = Q0,0(z) = Q1,−1(z) = 1 and Q1,0(z) = z.

The generalised Okamoto polynomials Qm,n(z) are of degree

d = m2 + n2 −mn+ n. (2.1)

Examples of Qm,n(z) are given in Table 2.4.

Noumi and Yamada showed that Qm,n(z) can be written as the Wronskian of Her-

mite polynomials. The Wronskian representation of Qm,n(z), defined in Definition

27, in terms of the probabilist’s Hermite polynomials is given in Theorem 11 (see

[67]).
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Q1,1(z) = z2 + 1

Q1,2(z) = z5 − 5z

Q2,1(z) = z4 + 2z2 − 1

Q2,2(z) = z6 + 5z4 + 5z2 + 5

Q2,3(z) = z10 + 5z8 − 10z6 − 50z4 − 75z2 + 25

Q3,3(z) = z12 + 14z10 + 65z8 + 140z6 + 175z4 + 350z2 + 175

Q3,4(z) = z17 + 16z15 + 60z13 − 160z11 − 1650z9 − 4400z7 − 7700z5 + 9625z

Q5,3(z) = z22 + 21z20 + 105z18 − 455z16 − 5950z14 − 19110z12 − 19110z10

+31850z8 − 111475z6 − 557375z4 − 111475z2 − 111475

Table 2.4: Generalised Okamoto polynomials Qm,n(z).

Theorem 11. The generalised Okamoto polynomials Qm,n(z) where m and n are

positive integers have the Wronskian representation

Qm,n(z) = cm,nW
({

He1+3j(z)
}m−1
j=0

;
{

He2+3j(z)
}n−1
j=0

)
, (2.2)

where

cm,n =
∏
i<j

1

nj − ni
, (2.3)

ensures that Qm,n(z) is monic. The terms n1, n2, . . . , n` are the degrees of the

Hermite polynomials in the Wronskian.

It is clear from Theorems 10 and 11 that the polynomials Qn,0(z) and Sn(z) are

equal, and the polynomials Q0,n(z) and Rn(z) are equal.

Alternatively, the generalised Okamoto polynomials can be defined by the polyno-

mials Ωm,n(z) and Σm,n(z) introduced by Clarkson (see [22] and [26], respectively).

Note that in [22] and [26] the polynomials Ωm,n(z) that I defined in Theorem 12,

are called Qm,n(z), and the polynomials Σm,n(z) that I defined in Theorem 13, are

called Q−m,−n(z) in [26].
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Theorem 12. The generalised Okamoto polynomials Ωm,n(z) where m and n are

non-negative integers have the Wronskian representation

Ωm,n(z) = cm,nW
({

He1+3j(z)
}m+n−2
j=0

;
{

He2+3j(z)
}n−2
j=0

)
,

where cm,n is defined in (2.3).

Theorem 13. The generalised Okamoto polynomials Σm,n(z) where m and n are

non-negative integers have the Wronskian representation

Σm,n(z) = cm,nW
({

He1+3j(z)
}m−1
j=0

;
{

He2+3j(z)
}m+n−1
j=0

)
,

where cm,n is defined in (2.3).

Figures 2.3 and 2.5 respectively show the roots of Ωm,n(z) and Σm,n(z) in the

complex plane. All of the plots in this chapter from Figure 2.3 onwards, exclude

any roots at the origin. Clarkson observed that the roots of both polynomials

form approximate equilateral triangle and rectangle structures in the complex

plane. Figure 2.2 illustrates the structures observed by Clarkson. In this thesis,

we use the term “blocks” to refer to structures formed by the roots of polynomials.

The notation A − C, shown in Figure 2.2, refer to the different types of blocks

formed by the roots of generalised Okamoto polynomials.

The blocks A−C illustrated in Figure 2.2 are as follows:

� Block A are equilateral triangles on the imaginary axis.

� Block B are equilateral triangles on the real axis.

� Block C is a rectangle that lies around the origin, and is of width c1, height

c2, and size c1 × c2.

Clarskon [22] investigated the roots of Ωm,n(z) in the complex plane, and found

that the roots form A blocks of size n − 1, B blocks of size m − 1, and C blocks
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C c2

c1

BB

A

A

Figure 2.2: Blocks formed by roots of generalised Okamoto polynomials.

of size n ×m. A summary of the size of blocks formed by Ωm,n(z) can be found

in Table 2.5.

Ω7,4(z) Ω4,4(z) Ω4,7(z)

Figure 2.3: Plot of roots of Ω7,4(z), Ω4,4(z) and Ω4,7(z).

Block Ωm,n(z)

A (n− 1)-triangle

B (m− 1)-triangle

C n×m rectangle

Table 2.5: Blocks formed by roots of Ωm,n(z).
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A comparison of Theorems 10 and 12 shows that

Ωm,n(z) = cm+n−1,n−1Qm+n−1,n−1(z). (2.4)

To recap, the parameters m and n of Ωm,n(z) are non-negative integers. It follows

from (2.4) and Table 2.5, that the roots of Qm,n(z) when m > n, form the blocks

found in Table 2.6. The plots in Figure 2.4 show examples of blocks formed by

the roots of Qm,n(z) when m > n.

Block Qm,n(z) with m > n

A n-triangle

B (m− n− 1)-triangle

C (n+ 1)× (m− n) rectangle

Table 2.6: Blocks formed by the roots of Qm,n(z) when m > n.

Figure 2.5 show the blocks formed by the roots of Σm,n(z). Clarkson [26] found

that the roots of Σm,n(z) form the blocks found in Table 2.7.

Block Σm,n(z)

A m-triangle

B n-triangle

C m× n rectangle

Table 2.7: Blocks formed by roots of Σm,n(z).

A comparison of Theorems 10 and 13 shows that

Σm,n(z) = cm,m+nQm,m+n(z). (2.5)

To recap, the parameters m and n of Σm,n(z) are non-negative integers. It follows

from (2.5) and Table 2.7, that the roots of Qm,n(z) when n > m, form the blocks

found in Table 2.8. The plots in Figure 2.6 show examples of blocks formed by

the roots of Qm,n(z) when n > m.

The plots in Figure 2.7 show the roots of generalised Okamoto polynomialsQn,n(z).

Figure 2.7 shows that the roots of Qn,n(z) form A blocks of size n, and B and C
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Q6,2(z) Q6,3(z) Q6,4(z)

Q7,2(z) Q7,3(z) Q7,4(z)

Q8,2(z) Q8,3(z) Q8,4(z)

Figure 2.4: Plot of roots of Qm,n(z) with m > n.

Block Qm,n(z) with n > m

A m-triangle

B (n−m)-triangle

C m× (n−m) rectangle

Table 2.8: Blocks formed by the roots of Qm,n(z) when n > m.
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Σ7,4(z) Σ4,4(z) Σ4,7(z)

Figure 2.5: Plot of roots of Σ7,4(z), Σ4,4(z) and Σ4,7(z).

blocks that are “empty”, i.e. of size zero. A summary of the blocks formed by

Qn,n(z) can be found in Table 2.9.

Block Qn,n(z)

A n-triangle

Table 2.9: Blocks formed by the roots of Qn,n(z).

Table 2.10 gives a summary of the size of blocks A−C formed by roots of Qm,n(z)

for each parameter condition of m and n. A comparison of the results in Table

Block when m > n when m = n when m < n

A n n m

B m− n− 1 n−m
C (n+ 1)× (m− n) m× (n−m)

Table 2.10: Size of blocks formed by roots of Qm,n(z) when m > n, m = n or
m < n.

2.10 show that the size of block A is the smaller parameter out of m and n. By

introducing the terms a and b, the results in Table 2.10 can be simplified. Let

a denote the smaller parameter out of m and n, and let b denote the difference

between the larger and smaller parameter out of m and n. By also introducing

γ =

0 when m < n

1 when m > n.
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Q6,10(z) Q6,11(z) Q6,12(z)

Q7,10(z) Q7,11(z) Q7,12(z)

Q8,10(z) Q8,11(z) Q8,12(z)

Figure 2.6: Plot of roots of Qm,n(z) with n > m.

we can simplify the results in Table 2.10 to Table 2.11. Note that when a = 0

block A is empty, and when b = 0, blocks B and C are empty.

Block size of blocks formed by Qm,n(z)

A a

B b− γ
C (a+ γ)× b

Table 2.11: Size of blocks formed by roots of Qm,n(z).
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Q6,6(z) Q7,7(z) Q8,8(z)

Figure 2.7: Plot of roots of Qn,n(z) for n = 6, . . . , 8.

2.1 The partition λ associated with Qm,n(z)

The generalised Okamoto polynomials are naturally associated with a family of

partitions. The partitions associated with the generalised Okamoto polynomials

Ωm,n(z) and Σm,n(z) can be found in [26]. The partitions associated with Qm,n

can be derived from the partitions associated with Ωm,n(z) and Σm,n(z). The

motivation for studying the partitions λ associated with Qm,n(z) is to explore how

aspects of these partitions play a role in properties of Qm,n(z). In this section,

we determine the explicit form of the partitions λ associated with Qm,n(z). We

then use the explicit form of λ to find its conjugate partition λ∗. For convenience,

we introduce the notation λm,n to denote the partition λ associated with Qm,n(z),

and the notation λ∗m,n to denote the conjugate of λm,n. Towards the end of this

chapter, we determine the 2-cores and 2-quotients of λm,n.

2.1.1 The partition λ

As discussed in Chapter 1, the parts λj in the partition λ associated with the

Wronskian W(fn1 , fn2 , . . . , fn`
) are defined as

λj = nj + j − `. (2.6)
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We are interested in the partition λ associated with

Qm,n(z) = cm,nW
({

He1+3j(z)
}m−1
j=0

;
{

He2+3j(z)
}n−1
j=0

)
. (2.7)

By the definition of λ, the associated degree vector of λm,n is nλ = (n1, n2, . . . , n`),

where n1, n2, . . . , n` are the degrees of the Hermite polynomials in (2.7), ordered

from large to small.

Theorem 14. When parameters are equal

λn,n =

({(
j)2
}n
j=1

)
.

Proof. The generalised Okamoto polynomial

Qn,n(z) = cn,nW
({

He1+3j(z)
}n−1
j=0

;
{

He2+3j(z)
}n−1
j=0

)
,

therefore, the degree vector associated with λn,n is

nλ = (3n− 1, 3n− 2, 3n− 4, 3n− 5, . . . , 1).

It follows from (2.6) that

λn,n =
(
n, n, n− 1, n− 1, . . . , 1, 1

)
.

Theorem 15. When m > n the partition

λm,n =

({
n− 1 + 2j

}m−n
j=1

;
{(
j)2
}n
j=1

)
.

Proof. When m > n the degree vector associated with λm,n is

nλ = (3m− 2, 3m− 5, . . . , 3n+ 1, 3n− 1, 3n− 2, 3n− 4, . . . , 1).
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It follows from (2.6) that when m > n

λm,n =
(
2m− n− 1, 2m− n− 3, . . . , n+ 1, n, n, n− 1, . . . , 1

)
.

Theorem 16. When n > m the partition

λm,n =

({
m+ 2j

}n−m
j=1

;
{(
j)2
}m
j=1

)
.

Proof. When n > m the degree vector associated with λm,n is

nλ = (3n− 1, 3n− 4, 3n− 7, . . . , 3m+ 2, 3m− 1, 3m− 2, . . . , 1).

It follows from (2.6) that when n > m

λm,n =
(
2n−m, 2n−m− 2, . . . ,m+ 2,m,m,m− 1, . . . , 1

)
.

A summary of the partitions λm,n for all three parameter conditions of m and n

can be found in Table 2.12.

case no. condition partition λm,n

1 m > n

({
n− 1 + 2j

}m−n
j=1

;
{(
j)2
}n
j=1

)
2 m = n

({(
j
)2}n

j=1

)
3 m < n

({
m+ 2j

}n−m
j=1

;
{(
j)2
}m
j=1

)
Table 2.12: The partitions λm,n for all three parameter conditions of m and n.

The partitions in Table 2.12 are unordered, since the upper limit of each sequence

in Table 2.12 gives the largest term of the sequence, and the lower limit, i.e. j = 1

gives the smallest term of each sequence. A comparison of the results in Table



Chapter 2 The generalised Okamoto polynomials 56

2.12 shows that all partitions contain “double” terms, i.e. terms of the form (z)2,

where z is a positive integer. When m and n are not equal, the partitions λm,n also

contain “single” terms, i.e. terms of the form z. A comparison of the sequences

in Table 2.12 shows that the upper limit of the sequence of single terms can be

described by the relative size of m and n. Similarly, each sequence in Table 2.12

can be expressed in terms of the relative size of m and n. By introducing the terms

a, b and γ the partitions in Table 2.12 can be simplified to the following theorem.

Theorem 17. The partition λm,n for all parameter conditions of m and n is

λm,n =

({
a− γ + 2j

}b
j=1

;
{(
j)2
}a
j=1

)
, (2.8)

where a denotes the smaller parameter, b denotes the difference between the larger

and smaller parameter out of m and n, and

γ =

0 when m < n

1 when m > n.

Our aim is to now determine the explicit form the conjugate partition λ∗m,n using

the Young diagram of λm,n. Earlier we discussed that λm,n consists of single and

double terms when m and n are not equal (see Table 2.12). This tells us that

the Young diagrams of λm,n, when m and n are not equal, will consist of single

rows, i.e. consecutive rows that are of different length, and double rows, i.e. two

consecutive rows of the same length.

Remark 7. It follows from (2.8) that when m and n are not equal, the Young

diagram of λm,n consists of b single rows and a sets of double rows. When m and

n are not equal, row b of the Young diagram of λm,n is simply the shortest single

row of the diagram. It follows from (2.8) that the difference in length between

row b and row b + 1, is one when m > n, and two when n > m. When m > n,

we call Qm,n(z) a case 1 polynomial, and when n > m we call Qm,n(z) a case 2

polynomial.
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Figure 2.8 shows examples of λm,n and the Young diagram of λm,n when m and n

are not equal. Figures 2.9 and 2.10 show the general form of the Young diagram

of λm,n when m > n and n > m, respectively. The coloured boxes in row b of the

diagrams highlight the difference in length between row b and row b+ 1.

m > n n > m

λ5,2 = (7, 5, 3, 22, 12) λ2,5 = (8, 6, 4, 22, 12)

Figure 2.8: Examples of λm,n and the Young diagram of λm,n when m and n
are not equal. Row b of the Young digram of λm,n, when m > n or n > m is the
shortest single row of the diagram. Row b of each diagram in this figure contain
purple coloured boxes to highlight the difference in length between row b and row

b+ 1.

If the Young diagram of λm,n(z) consists of single and double rows it follows from

Remark 7, that the parameters m and n are not equal. The parameters m and n

can be found by first determining the terms a and b. The term b is the number of

single rows in the Young diagram, and the term 2a is the number of rows that form

double rows in the Young diagram. To recap, a denotes the smaller parameter our

of m and n, and b denotes the difference between the larger and smaller parameter

out of m and n. Table 2.13 can be used as a criteria to determine the parameter

condition of m and n.

Remark 8. It follows from (2.8) that the Young diagram of λn,n consists of n

“sets” of double rows, i.e. 2n rows that form double rows, and no single rows.

Therefore, the total number of rows in the Young diagram of λn,n is 2n.

Figure 2.11 shows the general form of the Young diagram of λn,n.
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. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

. . . . . .

...

Figure 2.9: The Young diagram of λm,n when m > n. Row b of this Young
diagram is the shortest single row of the diagram. Row b contains a purple coloured

box to highlight the difference in length between row b and row b+ 1.

. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

. . . . . .

...

Figure 2.10: The Young diagram of λm,n when n > m. Row b of this Young
diagram is the shortest single row of the diagram. Row b contains purple coloured

boxes to highlight the difference in length between row b and row b+ 1.
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case no condition row b and b+ 1

1 m > n 1

3 n > m 2

Table 2.13: Difference in length between row b and b + 1 of the Young diagram
of λm,n. When m and n are not equal, row b of the Young diagram of λm,n is the

shortest single row of the Young diagram.

. . . . . .

. . . . . .

. . . . . .

...
...

...

Figure 2.11: The Young diagram of λn,n. This Young diagram consists of 2n rows.

2.1.2 The conjugate of λ

We have determined the explicit form of the partitions λm,n and the general form

of the Young diagram of λm,n. Our aim is to now determine the explicit form of

the conjugate partition of λm,n.

Theorem 18. The conjugate partition of λn,n is

λ∗n,n =

({
2n− 2j + 2

}n
j=1

)
.
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Proof. Figure 2.11 shows the general form of the Young diagram of λn,n. The first

column of this Young diagram is of length 2n. The second column is of length

2n− 2, the third column is of length 2n− 4 and so on. Therefore, the conjugate

partition of λn,n is

λ∗n,n = (2n, 2n− 2, 2n− 4, . . . , 2).

Theorem 19. The conjugate partition of λm,n when m > n is

λ∗m,n =

({
m+ n− 2j + 2

}n+1

j=1
;
{

(j)2
}m−n−1
j=1

)
.

Proof. When m > n the partition

λm,n =

({
n− 1 + 2j

}m−n
j=1

;
{(
j)2
}n
j=1

)
. (2.9)

The general form of the Young diagram of λm,n when m > n, can be found in

Figure 2.9. The row containing the purple coloured box in Figure 2.9 is row b of

the Young diagram. This row is of length n + 1. As a result, the Young diagram

of λ∗m,n when m > n, contains a column of length n + 1. Figure 2.12 shows the

Young diagram of λ∗m,n when m > n. The box outlined in purple indicates the

position of the purple coloured box in Figure 2.9.

Figure 2.12 shows that the Young diagram of λ∗m,n when m > n, consists of n+ 1

single rows. It follows from (2.9) that the first column of the Young diagram of

λm,n is of length m+ n. Therefore, the first row in Figure 2.12 is of length m+ n.

Figure 2.12 shows that consecutive single rows decrease in length by two. This

mean the single rows in the Young diagram of λ∗m,n when m > n, are of length

m+ n− 2j + 2, j = 1, 2, . . . , n+ 1.
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. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

...

n+ 1 rows

Figure 2.12: The Young diagram of λ∗m,n when m > n.

It follows from (2.9) that the first row of the Young diagram of λm,n when m > n

is of length 2m − n + 1. Hence, the first column of the Young diagram λ∗m,n in

Figure 2.12 is of length 2m − n + 1. Figure 2.12 shows that the Young diagram

of λ∗m,n consists of single and double rows. We can see that there are n+ 1 single

rows in the diagram, therefore, the remaining 2(m − n − 1) rows of the diagram

form double rows.

. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

...

n+ 1 rows

2(m− n− 1) rows

Figure 2.13: The Young diagram of λ∗m,n when m > n with brackets indicating
the number of rows in the diagram.

Figure 2.13 also shows that consecutive double rows decrease in length by one,

and that the shortest double row of the diagram is of length one. Therefore, the

rows that form double rows in the Young diagram of λm,n when m > n, are of

length
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(j)2, j = 1, . . . ,m− n− 1.

Theorem 20. The conjugate partition of λm,n when n > m is

λ∗m,n =

({
m+ n− 2j + 2

}m
j=1

;
{

(j)2
}n−m
j=1

)
.

Proof. When n > m the partition

λm,n =

({
m+ 2j

}n−m
j=1

;
{(
j)2
}m
j=1

)
. (2.10)

Figure 2.10 shows the general form of the Young diagram of λm,n when n > m.

It follows from (2.10) that the first row of the Young diagram in Figure 2.10 is of

length 2n−m, and the length of row b of the diagram is m+2. The row containing

the purple coloured boxes in Figure 2.10 is row b of the Young diagram. Figure

2.14 shows the Young diagram of λ∗m,n when n > m. The boxes outlined in purple

indicates the position of the purple coloured boxes in Figure 2.10.

. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

...

m+ 2 rows

Figure 2.14: The Young diagram of λ∗m,n when n > m.

Figure 2.14 shows that the rows that contain a box outlined in purple, form double

rows i.e two consecutive rows of the same length. Therefore, the Young diagram
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in Figure 2.14 consists of m single rows. The longest single row in Figure 2.14 is

of length m + n and consecutive single rows decrease in length by two. Hence,

Figure 2.14 shows that the Young diagram of λ∗m,n when n > m, consists of single

rows of length

m+ n− 2j + 2, j = 1, 2, . . . ,m.

It follows from (2.14) that the first column of the Young diagram of λ∗ in Figure

2.14 is of length 2n−m. Figure 2.14 shows that the Young diagram consists of m

single rows. This means the remaining 2(n−m) rows form double rows.

. . . . . .

...
...

...
...

...

...
...

. . . . . .

. . . . . .

...

m rows

2(n−m) rows

Figure 2.15: The Young diagram of λ∗m,n when n > m with brackets indicating
the number of rows in the diagram.

Figure 2.15 shows that consecutive double rows decrease in length by one. There-

fore, the Young diagram of λ∗m,n when n > m consists of double rows of length

(j)2, j = 1, 2, . . . , n−m.

A summary of the conjugate partitions λ∗m,n(z) can be found in Table 2.14.
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case no. condition partition λ∗m,n

1 m > n

({
m+ n− 2j + 2

}n+1

j=1
;
{

(j)2
}m−n−1
j=1

)
2 m = n

({
2n− 2j + 2

}n
j=1

)
3 m < n

({
m+ n− 2j + 2

}m
j=1

;
{

(j)2
}n−m
j=1

)
Table 2.14: The partitions λ∗m,n for all three parameter conditions of m and n.

2.1.3 The 2-core of λ

The explicit form of the partition λ∗m,n for all parameter conditions of m and n

are given in Table 2.14. In Chapter 1, we discussed how to determine the 2-core

of λ using the 2-runner abacus display of λ. In order to find the 2-runner abacus

display of λ we require the Maya diagram of λ.

The Maya diagram diagram of λm,n can be found by placing beads and empty

beads along the border of the Young diagram of λm,n. The Maya diagram of λm,n

will consist of empty beads in position 0 + 3j, and beads in position 1 + 3j and

2 + 3j. If we arrange the Maya digram of λm,n, from left to right, onto three

runners, we get the abacus display shown in Figure 2.16. The first runner in

Figure 2.16 contains no beads, the second runner contains m beads, and the third

runner contains n beads. Figure 2.16 shows that every bead in the 3-runner abacus

display λm,n has a bead directly above it. Therefore, λm,n is a 3-core partition for

all parameters of m and n.

Theorem 21. When m is odd the 2-core of λm,n is

δ =

 ∅ when n is odd

(1) when n is even.
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0 beads m beads n beads

Figure 2.16: The 3-runner abacus display of λm,n.

Proof. Figure 2.17 shows the 2-runner abacus display of λm,n, when m and n are

odd, and m > n. Both runners in Figure 2.17 contain the same number of beads.

Therefore, if we push all the beads up as far as they can go, we find that no beads

appear after the first empty bead of the abacus display. Hence, when m and n are

odd and m > n, the 2-core of λm,n is the empty set.

Figure 2.18 shows the 2-runner abacus display of λm,n when m and n are odd and

n > m. Since the number of beads in each runner is the same, the 2-core is the

empty set.

Figure 2.19 shows the 2-runner abacus display of λn,n. As the number of beads in

both runners is the same it means the 2-core of λn,n is the empty set. Therefore,

when m and n are odd and m = n, the 2-core is the empty set.

Figures 2.20 and 2.21 show the 2-runner abacus display of λm,n, when m is odd

and n is even. The second runner in both figures contain one more bead than the

first runner of the figure. Therefore, it follows from Figures 2.20 and 2.21 that a

bead appears after the first empty bead of the abacus display. Hence, the 2-core

of λm,n, when m is odd and n is even, is (1).
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n beads

1
2
(m− n) beads

n beads

1
2
(m− n) beads

Figure 2.17: The 2-runner abacus display of λm,n when m and n are odd with
m > n.

m beads

1
2
(n−m) beads

m beads

1
2
(n−m) beads

Figure 2.18: The 2-runner abacus display of λm,n when m and n are odd and
n > m.



Chapter 2 The generalised Okamoto polynomials 67

n beads n beads

Figure 2.19: The 2-runner abacus display of λn,n.

n beads

1
2
(m− n− 1) beads

n beads

1
2
(m− n+ 1) beads

Figure 2.20: The 2-runner abacus display of λm,n when m is odd, n is even and
m > n.

Theorem 22. When m is even the 2-core of λm,n is the empty set.

Proof. Similar to the proof of Theorem 21.
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m beads

1
2
(n−m− 1) beads

m beads

1
2
(n−m+ 1) beads

Figure 2.21: The 2-runner abacus display of λm,n when m is odd, n is even and
n > m.

2.1.4 The 2-quotient of λ

The 2-quotient (µ, ν) of a partition λ can found by making a note of how many

places beads in the first and second runner of the 2-runner abacus display of λ are

pushed up by, to form the 2-runner abacus display of the 2-core of λ. Interestingly,

we found that whether parameters are odd or even effects the 2-cores of λm,n.

Theorem 23. The 2-quotient (µ, ν) of λ2n,2n is

µ =
(
n2, (n− 1)2, (n− 2)2, . . . , (1)2

)
,

ν =
(
n, (n− 1)2, (n− 2)2, . . . , (1)2

)
.
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Proof. Figure 2.22 shows the 2-runner abacus display of λ2n,2n. All 2n beads in

the first runner shown in Figure 2.22, need to be pushed up to form the abacus

display of the 2-core. Figure 2.22 shows that 2j th and the 2j − 1 th beads need

to be pushed up by j places. Therefore, the partition µ in the 2-quotient of λ2n,2n

is

µ =
(
n2, (n− 1)2, (n− 2)2, . . . , 12

)
.

2n beads 2n beads

Figure 2.22: The 2-runner abacus display of λ2n,2n.

The second runner in Figure 2.22 contains 2n−1 beads that need to be pushed up.

The 2j th and 2j + 1 th beads in this runner need to be pushed up by j places to

produce the abacus display of the 2-core. This means the last bead i.e. the 2n th

bead of the display needs to be pushed up by n places. The 2n− 2 th and 2n− 1

th bead need to be pushed up by n− 1 places, and so on. Hence, the partition ν

in the 2-quotient of λ2n,2n is

ν =
(
n, (n− 1)2, (n− 2)2, . . . , 12

)
.
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Theorem 24. The 2-quotient (µ, ν) of λ2n+1,2n+1(z) is

µ =
(
n+ 1, n2, (n− 1)2, . . . , (1)2

)
,

ν =
(
n2, (n− 1)2, (n− 2)2, . . . , (1)2

)
.

Proof. The first runner in Figure 2.23 shows that the 2j − 1 th and 2j th beads

need to be pushed up by j places to form the abacus display of the 2-core. This

means the last bead i.e. the 2n + 1 th bead needs to be pushed by n + 1 places.

The 2n th and 2n−1 th bead need to pushed up by n places, and so on. Therefore,

the partition µ in the 2-quotient of λ2n+1,2n+1 is

µ =
(
n+ 1, n2, (n− 1)2, . . . , 12

)
.

2n+ 1 beads 2n+ 1 beads

Figure 2.23: The 2-runner abacus display of λ2n+1,2n+1.

The second runner in Figure 2.23 shows that the 2j th and 2j+1 th beads need to

be pushed up by j places. Therefore, the partition ν in the 2-quotient of λ2n+1,2n+1

is

ν =
(
n2, (n− 1)2, (n− 2)2, . . . , 12

)
.
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Theorem 25. The 2-quotients of λm,n can be found in Tables 2.15 and 2.16. The

2-quotients in both tables are ordered.

polynomial partition µ partition ν

Q2m,2n(z)
(
{m+ 2j − 1}n−mj=1 ; {(j)2}mj=1

) (
{m+ 2j − 2}n−m+1

j=1 ; {(j)2}m−1j=1

)
Q2m,2n+1(z)

(
{m+ 2j − 2}n−m+1

j=1 ; {(j)2}m−1j=1

) (
{m+ 2j − 1}n−m+1

j=1 ; {(j)2}mj=1

)
Q2m+1,2n+1(z)

(
{m+ 2j − 1}n−m+1

j=1 ; {(j)2}mj=1

) (
{m+ 2j − 1}n−mj=1 ; {(j)2}mj=1

)
Q2m+1,2n(z)

(
{m+ 2j − 1}n−mj=1 ; {(j)2}mj=1

) (
{m+ 2j − 1}n−mj=1 ; {(j)2}mj=1

)
Table 2.15: The 2-quotients of λm,n when n ≥ m.

polynomial partition µ partition ν

Q2m,2n(z)
(
{n+ 2j}m−nj=1 ; {(j)2}nj=1

) (
{n+ 2j}m−n−1j=1 ; {(j)2}nj=1

)
Q2m,2n+1(z)

(
{n+ 2j}m−n−1j=1 ; {(j)2}nj=1

) (
{n+ 2j + 1}m−n−1j=1 ; {(j)2}n+1

j=1

)
Q2m+1,2n+1(z)

(
{n+ 2j + 1}m−n−1j=1 ; {(j)2}n+1

j=1

) (
{n+ 2j}m−nj=1 ; {(j)2}nj=1

)
Q2m+1,2n(z)

(
{n+ 2j}m−nj=1 ; {(j)2}nj=1

) (
{n+ 2j}m−nj=1 ; {(j)2}nj=1

)
Table 2.16: The 2-quotients of λm,n when m > n.

Proof. Similar to the proof of Theorems 23 and 24.

2.2 The Rm,n(z) polynomials

It is known that the Wronskian of Hermite polynomials Pλ(z) satisfies

Pλ(z) = idPλ∗(−iz), (2.11)

where d is the degree of Pλ(z). The polynomial Pλ(z) is associated with the

partition λ, and the polynomial Pλ∗(z) is associated with the conjugate of λ. It
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follows from (2.11) that the generalised Okamoto polynomials

Qm,n(z) = idQs,t(−iz), (2.12)

where d is defined in (2.1), and s and t are positive integers, such that λ∗m,n = λs,t.

For convenience, we introduce the polynomials Rm,n(z) defined in the following

definition.

Definition 28. Define Rm,n(z) as

Rm,n(z) = id cm,nW
({

He1+3j(−iz)
}m−1
j=0

;
{

He2+3j(−iz)
}n−1
j=0

)
,

where cm,n is defined in (2.3) and d is defined in (2.1) .

It follows form (2.12) that there exists positive s and t, such that

Qm,n(z) = Rs,t(z).

Our aim is to find the polynomials Rs,t(z) using the partitions λ∗m,n. The mo-

tivation for studying the Rm,n(z) polynomials, is to check the blocks formed by

the roots of Qm,n(z). Since the roots of Rm,n(z) are the negative conjugate of the

roots of Qm,n(z), there is a 90 degree rotation between the blocks formed by the

roots of both polynomials. Figure 2.2 shows an illustration of the blocks A − C

formed by the roots of generalised Okamoto polynomials. Figure 2.24 shows how

the blocks in Figure 2.2 look after a 90 degree rotation.

We are interested in the polynomials Rs,u(z) equal to Qm,n(z). By Definition 28,

the polynomials

Rs,u(z) = idQs,t(−iz).

Therefore, we can check the blocks formed by the roots of Qm,n(z), by checking if

there is a 90 degree rotation between the blocks formed by the roots of Qm,n(z)

and the blocks formed by the roots of Qs,t(z). We can find the blocks formed by

the roots of Qs,t(z) by considering the parameter condition of s and t.
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C c1

c2

AA

B

B

Figure 2.24: A 90 degree rotation of the blocks formed by roots of generalised
Okamoto polynomials, shown in Figure 2.2.

Theorem 26. When m > n the polynomials Qm,n(z) and Rm,m−n−1(z) are equal.

Proof. When m > n the partition

λ∗m,n =

({
m+ n− 2j + 2

}n+1

j=1
;
{

(j)2
}m−n−1
j=1

)
.

Figure 2.25 shows the general form of the Young diagram of λ∗m,n when m > n.

Since the Young diagram in Figure 2.25 consists of single and double terms, it

follows from Remark 7, that the parameters s and t are not equal. Figure 2.25

consists of n + 1 single rows and m − n − 1 sets of double rows. This means

b = n+1 and a = m−n−1 of Rs,t(z). This tells us that the parameters of Rs,t(z)

are m and m− n− 1. Row b of the Young diagram in Figure 2.25 is the n+ 1 th

row of the diagram. Figure 2.25 shows that the difference in length between row

b and row b + 1 is one. This means Rs,t(z) is a case 1 polynomial when m > n.

Therefore, the polynomial associated with λ∗m,n when m > n, is Rm,m−n−1(z).
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...
...

. . . . . .

. . . . . .

...

n+ 1 rows

2(m− n− 1) rows

Figure 2.25: The Young diagram of λ∗m,n when m > n with brackets indicating
the number of rows in the diagram.

Suppose we want to check the results in Table 2.17. We have proven that when

Qm,n(z) when m > n, i.e. when Qm,n(z) is a case 1 polynomial, it is equal to the

case 1 polynomial, Rm,m−n−1(z). It follows from the results in Table 2.17 that

the roots of Qm,m−n−1(z) form the blocks found in Table 2.18. A comparison of

the blocks in Tables 2.17 and 2.18 shows a 90 degree rotation between the blocks

formed by the roots of Qm,n(z) and Qm,m−n−1(z), when m > n, as expected.

Block Qm,n(z) with m > n

A n-triangle

B (m− n− 1)-triangle

C (n+ 1)× (m− n) rectangle

Table 2.17: Blocks formed by the roots of Qm,n(z) when m > n.

Block Qm,m−n−1(z) with m > n

A (m− n− 1)-triangle

B n-triangle

C (m− n)× (n+ 1) rectangle

Table 2.18: Blocks formed by the roots of Qm,m−n−1(z) when m > n.

Theorem 27. When n > m the polynomials Qm,n(z) and Rn−m,n(z) are equal.
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Proof. When n > m the partition

λ∗m,n =

({
m+ n− 2j + 2

}m
j=1

;
{

(j)2
}n−m
j=1

)
.

The general form of the Young diagram of λ∗m,n when n > m can be found in

Figure 2.15. The Young diagram of λ∗m,n when n > m, consists of m single rows

and n −m sets of double rows. Therefore, it follows from (2.9) that b = m and

a = n −m of Rs,t(z), when n > m. This tells us that the parameters of Rs,t(z)

are n and n−m. Row b of the Young diagram in Figure 2.15 is the m th row of

the diagram. Figure 2.15 shows that the difference in length between row b and

row b + 1 is two. Therefore, Rs,t(z) is a case 3 polynomial, when n > m. Hence,

the polynomial associated with λ∗m,n when n > m, is Rn−m,n(z).

Table 2.19 shows that there is a 90 degree rotation between the blocks formed by

the roots of Qm,n(z) and Qn−m,n(z), when n > m.

Block Qm,n(z) with n > m Qn−m,n(z) with n > m

A m-triangle (n−m)-triangle

B (n−m)-triangle m-triangle

C m× (n−m) rectangle (n−m)×m rectangle

Table 2.19: Blocks formed by the roots of Qm,n(z) and Qn−m,n(z) when n > m.

Theorem 28. The polynomials Qn,n(z) and R0,n(z) are equal.

Proof. The partition

λ∗n,n =

({
2n− 2j + 2

}n
j=1

)
.

Figure 2.26 shows the Young diagram of λ∗n,n. This Young diagram consists of n

single rows and zero sets of double rows. This means b = n and a = 0 of Rs,t(z).

Hence, the parameters of Rs,t(z) are 0 and n. Row b of the Young diagram in

Figure 2.26 is the n th row of the diagram. Figure 2.26 shows that the difference

in length between row b and row b+1 is two. Hence, Rs,t(z) is a case 3 polynomial

when m = n. Therefore, the polynomial associated with λ∗n,n is R0,n(z).
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Figure 2.26: The Young diagram of λ∗n,n.

In the proof above, we saw that when Qm,n(z) is a case 2 polynomial i.e. when

m = n, it is equal to the case 3 polynomial R0,n(z). Earlier in this chapter, we

found that the roots of Qn,n(z) form A blocks of size n and B and C blocks that

are empty i.e. of size zero. It follows from Table 2.8 that the roots of Q0,n(z) form

empty A and C blocks, and B blocks of size n. This confirms that the roots of

Qn,n(z) form A blocks of size n.
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The 4-Okamoto polynomials

We now discuss the 4-Okamoto polynomials Qm,n,r(z), defined in Definition 29.

The 4-Okamoto polynomials are naturally associated with a specific family of

partitions. In this chapter, we explore how aspects of these partitions play a role

in properties of Qm,n,r(z). We first investigate the structures formed by the roots

of Qm,n,r(z) in the complex plane. We then find the explicit form of the partition

λ of Qm,n,r(z) and its conjugate partition λ∗, and later the 2-core and 2-quotient

of λ. The polynomials

Rm,n,r(z) = idQm,n,r(−iz),

where d is the degree of Qm,n,r(z) given in (3.3), are also investigated in this

chapter. The polynomials Rm,n,r(z) will be used to confirm our observations on

the structures formed by the roots of Qm,n,r(z). In the end of this chapter, we

determine the discriminant of a subset of the 4-Okamoto polynomials.

Definition 29. The 4-Okamoto polynomials Qm,n,r(z), where m,n and r are pos-

itive integers are given by

Qm,n,r(z) = cm,n,rW
({

He1+4j(z)
}m−1
j=0

;
{

He2+4j(z)
}n−1
j=0

;
{

He3+4j(z)
}r−1
j=0

)
, (3.1)

77
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where

cm,n,r =
∏
i<j

1

nj − ni
, (3.2)

ensures that Qm,n,r(z) is monic. The terms n1, n2, . . . , n` are the degrees of the

Hermite polynomials in the Wronskian.

It follows from results in [32] that the Wronskian of Hermite polynomials

W(Hn1 , Hn2 , . . . , Hn`
) is of degree

∑̀
j=1

nj −
1

2
`(`− 1).

Therefore, the 4-Okamoto polynomials are of degree

d =
3

2
(m2 + n2 + r2)−mn−mr − nr − 1

2
m+

1

2
n+

3

2
r. (3.3)

In Chapter 2, we discussed the structure of blocks formed by the roots of Qm,n(z),

and how the relative size of m and n affects block size. The results in that chapter

motivate us to investigate the structure of blocks formed by the roots of 4-Okamoto

polynomials. Since the 4-Okamoto polynomials depend on three parameters m,n

and r it means there are thirteen possible parameter conditions to consider. The

parameter conditions of Qm,n,r(z) include six cases where all parameters are not

equal, one case where all are equal and six cases where two parameters are equal.

3.1 Roots of Qm,n,r(z) in the complex plane

We now discuss the blocks formed by the roots of Qm,n,r(z). It follows from (1.20),

(1.21), and Definition 29, that the multiplicity of roots of Qm,n,r(z) at the origin

is

k =
(m+ r − n)(m+ r − n+ 1)

2
, (3.4)
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and

Qm,n,r(z) = zkP̃ (z2). (3.5)

Later in this chapter we determine the 2-core of λ associated with Qm,n,r(z). The

size of these 2-core partitions confirm that the multiplicity of roots of Qm,n,r(z)

at the origin is equal to (3.4). The relationship between the size of 2-cores and

the multiplicity of roots of Wronskian of Hermite polynomials at the origin, is

explained in Theorem 3.1 and Remark 3.2 of [11].

The factorised form of Qm,n,r(z) in (3.5) tells us that the roots of Qm,n,r(z) are

symmetric about the real and imaginary axis. This symmetry can be seen in plots

such as Figures 3.1 and 3.2. For convenience, the plots in this chapter exclude any

roots at the origin.

Figure 3.1: Plot of roots of Q8,4,11(z).

In the generalised Okamoto chapter, we discussed that the roots of Qm,n(z) form

triangle blocks that lie on the real axis, triangle blocks that lie on the imaginary

axis, and a rectangle block that lies around the origin. Figure 3.1 shows that the

roots of Qm,n,r(z) also form triangle blocks that lie on the real axis and imaginary

axis. Figure 3.2 shows that the roots of Qm,n,r(z) form rectangle blocks that lie
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Figure 3.2: Plot of roots of Q11,8,4(z).

on the real and imaginary axis, unlike the roots of Qm,n(z), that form a single

rectangle block centred at the origin. Figure 3.2 also shows that the roots of 4-

Okamoto polynomials form triangle blocks that lie in each quadrant of the complex

plane. A comparison between the triangle blocks that lie on the real axis in Figures

3.1 and 3.2 shows that the block size is different, i.e. in Figure 3.1 the block is of

size three and in Figure 3.2 the block is of size two. This shows that the relative

size of m, n and r affects the size of blocks formed by the roots of Qm,n,r(z).

Our aim is to investigate the size and structure of blocks formed by the roots of

4-Okamoto polynomials.

Figures 3.3 and 3.4 show examples of blocks formed by roots of Qm,n,r(z). The

plots show rectangle and triangle blocks that lie on the real and imaginary axis.

Plots, such as of the roots of Q2,16,11(z) in Figure 3.3, and Q3,7,13(z) in Figure

3.4, show equilateral triangle blocks that appear in each quadrant of the complex

plane. The blocks formed by the roots of Q3,10,5(z) and Q4,11,8(z) in Figure 3.4

show that triangle blocks appear around the origin. The shape of the blocks

around the origin is unclear from Figures 3.3 and 3.4, however, enlarged images

of the plots show that blocks around the origin change shape. Figures 3.3 and
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Q8,10,13(z) Q3,10,4(z) Q2,16,11(z)

Q0,9,7(z) Q5,9,1(z) Q5,8,3(z)

Q8,13,0(z) Q10,10,10(z) Q5,2,8(z)

Q5,14,5(z) Q9,5,3(z) Q0,15,10(z)

Figure 3.3: Plot of roots of Qm,n,r(z).

3.4 show that the roots of Qm,n,r(z) form a total of sixteen blocks (e.g. roots of

Q4,11,8(z) in Figure 3.4) where some blocks can be empty, i.e. of size zero (e.g.

roots of Q10,3,6(z) in Figure 3.4 show only four non-empty blocks). An illustration
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Q9,9,9(z) Q4,11,8(z) Q10,3,6(z)

Q6,9,2(z) Q3,7,13(z) Q3,10,5(z)

Q18,6,11(z) Q5,14,5(z) Q3,7,11(z)

Q8,10,3(z) Q13,9,2(z) Q4,12,3(z)

Figure 3.4: Further plots of roots of Qm,n,r(z).

of the sixteen blocks formed by the roots of Qm,n,r(z) can be found in Figure 3.5.

The notation A−G (shown in Figure 3.5) refer to the different types of blocks

formed by roots of Qm,n,r(z).
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Figure 3.5: Blocks formed by roots of Qm,n,r(z).

To summarise, the blocks A−G illustrated in Figure 3.5 are as follows:

� Block A are equilateral triangles on the imaginary axis.

� Block B are equilateral triangles on the real axis.

� Block C are equilateral triangles that lies in each quadrant of the complex

plane.

� Block D are rectangles that lies on the imaginary axis with width d1, height

d2, and size d1 × d2.

� Block E are rectangles that lies on the real axis with width e1, height e2,

and size e1 × e2.

� Block F lie on the imaginary axis and change shape. Further investigation

is required.
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� Block G lie on the real axis and change shape. Further investigation is

required.

Figure 3.6: Plot of roots of Q4,11,8(z) with colour coded roots.

Figures 3.6 and 3.7 show colour coded roots of 4-Okamoto polynomials. Roots

that form F blocks are coloured orange and roots that form G blocks are coloured

red. A comparison between the plots in Figures 3.6 and 3.7 shows that block

F can take the form of an isosceles triangle (e.g. Q4,11,5(z)) or a trapezoid (e.g.

Q4,11,8(z)). Similarly, Figures 3.6 and 3.7 show that block G can also take the form

of an isosceles triangle (e.g. Q4,11,8(z)) or a trapezoid (e.g. Q4,11,5(z)). The plots

in Figures 3.6 and 3.7 show that the parameters of Qm,n,r(z) affect the shape of

blocks F and G. A comparison between Figures 3.6 and 3.7 shows that blocks are

of different size in each plot, for example, block C formed by roots of Q4,11,8(z) is

of size 4 and block C formed by roots of Q4,11,5(z) is of size 1. This suggests that

the parameters m,n and r affect the size of blocks. Our aim is to investigate the

relationship between parameters m,n and r and the structure of blocks formed

by the roots of Qm,n,r(z), for all thirteen parameter conditions. To investigate the
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Figure 3.7: Plot of roots of Q4,11,5(z) with colour coded roots.

size and shape of blocks, we keep two parameters constant and increase the third

parameter by increments of one.

The plots in Figure 3.8 are of the roots of 4-Okamoto polynomials with the pa-

rameter condition m > n > r. Figure 3.8 shows that blocks F and G are empty

when m > n > r. The plots also show that when m > n > r block A is of size r.

The results in Table 3.1 state the size of blocks formed by the roots of Q10,7,3(z),

Q10,7,4(z) and Q10,7,5(z), shown in Figure 3.8.

Block Q10,7,3(z) Q10,7,4(z) Q10,7,5(z)

A 3-triangle 4-triangle 5-triangle

B 2-triangle 2-triangle 2-triangle

C 3-triangle 2-triangle 1-triangle

D 4× 4 rectangle 5× 3 rectangle 6× 2 rectangle

E 4× 3 rectangle 3× 3 rectangle 3× 3 rectangle

Table 3.1: Blocks formed by the roots of Q10,7,3(z), Q10,7,4(z) and Q10,7,5(z) shown
in Figure 3.8.
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Q10,6,3(z) Q10,6,4(z) Q10,6,5(z)

Q10,7,3(z) Q10,7,4(z) Q10,7,5(z)

Q10,8,3(z) Q10,8,4(z) Q10,8,5(z)

Figure 3.8: Plot of roots of Qm,n,r(z) with m > n > r.

The results in Table 3.1 and the plots in Figure 3.8 show that when m and n are

fixed and r increases by one, the size of block B remains unchanged. A comparison

of plots in Figure 3.8 and additional plots, show that when m > n > r, block B is

of size m−n−1. Figure 3.8 and Table 3.1 show that when m and n are fixed, and

r increases by one, the size of block C decreases by one. The plots in Figure 3.8

shows that block C is of size n− r − 1 when m > n > r. The results in Table 3.1

show that when m > n > r, block D is of width r+ 1 and length n− r. Similarly,
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block E is of width (n− r) and length (m− n). The general size of blocks when

m > n > r can be found in Table 3.2.

Block Qm,n,r(z) with m > n > r

A r-triangle

B (m− n− 1)-triangle

C (n− r − 1)-triangle

D (r + 1)× (n− r) rectangle

E (n− r)× (m− n) rectangle

Table 3.2: Blocks formed by the roots of Qm,n,r(z) when m > n > r.

Examples of blocks formed by the roots of Qm,n,r(z) when m > r > n can be found

in Figure 3.9. Figure 3.9 shows that when m and r are fixed and n increases by

one, the size of block A also increases by one. Figure 3.9 also shows that block B

is unaffected by an increase in n, and blocks C − G are empty. The general size

of blocks when m > r > n can be found in Table 3.3.

Block Qm,n,r(z) with m > r > n

A n-triangle

B (m− r − 1)-triangle

Table 3.3: Blocks formed by the roots of Qm,n,r(z) when m > r > n.

The plots in Figure 3.10 are of the roots of Qm,n,r(z) with r > m > n. Figure

3.10 shows that when m and r are fixed and n increases by one, block B remains

unchanged and block A increase in size by one. The size of the blocks formed by

roots of Qm,n,r(z) when r > m > n can be found in Table 3.4.

Block Qm,n,r(z) with r > m > n

A n-triangle

B (r −m)-triangle

Table 3.4: Blocks formed by the roots of Qm,n,r(z) when r > m > n.

Figure 3.11 shows examples of blocks formed by the roots of Qm,n,r(z) with r >

n > m. Interestingly, the blocks F and G have been empty for all the parameter
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Q10,3,6(z) Q10,4,6(z) Q10,5,6(z)

Q10,3,7(z) Q10,4,7(z) Q10,5,7(z)

Q10,3,8(z) Q10,4,8(z) Q10,5,8(z)

Figure 3.9: Plot of roots of Qm,n,r(z) with m > r > n.

conditions of Qm,n,r(z) discussed so far. Figure 3.11 shows that when n and r are

fixed, and m increases by one; the size of block A increases by one, the size of

block B remains unchanged, and, the size of block C decreases by one. The size

of the blocks formed by roots of Qm,n,r(z) when r > n > m can be found in Table

3.5.

So far, we have discussed the blocks formed by the roots of Qm,n,r(z) when the

parameters m,n and r are not equal. We have seen that when the parameters are
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Q6,3,10(z) Q6,4,10(z) Q6,5,10(z)

Q7,3,10(z) Q7,4,10(z) Q7,5,10(z)

Q8,3,10(z) Q8,4,10(z) Q8,5,10(z)

Figure 3.10: Plot of roots of Qm,n,r(z) with r > m > n.

Block Qm,n,r(z) with r > n > m

A m-triangle

B (r − n)-triangle

C (n−m)-triangle

D m× (n−m) rectangle

E (n−m)× (r − n) rectangle

Table 3.5: Blocks formed by the roots of Qm,n,r(z) when r > n > m.
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not equal, and n is the smallest parameter blocks C − G are empty, and when n

is the second largest parameter blocks F − G are empty. We now consider what

happens when parameters are not equal and n is the largest parameter.

Q3,6,10(z) Q4,6,10(z) Q5,6,10(z)

Q3,7,10(z) Q4,7,10(z) Q5,7,10(z)

Q3,8,10(z) Q4,8,10(z) Q5,8,10(z)

Figure 3.11: Plot of roots of Qm,n,r(z) with r > n > m.

The plots in Figure 3.12 are of the roots of Qm,n,r(z) with n > m > r. The plots

show that when n > m > r the blocks A−G are non-empty. The size and shape

of blocks A − E can be clearly identified by looking at Figure 3.12. The size of

blocks A− E when n > m > r can be found in Table 3.6.
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Q6,10,3(z) Q6,10,4(z) Q6,10,5(z)

Q7,10,3(z) Q7,10,4(z) Q7,10,5(z)

Q8,10,3(z) Q8,10,4(z) Q8,10,5(z)

Figure 3.12: Plot of roots of Qm,n,r(z) with n > m > r.

Block Qm,n,r(z) with n > m > r

A r-triangle

B (n−m)-triangle

C (m− r − 1)-triangle

D (r + 1)× (m− r) rectangle

E (m− r − 1)× (n−m) rectangle

Table 3.6: Blocks A− E formed by the roots of Qm,n,r(z) when n > m > r.
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Our aim is to now determine the size and shape of blocks F and G when n >

m > r. The plots in Figure 3.13 show the blocks formed by the roots of Q6,10,r

for r = 2, . . . , 5. Roots that form F blocks in Figure 3.13 are coloured orange and

roots that form G blocks are coloured red. Figure 3.14 shows the plots in Figure

3.13 zoomed in at the origin.

Q6,10,2(z) Q6,10,3(z)

Q6,10,4(z) Q6,10,5(z)

Figure 3.13: Plot of roots of Q6,10,r(z) for r = 2, . . . , 5 with the condition n >
m > r.

Similar to Figures 3.6 and 3.7, the blocks F and G in Figure 3.13 are either

isosceles triangles or trapezoids. When a block is a trapezoid we will describe it

as a trapezoid of size

h× l,



Chapter 3 The 4-Okamoto polynomials 93

where h is the height of the trapezoid and l is the length of the long base of the

trapezoid. The size and shape of blocks F and G formed by the roots of Q6,10,r(z)

for r = 2, . . . , 5 (shown in Figures 3.13 and 3.14) can be found in Table 3.7.

Q6,10,2(z) Q6,10,3(z)

Q6,10,4(z) Q6,10,5(z)

Figure 3.14: Plots in Figure 3.13 zoomed in at the origin.

Block Q6,10,2(z) Q6,10,3(z) Q6,10,4(z) Q6,10,5(z)

F 2-triangle 3-triangle 4-triangle 4× 5 trapezoid

G 3× 4 trapezoid 4-triangle 4-triangle 4-triangle

Table 3.7: Blocks F and G formed by the roots of Q6,10,r(z) for r = 2, . . . , 5 as
shown in Figures 3.13 and 3.14.

Further investigation shows that when n > m > r, block F is a triangle when

n ≥ m + r and a trapezoid when n < m + r. Similarly, when n > m > r, block

G is a triangle when n ≤ m + r + 1 and a trapezoid when n > m + r + 1. The

size and shape of blocks formed by the roots of Qm,n,r(z) when n > m > r can be

found in Table 3.8.
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Block Qm,n,r(z) when n > m > r

A r-triangle

B (n−m)-triangle

C (m− r − 1)-triangle

D (r + 1)× (m− r) rectangle

E (m− r − 1)× (n−m) rectangle

F r-triangle when n ≥ m+ r

(n−m)× r trapezoid when n < m+ r

G (n−m)-triangle when n ≤ m+ r + 1

(r + 1)× (n−m) trapezoid when n > m+ r + 1

Table 3.8: Blocks formed by the roots of Qm,n,r(z) when n > m > r.

Figures 3.15 and 3.16 show examples of blocks formed by the roots of Qm,n,r(z)

when n > r > m. The roots that form the F and G blocks are coloured in both

figures. Examples of the size and shape of F and G blocks when n > m > r

can be found in Table 3.9. Interestingly, further investigation shows that when

n > r > m the shape of block F and G depends on the size of n, m + r and

m + r + 1, similar to when n > m > r. The size and shape of blocks formed by

the roots of Qm,n,r(z) when n > r > m can be found in Table 3.10.

Block Q2,10,6(z) Q3,10,6(z) Q4,10,6(z) Q5,10,6(z)

F 2-triangle 3-triangle 4-triangle 4× 5 trapezoid

G 2× 3 trapezoid 3-triangle 3-triangle 3-triangle

Table 3.9: Blocks F and G formed by the roots of Qm,10,6(z) for m = 2, . . . , 5 as
shown in Figures 3.15 and 3.16.

So far, we have considered the blocks formed by the roots of Qm,n,r(z) with pa-

rameters that are non-equal. We now consider what happens when parameters

are equal. Figure 3.17 shows examples of blocks formed by the roots of Qn,n,n(z).

Figure 3.17 suggests that the roots of Qn,n,n(z) form two triangle blocks of size

n − 1, and two rectangle blocks of size 1 × n, i.e. A blocks of size n − 1 and E

blocks of size 1× n.
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Q2,10,6(z) Q3,10,6(z)

Q4,10,6(z) Q5,10,6(z)

Figure 3.15: Plot of roots of Qm,10,6(z) for m = 2, . . . , 5 with the condition n >
r > m.

Block Qm,n,r(z) when n > r > m

A m-triangle

B (n− r − 1)-triangle

C (r −m)-triangle

D m× (r −m) rectangle

E (r −m+ 1)× (n− r) rectangle

F m-triangle when n ≥ m+ r

(n− r)×m trapezoid when n < m+ r

G (n− r − 1)-triangle when n ≤ m+ r + 1

m× (n− r − 1) trapezoid when n > m+ r + 1

Table 3.10: Blocks formed by the roots of Qm,n,r(z) when n > r > m.
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Q2,10,6(z) Q3,10,6(z)

Q4,10,6(z) Q5,10,6(z)

Figure 3.16: Plots in Figure 3.15 zoomed in at the origin.

Q9,9,9(z) Q10,10,10(z) Q11,11,11(z)

Figure 3.17: Plot of the roots of Qn,n,n(z) for n = 9, . . . , 11.

A comparison of the blocks formed by the roots of Qm,n,r(z) when parameters are

not equal, shows that the size of block A is the smallest parameters out of m,n
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and r. Therefore, it follows that the roots of Qn,n,n(z) form A blocks of size n

and B − G blocks that are empty. Table 3.11 states the size of blocks when all

parameters are equal. A summary of the size and shape of blocks when parameters

are not equal can be found in Tables 3.12-3.15.

Block Qm,n,r(z) with m = n = r

A n-triangle

Table 3.11: Blocks formed by roots of Qn,n,n(z).

In Chapter 2, we discussed that the roots of Qn,n(z) also forms A blocks of size n. A

comparison between plots show that the roots of 4-Okamoto polynomials Qn,n,n(z)

form A blocks that are concave, and roots of generalised Okamoto polynomials

Qn,n(z) form A blocks that are convex. The reason as to why this is the case is

yet to be determined.

Block Qm,n,r(z) when m > r > n Qm,n,r(z) when r > m > n

A n-triangle n-triangle

B (m− r − 1)-triangle (r −m)-triangle

Table 3.12: Blocks formed when m > r > n or r > m > n.

Block Qm,n,r(z) when m > n > r Qm,n,r(z) when r > n > m

A r-triangle m-triangle

B (m− n− 1)-triangle (r − n)-triangle

C (n− r − 1)-triangle (n−m)-triangle

D (r + 1)× (n− r) rectangle m× (n−m) rectangle

E (n− r)× (m− n) rectangle (n−m)× (r − n) rectangle

Table 3.13: Blocks formed when m > n > r or r > n > m.

We now investigate the blocks formed by the roots of Qm,n,r(z) when two pa-

rameters are equal. Figure 3.18 shows examples of blocks formed by the roots of

Qm,n,r(z) when m < n = r, m > n = r and m = n > r. The results in Tables

3.16-3.18 state the size of blocks when m < n = r, m > n = r and m = n > r.

The plots in Figure 3.19 show examples of blocks formed by the roots of Qm,n,r(z)

when m = n < r, m = r > n and n > r = m. The size and shape of blocks formed



Chapter 3 The 4-Okamoto polynomials 98

Block Qm,n,r(z) when n > m > r

A r-triangle

B (n−m)-triangle

C (m− r − 1)-triangle

D (r + 1)× (m− r) rectangle

E (m− r − 1)× (n−m) rectangle

F r-triangle when n ≥ m+ r

(n−m)× r trapezoid when n < m+ r

G (n−m)-triangle when n ≤ m+ r + 1

(r + 1)× (n−m) trapezoid when n > m+ r + 1

Table 3.14: Blocks formed when n > m > r.

Block Qm,n,r(z) when n > r > m

A m-triangle

B (n− r − 1)-triangle

C (r −m)-triangle

D m× (r −m) rectangle

E (r −m+ 1)× (n− r) rectangle

F m-triangle when n ≥ m+ r

(n− r)×m trapezoid when n < m+ r

G (n− r − 1)-triangle when n ≤ m+ r + 1

m× (n− r − 1) trapezoid when n > m+ r + 1

Table 3.15: Blocks formed when n > r > m.

Block Qm,n,r(z) with m < n = r

A m-triangle

B

C (n−m)-triangle

D m× (n−m)-rectangle

Table 3.16: Blocks formed by the roots of Qm,n,r(z) when m < n = r.

Block Qm,n,r(z) with m > n = r

A n-triangle

B (m− n− 1)-triangle

Table 3.17: Blocks formed by the roots of Qm,n,r(z) when m > n = r.
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Q6,10,10(z) m < n = r Q10,6,6(z) m > n = r Q10,10,6(z) m = n > r

Q7,10,10(z) m < n = r Q10,7,7(z) m > n = r Q10,10,7(z) m = n > r

Q8,10,10(z) m < n = r Q10,8,8(z) m > n = r Q10,10,8(z) m = n > r

Figure 3.18: Plot of roots of Qm,n,r(z) with m < n = r, m > n = r and m = n > r.

Block Qm,n,r(z) with m = n > r

A r-triangle

B

C (n− r − 1)-triangle

D (r + 1)× (n− r)-rectangle

Table 3.18: Blocks formed by the roots of Qm,n,r(z) when m = n > r.

when m < n = r and when m = r > n can clearly be seen in Figure 3.19. The

size and shape of blocks when m < n = r and m = r > n can be found in Tables

3.19 and 3.20, respectively.



Chapter 3 The 4-Okamoto polynomials 100

Q6,6,10(z) m = n < r Q10,6,10(z) m = r > n Q6,10,6(z) n > r = m

Q7,7,10(z) m = n < r Q10,7,10(z) m = r > n Q7,10,7(z) n > r = m

Q8,8,10(z) m = n < r Q10,8,10(z) m = r > n Q8,10,8(z) n > r = m

Figure 3.19: Plot of roots of Qm,n,r(z) with m = n < r, m = r > n and n > r = m
.

Block Qm,n,r(z) with m = n < r

A m-triangle

B (r −m)-triangle

Table 3.19: Blocks formed by the roots of Qm,n,r(z) when m = n < r.

Figure 3.19 shows that when n > r = m blocks F and G are non-empty. Further

investigation shows that when n > r = m , block F is triangle of size m when

n ≥ 2m and a trapezoid of size (n−m)×m when n > 2m. Similarly, block G is
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Block Qm,n,r(z) with m = r > n

A n-triangle

Table 3.20: Blocks formed by the roots of Qm,n,r(z) when m = r > n.

triangle of size n−m−1 when n ≤ 2m+1, and a trapezoid of size m× (n−m−1)

when n > 2m + 1. Similar to when all parameters are non-equal and n is the

largest parameter, when n > r = m, the shape of blocks F and G depend on the

size of n, m+ r and m+ r + 1. The size and shape of blocks formed by the roots

of Qm,n,r(z) when n > r = m can be found in Table 3.21.

Block Qm,n,r(z) with n > r = m

A m-triangle

B (n−m− 1)-triangle

C

D

E 1× (n−m) rectangle

F m-triangle when n ≥ 2m

(n−m)×m trapezoid when n < 2m

G (n−m− 1)-triangle when n ≤ 2m+ 1

m× (n−m− 1) trapezoid when n > 2m+ 1

Table 3.21: Blocks formed by the roots of Qm,n,r(z) when n > r = m .

We have determined the blocks formed by the roots of Qm,n,r(z) for all thirteen

parameter conditions of m,n and r. The plots show that the blocks formed when

two or more parameters are equal can be described by the blocks formed when

parameters are non-equal. In other words, the results in Tables 3.12-3.15 describe

the size and shape of blocks formed by the roots of Qm,n,r(z) for all thirteen

parameter conditions. By introducing the terms a, b and c the size of blocks in

Tables 3.12-3.15 can be simplified (as shown in Tables 3.22− 3.24). Let a denote

the smallest parameter of Qm,n,r(z), let b denote the difference between the largest

and second largest parameter and c denote the difference between the second

largest and smallest parameter.
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Block block size when m ≥ r ≥ n block size when r ≥ m ≥ n

A a a

B b− 1 b

Table 3.22: Size of blocks when m ≥ r ≥ n or r ≥ m ≥ n.

Block block size when m ≥ n ≥ r block size when r ≥ n ≥ m

A a a

B b− 1 b

C c− 1 c

D (a+ 1)× c a× c
E c× b c× b

Table 3.23: Size of blocks when m ≥ n ≥ r or r ≥ n ≥ m.

Block block size when n ≥ r ≥ m block size when n ≥ m ≥ r
A a a

B b− 1 b

C c c− 1

D a× c (a+ 1)× c
E (c+ 1)× b (c− 1)× b

F n ≥ m+ r block size is a n ≥ m+ r block size is a

n < m+ r block size is b× a n < m+ r block size is b× a

G n ≤ m+ r + 1 block size is b− 1 n ≤ m+ r + 1 block size is b

n > m+ r + 1 block size is a× (b− 1) n > m+ r + 1 block size is (a+ 1)× b

Table 3.24: Size of blocks when n ≥ r ≥ m or n ≥ m ≥ r.

By introducing the terms

γ =

0 when r ≥ m

1 when r < m,

(3.6)
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δ =

0 when r < m

1 when r ≥ m,

(3.7)

ζ =

−1 when r < m

1 when r ≥ m ,

(3.8)

the results in Tables 3.22−3.24 can be further simplified to the results in Table

3.25.

Block largest parameter second largest parameter smallest parameter

A a a a

B b− δ b− γ b− γ
C c− γ c− γ
D (a+ γ)× c (a+ γ)× c
E (c+ ζ)× b c× b
F n ≥ m+ r block size is a

n < m+ r block size is b× a

G n ≤ m+ r + 1 block size is b− δ
n > m+ r + 1 block size is (a+ γ)× (b− δ)

Table 3.25: Size of blocks formed by the roots of Qm,n,r(z) when n is the largest,
second largest and smallest parameter. The term a denotes the smallest parameter,
b denotes the difference between the largest and second largest parameter and c
denotes the difference between the second largest and smallest parameter. The

constants γ, δ and ζ are defined in (3.6)-(3.8).

3.2 The partition λ associated with Qm,n,r(z)

Our aim is to determine the explicit form of the partition λ of Qm,n,r(z) and its

conjugate partition λ∗. The motivation for studying the partitions is to explore

how aspects of these partitions play a role in properties of Qm,n,r(z). Once we

have the explicit form of λ we can find its conjugate partition λ∗ using the Young
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diagram of λ. Towards the end of this chapter we determine the 2-core and 2-

quotient of the partition λ of Qm,n,r(z). For convenience, we introduce the notation

λm,n,r(z) to denote the partitions associated with Qm,n,r(z), and and λ∗m,n,r(z) to

denote the conjugate of and λm,n,r(z).

3.2.1 The partition λ

We are interested in the partition λ of

Qm,n,r(z) = cm,n,rW
({

He1+4j(z)
}m−1
j=0

;
{

He2+4j(z)
}n−1
j=0

;
{

He3+4j(z)
}r−1
j=0

)
. (3.9)

The parts λj, in the partition λ of the Wronskian, W(fn1 , fn2 , . . . , fn`
) are defined

as

λj = nj + j − `. (3.10)

By the definition of λ the associated degree vector of λm,n,r, nλ = (n1, n2, . . . , n`),

where n1, n2, . . . , n` are the degrees of the Hermite polynomials in (3.9), ordered

from large to small.

Theorem 29. When all parameters are equal

λn,n,n =

({(
j)3
}n
j=1

)
.

Proof. The 4-Okamoto polynomial

Qn,n,n(z) = cn,n,nW
({

He1+4j(z)
}n−1
j=0

;
{

He2+4j(z)
}n−1
j=0

;
{

He3+4j(z)
}n−1
j=0

)
,

therefore, the associated degree vector of λn,n,n is

nλ = (4n− 1, 4n− 2, 4n− 3, 4n− 5, 4n− 6, . . . , 3, 2, 1).
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It follows from (3.10) that

λn,n,n =
(
n, n, n, n− 1, n− 1, n− 1, . . . , 1, 1, 1

)
.

Theorem 30. When m > n the partition

λm,n,n =

({
n+ 3j − 2

}m−n
j=1

;
{(
j
)3}n

j=1

)
.

Proof. The 4-Okamoto polynomial Qm,n,n(z) is defined as

Qm,n,n(z) = cm,n,nW
({

He1+4j(z)
}m−1
j=0

;
{

He2+4j(z)
}n−1
j=0

;
{

He3+4j(z)
}n−1
j=0

)
.

(3.11)

Therefore, when m > n the associated degree vector of λm,n,n with m > n is

nλ =
(
4m− 3, 4m− 7, . . . , 4n+ 1, 4n− 1, 4n− 2, 4n− 3, 4n− 5, . . . , 3, 2, 1

)
,

and the partition

λm,n,n =
(
3m− 2n− 2, 3m− 2n− 5, . . . , n+ 1, n, n, n, n− 1, . . . , 1, 1, 1

)
.

Theorem 31. When n > m the partition

λm,n,n =

({(
m+ 2j

)2 }n−m
j=1

;
{(
j
)3}m

j=1

)
.
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Proof. The polynomial Qm,n,n(z) is defined by (3.11). When the parameter n > m

the degree vector associated with λm,n,n is

nλ =
(
4n−1, 4n−2, 4n−5, 4n−6, . . . , 4m+2, 4m−1, 4m−2, 4m−3, . . . , 3, 2, 1).

It follows from (3.10) that when n > m the partition

λm,n,n =
(
2n−m, 2n−m, 2n−m−2, 2n−m−2, . . . ,m+2,m+2,m,m,m, . . . , 1, 1, 1

)
.

Theorem 32. When m > n > r the partition

λm,n,r =

({
2n− r + 3j − 2

}m−n
j=1

;
{(
r + 2j − 1

)2}n−r
j=1

;
{(
j)3
}r
j=1

)
.

Proof. When m > n > r the degree vector associated with λm,n,r is

nλ =
(
4m− 3, 4m− 7, . . . , 4n+ 1, 4n− 2, 4n− 3, 4n− 6, 4n− 7, . . . , 4r + 2,

4r + 1, 4r − 1, 4r − 2, 4r − 3, 4r − 5, . . . , 3, 2, 1
)
.

Therefore, when m > n > r the partition

λm,n,r =
(
3m− n− r − 2, 3m− n− r − 5, . . . , 2n− r + 1, 2n− r − 1, 2n− r − 1,

2n− r − 3, 2n− 3− r, . . . , r + 1, r + 1, r, r, r, . . . , 1, 1, 1
)
.

Theorem 33. The partition λm,n,r(z) for all thirteen parameter conditions of m,n

and r can be found in Table 3.26.

Proof. Similar to the proof of Theorem 29-32.
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case no. condition partition λm,n,r

1 m > n > r

({
2n− r + 3j − 2

}m−n
j=1

;
{(
r + 2j − 1

)2}n−r
j=1

;
{(
j)3
}r
j=1

)
2 n > m = r

({
r + 3j − 1

}n−r
j=1

;
{(
j
)3}r

j=1

)
3 m = n > r

({(
r + 2j − 1

)2}n−r
j=1

;
{(
j
)3}r

j=1

)
4 n > r > m

({
2r −m+ 3j − 1

}n−r
j=1

;
{(
m+ 2j

)2}r−m
j=1

;
{(
j)3
}m
j=1

)
5 n > m > r

({
2m− r + 3j − 1

}n−m
j=1

;
{(
r + 2j − 1

)2}m−r
j=1

;
{(
j)3
}r
j=1

)
6 m > n = r

({
n+ 3j − 2

}m−n
j=1

;
{(
j
)3}n

j=1

)
7 m = n = r

({(
j
)3 }n

j=1

)
8 n = r > m

({(
m+ 2j

)2 }n−m
j=1

;
{(
j
)3}m

j=1

)
9 r > n > m

({
2n−m+ 3j

}r−n
j=1

;
{(
m+ 2j)2

}n−m
j=1

;
{(
j)3
}m
j=1

)
10 m > r > n

({
2r − n+ 3j − 2

}m−r
j=1

;
{
n+ j

}2r−2n

j=1
;
{(
j)3
}n
j=1

)
11 r > m > n

({
2m− n+ 3j

}r−m
j=1

;
{
n+ j

}2m−2n

j=1
;
{(
j)3
}n
j=1

)
12 r > n = m

({
n+ 3j

}r−n
j=1

;
{(
j
)3}n

j=1

)
13 m = r > n

({
n+ j

}2m−2n

j=1
;
{(
j
)3}n

j=1

)
Table 3.26: The partition λm,n,r for all thirteen parameter conditions of m,n and

r.

The partitions in Table 3.26 are unordered, since the upper limit of each sequence

in Table 3.26 gives the largest term of the sequence, and the lower limit i.e. j = 1

gives the smallest term of each sequence. A comparison of the results in Table

3.26 shows that all partitions contain “triple” terms, i.e. of the form (x)3, where

x is a positive integer. Similarly, all partitions in Table 3.26 contain “single”

terms, i.e. of the form x, and only some contain “double” terms, i.e. of the form

(x)2. A comparison of the sequences in Table 3.26 shows that the upper limit of
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each sequence can be described by the relative size of m,n and r. Similarly, each

sequence in Table 3.26 can be expressed in terms of the relative size of m,n and

r. Let a denote the smallest parameter, let b denote the difference between the

largest and second largest parameter, and c denotes the difference between the

second largest and smallest parameter, out of m,n and r. The results in Table

3.26 can be simplified to Table 3.27.

case no. condition partition λm,n,r

1 m > n > r

({
2c+ a− 2 + 3j

}b
j=1

;
{(
a− 1 + 2j

)2}c
j=1

;
{(
j)3
}a
j=1

)
2 n > m = r

({
a− 1 + 3j

}b
j=1

;
{(
j
)3}a

j=1

)
3 m = n > r

({(
a− 1 + 2j

)2}c
j=1

;
{(
j
)3}a

j=1

)
4 n > r > m

({
2c+ a− 1 + 3j

}b
j=1

;
{(
a+ 2j

)2}c
j=1

;
{(
j)3
}a
j=1

)
5 n > m > r

({
2c+ a− 1 + 3j

}b
j=1

;
{(
a− 1 + 2j

)2}c
j=1

;
{(
j)3
}a
j=1

)
6 m > n = r

({
a− 2 + 3j

}b
j=1

;
{(
j
)3}a

j=1

)
7 m = n = r

({(
j
)3 }a

j=1

)
8 n = r > m

({(
a+ 2j

)2 }c
j=1

;
{(
j
)3}a

j=1

)
9 r > n > m

({
2c+ a+ 3j

}b
j=1

;
{(
a+ 2j)2

}c
j=1

;
{(
j)3
}a
j=1

)
10 m > r > n

({
2c+ a− 2 + 3j

}b
j=1

;
{
a+ j

}2c

j=1
;
{(
j)3
}a
j=1

)
11 r > m > n

({
2c+ a+ 3j

}b
j=1

;
{
a+ j

}2c

j=1
;
{(
j)3
}a
j=1

)
12 r > n = m

({
a+ 3j

}b
j=1

;
{(
j
)3}a

j=1

)
13 m = r > n

({
a+ j

}2c

j=1
;
{(
j
)3}a

j=1

)
Table 3.27: The partition λm,n,r for all thirteen parameter conditions of m,n and
r. The term a denotes the smallest parameter, b denotes the difference between
the largest and second largest parameter, and c denotes the difference between the

second largest and smallest parameter out of m,n and r.



Chapter 3 The 4-Okamoto polynomials 109

A comparison of the partitions in Table 3.27 shows that that λm,n,r when two or

more parameters are equal is consistent with the partition λm,n,r when no param-

eters are equal. For example, if we consider the partition λm,n,r for cases 1, 3,

and 6. It is clear to see that the the partition for case 3 can be obtained from

the partition for case 1 by setting b = 0. Similarly, the case 6 partition can be

obtained from the case 1 partition by setting c = 0. The case 6 partition can also

be obtained from the case 9 partition by setting c = 0. In other words, λm,n,r(z)

when two or more parameters are equal parameters can be obtained from λm,n,r(z)

where no parameters are equal, by setting the term b and or c to equal zero. This

means the partitions in Table 3.27 for cases 1,4,5,9,10 and 11, covers all thirteen

parameter conditions of λm,n,r. Therefore, we will focus on these six cases of λm,n,r.

A comparison of the partitions λm,n,r when parameters are not equal, shows that

when n is the smallest parameter (i.e. cases 10 and 11) λm,n,r does not contain any

double terms and instead, contain two sequences of single terms and one sequence

of triple terms. However, when parameters are not equal and n is not the smallest

parameter (i.e. cases 1,4,5 and 9) λm,n,r contains a sequence of single, double and

triple terms. By introducing the terms β̃ and γ̃ defined in (3.12) and (3.13), the

partitions in in Table 3.27 can be further simplified to Theorem 34.

Theorem 34. Let a denote the smallest parameter, b denote the difference between

the largest and second largest parameter, and c denote the difference between the

second largest and smallest parameter out of m,n and r. When n is the smallest

parameter the partition

λm,n,r =

({
a+ 2c− β̃ + 3j

}b
j=1

;
{
a+ j

}2c

j=1
;
{(
j)3
}a
j=1

)
,

and when n is not the smallest parameter

λm,n,r =

({
a+ 2c− β̃ + 3j

}b
j=1

;
{(
a− γ̃ + 2j

)2}c
j=1

;
{(
j)3
}a
j=1

)
.
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Where the term

β̃ =


0 when r is the largest parameter,

1 when n is the largest parameter,

2 when m is the largest parameter,

(3.12)

and

γ̃ =

0 when r > m,

1 when m > r.

(3.13)

We have determined the explicit form of the partition λm,n,r for all thirteen pa-

rameter conditions of m,n and r. Our aim is to now determine the explicit form

the conjugate partition λ∗m,n,r using the Young diagram of λm,n,r.

We first discuss the Young diagram of λm,n,r. Earlier we discussed that λm,n,r

consists of single, double and or triple terms (see Table 3.26). This means the

Young diagrams of λm,n,r will consist of single rows, i.e. consecutive rows that

are different in length, double rows, i.e. two consecutive rows of the same length,

and triple rows i.e. three consecutive rows of the same length. Table 3.26 tells us

that the Young diagram of λm,n,r for all parameter conditions will contain a sets

of triple rows i.e. 3a rows that form a total of a triple rows. The partitions λm,n,r

in Table 3.26 tell us that when two parameters are equal, the Young diagram of

λm,n,r consists of single and triple rows or double and triple rows. The partition

λn,n,n in Table 3.26 tells us that the Young diagram of λn,n,n consists of a sets of

triple rows. Earlier we discussed that λm,n,r where two or more parameters are

equal can be obtained from λm,n,r where no parameters are equal. Therefore, we

will be focusing on the partitions λm,n,r where parameters are not equal.

Remark 9. When parameters are not equal and n is not the smallest parameter

λm,n,r =

({
a+ 2c− β̃ + 3j

}b
j=1

;
{(
a− γ̃ + 2j

)2}c
j=1

;
{(
j)3
}a
j=1

)
, (3.14)
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where β̃ and γ̃ are defined in (3.12) and (3.13). When this is the case, the Young

diagram of λm,n,r consists of single, double and triple rows. It follows from (3.14)

that the Young diagram of λm,n,r(z) consists of b single rows, c sets of double

rows, i.e. 2c rows that form c double rows, and a sets of triple rows, i.e. 3a rows

that form a triple row. Row b of the Young diagram of λm,n,r (defined in (3.14))

is simply the shortest single row of the diagram and row b + 2c − 1 and b + 2c

together form the shortest double row of the Young diagram.

Figure 3.20 shows examples of Young diagrams of λm,n,r given by (3.14). The

Young diagrams in Figure 3.20 all consist of three single rows, two sets of double

rows and one set of triple rows. This tells us that b = 3, c = 2 and a = 1 for each

λm,n,r in Figure 3.20.

Remark 10. When parameters are not equal and n is the smallest parameter

λm,n,r =

({
a+ 2c− β̃ + 3j

}b
j=1

;
{
a+ j

}2c

j=1
;
{(
j)3
}a
j=1

)
, (3.15)

where β̃ and γ̃ are defined in (3.12) and (3.13). When this is the case the Young

diagram of λm,n,r consists of single and triple rows and does not consist of any

double rows. It follows from (3.15) that the Young diagram of λm,n,r(z) consists

of b single rows where consecutive rows decrease in length by three and 2c single

rows where consecutive rows decrease in length by two. The Young diagram also

consists of a sets of triple rows. Row b of the Young diagram of λm,n,r (defined in

(3.15) is the shortest single row such that row b is shorter than row b− 1 by three

boxes. Row b+ 2c is simply the shortest single row of the Young diagram of λm,n,r

defined in (3.15).

Figure 3.21 shows examples of Young diagrams of λm,n,r given by (3.15). Both

Young diagrams in Figure 3.21 consist of three single rows where consecutive rows

decrease in length by three, four single rows where consecutive rows decrease in

length by one, and one set of triple rows. This tells us that b = 3, c = 2 and a = 1

for both λm,n,r in Figure 3.21.
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m > n > r n > r > m

λ6,3,1 = (12, 9, 6, 42, 22, 13) λ1,6,3 = (13, 10, 7, 52, 32, 13)

n > m > r r > n > m

λ3,6,1 = (13, 10, 7, 42, 22, 13) λ1,3,6 = (14, 11, 8, 52, 32, 13)

Figure 3.20: Examples of λm,n,r and the Young diagram of λm,n,r. The parameters
m,n and r are not equal and n is not the smallest parameter.

It follows from (3.15) in Remark 10 that the difference between row b and b+ 1 of

the Young diagram of λm,n,r(z) is one when m > r > n, and three when r > m > n.

The difference between row b + 2c and row b + 2c + 1 is one for both cases. This

tells us that if a Young diagram consists of single and triple rows with no double

rows we can determine whether the parameter condition of λm,n,r is m > r > n

or r > m > n by looking at the difference in length between row b and row b+ 1.

Table 3.28 outlines the difference in length between row b and row b + 1 when

m > r > n and when r > m > n.

Figure 3.23 shows the Young diagrams in Figure 3.21 with coloured boxes to
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m > r > n r > m > n

λ6,1,3 = (12, 9, 6, 5, 4, 3, 2, 13) λ3,1,6 = (14, 11, 8, 5, 4, 3, 2, 13)

Figure 3.21: Examples of λm,n,r and the Young diagram of λm,n,r. The parameters
m,n and r are not equal and n is the smallest parameter.

case no parameter condition row b and b+ 1

10 m > r > n 1

11 r > m > n 3

Table 3.28: Difference in length between row b and b+ 1 of the Young diagram of
λm,n,r when m > r > n or r > m > n. When parameters are not equal and n is the
smallest parameter, row b is the shortest single row such that row b is shorter than

row b− 1 by three boxes.

highlight the difference in length between row b and row b+ 1. Figure 3.23 shows

the general form of the Young diagram of λm,n,r when m > r > n and when

r > m > n.

It follows from Remark 9 that when parameters are not equal and n is not the

smallest parameter, the difference in length between row b and b+ 1 of the Young

diagram of λm,n,r defined in (3.14) is either two or three. Similarly, the difference

between row b+ 2c and b+ 2c+ 1 of the Young diagram is either one or two. The

results in Table 3.29 show that the combination of differences between row b and

b+1 and row b+2c and b+2c+1 is different for each of the four parameter cases in

Table 3.29. Therefore, if the Young diagram of λm,n,r(z) consists of single, double

and triple rows Table 3.29 can be used as a criteria to determine the parameter

condition of m,n and r.
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m > r > n r > m > n

λ6,1,3 = (12, 9, 6, 5, 4, 3, 2, 13) λ3,1,6 = (14, 11, 8, 5, 4, 3, 2, 13)

Figure 3.22: The Young diagrams in Figure 3.21 with coloured boxes. Row b of
each diagram contains purple coloured boxes to highlight the difference in length
between row b and row b + 1. Row b of the Young digram when m > r > n or
r > m > n is the shortest single row such that row b is shorter than row b − 1 by

three boxes.
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(b) r > m > n

Figure 3.23: The Young diagram of λm,n,r when m > r > n and r > m > n. Row
b of both diagrams is the shortest single row such that row b is shorter than row
b− 1 by three boxes. The purple coloured boxes in row b highlight the difference in

length between row b and row b+ 1.

Figure 3.24 shows the Young diagrams in 3.20 with the addition of coloured boxes

to highlight the difference in length between between row b and b + 1 and row

b + 2c and b + 2c + 1. Figure 3.25 shows the general form of the Young diagram

of λm,n,r when m > n > r, n > r > m, n > m > r and r > n > m.
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case no condition row b and b+ 1 row b+ 2c and b+ 2c+ 1

1 m > n > r 2 1

4 n > r > m 2 2

5 n > m > r 3 1

9 r > n > m 3 2

Table 3.29: Difference in length between row b and b + 1 and row b + 2c and
b+ 2c+ 1 of the Young diagram of λm,n,r. When parameters are not equal and n is
not the smallest parameter, row b is simply the shortest single row of the diagram
and row b + 2c − 1 and row b + 2c together form the shortest double row of the

Young diagram.

To summarise, if the Young diagram of λm,n,r(z) consists of single, double and

triple rows, it follows from Remark 9 that the parameters m,n and r are not equal

and n is not the smallest parameter. When this is the case, Table 3.29 can be used

as a criteria to determine the parameter condition of m,n and r. If the Young

diagram of λm,n,r(z) consists of single rows where consecutive rows decrease in

length by three and single rows where consecutive rows decrease in length by one

and the Young diagram also consists of triple rows, it follows from Remark 10

that the parameters are not equal and n is the smallest parameter. This means

the parameter condition of λm,n,r(z) is either m > r > n or r > m > n. We can

distinguish between the two parameters cases using Table 3.28 as a criteria. The

terms a, b and c can be found by determining the number of single, double and

triple rows in the Young diagram of λm,n,r. We will discuss examples later in this

chapter. To recap, the term a denotes the smallest parameter out of m,n and r,

b denotes the difference between the largest and second largest parameter and c

denotes the difference between the second largest and smallest parameter out of

m,n and r.

3.2.2 The conjugate of λ

We have determined the explicit form of the partition λm,n,r and the general form

of the Young diagram of λm,n,r. Our aim is to now determine the explicit form of
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m > n > r n > r > m

λ6,3,1 = (12, 9, 6, 42, 22, 13) λ1,6,3 = (13, 10, 7, 52, 32, 13)

n > m > r r > n > m

λ3,6,1 = (13, 10, 7, 42, 22, 13) λ1,3,6 = (14, 11, 8, 52, 32, 13)

Figure 3.24: The Young diagrams in Figure 3.20 with coloured boxes. Row b
of all four Young diagrams is the shortest single row of the diagram. The purple
coloured boxes in row b highlight the difference in length between row b and row
b+ 1. Row b+ 2c− 1 and b+ 2c together form the shortest double row of the Young
diagram. Row b + 2c contains green coloured boxes to highlight the difference in

length between row b+ 2c and row b+ 2c+ 1.

the conjugate partition of λm,n,r.

Theorem 35. When r > n > m the conjugate partition of λm,n,r is

λ∗m,n,r =

({
m+ n− 3j + r + 3

}m
j=1

;
{(
r − n+ 2j)2

}n−m
j=1

;
{(
j)3
}r−n
j=1

)
.
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(d) r > n > m

Figure 3.25: The Young diagram of λm,n,r when m > n > r, n > r > m,
n > m > r and r > n > m. Row b is the shortest single row of the diagram and
contains purple coloured boxes to highlight the difference in length between row b
and row b + 1. Row b + 2c − 1 and b + 2c together form the shortest double row
of the Young diagram. Row b + 2c contains green coloured boxes to highlight the

difference in length between row b+ 2c and row b+ 2c+ 1.
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Proof. The partition λm,n,r when r > n > m is

λm,n,r =

({
2n−m+ 3j

}r−n
j=1

;
{(
m+ 2j)2

}n−m
j=1

;
{(
j)3
}m
j=1

)
.

. . . . . .

...
...

...
...

...

. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

...

r − n rows

2(n−m) rows

3m rows

Figure 3.26: The Young diagram of λm,n,r when r > n > m shown in Figure 3.25.
The brackets indicate the number of rows in the Young diagram.

Figure 3.26 shows the general Young diagram of λm,n,r when r > n > m. Row b

is the shortest single row of the diagram and is of length 2n−m+ 3. The purple

coloured boxes in row b highlight the difference in length between row b and b+ 1.

Row b + 2c in Figure 3.26 is of length m + 2. The green coloured boxes in row

b+ 2c highlight the difference in length between row b+ 2c and b+ 2c+ 1. Since

the Young diagram of λm,n,r consists of rows of length 2n−m+ 3 and m+ 2, the

Young diagram of λ∗m,n,r will consist of columns of length 2n −m + 3 and m + 2

(as shown in Figure 3.27). The boxes outlined in purple and green in the Young

diagram of λ∗m,n,r shown in Figure 3.27 indicate the position of the purple and

green boxes in the Young diagram of λm,n,r in Figure 3.26.

Since, the first column of the Young diagram of λm,n,r in Figure 3.26 is of length

m + n + r, it means the first row of the Young diagram of λ∗m,n,r is of length

m+n+r. Figure 3.27 shows that the two rows containing a box outlined in green,

are both of the same length i.e. both rows form a double row. Figure 3.27 shows
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. . . . . .

...
...

...
...

...

. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

...

m+ 2 rows

2n−m+ 3 rows

Figure 3.27: The Young diagram of λ∗m,n,r when r > n > m with brackets indi-
cating the number of rows.

that the Young diagram of λ∗m,n,r when r > n > m consists of m single rows. The

longest single row in Figure 3.27 is of length m+n+ r and consecutive single rows

decrease in length by three. Therefore, the single rows in Figure 3.27 are of length

m+ n− 3j + r + 3, j = 1, 2, . . . ,m. (3.16)

The first row of the Young diagram of λm,n,r in Figure 3.26 is of length 3r−m−n.

This means the first column of the Young diagram of λ∗m,n,r in Figure 3.27 is of

length 3r−m−n. Therefore, the 3(r−n−1) rows below the three rows containing

the boxes outlined in purple in Figure 3.27). Figure 3.27) shows that the three

rows that contain the boxes outlined in purple are of the same length, i.e. all three

rows form a triple row. Therefore, the Young diagram in Figure 3.27 consists of

3(r − n) rows that form triple rows. Figure 3.27 shows that the longest row to

form a triple row is of length r − n and the shortest row is of length one. Figure

3.27 shows the rows that form triple rows are of length

(j)3, j = 1, 2, . . . , r − n.
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So far, we have found that Figure 3.27 consists of m single row and 3(r− n) rows

that form triple rows. Therefore, the remaining 2(n−m) rows must form double

rows. We know that the rows in Figure 3.27 that contain the boxes outlined in

purple are of length r − n. Figure 3.27 shows a difference of two boxes between

the longest triple row and shortest double row. This tells us that the shortest row

that form a double row is of length r−n+2. We know that there are n−m double

rows and that consecutive double rows decrease in length by two. It follows from

Figure 3.27 that rows that form double rows in the Young diagram of λ∗m,n,r when

r > n > m are of length

(r − n+ 2j)2, j = 1, 2, . . . , n−m.

Theorem 36. When m > r > n the conjugate partition of λm,n,r is

λ∗m,n,r =

({
m+ n− 3j + r + 3

}n+1

j=1
;
{(
m− r + j − 1)

}2(r−n)

j=1
;
{(
j)3
}m−r−1
j=1

)
.

Proof. The partition λm,n,r when m > r > n is

λm,n,r =

({
2r − n+ 3j − 2

}m−r
j=1

;
{
n+ j

}2(r−n)

j=1
;
{(
j)3
}n
j=1

)
.

Figure 3.28 shows the general Young diagram of λm,n,r when m > r > n. The

Young diagram does not contain any double rows. Instead, the Young diagram

in Figure 3.28 consists of m − r single rows, where consecutive rows decrease in

length by three, 2(r − n) single rows, where consecutive rows decrease in length

by one, and 3n rows that form triple rows. Row b of the Young diagram in Figure

3.28 is of length 2r − n + 1 and contains the purple coloured box. Row b + 2c of

the Young diagram is of length n+ 1 and contains the green coloured box.
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. . . . . .

...
...

...
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. . .

. . .

. . .

. . .

. . .

. . .
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...

...

...

m− r rows

2(r − n) rows

3n rows

Figure 3.28: The Young diagram of λm,n,r when m > r > n shown in Figure 3.25.
The brackets indicate the number of rows in the Young diagram.

. . . . . .

...
...

...
...

...

. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

...

n+ 1

2r − n+ 1

Figure 3.29: Young diagram of λ∗m,n,r when m > r > n with brackets indicating
the number of rows.

Figure 3.29 shows the Young diagram of λ∗m,n,r when m > r > n. Figure 3.29

shows that there are n + 1 single rows where consecutive rows decrease in length

by three. The longest single row is of length m+ r+n. Therefore, the single rows

in Figure 3.29 where consecutive rows decrease in length by three are of length

m+ n− 3j + r + 3, j = 1, 2, . . . , n+ 1.
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We know that the first column of the Young diagram λ∗m,n,r in Figure 3.29 is of

length 3m − r − n − 2. Hence, there must be 3(m − r − 1) rows below the row

containing the box outlined in purple in Figure 3.29. Figure 3.29 shows that all

the rows below the row containing the box outlined in purple form triple rows.

Figure 3.29 shows that the rows that form triple rows are of length

(j)3, j = 1, 2, . . . ,m− r − 1.

So far, we know that the Young diagram in Figure 3.29 consists of n + 1 single

rows, where consecutive rows decrease in length by three and 3(m − r − 1) rows

that form triple rows. Therefore, the remaining 2(r−n) rows are single rows where

consecutive rows decrease in length by one. The shortest row of this form is of

length m−r. Therefore, the single rows where consecutive rows decrease in length

by one are of length

m− r + j − 1, j = 1, 2, . . . , 2(r − n).

Theorem 37. The conjugate partition of λn,n,n is

λ∗n,n,n =

({
3n− 3j + 3

}n
j=1

)
.

Proof. The partition

λn,n,n =

({
(j)3

}n
j=1

)
.

Figure 3.30 shows the general Young diagram of the partition λn,n,n. The first

column of the Young diagram in Figure 3.30 is of length 3n, the second column is
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. . . . . .

. . . . . .

. . . . . .

...
...

...
...

3n rows

Figure 3.30: The Young diagram of λn,n,n. The bracket indicates the number of
rows in the Young diagram.

of length 3n− 3 and so on. Therefore, the conjugate partition of λn,n,n is

λ∗n,n,n =
(
3n, 3n− 3, 3n− 6, . . . , 3

)
.

Theorem 38. The conjugate partition λ∗m,n,r of λm,m,r for all thirteen parameter

conditions of m,n and r are consistent with the results found in Table 3.30.

Proof. Similar to the proof of Theorem 35−37.

The partitions in Table 3.30 can be expressed by the terms a, b and c. Where a

denotes the smallest parameter, b denotes the difference between the largest and

second largest parameter, and c denotes the difference between the second largest

and smallest parameter. The partitions in Table 3.30 will be used later on in this

chapter.
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condition λ∗m,n,r

m ≥ n ≥ r

({
m+ n− 3j + r + 3

}r+1

j=1
;
{(
m− n+ 2j − 2

)2}n−r
j=1

;
{(
j
)3}m−n−1

j=1

)
n ≥ r ≥ m

({
m+ n− 3j + r + 3

}m
j=1

;
{(
n− r − 2j + 2

)2}r−m+1

j=1
;
{(
j
)3}n−r−1

j=1

)
n ≥ m ≥ r

({
m+ n− 3j + r + 3

}r+1

j=1
;
{(
n−m+ 2j

)2}m−r−1
j=1

;
{(
j
)3}n−m

j=1

)
r ≥ n ≥ m

({
m+ n− 3j + r + 3

}m
j=1

;
{(
r − n+ 2j

)2}n−m
j=1

;
{(
j
)3}r−n

j=1

)
m ≥ r ≥ n

({
m+ n− 3j + r + 3

}n+1

j=1
;
{(
m− r + j − 1

)}2(r−n)

j=1
;
{(
j
)3}m−r−1

j=1

)
r ≥ m ≥ n

({
m+ n− 3j + r + 3

}n
j=1

;
{(
r −m+ j

)}2(m−n)

j=1
;
{(
j
)3}r−m

j=1

)
Table 3.30: The conjugate partition λ∗m,n,r of λm,n,r for all parameter conditions

of m,n and r.

3.2.3 The 2-core of λ

The explicit form of the partition λm,n,r for all thirteen parameter conditions of

m,n and r can be found in Table 3.26. The Maya diagram diagram of λm,n,r can be

found by placing beads and empty beads along the border of the Young diagram

of λm,n,r. The Maya diagram of λm,n,r will consist of empty beads in position

0 + 4j and beads in position 1 + 4j, 2 + 4j and 3 + 4j. Arranging the Maya

digram of λm,n,r from left to right onto a four runners gives the abacus display in

Figure 3.31. Figure 3.31 shows that the first runner contains no beads, the second

runner contains m beads, the third runner contains n beads and the fourth runner

contains r beads.

Figure 3.31 shows that every bead in the 4-runner abacus display λm,n,r has a

bead directly above it. If an empty bead appeared above a bead in Figure 3.31

it tells us that λm,n,r contains rim 4-hooks. Since, no beads appear above any of

the beads it Figure 3.31, it shows that λm,n,r does not contain any rim 4-hooks.

Therefore, λm,n,r is a 4-core partition for all parameters of m,n and r.
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0 beads m beads n beads r beads

Figure 3.31: The 4-runner abacus display of λm,n,r.

Our aim is to determine the 2-core and 2-quotient of λm,n,r. Figure 3.32 shows the

2-runner abacus display of λm,n,r. Figure 3.32 is the result of arranging all beads

and empty beads in Figure 3.31 onto two runners.

n beads m+ r beads

Figure 3.32: The 2-runner abacus display of λm,n,r.

Theorem 39. The 2-core of λm,n,r when n < m+ r is

δ =
(
m+ r − n, m+ r − n− 1, m+ r − n− 2, . . . , 3, 2, 1

)
.
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Proof. Figure 3.33 is the result of pushing all beads in Figure 3.32 up as far as

they will go. Figure 3.33 tells us that the Young diagram of the 2-core δ when

n < m+ r is of the form shown in Figure 3.34. The Young diagram in Figure 3.34

tells us that when n < m+ r the partition is

δ =
(
m+ r − n, m+ r − n− 1, . . . , 3, 2, 1

)
.

n beads

0 beads

n beads

m+ r − n beads

Figure 3.33: The 2-runner abacus display of the 2-core of λm,n,r when n < m+ r.

. . .

. . .
...

...
m+ r − n rows

Figure 3.34: The Young diagram of the 2-core of λm,n,r when n < m+ r.

Theorem 40. The 2-core of λm,n,r when n = m+ r is the empty set.
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Proof. If both runners in Figure 3.32 consist of the same number of beads, once

all beads have been pushed up as far as they can go, only empty beads follow after

the last bead of each runner.

Theorem 41. The 2-core of λm,n,r when n > m+ r is

δ =
(
n−m− r − 1, n−m− r − 2, n−m− r − 3, . . . , 3, 2, 1

)
.

Proof. Figure 3.32 shows that the first runner of the 2-runner abacus display of

λm,n,r consists of n beads and the second runner consists of m + r beads. When

n > m + r the first runner will contain more beads than the second runner.

Therefore, the 2-quotients that are obtained will not be ordered when n > m+ r.

In Remark 4 it explains how to ensure that the 2-quotient (µ, ν) obtained from the

2-runner abacus display of a partition is ordered. The display in Figure 3.35 is the

results of adding an additional bead to the start of Figure 3.32 and rearranging

beads and empty beads between the two runners. The orange bead in Figure 3.35

is the additional bead that has been added.

The abacus display in Figure 3.36 is of the 2-core of λm,n,r when n > m + r. A

comparison between Figures 3.33 and 3.36 shows that the Young diagram of the

2-core of λm,n,r when n > m + r is of the form shown in Figure 3.34 but with

n −m − r − 1 rows instead of m + r − n rows. Therefore, when n > m + r the

2-core of λm,n,r is

γ =
(
n−m− r − 1, n−m− r − 2, n−m− r − 3, . . . , 3, 2, 1

)
.
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m+ r + 1 beads n beads

Figure 3.35: The 2-runner abacus display of λm,n,r with an additional bead
(coloured orange) to ensure the second runner contains at least as many beads

as the first runner of the abacus display.

m+ r + 1 beads

0 beads

m+ r + 1 beads

n−m− r − 1 beads

Figure 3.36: The 2-runner abacus display of the 2-core λm,n,r when n > m+ r.

3.2.4 The 2-quotient of λ

Our aim is to now determine the 2-quotient of λm,n,r. Interestingly, we find that

whether n > m+r or n ≤ m+r affects the 2-core and the 2-quotient of λm,n,r. The

same conditions on n and m + r appear when we investigated the blocks formed
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by the roots of Qm,n,r(z).

Theorem 42. The 2-quotient (µ, ν) of λm,n,r when n ≤ m+ r is

(
(n, n− 1, n− 2, . . . , 1), (r −m, r −m− 1, . . . , 1)

)
when r > m,(

(n, n− 1, n− 2, . . . , 1), (m− r − 1,m− r − 2, . . . , 1)
)

when r < m,(
(n, n− 1, n− 2, . . . , 1), ∅

)
when r = m.

Proof. The abacus display in Figure 3.32 tells us that the partition µ in the 2-

quotient of λm,n,r when n ≤ m+ r is

µ = (n, n− 1, n− 2, . . . , 1).

Figure 3.32 shows that the number of beads in the second runner depends on the

parameters m and r. Figure 3.37 shows how the second runner in Figure 3.32

looks when r > m, r = m and r < m. Figure 3.37 shows that when r > m a total

of r − m beads need to be pushed up to form the second runner of the abacus

display of the 2-core. The j th bead that requires pushing up, needs to be pushed

up by j places. This means when r > m and n ≤ m+ r, the partition ν is

ν = (r −m, r −m− 1, . . . , 3, 2, 1).

Figure 3.37 shows that when r < m, the number of beads that require pushing up

is m− r − 1, and the j th bead that requires pushing, needs to be pushed up by

j places. This tells us that when r < m and n ≤ m+ r, the partition ν is

ν = (m− r − 1,m− r − 2, . . . , 3, 2, 1).
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Lastly, Figure 3.37 shows that when r = m the number of beads that need to be

pushed up to form the second runner of the abacus display of the 2-core is zero.

Therefore, when r = m and n ≤ m+ r, the partition ν is the empty set.

2m beads

r −m beads

(a) r > m

2r beads

m− r beads

(b) r < m

2m beads

(c) r = m

Figure 3.37: The second runner of 2-runner abacus display of λm,n,r (shown in
Figure 3.32) when r > m, r < m and r = m.

Theorem 43. The 2-quotient (µ, ν) of λm,n,r when n > m+ r is

(
(r −m, r −m− 1, . . . , 1) , (n, n− 1, n− 2, . . . , 1)

)
when r > m,(

(m− r − 1,m− r − 2, . . . , 1) (n, n− 1, n− 2, . . . , 1)
)

when r < m,(
∅ , (n, n− 1, n− 2, . . . , 1)

)
when r = m.

Proof. The second runner in Figure 3.35 tells us that the partition

ν = (n, n− 1, n− 2, . . . , 1),
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when n > m + r. Figure 3.35 shows that the number of beads in the first runner

depend on the parameters m and r. Therefore, the relative size of parameters m

and r needs to be considered in order to find the partition µ. Figure 3.38 shows

how the first runner of Figure 3.35 looks when r > m, r < m and r = m. A

comparison between Figures 3.38 and 3.37 shows that the partition obtained from

each sub-figure is the same for both figures.

2m+ 1 beads

r −m beads

(a) r > m

2r + 1 beads

m− r beads

(b) r < m

2m+ 1 beads

(c) r = m

Figure 3.38: The first runner of 2-runner abacus display of λm,n,r (shown in Figure
3.35) when r > m, r < m and r = m.

3.3 The Rm,n,r(z) polynomials

It follows from (2.11) that the 4-Okamoto polynomial

Qm,n,r(z) = idQs,t,u(−iz), (3.17)
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where d is defined in (3.3) and s, t and u are non-negative integers such that

λ∗m,n,r = λs,t,u. For convenience, we introduce the polynomial Rm,n,r(z) defined in

the following definition.

Definition 30. Define Rm,n,r(z) as

Rm,n,r(z) = id cm,n,rW
({

He1+4j(−iz)
}m−1
j=0

;
{

He2+4j(−iz)
}n−1
j=0

;
{

He3+4j(−iz)
}r−1
j=0

)
,

where cm,n,r is defined in (3.2) and d is defined in (3.3).

It follows from (3.17) that there exists non-negative integers s, t and u such that

Qm,n,r(z) = Rs,t,u(z).

Our aim is to find the polynomials Rs,t,u(z) using the partition λ∗m,n,r. The moti-

vation for studying the Rs,t,u(z) polynomials is to check our findings on the blocks

formed by the roots of Qm,n,r(z). We do this by confirming that there is a 90

degree rotation between the blocks formed by Qm,n,r(z) and Qs,t,u(z). Figure 3.5

shows an illustration of the blocks A−G formed by the roots of Qm,n,r(z). Figure

3.39 shows how the blocks in Figure 3.5 look after a 90 degree rotation.

Our aim is to find the polynomials Rs,t,u(z) equal to Qm,n,r(z). We can find the

parameters s, t and u using the partition λ∗m,n,r associated with Rs,t,u(z). Remarks

9 and 10 can be used to determine if parameters s, t and u are equal and whether

t is the smallest parameter or not by looking at the number of single, double or

triple terms in λ∗m,n,r. The parameters s, t and u can be determined by looking

at the number of single, double or triple terms in λ∗m,n,r. To recap the term a

of Rs,t,u(z) denotes the smallest parameter out of s, t and u, the term b denotes

the difference between the largest and second largest parameter and the term c

denotes the difference between the second largest and smallest parameter out of

s, t and u. The largest parameter out of s, t and u is the term a + b + c, the

second largest parameter is a + c and the smallest parameter is a. We can find

the parameter condition of Rs,t,u(z) by looking at the difference in length between
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Figure 3.39: A 90 degree rotation of the blocks formed by roots of Qm,n,r(z) shown
in Figure 3.5.

row b and row b + 1 and row b + 2c and row b + 2c + 1 of the Young diagram of

λ∗m,n,r associated with Rs,t,u(z). The results in Tables 3.29 and 3.28 can be used

as a criteria to determine the parameter condition of Rs,t,u(z). The parameter

condition of Rs,t,u(z) and Qs,t,u(z) are the same. Therefore, by considering the

parameter condition of Rs,t,u(z) we can determine the blocks formed by the roots

of Qs,t,u(z) using the results in Tables 3.22-3.24. Once we have determined the

blocks formed by the roots of Qs,t,u(z) we can check if there is a 90 degree rotation

between the blocks formed by the roots of Qm,n,r(z) and Qs,t,u(z).

Theorem 44. When r > n > m the polynomials Qm,n,r(z) and R r−n, r−m, r(z) are

equal.

Proof. When r > n > m the conjugate partition of λm,n,r is

λ∗m,n,r =

({
m+ n− 3j + r + 3

}m
j=1

;
{(
r − n+ 2j)2

}n−m
j=1

;
{(
j)3
}r−n
j=1

)
.
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Since λ∗m,n,r when r > n > m contains single, double and triple terms it follows

from Remark 9 that the parameters of associated polynomial Rs,t,u(z) are not

equal and the parameter t is not the smallest parameter. This means Rs,t,u(z) is

either a case 1,4,5 or 9 polynomial. The Young diagram of λ∗m,n,r when r > n > m

can be found in Figure 3.40. The Young diagram in Figure 3.40 consists of m

single rows, 2(n−m) rows that form a double row, and 3(r− n) rows that form a

triple row. Therefore, the term b = m, c = n−m and a = r− n of Rs,t,u(z) when

r > n > m. This tells us that the parameters of Rs,t,u(z) are r − n, r −m and r.

. . . . . .

...
...

...
...

...

. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

...

m rows

3(r − n) rows

2(n−m) rows

Figure 3.40: The Young diagram of λ∗m,n,r when r > n > m. The brackets indicate
the number of rows in the diagram.

Figure 3.40 shows that the difference between row b and row b + 1 is three, and

the difference between row b + 2c, i.e. the shortest row that forms a double

row, and b + 2c + 1 is two. According to Table 3.29 Rs,t,u(z) must be a case 9

polynomial i.e u > t > s. Therefore, the polynomial in Figure 3.40 is associated

with R r−n, r−m, r(z).

Suppose we want to check the results in Table 3.31. We have proven that when

r > n > m i.e. when Qm,n,r(z) is a case 9 polynomial, it is equal to Rr−n,r−m,r(z),
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which happens to also be a case 9 polynomial. Therefore, Qr−n,r−m,r(z) is a

case 9 polynomial. It follows from Table 3.31 that the roots of Qr−n,r−m,r(z)

form the blocks found in Table 3.32. A comparison of the results in Tables 3.31

and 3.32 show a 90 degree rotation between the blocks formed by Qm,n,r(z) and

Qr−n,r−m,r(z) when r > n > m. This confirms that the results in Table 3.31 hold

true.

Block Qm,n,r(z) with r > n > m

A m-triangle

B (r − n)-triangle

C (n−m)-triangle

D m× (n−m) rectangle

E (n−m)× (r − n) rectangle

Table 3.31: Blocks formed by the roots of Qm,n,r(z) when r > n > m.

Block Qr−n,r−m,r(z) with r > n > m

A (r − n)-triangle

B m-triangle

C (n−m)-triangle

D (r − n)× (n−m) rectangle

E (n−m)×m rectangle

Table 3.32: Blocks formed by the roots of Qr−n,r−m,r(z) when r > n > m.

Theorem 45. When m > r > n the polynomials Qm,n,r(z) and Rm,m−r−1,m−n−1(z)

are equal.

Proof. When m > r > n the conjugate partition of λm,n,r is

λ∗m,n,r =

({
m+ n− 3j + r + 3

}n+1

j=1
;
{(
m− r + j − 1)

}2(r−n)

j=1
;
{(
j)3
}m−r−1
j=1

)
.

Figure 3.41 shows the Young diagram of λ∗m,n,r when m > r > n. The Young

diagram in Figure 3.41 consists of single and triple row and no double rows. It

follows from Remark 10 that the parameters of the associated polynomial Rs,t,u(z)

are not equal and that t is the smallest parameter. This means Rs,t,u(z) is either a

case 10 or 11 polynomial. Figure 3.41 tells us that the term b = n+1, c = r−n and
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. . . . . .

...
...

...
...

...

. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

...

n+ 1 rows

3(m− r − 1) rows

2(r − n) rows

Figure 3.41: The Young diagram of λ∗m,n,r when m > r > n. The brackets indicate
the number of rows in the diagram.

a = m− r− 1 of Rs,t,u(z). Therefore, the parameters of Rs,t,u(z) when m > r > n

are m − r − 1, m − n − 1 and m. Figure 3.41 shows that the difference between

row b and row b + 1 is one. It follows from Table 3.12 that Rs,t,u(z) is a case 10

polynomial i.e. s > u > t. Therefore, when m > r > n the polynomials Qm,n,r(z)

and Rm,m−r−1,m−n−1(z) are equal.

Theorem 46. When n > r > m the polynomials Qm,n,r(z) and Rn−m,n, n−r−1(z)

are equal.

Proof. When n > r > m the conjugate partition of λm,n,r is

λ∗m,n,r =

({
m+ n− 3j + r + 3

}m
j=1

;
{(
n− r − 2j + 2

)2}r−m+1

j=1
;
{(
j
)3}n−r−1

j=1

)
.

Figure 3.42 shows the Young diagram of λ∗m,n,r when n > r > m. The Young

diagram in Figure 3.42 consists of single, double and triple rows. It follows from

Remark 9 that the parameters of the associated polynomial Rs,t,u(z) are not equal

and that t is not the smallest parameter. This means Rs,t,u(z) is either a case 1,4,5

or 9 polynomial. Figure 3.42 tells us that the term b = m, c = r − m + 1 and



Chapter 3 The 4-Okamoto polynomials 137

. . . . . .
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. . .

. . .
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...

m rows

3(n− r − 1) rows

2(r −m+ 1) rows

Figure 3.42: The Young diagram of λ∗m,n,r when n > r > m. The brackets indicate
the number of rows in the diagram.

a = n − r − 1 of the associated Rs,t,u(z). Therefore, the parameters of Rs,t,u(z)

when n > r > m, are n−r−1, n−m and n. Figure 3.42 shows that the difference

between row b and row b + 1 is three and the difference between row b + 2c and

b + 2c + 1 is one. It follows from Table 3.29 that Rs,t,u(z) is a case 5 polynomial

i.e. t > s > u. Therefore, when n > r > m the polynomials Qm,n,r(z) and

Rn−m,n, n−r−1(z) are equal.

Theorem 46 tells us that when Qm,n,r(z) is a case 4 polynomial, i.e. n > r > m it

is equal to Rn−m,n, n−r−1(z) which happens to be a case 5 polynomial. Therefore,

Rn−m,n, n−r−1(z) is a case 5 polynomial, The blocks formed by the roots ofQm,n,r(z)

when Qm,n,r(z) is a case 4 polynomial can be found in Table 3.33. The blocks

formed when Qm,n,r(z) is a case 5 polynomial i.e. n > m > r can be found Table

3.34. It follows from Table 3.34 that the roots of Qn−m,n, n−r−1(z) form the blocks

shown in Table 3.35. A comparison of the blocks in Tables 3.33 and 3.35 shows a

90 degree rotation, as expected.

Theorem 47. The polynomials Rs,t,u(z) equal to Qm,n,r(z) for each of the thirteen

parameter conditions of m,n and r can be found in Tables 3.36 and 3.37.
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Block Qm,n,r(z) when n > r > m

A m-triangle

B (n− r − 1)-triangle

C (r −m)-triangle

D m× (r −m) rectangle

E (r −m+ 1)× (n− r) rectangle

F m-triangle when n ≥ m+ r

(n− r)×m trapezoid when n < m+ r

G (n− r − 1)-triangle when n ≤ m+ r + 1

m× (n− r − 1) trapezoid when n > m+ r + 1

Table 3.33: Blocks formed by the roots of Qm,n,r(z) when n > r > m.

Block Qm,n,r(z) when n > m > r

A r-triangle

B (n−m)-triangle

C (m− r − 1)-triangle

D (r + 1)× (m− r) rectangle

E (m− r − 1)× (n−m) rectangle

F r-triangle when n ≥ m+ r

(n−m)× r trapezoid when n < m+ r

G (n−m)-triangle when n ≤ m+ r + 1

(r + 1)× (n−m) trapezoid when n > m+ r + 1

Table 3.34: Blocks formed by the roots of Qm,n,r(z) when n > m > r.

Block Qn−m,n, n−r−1(z) when n > r > m

A (n− r − 1)-triangle

B m-triangle

C (r −m)-triangle

D (n− r)× (r −m+ 1) rectangle

E (r −m)×m rectangle

F (n− r − 1)-triangle when n ≥ m+ r

m× (n− r − 1) trapezoid when n < m+ r

G m-triangle when n ≤ m+ r + 1

(n− r)×m trapezoid when n > m+ r + 1

Table 3.35: Blocks formed by the roots of Qn−m,n, n−r−1(z) when n > r > m.

3.4 The discriminant of Qm,n,r(z)

In Chapter 1, we discussed the discriminant of Yablonskii–Vorob’ev polynomials

Qn(z). Examples of the discriminant of Qn(z) can be found in Table 1.3. The
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case parameter condition equivalent polynomial parameter condition case

no. of Qm,n,r(z) of R s,t,u(z) of R s,t,u(z) no.

1 m > n > r Rm,m−r−1,m−n−1(z) s > t > u 1

4 n > r > m Rn−m,n, n−r−1(z) t > s > u 5

5 n > m > r Rn−m,n, n−r−1(z) t > u > s 4

9 r > n > m R r−n, r−m, r(z) u > t > s 9

10 m > r > n Rm,m−r−1,m−n−1(z) s > u > t 10

11 r > m > n R r−n, r−m, r(z) u > s > t 11

Table 3.36: Polynomials Rs,t,u(z) that are equal to Qm,n,r(z) when m,n and r are
not equal.

case parameter condition equivalent polynomial parameter condition case

no. of Qm,n,r(z) of R s,t,u(z) of R s,t,u(z) no.

2 n > m = r Rn−m,n, n−r−1(z) t > s > u 5

3 m = n > r R 0, n, n−r−1(z) t > u > s 4

6 m > n = r Rm,m−n−1,m−n−1(z) s > t = u 6

7 m = n = r R 0, 0, n(z) u > s = t 12

8 n = r > m R 0, r−m, r(z) u > t > s 9

12 r > n = m R r−n, r−n, r(z) u > s = t 12

13 m = r > n R r−n, 0, r(z) u > s > t 11

Table 3.37: Polynomials Rs,t,u(z) that are equal to Qm,n,r(z) when two or more
parameters of out of m,n and r are equal.

general form the of the discriminant of Qn(z) polynomials is given in Theorem 3.

This theorem is due to Roberts [74]. The general form the of the discriminant

of generalised Hermite and generalised Okamoto polynomials can also be found

in [74]. A generalisation of the discriminant of 4-Okamoto polynomials is not ob-

vious from results found by Roberts on the discriminate of generalised Okamoto

polynomials. This motivates us to investigate the discriminate of 4-Okamoto poly-

nomials. We start our investigation by considering 4-Okamoto polynomials with

equal parameters. Let Dis(Qn,n,n(z)) be the discriminant of

Qn,n,n(z)

zk
,
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where

k =
n(n+ 1)

2
,

is the multiplicity of the roots of Qn,n,n(z) at the origin. Table 3.38 shows the

prime factors of the Dis(Qn,n,n(z)) for n = 1, . . . , 8. The results in Table 3.38 were

found using Maple. Table 3.38 shows that the prime factors of the Dis(Qn,n,n(z))

include the prime 2 and primes of the form (4x− 1) and (4x+ 1). A comparison

of the discriminants in Table 3.38 shows that the Dis(Qn,n,n(z)) is negative for

certain values of n. Further examples show that the Dis(Qn,n,n(z)) < 0 when n =

1 mod 4 or n = 2 mod 4. A comparison of the results in Table 3.38 show that the

powers of 2 are of the form
n2(n+ 1)2

2
.

Dis(Q1,1,1(z)) = −(2)2(3)

Dis(Q2,2,2(z)) = −(2)18(3)9(5)(7)3

Dis(Q3,3,3(z)) = (2)72(3)35(5)13(7)10(11)5

Dis(Q4,4,4(z)) = (2)200(3)88(5)52(7)32(11)18(13)5

Dis(Q5,5,5(z)) = −(2)450(3)203(5)123(7)82(11)35(13)18(17)7(19)9

Dis(Q6,6,6(z)) = −(2)882(3)419(5)222(7)169(11)75(13)35(17)26(19)34(23)11

Dis(Q7,7,7(z)) = (2)1568(3)778(5)367(7)300(11)159(13)79(17)53(19)71(23)42

Dis(Q8,8,8(z)) = (2)2592(3)1336(5)603(7)471(11)287(13)175(17)84(19)116(23)89(29)13(31)15

Table 3.38: Prime factors of the Dis(Qn,n,n(z)) for n = 1 . . . 8.

Our aim is to find the general form of the Dis(Qn,n,n(z)). The discriminants in

Table 3.38 show that the “last” prime factor, i.e. the one furthest to the right is of

the form (4n−1) to some power, when for n = 1, 2, 3, 5, 6, 8. When n = 4 and n = 7

the term (4n − 1) are integers that are not prime, therefore, they are “missing”

from Table 3.38. The results in Table 3.38 suggest that the Dis(Qn,n,n(z)) for all

values of n involve an integer factor of the form (4n−1) to some power. The results

in Table 3.38 show that the second to last prime factor of the Dis(Qn,n,n(z)) is of
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the form (4n−3) to some power for certain values of n, and the third to last prime

factor is of the form (4n−5) to some power for certain values of n, and so on. This

suggests the j th to last integer factor of Dis(Qn,n,n(z)) is of the form (4n−2j+1)

to some power. Table 3.38 shows that the Dis(Qn,n,n(z)) for n = 1 and n = 2

involves 2n small primes. This includes the prime 2 and 2n − 1 odd prime. The

number of primes involved in the the Dis(Qn,n,n(z)) in Table 3.38 suggest that the

Dis(Qn,n,n(z)) can be written as 2n integers to some power, where integers can be

prime or not prime. So far, we know that integer factor of the absolute value of

the Dis(Qn,n,n(z)) is

| Dis(Qn,n,n(z)) |= 2
n2(n+1)2

2

2n−1∏
j=1

(4n− 2j + 1)Gn(j), (3.18)

where Gn(j) is to be determined.

Dis(Q1,1,1(z)) = −(2)2(3)

Dis(Q2,2,2(z)) = −(2)18(3)9(5)(7)3

Dis(Q3,3,3(z)) = (2)72(3)35(5)13(7)10(11)5

Dis(Q4,4,4(z)) = (2)200(3)88(5)52(7)32(11)18(13)5

Dis(Q5,5,5(z)) = −(2)450(3)203(5)123(7)82(11)35(13)18(17)7(19)9

Dis(Q6,6,6(z)) = −(2)882(3)419(5)222(7)169(11)75(13)35(17)26(19)34(23)11

Dis(Q7,7,7(z)) = (2)1568(3)778(5)367(7)300(11)159(13)79(17)53(19)71(23)42

Dis(Q8,8,8(z)) = (2)2592(3)1336(5)603(7)471(11)287(13)175(17)84(19)116(23)89(29)13(31)15

Table 3.39: Prime factors of the Dis(Qn,n,n(z)) for n = 1 . . . 8. Terms of the form
4n − 1, 4n − 3, 4n − 5, 4n − 7 and 4n − 9 to some power, have been coloured red,

blue, purple, green and orange, respectively.

The discriminants in Table 3.39 show that when j = 1 and n ≥ 1 the terms (in

red) are of the form

(4n− 1)2n−1.



Chapter 3 The 4-Okamoto polynomials 142

When j = 2 and n ≥ 2 the terms (in blue) in Table 3.39 are of the form

(4n− 3)2n−3,

when j = 3 and n ≥ 3 terms (in purple) are of the

(4n− 5)8n−14,

when j = 4 and n ≥ 4 the terms (in green) are of the form

(4n− 7)8n−22,

and when j = 5 and n ≥ 5 the terms (in orange) are of the form

(4n− 9)18n−55.

Further example show that when j = 6 and n ≥ 6 terms are of the form

(4n− 11)18n−73,

and when j = 7 and n ≥ 7 terms are of the form

(4n− 13)32n−140.

The results above tells us that when n ≥ j terms of the form (4n− 2j + 1) are to

the power of

2n

(
j

2

)2

− 4j3 + 2j

12
, (3.19)

when j is even and

2n

(
j + 1

2

)2

− 4j3 + 6j2 + 2j

12
, (3.20)

when j is odd. Therefore, the Dis(Qn,n,n(z)) involves two separte products, one
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for n ≥ j and one for n < j. This means the integer factor of the Dis(Qn,n,n(z)) is

of the form

| Dis(Qn,n,n(z)) |= 2
n2(n+1)2

2

2n−1∏
j=n+1

(4n− 2j + 1)Fn(j)

n∏
j=1

(4n− 2j + 1)G̃n(j), (3.21)

where Fn(j) is to be determined. It follows from (3.19) and (3.20) that

G̃n(j) = 2n
(⌈j

2

⌉)2
− 4j3 + 3j2 − 3j2(−1)j + 2j

12
. (3.22)

Our aim is to now determine Fn(j). We know that when n ≥ j terms are of the

form
n∏
j=1

(4n− 2j + 1)G̃(n), (3.23)

where G̃(n) is defined in (3.22). We can use (3.23) to find “missing terms”, i.e.

integers that are not prime that are to the power of another integer. We can find

missing terms by dividing the prime factors of the Dis(Qn,n,n(z)) by the terms

obtained from (3.23). For example, Table 3.38 shows that the prime factors of the

Dis(Q3,3,3(z)) = (2)72(3)35(5)13(7)10(11)5. (3.24)

According to (3.23) the Dis(Q3,3,3(z)) includes the term (9)3. If we divide (3.24)

by (9)3 we get

(2)72(3)29(5)13(7)10(11)5.

This tells us that the Dis(Q3,3,3(z)) is

Dis(Q3,3,3(z)) = (2)72(3)29(5)13(7)10(9)3(11)5.

If we continue this process of dividing the prime factors of the Dis(Qn,n,n(z) by

terms obtained from (3.23) we find the results in Table 3.40. The highlighted

terms in Table 3.40 are the terms obtained from (3.23) when j = n. The terms

in Table 3.40 where j ≥ n do not contain any missing terms. The terms in Table
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3.40 where j < n do contain missing terms. For example, according to (3.21) when

n ≥ 5 the Dis(Qn,n,n(z)) includes terms of the form (9)Fn(j). Our aim is to now

determine Fn(j).

Dis(Q1,1,1(z)) = −(2)2(3)

Dis(Q2,2,2(z)) = −(2)18(3)9(5)(7)3

Dis(Q3,3,3(z)) = (2)72(3)29(5)13(7)10(9)3(11)5

Dis(Q4,4,4(z)) = (2)200(3)61(5)45(7)32(9)10(11)18(13)5(15)7

Dis(Q5,5,5(z)) = −(2)450(3)177(5)97(7)82(11)35(13)18(17)7(15)26(19)9

Dis(Q6,6,6(z)) = −(2)882(3)357(5)169(7)160(11)75(13)35(15)53(17)26(19)34(21)9(23)11

Dis(Q7,7,7(z)) = (2)1568(3)621(5)261(7)266(11)159(13)79(15)84(17)53(19)71(21)34(23)42

(25)11(27)13

Table 3.40: Prime factors of the Dis(Qn,n,n(z)) for n = 1 . . . 7 including with all
terms of the form of (3.23). The terms highlighted in yellow are the terms obtained

form (3.23) when j = n.

Table 3.40 shows that when n = 2, 3, 4, the powers of 3 are equal to

6n2 − 10n+ 5.

Similarly, Table 3.40 shows that when n ≥ 3, the powers of 5 are of equal to

10n2 − 38n+ 37

and when n ≥ 4, the power of 7 are equal to

14n2 − 76n+ 112.

Let us assume that the powers of 3 for n ≥ 2 are of the form

6n2 − 10n+ 5.
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We can find the missing terms of the form (9)Fn(j) by diving the results in Table

3.40 for n ≥ 5 by

(3)6n
2−10n+5.

For example, Table 3.40 shows that the

Dis(Q5,5,5(z)) = −(2)450(3)177(5)97(7)82(11)35(13)18(17)7(15)26(19)9.

Dividing this result by (3)6(3)
2−10(3)+5 i.e. by (3)105 gives

−(2)450(3)72(5)97(7)82(11)35(13)18(17)7(15)26(19)9,

which is equivalent to

−(2)450(9)36(5)97(7)82(11)35(13)18(17)7(15)26(19)9.

Therefore, we find that the

Dis(Q5,5,5(z)) = −(2)450(3)105(5)97(7)82(9)36(11)35(13)18(17)7(15)26(19)9.

Continuing this process of finding missing terms of the form (9)Fn(j) where n ≥ 5

gives the results in Table 3.41. The results in this Table 3.41 do not contain any

missing terms.

The general form of Fn(j) is unclear from the results in Table 3.41. For conve-

nience, we now write the product

2n−1∏
j=n+1

(4n− 2j + 1)Fn(j) (3.25)

as

n−1∏
j=1

(2n− 2j + 1)F̃n(j). (3.26)
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Dis(Q1,1,1(z)) = −(2)2(3)

Dis(Q2,2,2(z)) = −(2)18(3)9(5)(7)3

Dis(Q3,3,3(z)) = (2)72(3)29(5)13(7)10(9)3(11)5

Dis(Q4,4,4(z)) = (2)200(3)61(5)45(7)32(9)10(11)18(13)5(15)7

Dis(Q5,5,5(z)) = −(2)450(3)105(5)97(7)82(9)36(11)35(13)18(17)7(15)26(19)9

Dis(Q6,6,6(z)) = −(2)882(3)161(5)169(7)160(9)98(11)75(13)35(15)53(17)26(19)34(21)9(23)11

Dis(Q7,7,7(z)) = (2)1568(3)229(5)261(7)266(9)196(11)159(13)79(15)84(17)53(19)71(21)34(23)42

(25)11(27)13

Table 3.41: Factors of the Dis(Qn,n,n(z)) for n = 1 . . . 7 with no missing terms.
The terms highlighted in yellow are the terms obtained from (3.23) when j = n.

Table 3.42 gives examples of terms of the form of (3.26).

n j = 1 j = 2 j = 3

2 (3)9 − −

3 (5)13 (3)29 −

4 (7)32 (5)45 (3)61

5 (9)36 (7)82 (5)97

6 (11)75 (9)98 (7)160

7 (13)79 (11)159 (9)196

8 (15)146 (13)175 (11)287

9 (17)150 (15)268 (13)323

10 (19)253 (17)284 (15)450

Table 3.42: Terms of the form of (3.26) in the Dis(Qn,n,n(z)) for n = 1 . . . 10 with
j = 1, j = 2 and j = 3.

The results in Table 3.42 show that when j = 1 and n = 2t, where t is a non-

negative integer,

F̃2t(1) =
4

3
t3 + 2t2 +

23

3
t− 2,
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and when n = 2t+ 1,

F̃2t+1(1) =
4

3
t3 + 2t2 +

23

3
t+ 2.

This tells us that when n is even

F̃n(1) =
4

3

(n
2

)3
+ 2

(n
2

)2
+

23

3

(n
2

)
− 2, (3.27)

and when n is odd

F̃n(1) =
4

3

(
n− 1

2

)3

+ 2

(
n− 1

2

)2

+
23

3

(
n− 1

2

)
+ 2. (3.28)

Table 3.42 shows that

F̃2t+1(2) =
4

3
t3 + 4t2 +

95

3
t− 8,

and

F̃2t+2(2) =
4

3
t3 + 4t2 +

95

3
t+ 8.

Therefore, when n is even

F̃n(2) =
4

3

(
n− 2

2

)3

+ 4

(
n− 2

2

)2

+
95

3

(
n− 2

2

)
+ 8, (3.29)

and when n is odd

F̃n(2) =
4

3

(
n− 1

2

)3

+ 4

(
n− 1

2

)2

+
95

3

(
n− 1

2

)
− 8. (3.30)

Similarly, the results in Table 3.42 show that

F̃2t+2(3) =
4

3
t3 + 6t2 +

215

3
t− 18,

and

F̃2t+3(3) =
4

3
t3 + 6t2 +

215

3
t+ 18.
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This tells us that when n is even

F̃n(3) =
4

3

(
n− 2

2

)3

+ 6

(
n− 2

2

)2

+
215

3

(
n− 2

2

)
− 18, (3.31)

and when n is odd

F̃n(3) =
4

3

(
n− 3

2

)3

+ 6

(
n− 3

2

)2

+
215

3

(
n− 2

2

)
+ 18. (3.32)

A comparison of the polynomials of the form F̃2t+α(j), where α is a positive integer,

shows that the coefficient of t2 is 2j, and the coefficient of t0 is either 2j2 or −2j2.

The polynomials that we have seen so far, show that the coefficient of t0 is 2j2

when n + j is even, and −2j2 when n + j is odd. A comparison of the terms in

(3.27)-(3.32) shows that the terms inside the parenthesis are of the form

⌈
n− j

2

⌉
.

The results in (3.27)-(3.32) and examples with large values of n and j show that

F̃n(j) =
4

3

(⌈
n− j

2

⌉)3

+ 2j

(⌈
n− j

2

⌉)2

+
24j2 − 1

3

(⌈
n− j

2

⌉)
+ 2(−1)n+jj2.

Conjecture 1. Let Dis(Qn,n,n(z)) be the discriminant of

Qn,n,n(z)

zk
,

where

k =
n(n+ 1)

2
,

is the multiplicity of the roots of Qn,n,n(z) at the origin. Then the Dis(Qn,n,n(z))

is given by

| Dis(Qn,n,n(z)) |= 2
n2(n+1)2

2

n−1∏
j=1

(2n− 2j + 1)F̃n(j)

n∏
j=1

(4n− 2j + 1)G̃n(j)
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where

F̃n(j) =
4

3

(⌈
n− j

2

⌉)3

+ 2j

(⌈
n− j

2

⌉)2

+
24j2 − 1

3

(⌈
n− j

2

⌉)
+ 2(−1)n+jj2,

and

G̃n(j) = 2n

(⌈j
2

⌉)2

− 4j3 + 3j2 − 3j2(−1)j + 2j

12
.

The Dis(Qn,n,n(z)) < 0 if and only if n = 1 mod 4 or n = 2 mod 4.

Conjecture 1 has been checked for n = 1, . . . , 25. A problem that remain open is

to find the discriminant of 4-Okamoto polynomials for all parameter conditions of

m,n and r.



Chapter 4

Conclusion

The aim of this thesis was to explore properties of the generalised Okamoto poly-

nomials and the 4-Okamoto polynomials. I found that the structures formed by

the roots of generalised Okamoto polynomials and 4-Okamoto polynomials depend

on the relative size of the parameters of the polynomial.

In Chapter 1, we discussed that Veselov [79] conjectured that all Wronskians of

Hermite polynomials arise in connection to rational solutions of one of the AN -

Painlevé system. Filipuk and Clarkson [33] investigated rational solutions of the

A4-Painlevé system and found that some rational solutions of the system can be

expressed in terms of the 5-Okamoto polynomials. Figure 4.1, as well as other

plots, show that the roots of the 5-Okamoto polynomial Qm,n,r,s(z) form A blocks,

i.e. equilateral triangle blocks that lie on the imaginary axis, of size a. Where

a denotes the smallest parameter of the polynomial. We saw that the roots of

the generalised Okamoto polynomials Qm,n(z) and the roots of the 4-Okamoto

polynomials Qm,n,r(z) also form A blocks of size a.

Figure 4.1 shows that similar to the blocks formed by the roots of 4-Okamoto

polynomials, the roots of the 5-Okamoto polynomial also form B blocks, i.e. equi-

lateral triangle blocks that lie on the real axis and C blocks, i.e. equilateral triangle

blocks that lie in each quadrant of the complex plane. The size of the B and C

150
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Figure 4.1: Plot of the roots of Q3,9,10,14(z).

blocks in Figure 4.1 suggests that the relative size of m,n, r and s has an affect on

the size of blocks formed by the roots of 5-Okamoto polynomials. The other blocks

that can be seen in Figure 4.1 are more complicated than the blocks formed by the

roots of 4-Okamoto polynomials. A problem that remains open is to determine

the blocks formed by the roots of 5-Okamoto polynomials.

In this thesis, I studied the families of partitions associated with the generalised

Okamoto polynomials and the 4-Okamoto polynomials. I found that the parti-

tions associated with Qm,n(z) are 3-core partitions and partitions associated with

Qm,n,r(z) are 4-core partitions. It follows from the Wronskian definition of the

5-Okamoto polynomials Qm,n,r,s(z) (defined in Definition 6) that the family of

partitions associated with the 5-Okamoto polynomials are 5-core partitions. By

the definition of Qm,n,r,s(z) the partition λ associated with 5-Okamoto polynomials

Qn,n,n,n(z) is

λ =

({(
j)4
}n
j=1

)
.
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Veselov’s [79] conjecture motivates us to investigate properties of the Wronskian

of Hermite polynomials. Let us define the N -Okamoto polynomials as the

W
({

He1+Nj(z)
}m1−1
j=0

;
{

He2+Nj(z)
}m2−1
j=0

; . . . ;
{

HeN−1+Nj(z)
}mN−1−1
j=0

)
. (4.1)

It follows from (4.1) that the family of partitions λ associated with N -Okamoto

polynomials are N -core partitions. The partition λ associated with N -Okamoto

polynomials with parameters equal to m is

λ =

({(
j)N−1

}m
j=1

)
.

The conjugate of this partition is

λ∗ =

({
(N − 1)m− (N − 1)j +N − 1

}m
j=1

)
.

An interesting task for the future would be to investigate properties of the N -

Okamoto polynomials. For example, the blocks formed by the roots of N -Okamoto

polynomial in the complex plane and the discriminant of N -Okamoto polynomial.

In this thesis, I determined the general form of the discriminant of 4-Okamoto

polynomials with equal parameters. A problem that remains open is to find the

discriminant of 4-Okamoto polynomials for all parameter conditions of m,n and

r.

Another interesting open problem is how the 4-Okamoto polynomials relate to

rational solutions of the Painlevé equations.
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for the Painlevé II equation, J. Math. Phys. 37 (1996) 4393–4704.

[47] K. Kajiwara and Y. Ohta, Determinantal structure of the rational solutions
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J. de Math 5 (1889) 135-318.

[74] D. P. Roberts, Discriminants of some Painlevé polynomials, Number Theory
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