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Abstract

Ransomware is a devastating type of malicious software that restricts a user’s

access to a digital asset of value, demanding a ransom in order to restore it.

Ransomware attacks have only increased in popularity over the years and show no

signs of abating. Moreover, the complexity and potential impact of these attacks

have also increased, such that modern-day ransomware attacks are capable of

bringing businesses and organisations to a standstill, with ransom demands often

in excess of millions of pounds.

The research presented in this thesis aims to contribute to a stronger founda-

tion of knowledge regarding this relatively new cyberthreat through the develop-

ment of several novel countermeasures. An in-depth analysis of current state-of-

the-art anti-ransomware tools was conducted, through which an overall preference

towards statistical and behavioural detection methods was identified. Addition-

ally, several datasets and an analysis environment were constructed in order to

identify and subsequently improve current statistical and behavioural approaches,

contributing towards more effective ransomware detection.

Untapped potential within statistical-based approaches to ransomware detec-

tion was clearly identified, showing that near-perfect classification rates were pos-

sible within the scope of our experiments. Despite the continual growth both in

terms of frequency and sophistication of ransomware attacks, our results suggest

that the significant differences in system behaviour observed during a ransomware

attack are enough to identify and thwart ransomware attacks. Future work should

pay particular attention to these clear fingerprints created by ransomware attacks,

such that damages can largely be mitigated, alleviating the need to pay the ransom

and thus toppling the underground ransomware economy.
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Chapter 1

Introduction

1.1 Chapter Introduction

The work presented in this thesis summarises research conducted towards tack-

ling ransomware, a malicious type of malware that restricts access to a victim’s

computing resource, demanding a ransom in order to restore access. This chap-

ter begins with an overview of ransomware itself, highlighting some of the key

characteristics and implications which make ransomware a highly significant and

dangerous threat. Insight is provided into the key steps of a ransomware attack

and the inherent nature of threat actors conducting these attacks.

Following this, the aims of this thesis are presented, coupled with the research

problems of ransomware and the motivation of this work. This leads to a dis-

cussion of the research questions explored in this thesis. Finally, the key novel

contributions produced as part of this research are presented, and the structure

of this document is provided.

1.2 Background

Malware, a portmanteau of the words “malicious” and “software”, is a type of

malicious computer software that has long been a threat to the digital world.

The capabilities of different malware strains vary greatly, from simple annoyances

to full-scale attacks on industrial control systems (ICS) [180]. The severity of

malware is only increasing as the affordability and functionality of modern-day

1



computers has led to a continual uptake in computer use, both in the home and in

industry, providing an ever-growing attack surface for cybercriminals. In addition,

the more recent advent of the Internet of Things (IoT) has amplified the number of

computing devices in use by individuals and organisations across the globe [102].

In fact, it is now commonplace to see Internet-connected smart devices such as

doorbells and home assistants in family homes, as well as IoT-enabled devices

within large-scale ICS, all of which are potentially viable targets for malware

[160].

Unfortunately, as available technologies increase in complexity and sophistica-

tion, attackers are continually able to develop their skills to implement advanced

and never-seen-before malware variants and attack strategies. Malware variants

that exist today are far more damaging and wide-reaching than typical variants

from several years ago [179, 9], and this trend is likely to continue for the fore-

seeable future. As such, an arms race exists between attackers and defenders,

with attackers developing new technologies and strategies which defenders must

learn to counter, often putting the latter at a disadvantage. Attackers actively

implement techniques that make both static and dynamic analysis of payloads

as difficult as possible for cybersecurity researchers and malware analysts. Some

examples of how attackers actively subvert defenders are outlined below:

• Malware code is often obfuscated, for example by applying the Exclusive OR

operation to byte values in the payload, in an attempt to decrease readability

and hide the true intentions of the payload thus hindering static analysis.

• Anti-forensics techniques, such as steganography, can be used to hide mali-

cious code in plain sight.

• All malicious activity can be suspended in the event that a malware analysis

environment is detected, which can prevent dynamic analysis [66, 193].

There exist various types of malware, each with their own goals. For example,

keyloggers harvest keyboard input as a user interacts with their computer, Trojan

Horses masquerade as legitimate software to hide an underlying malicious intent

such as data exfiltration, and rootkits provide attackers with remote access to a

victim’s device [20]. Motivations behind such attacks wildly vary between threat

actors, but the primary reason is often that of financial gain [183]. Regardless of
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the motivation, malware attacks pose a constant threat to individuals and organ-

isations alike, warranting increased research efforts across academia and industry

to counter these threats.

1.3 Ransomware: Extortion-Based Cybercrime

With the increased reliance on computing devices throughout homes, businesses

and organisations, some attackers look to debilitate their victims by maliciously

denying access to the contents or functionality of their devices or services. An

example of such an attack is the denial-of-service (DOS) attack, commonly per-

formed by disrupting network services through sending volumes of requests that

the target host cannot handle [45]. For example, in 2020, attackers used a vul-

nerability known as CLDAP Reflection to attack Amazon Web Services. CLDAP

Reflection is an attack making use of the Connection-less Lightweight Directory

Access Protocol and is capable of worrying large bandwidth amplification rates

[15]. Amazon observed traffic of up to 2.3Tbps during the attack, although were

thankfully able to mitigate its effects [24]. However, it should be noted that most

organisations will simply not have access to defences capable of thwarting volumes

of traffic far smaller than this.

A more recent attack, with an emphasis on denial of access, involves infecting

the victim machine and denying access to a digital asset of value (such as personal

data) from within, in a type of digital hostage scenario. An amount of money –

the ransom – is then demanded in order to restore access. First formalised in

1996 by Adam L. Young and Moti Yung as cryptoviral extortion [194], this type

of attack is now more commonly referred to as ransomware, a portmanteau of

the words ransom and malware, and the analysis of which is the scope of this

thesis. The sophistication and complexity of ransomware attacks have significantly

evolved over the years. In fact, it wasn’t until around 2013 that the popularity

of ransomware began to significantly increase, with extremely well-known families

such as CryptoLocker and CryptoWall beginning to use hybrid cryptosystems –

that is, a combination of both symmetric and asymmetric cryptography to ensure

rapid denial of access to a victim’s data (detailed in Section 2.3.1) – similar to

those explored in the work of Young and Yung [196]. These ransomware campaigns

are reported to generate revenue upwards of billions of pounds for attackers [185],
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inspiring other cybercriminals to implement their own variants (or attempt to

copy pre-existing ones) in the hope of replicating this “success”.

The true impact of ransomware can never be known, however it is frequently

reported today that damages are in excess of billions of pounds [138]. As ran-

somware attacks shift towards targeting businesses and organisations, it is not

only the economic cost of paying the ransom that the victim must consider but

also the cost of downtime, during which services will be halted. It is also impor-

tant to consider the damages of a ransomware attack beyond its economic costs.

Being the victim of a ransomware attack (or, more generally, any form of mal-

ware) is likely a traumatic experience for an individual, possibly inducing negative

psychological effects and a distrust of technology [100].

It is the unfortunate case that ransomware attacks seem to only be gaining

popularity among attackers. Ransomware attack frequency reportedly grew 148%

in 2021 compared with 2020, with hundreds of millions of attacks being reported

[88]. An overall trend has been observed that ransomware groups now frequently

target large organisations to cause widespread disruption, demand increased ran-

som amounts and apply additional pressure to the victims in the sense that their

customers are also affected through factors including but not limited to business

downtime and data breaches [12].

In 2021, Kronos, a company that sells payroll systems globally, were the vic-

tim of a ransomware attack that impacted customers for months [57]. This attack

led to large-scale disruption for businesses and organisations worldwide, and large

quantities of customer information was also stolen by the attackers. It is interest-

ing to note that by targeting a central authority providing a service to customers,

attackers implicitly affected multiple organisations leading to widespread data

breaches across many different victims.

In the same year, Quanta Computer, a partner of Apple, was also attacked

by threat actors claiming to be from the REvil/Sodinokibi ransomware gang [63].

This attack demonstrates the lengths that attackers are willing to go to in order to

encourage payment from victims by demonstrating a double-extortion attack. In

these types of attacks, discussed further in Section 1.4, attackers not only encrypt

victim data but also exfiltrate as much as possible, such that threats can be made

to leak it at a later date. In this case, the attackers demanded a ransom of $50
million, upping the demand to $100 million if payment had not been received by
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Figure 1: An example ransom note presented by the Jigsaw ransomware variant

a certain date. In addition, the ransom demand was shifted to Apple itself as the

attackers began leaking the stolen data.

Attackers demonstrate several techniques to achieve denial of access, although

most commonly utilise strong encryption algorithms that are present on the target

host through calls to cryptographic application programming interfaces (APIs).

Assuming that this denial of access has been implemented properly (that is, one

which renders the victim in an irrecoverable state without help from the attacker),

attackers rely on the fact that it is very difficult, if not impossible, for victims to

recover their data after access has been revoked unless they pay the attackers

to restore access. Attackers demand payment (generally in the form of a cryp-

tocurrency such as Bitcoin) to allow the victim to recover their data. As a result,

ransomware attacks are of an interdisciplinary nature, from the implementation

of the payload to the balance of psychological and economic factors influencing

the effectiveness of the attack.

Whilst the goal of some types of malware is to remain undetected for as long

as possible in order to cause maximum disruption, ransomware aims to make itself

known once the encryption process is complete, ensuring that it alerts the victim

to its presence. This is achieved by displaying a ransom note to the user (for
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example by simply displaying a new window or by changing the user’s desktop

background image) [111]. An example ransom note is displayed in Figure 1. This

note contains instructions on how a victim can pay the attackers to restore access

to their data, as well as threatening imagery and warnings in an attempt to panic

and confuse the victim, possibly increasing their likelihood of paying the ransom.

This bold strategy is one of the many ways in which ransomware differs from other

types of malware; the primary goal of financially-motivated ransomware is to con-

vince the victim to pay money to the attacker, and it must make itself known in

order to do so. An interesting side effect imposed by the nature of ransomware

is that simply removing the infection (as is a typical approach for removing other

types of malware) does not help the user recover from a ransomware attack – in

fact, in doing so, they effectively break all communications with the attacker and

thus lose any hope of data recovery (assuming they do not have other protection

mechanisms in place, such as backups). Young and Yung first noted the effec-

tiveness of this symbiotic relationship between ransomware and its host machine

during their initial conceptualisation of cryptoviral extortion [194].

1.4 The Stages of a Ransomware Attack

The primary goal of a ransomware attack is to extort funds from a victim through

denial of access to a digital asset. In the same way that there exist “real world”

crimes, such as kidnapping, where criminals demand a ransom payment, there

too exist different types of ransomware attacks. Previous work has studied the

general steps of a ransomware attack from end to end [94]. Below, and in Figure

2 we detail the key stages of a ransomware attack within the scope of this thesis:

1. Initial Infection

2. Denial of Access

3. Victim Communication

4. (Optional) Payment Management

5. (Optional) Recovery
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In some cases, an additional step (3a) may follow in the form of increasing

pressure on the victim if an amount of time passes without the attackers receiving

payment. Examples of this behaviour include increasing the ransom demand

or beginning to permanently destroy some of the compromised data [103]. In

extreme cases, some ransomware variants may even eventually prevent access to

the device altogether by making changes to the system that are difficult to reverse,

for example by overwriting the Master Boot Record (MBR) on the Windows

operating system, thus preventing the system from booting [163]. This is the

last resort for attackers, as it also effectively prevents the victim from paying the

ransom, thus undermining the intent of the attack.

In more recent times, an additional step (2a) is also frequently implemented

by attackers. This step involves exfiltrating as much data as possible from the

victim’s machine, providing the attacker with increased “leverage” when it comes

to threatening the victim and demanding payment during step 4 [152, 167]. For

example, if an attacker warns a victim that they have access to all of their financial

details and will publicise them, this would likely create further panic for the

victim, possibly increasing their desire to pay the ransom. Variants that use these

tactics are known as double extortion ransomware and demonstrate the continually

increasing threat posed by cybercriminals as well as the lengths they will go to

increase profits. Whilst ransomware families began employing this tactic as early

as 2019 [39], it is now far more common. REVil, a ransomware family first seen

in 2019, began a double extortion ransomware campaign in 2020 with victims

including a large Canadian agricultural company [141]. Sadly, standard advice

given to mitigate ransomware attacks (such as having offline backups) do nothing

to circumvent the threat of cybercriminals leaking data, nor do they alleviate any

damages inflicted upon the reputation of affected organisations. In the following

subsections, more detail is provided covering the key aspects of a ransomware

attack.

1.4.1 Infection

As is required for any kind of malware, a victim’s machine must initially be

infected in order for a ransomware attack to progress to further stages. Ran-

somware infects devices in many ways, from malicious links and attachments in
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emails (through a combination of social engineering and phishing) to drive-by

downloads and even through the use of worms [101]. In the case of ransomware,

social engineering and phishing are two of the most common methods of infection

[64], due to the relative ease by which they are able to bypass defences put in

place by victims such as firewalls. A successful phishing attack also allows the

attacker to strike at the heart of a potentially large target such as a business or

organisation, although this may require prior planning and knowledge gathering

at which point the attack is referred to as a spear-phishing attack.

With an increase in the number of people working from home starting in the

year 2020 and beyond due to the COVID-19 pandemic, employees commonly use

home networks with far less protection than those they are accustomed to in the

workplace [25]. In addition, computing devices which are not regulated by com-

pany policy may be more readily used for work purposes. As a result, individuals

and organisations are at a much higher risk, particularly through exploit-based

infection.

The WannaCry attack in 2017, which caused widespread disruption and dam-

ages globally, infected victims in a largely automated manner. The attack made

use of an exploit developed by the NSA known as EternalBlue, which takes ad-

vantage of a vulnerability in the Server Message Block (SMB) protocol allowing

the payload to automatically spread to vulnerable machines [119, 168]. Analysis

of this ransomware family has led many to believe that the motivation of the

attacker was not economic gain, due to a combination of factors including a lack

of Bitcoin wallets [35]. This type of attack is considered wiperware [142], that

is, malware conducting denial of access without intent to restore said access, and

is not the main focus of this thesis. However, the parallels that can be drawn

between WannaCry and a typical ransomware attack highlight that ransomware

could feasibly spread using a similar technique today.

1.4.2 Denial of Access

Perhaps the most crucial step of a ransomware attack is that of denying access

to some digital resource that has value to the victim. It is on this very idea

that the concept of a ransom is formed: the user’s access to an asset of value is

unwillingly restricted, creating pressure on the victim to pay the attacker in order
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to quickly regain access. The method chosen by the attacker has a significant

impact on the severity of the attack, directly affecting the likelihood of ransom

payment. A primitive approach, once commonly seen in the wild, is to lock the

screen of an infected device, for example by displaying a window that cannot be

closed or by disabling user input [42]. This type of ransomware is known as a

screen locker, and prevents the victim from interacting with their infected device.

The underlying data is left intact, however, and can be restored through standard

malware removal techniques.

A much more debilitating approach to achieve this step is by encrypting the

data present on the device, rendering it irrecoverable without the appropriate

decryption keys which are held by the attacker. This type of ransomware is

known as crypto-ransomware and is regarded as the most destructive type of

ransomware due to its use of strong encryption that is practically irreversible

without the decryption keys, even by the most skilled of cryptanalysts. Crypto-

ransomware is the focus of this thesis, and future uses of the word “ransomware”

in this document will refer to crypto-ransomware unless otherwise stated. The

encryption scheme implemented by ransomware additionally has a direct impact

on the severity of an attack, which is discussed further in Chapter 2.

1.4.3 Communication

From an attacker’s perspective, a ransomware attack can be considered as success-

ful once they receive payment from the victim. To facilitate this, communication

between the attacker and victim is vital. At the very least, an attacker who wants

to profit from a ransomware attack would alert the victim that they can regain

access to their data if they send a certain amount of money to a specified cryp-

tocurrency address. If no indication is provided, a victim could simply assume

that they have been infected by another type of malware, or that their device

has crashed or become corrupt due to an unforeseen software bug. This, in turn,

would lead to typical disaster recovery behaviour such as backup restoration or

support from technical specialists that may result in a system restore, neither of

which profits the attacker.

Inspired by legitimate businesses, attackers have also been seen taking com-

munication one step further by providing customer support lines and web chat
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capabilities in order to help victims pay the ransom. There are no guarantees

as to the technical literacy of a given ransomware victim, so it is to be expected

that many victims will not be familiar with the concept of cryptocurrency, nor

how to purchase it. These “customer service” departments provide support to

victims to ensure that cryprocurrencies are successfully purchased and sent to the

attacker correctly [37]. Worryingly, this added level of communication creates the

illusion of professionalism to victims, who may even be fooled into believing that

the attackers have their best interests at heart. Unfortunately, not only does this

increase likelihood of ransom payment, but with “services” offered such as future

immunity (which cannot truly be enforced), victims may be incorrectly convinced

that paying the ransom is the sensible choice [147].

1.4.4 Payment Management

After the previous steps have been completed, the attacker awaits payment from

the victim. A ransomware campaign may impact upwards of thousands of victims

depending on the chosen method of infection. As such, serious ransomware authors

typically employ measures to help keep track of individual victims as well as the

status of their payments.

Assuming that a given ransomware campaign uses a cryptocurrency as its

payment method, one approach is to assign victims with unique identifiers which

relate to individual cryptocurrency addresses [34]. These identifiers are included

within the ransom note displayed to the victim, and are required to be sent to the

attackers during communication. Assume that a ransomware attack infects two

victims, X and Y . A separate cryptocurrency wallet is created by the attacker

for each victim, X1 and Y1 respectively. The attacker monitors the status of both

wallets. In the event that both wallets remain empty, the attacker can conclude

that neither victim has paid the ransom. Similarly, if X1 remains empty yet Y1

receives funds in accordance to the ransom demand, the attacker can conclude that

only victim Y has paid the ransom at that time. By providing individual wallets

for separate victims, ensuring a single wallet processes minimal funds, and by

minimising the activity of a given wallet, cybercriminals effectively launder their

illictly-gained profits to reduce traceability of payments and remain undetected

[111].
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Depending on the encryption scheme used, being able to identify individual

victims also allows attackers to generate separate encryption and decryption keys

for each victim, associating victims with their specific key pairs. This is explained

in more detail in Chapter 2, but it’s important to note that these capabilities

increase the threat posed by a ransomware attack: the disclosure of a victim’s

decryption key does not allow other victims to recover their data. Additionally,

knowing which victims are likely to pay a ransom is valuable information for

would-be ransomware threat actors. It is probable that victims who choose to

pay the ransom are noted by cybercriminals such that they can attack them again

in the future, or share this information (perhaps at a price) to other attackers

[93].

1.4.5 Recovery

The final major step of a ransomware attack, recovery, is only initiated once the

previous step has been successful. In fact, attackers may omit this step entirely,

although the implications of doing so are discussed in Section 1.5. Depending on

the encryption scheme used during step 2, the attacker can initiate the recovery

process for the user which involves providing the victim with their decrypted

encryption keys (or, providing the victim with the ability to decrypt their own

encryption keys). These approaches are explained in more detail in Chapter 2.

1.5 The Nature of Ransomware

It should be remembered that ransomware attackers are ultimately criminals, and

therefore careful consideration should be given as to whether or not access would

genuinely be restored to a victim’s data after payment has been recieved. Perhaps

intuitively, it would appear that once an attacker receives payment, their objective

has been completed and whatever happens to the victim is no longer their concern.

However, ransomware is a financially-motivated cybercrime, so in most cases it is

in the criminal’s best interest to properly return a victim’s data upon receipt

of the ransom. This would help to increase the credibility of the attackers and

convince more victims to pay as they can be sure that their data will be restored

[90].
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Despite this, many attackers are simply looking for quick profit and pay no

attention to their credibility as a service, so it is not surprising to see that many

victims do not receive their data after paying a ransom [189]. On top of this, some

“ransomware” attacks are eventually revealed not to be ransomware after all. In

some cases, these variants are simply developed for fame within the cybercriminal

community, with the intent of being as sophisticated and ultimately annoying to

the victim as possible, making no effort to help the unfortunate victims recover

their lost data [2].

In fact, there also exist variants which despite sharing similar characteristics

with ransomware (for example inflicting denial of access), are instead dubbed

“wiperware”. These are variants that are developed with the intent of causing

as much irreparable damage as possible without any intent to allow restoration.

These variants masquerade as ransomware thus providing attackers with plausible

deniability of any intent beyond a standard ransomware attack, despite the fact

that they are effectively deploying a cyberweapon [43].

Law enforcement, governmental organisations and those in ransomware-related

research communities typically advise that ransomware victims should never pay

the ransom [46]. One of the reasons for this is that, as stated, paying the ransom

does not guarantee that a victim will receive access to their data. Furthermore,

ransomware is financially-motivated and so depriving attackers of any revenue

effectively eliminates all motivation to carry out these kinds of attacks. Simi-

larly, actively choosing to pay the ransom further fuels the underground economy

and convinces attackers and would-be attackers that ransomware is a profitable

business, which may spark increased interest and ultimately result in a continued

increase in ransomware complexity and attack frequency.

Users and organisations should follow regular, strict and offline backup sched-

ules such that they always have a recent and offline copy of their important data.

Whilst this solution isn’t perfect (ransomware can infect connected drives [136],

and restoration times can be longer than is practical [93]), it raises the bar for

attackers because, theoretically, there should always exist an air-gapped copy of

the victim’s files that the attacker cannot access. In the event of a ransomware

attack, the victim can simply recover from this backup and mitigate the ran-

somware attack almost entirely, only having to deal with the implications of lost

downtime. A positive side effect of such a schedule is that these backups could
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also be used in any other kind of disaster recovery scenario such as power loss

or natural disaster. Unfortunately, it is all-too-often the case that backups are

poorly maintained, non-existent or untested until the day of an attack [93, 49],

so it’s clear that victims usually have two options: pay the ransom to potentially

regain access to their data, or accept their losses and move forward, neither of

which are desirable outcomes.

Thankfully, research across academia and industry has made developments

towards ransomware detection and recovery, including the ability to detect and

recover from ransomware attacks without paying the ransom. Many novel tech-

niques are being proposed that tackle ransomware in different ways, for example

by using behavioural analysis to detect ransomware early enough such that any

damage caused is minimal to non-existent, or by automatically maintaining pro-

tected backup copies of files that can be restored after an attack. Many of these

techniques are analysed in detail in Chapter 2 and Chapter 4, and much of the

research presented in later chapters contributes towards these developments.

1.6 Thesis Aims

Clearly, ransomware continues to pose a serious threat and shows no signs of

slowing down. In fact, ransomware attacks have even been discovered targeting

research relating to SARS-CoV-2 [107]. Some attackers have previously stated

that they would specifically avoid hospitals and healthcare centres due to the po-

tential “wider diplomatic repercussions” [162]. However, attackers can misidentify

victims, and automatic propagation (such as worm-like behaviour) can lead to the

infection of undesired targets. Whether intentional or not, this is extremely wor-

rying, showing the lengths that threat actors are willing to go to – in this case

by posing a significant threat to human life across the globe – in order to make a

profit. The work presented in this thesis aims to contribute towards the downfall

of ransomware, which can be considered achieved when the following criteria are

met:

• It is no longer profitable for cybercriminals to deploy ransomware attacks,

• the frequency of ransomware attacks drop to negligible levels (and any at-

tacks that successfully achieve denial of access can be quickly contained and
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eradicated with minimal to no impact), and

• any damage caused by these attacks can be fully restored with minimal

downtime.

In meeting the above criteria, victims will not need to pay the ransom because

their data will always be recoverable within a reasonable amount of time. As a

result, ransomware is no longer profitable for cybercriminals and thus the downfall

of ransomware begins. However, there are many problems that hinder progress

towards meeting these criteria, stemming from the inherently difficult task of

fighting cybercrime, as well as from limitations in state-of-the-art anti-ransomware

research.

1.6.1 Research Problems and Motivation

Ransomware is a relatively new threat compared to other forms of malware, and as

such is a comparatively under-researched area at the time of writing. However, and

possibly due to the continually increasing frequency and damages of ransomware

attacks, research in this area is rapidly gaining attention. This is a much needed

trend due to the interdisciplinary nature of ransomware and the various problems

it creates for society.

A significant portion of ransomware-related research is focused on the de-

velopment of tools and techniques aimed at the early detection and recovery of

ransomware attacks. Indeed, these aspects are also the primary focus of the work

presented in this thesis. Similarities between ransomware and more typical mal-

ware variants, such as the necessity of initial infection and obfuscation, allow some

of the techniques used in typical malware detection to be applied to ransomware

detection [110]. However, the unique behaviour of ransomware lends itself to ad-

ditional challenges to overcome to detect its presence. In Chapter 4, we further

explore these ideas primarily by investigating the unfortunate lack of transparency

and unification across anti-ransomware research.

In addition, and as shown in Chapter 4, many ransomware detection solu-

tions are reliant on behavioural detection; that is, identifying features that clearly

distinguish between malicious and benign system behaviour from a specific per-

spective. Whilst these approaches reportedly result in promising detection rates,

it is important to note that such features are based on already-existing elements
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of ransomware behaviour. As such, more sophisticated ransomware samples in

the future may trivially evade these detection methods. It is therefore important

to identify aspects of ransomware that can be seen to be invariable and can be

subsequently exploited to identify the presence of an attack.

To this end, some approaches look towards statistical analysis to identify ran-

somware behaviour [149, 108, 164], primarily by measuring the randomness of

output buffers that ransomware writes to the filesystem. Ransomware must make

use of a hybrid cryptosystem to establish grounds for extortion, as discussed in

Section 2.3.1, and therefore this guarantee of encrypted data being written in bulk

can be exploited to identify an attack.

Unfortunately, and as explored in Chapter 5 and Chapter 6, these approaches

are currently susceptible to evasion as well as over-sensitivity to false positives

(i.e. incorrectly identifying benign behaviour as malicious), warranting further

refinement and sophistication.

In addition, anti-ransomware tools are ultimately developed to either be in-

stalled on end user machines, or integrated into existing antivirus solutions. In the

former scenario, unique challenges are created in the form of usability; if a user is

required to install and maintain a complex piece of software with high overhead

and unreliable accuracy, it is likely they will avoid using the tool altogether thus

nullifying any protections in place. Unfortunately, although perhaps understand-

ably, most research efforts have so far exclusively focused on accuracy without

consideration of usability. The latter scenario presents challenges associated with

integrating independently-developed tools across academia and industry, those of

which are beyond the scope of this thesis.

Attackers are continually exploring new methods of optimally earning profits,

whether this be through increased technical sophistication of ransomware variants

or through additional “features” implemented in their ransomware payloads such

as double extortion. Comparing early ransomware variants to those of today

clearly highlights their extreme differences in capabilities, with ransomware of

today much more likely to generate high levels of profit. It is an arms race between

attackers and defenders; attackers will implement new and evermore complex

attack strategies and defenders will work to defend against these. Unfortunately,

it is usually the defenders at a disadvantage due to the difficulty of predicting the

next move of cybercriminals. Coupling these difficulties with the challenges of
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obtaining ransomware-related data, such as active ransomware samples, presents

many obstacles for ransomware researchers to overcome.

To compound problems further, much of the ransomware delivered today is the

result of a process known as Ransomware-as-a-Service (RaaS) [129]. This is the

practice of more technically experienced cybercriminals creating ready-to-deploy

ransomware packages which they sell to other criminals who wish to launch attacks

without necessarily having the technical ability to build payloads themselves. This

practice makes it very easy for would-be cybercriminals to rapidly and easily

launch ransomware attacks, resulting in yet more damages across the globe.

The reliance on cryptocurrency by ransomware threat actors to manage pay-

ments creates yet more issues; these currencies are difficult to trace and even more

difficult to deanonymise by nature [34][23], and provide cybercriminals with auto-

matic ways to manage their victims and payments. Additional legal complications

arise around the aftermath of a ransomware attack against a business, particularly

with regard to determining whether or not there was a data breach and who to

notify [71].

As demonstrated throughout this chapter, ransomware is pervasive and capa-

ble of causing widespread chaos and disruption among individuals and organisa-

tions alike. Attacks are ruthless in nature and carry little to no concern regarding

their impact besides financial gain for the attacker, and attacks show no signs of

slowing down. Malicious techniques are continually evolving in order to maximise

profits, and whilst research in this area shows much promise, it is vital that cur-

rent approaches in ransomware detection and recovery are continually refined and

improved such that modern threats can be eliminated. The work presented in this

thesis is therefore timely and serves towards the tangible impact of mitigating the

ransomware threat by presenting significant improvement over the academic state

of the art.

1.6.2 Research Questions

The research presented in this thesis aims to proactively tackle the ransomware

threat through improvements to the overall ransomware knowledge base as well

as to tools and techniques aimed at ransomware detection and recovery. To this

end, this thesis sets out to answer the following three research questions:
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• RQ1: How can approaches to ransomware detection and recovery be unified?

• RQ2: What are the limitations to current statistical-based ransomware de-

tection methods?

• RQ3: What is the potential for improvement in statistical-based ransomware

detection?

In answering these questions, we hope to encourage more research to be

conducted towards bringing down the ransomware threat. We expect that our

contributions towards RQ1 will help researchers efficiently understand the anti-

ransomware landscape, allowing them to contribute their own ideas based on

existing knowledge. In answering RQ2, we hope to explore the robustness of one

of the most popular approaches to ransomware detection. Finally, by answering

RQ3, we hope to push the limits of statistical-based approaches to ransomware

detection further to provide a more robust foundation for many state-of-the-art

anti-ransomware tools.

1.7 Thesis Contributions

Overall, this thesis summarises the research conducted towards answering the

research questions proposed in Section 1.6.2. The following key novel contributions

are presented:

• Towards RQ1: A roadmap summarising key state-of-the-art approaches

to ransomware detection and recovery as a single point of reference, as well

as providing insight into performance and overhead. Consistent terminology

is provided to form a baseline for discussion of separate techniques, and two

novel ransomware indicators are proposed in the form of edit distance and

serial byte correlation coefficient. This work is extendable to accommodate

developments made after the publication of this work.

• Towards RQ2: An in-depth analysis of statistical approaches to ran-

somware detection is conducted to determine their effectiveness and reli-

ability. It is shown that this popular approach to detecting ransomware
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is fundamentally flawed, and recommendations for the future of statistical

approaches to ransomware detection are given.

• Towards RQ3: The capabilities of statistical-based ransomware detection

techniques are improved by introducing higher-order statistics, standard de-

viation, combinational analysis and consecutive analysis. In addition, we

apply state-of-the-art methods in dynamic analysis such as machine learn-

ing classifiers, resulting in competitive ransomware detection capabilities.

• All of the methodologies, datasets and code developed as part of the re-

search presented in this thesis have been made open-source in the interests

of scientific reproducibility and to encourage further research in this domain.

1.8 Document Structure

The remainder of this document is structured as follows:

• Chapter 2 provides a detailed literature review highlighting key areas of

ransomware-related research as well as identifying research gaps which the

work presented in this thesis aims to contribute towards,

• Chapter 3 provides details of our research methodology in the form of

our testing environments, dataset construction processes and experimental

methodology,

• Chapter 4 presents our research in encouraging a unified approach towards

anti-ransomware development in the form of a roadmap, which equally serves

as a single point of reference to understand current state-of-the-art academic

approaches in ransomware detection and recovery,

• Chapter 5 provides a critical analysis of statistical approaches to detecting

ransomware, one of the most popular research areas identified in Chapter 4,

and proposes recommendations for future research in this domain,

• Chapter 6 looks towards improving the capabilities of statistical-based ap-

proaches to ransomware detection,
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• Chapter 7 concludes the thesis, reflecting upon the impact of the work pre-

sented, offering potential avenues of future work and acknowledging out-

standing research challenges in the anti-ransomware domain.
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Chapter 2

Literature Review

2.1 Chapter Introduction

This chapter conducts an analysis of ransomware-related research relevant to the

research presented in this thesis. The growth of ransomware is examined, partic-

ularly since 2013 and in relation to other types of malware. The earliest known

ransomware variant, named the AIDS Trojan, is discussed followed by consider-

ation of how typical ransomware variants of today closely match the encryption

models for cryptoviral extortion originally conceptualised by Young and Yung

[194].

Following this, a critical analysis of ransomware-related research is provided,

focusing on the strengths and weaknesses of the current state-of-the-art. This

allows the reader to identify research gaps which can be used to form the basis of

new anti-ransomware research. After reading this chapter, a clear understanding

of the evolution and many types of ransomware should be attained, as well as an

appreciation for the many aspects of ransomware-related research. The strengths

and weaknesses in the current state-of-the-art should be understood, allowing the

reader to identify gaps and areas for improvement in current approaches. This

should prepare the reader for the remainder of this thesis which addresses some

of these key gaps.
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2.2 Literature Overview

In relation to other types of malware, ransomware is relatively new and as such

under-researched by comparison. As explored in the following sections, the idea of

ransomware itself was initially formalised in 1996 [194], and basic attacks partially

resembling more modern ransomware attacks were conducted as early as 1989

[50]. However, these attacks, whilst potentially paving the way for the future of

ransomware, were not necessarily sophisticated nor particularly damaging.

Figure 3: Occurrences of the words “malware” and “ransomware” between the
years of 2000 and 2019 in predominantly English books published in any country

As shown in Figure 3, it wasn’t until around 2013 that ransomware started

gaining serious attention1. This was around the time that notorious ransomware

variants such as CryptoLocker were making headlines for causing widespread dam-

ages [56]. As previously stated, it is widely reported today that ransomware dam-

ages are in excess of billions of dollars [29] and cybercriminals treat these figures

as incentive to continue conducting ransomware attacks.

It is clear that as ransomware continues to grow in popularity amongst attack-

ers, so too does it grow in popularity within the domain of cybersecurity research.

Ransomware is recognised as an interdisciplinary threat and as such it is tackled

from multiple aspects including economic and even psychological perspectives.

1This graph was generated using Google Ngram Viewer [131], and axis labels were subse-
quently added manually
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2.2.1 Literature Breakdown

The remainder of this literature review performs an in-depth analysis of the differ-

ent types of ransomware in the wild, the various forms of anti-ransomware tools

and techniques in development and the interdisciplinary nature of ransomware

itself. Figure 4 presents a breakdown of the structure of this analysis. To begin

with, a technical overview of the evolution of ransomware is presented, starting

with earlier and simplistic variants of ransomware and developing into the debil-

itating variants of ransomware using hybrid cryptosystems commonly observed

today [122].

This is coupled with an in-depth discussion of the fundamental work proposed

by Young and Yung in which the concept of cryptoviral extortion is realised [194].

Particular attention is given to the many parallels that can be drawn between these

ideas proposed in 1996 and the destructive variants of ransomware developed to

this day.

A discussion of the interdisciplinary nature of ransomware (and its related

research) is provided, however much more detail is provided in Section 2.5. Finally,

this literature review provides a technical analysis of research relating to anti-

ransomware tools and techniques as well as interdisciplinary approaches at tackling

ransomware, in Sections 2.4 and 2.5 respectively.

2.3 Ransomware Background

This section details the different types of cryptosystem forming the foundation of

ransomware attacks starting with the first known ransomware variant, the AIDS

trojan, which was discovered in the 1980s. The technical capabilities and lim-

itations of each cryptosystem are explored, showing that hybrid cryptosystem

ransomware is the most effective means by which attackers can perform a denial

of access against their victims such that the victim is left with minimal options

besides paying the ransom or sacrificing any lost data.

2.3.1 Types of Ransomware

The first known ransomware variant, known as the AIDS trojan, was discovered

in the 1980s. Whilst the term “ransomware” was not used at this time, the
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AIDS trojan made use of cryptography to encrypt data on a victim’s hard drive,

followed by demanding a ransom of 189 dollars2 in order to restore access [112,

116]. More specifically, symmetric cryptography was used to encrypt filenames,

rather than the contents of files themselves. Whilst ransomware of today makes

use of more complex cryptosystems and encrypts the entirety of victim’s files, it

is clear that even such a primitive attack, considering the fact that ransomware

was not common knowledge at the time, would impact a significant number of

victims.

As a rudimentary financially-motivated ransomware attack, some form of fi-

nancial backend was required to facilitate payment from victim to attacker. The

first and arguably most well-known cryptocurrency, Bitcoin, was not used un-

til 2009 [55], well after the AIDS trojan was deployed. Instead, victims of the

AIDS trojan were simply instructed to physically mail their payment to an ad-

dress known by the attacker. Whilst it is reported that the AIDS trojan did not

generate much in the way of profit [116], it can be argued that it was the first step

in inspiring more well-known and damaging ransomware variants in the future.

Ransomware of today typically implements a much more complex and devas-

tating cryptosystem which almost certainly renders its victim unable to recover

unless they opt to pay the ransom (which, as previously stated, does not guar-

antee recovery) or have trusted offline backups to restore from. This devastation

is achieved by making use of symmetric and asymmetric cryptography in parallel

in a so called hybrid cryptosystem [7]. First formalised by Young and Yung in

1996 as “cryptoviral extortion”, using such a cryptosystem results in the victim

of the ransomware attack becoming dependent on the survival of the virus itself

if they have any hope of restoring their data. Cryptoviral extortion, as well as

other types of ransomware attacks, are discussed in the following paragraphs.

Device Lockers. Regarded as the least threatening and most rudimentary

type of ransomware threat, device lockers function simply by disabling user inter-

actions with their device such that they are “locked out”. As an example, a user’s

mouse and keyboard functionality may be reduced and their desktop hidden such

that they cannot easily interact with their system, other than to pay the ransom

demand [7]. These kinds of attacks typically replace the user’s desktop image with

2It is reported that several versions of the AIDS trojan existed, i.e. some variants demanded
$189 for a temporary “lease” of their computer whereas $378 would “protect” the victim for life
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a ransom note, which may include threatening text and imagery to coerce the user

into paying a ransom [16]. This is often achieved through the use of system API

calls [108].

These attacks do not destructively interfere with data resident on the victim’s

filesystem, effectively leaving the data in a fully-recoverable state. With sufficient

technical knowledge, the victim can then recover their data without paying the

ransom (or employ the services of a third party to do so), for example by restoring

from a backup or bypassing the locking mechanisms used [86]. The key observation

is that the attacker does not create the situation where the victim is dependent

on the attacker for recovery; thus, the victim will likely seek other means to do

so. As a result, ransomware variants that make use of encryption to deny access

to a victim’s data are more commonly seen today [7], and are described below.

Symmetric Cryptosystem Ransomware. As a step towards rendering the

victim’s data irrecoverable without aid from the attacker, ransomware that utilises

a symmetric cryptosystem is comparatively much more destructive than a device

locker. This development in cryptovirology is a step towards the concept of a high

survivability virus, i.e. one that forces the host machine to depend on the malware

itself in order for any hope of recovery [194]. In other words, if the victim simply

removes the ransomware from their system, their data will still be encrypted and

they will be unable to regain access to their files 3.

The major distinction here is that (assuming that the attacker makes use of

well-built and maintained cryptographic APIs [148]) the data on a victim’s filesys-

tem is securely encrypted such that the victim cannot recover it with ordinary

means. Unlike screen lockers, this truly presents the stressful and debilitating

denial of access situation which can induce fear and a willingness to pay within

the victim.

What follows is a brief overview of how this kind of infrastructure could facil-

itate a ransomware attack. An attacker would distribute their variant (perhaps

via phishing) and await successful infections. Once a victim is compromised, all

of the files on their filesystem would be encrypted using symmetric cryptography.

Depending on how serious the attacker is, they will either encrypt all of the data

using a single symmetric key (which is simpler but easier to recover from in the

3In fact, in doing so the victim may permanently cut communication with the attacker,
therefore inadvertently rendering their data permanently irrecoverable
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event of leaked keys) or generate a separate key for each file (which requires a

mapping of each key to each file for every victim, but a disclosed encryption key

will only decrypt one file for one victim).

The keys themselves can either be sent to the attacker’s C&C infrastructure

and securely deleted on the victim’s machine (which entails significant overhead

for the attacker), or stored on the victim’s machine (which provides the victim

with more chance of recovery without paying the ransom). Either way, whilst this

process is a step towards ransomware that is high survivable, it clearly comes with

significant drawbacks for the attacker as detailed above.

Asymmetric Cryptosystem Ransomware. An attacker can seek to rem-

edy the aforementioned drawbacks by implementing asymmetric cryptography. In

this scenario, a key pair is generated by the attacker on their C&C infrastructure.

The public key is used to encrypt data on the victim’s system, such that the only

way to recover the data is by using the attacker’s private key (which is securely

held by the attacker). In this scenario, a symbiotic relationship between the ran-

somware variant and the host’s machine is truly created [194], as the victim has

no hope of recovering their data without help from the attacker (assuming trusted

backups are not an option). This level of bargaining power that the attacker holds

over the victim helps to increase a victim’s willingness to pay; it may indeed be

their only option alongside reformatting their operating system.

The primary drawback of this solution is that of speed. Asymmetric cryptogra-

phy is much slower than symmetric cryptography [6], so it would be infeasible for

an attacker to conduct large-scale attacks solely relying on asymmetric cryptogra-

phy such as RSA. Whilst it could be argued that the increased security outweighs

the speed benefits, attackers have unfortunately turned towards using a hybrid

cryptosystem, detailed below, in which asymmetric and symmetric cryptography

are used together thus granting the advantages of both and effectively nullifying

the disadvantages.

Hybrid Cryptosystem Ransomware. Ransomware that implements a

hybrid cryptosystem is capable of causing the most destruction in the shortest

amount of time. By performing large-scale bulk encryption using symmetric

encryption, whilst encrypting the symmetric keys with asymmetric encryption,

attackers are able to leverage the speed advantages offered by symmetric cryptog-

raphy whilst retaining the heightened security advantages offered by asymmetric
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cryptography.

In the following, a brief discussion of how an attacker may implement this

kind of ransomware is presented. An attacker creates a key pair on their C&C

infrastructure and embeds their public key within the ransomware itself. Upon

infection, the ransomware generates an additional key pair for the victim. The vic-

tim’s private key is encrypted using the attacker’s embedded public key. The files

on the victim’s machine are subsequently encrypted using symmetric encryption

keys (for example AES) that are generated in place. Following this, the symmetric

key material is encrypted using the victim’s own public key.

In the event that a victim wishes to pay the ransom to restore their data

(and assuming that the attacker honours their “agreement”), an attacker simply

decrypts the victim’s encrypted private key using their public key (which never

leaves the C&C infrastructure) and returns this to the victim such that the ran-

somware may begin the decryption process. In this scenario, an attacker only

needs to generate a single key pair on their C&C infrastructure which can be used

to manage all victims. Assuming that the attacker’s private key is never disclosed,

the disclosure of any other key involved in the process will only be of use to a

single victim. In a sense, all of the advantages of both symmetric and asymmetric

cryptography are attained without any of the disadvantages.

2.3.2 Modern Ransomware Classification

The above discussion of classes of ransomware was based on the seminal work of

Young and Yung which formally proposed the concept of cryptoviral extortion

[194]. In more recent times, researchers (and humanity in general) are far more

aware of the very real threat that ransomware poses. In light of this, further work

has performed additional classification of the various types of ransomware attacks

from simple device lockers to more complex hybrid-cryptosystem ransomware at-

tacks.

Ahmadian et al. propose a ransomware taxonomy which, at its highest level,

splits ransomware into two major categories: Non-Cryptographic Ransomware

(NCR) and Cryptographic Ransomware (CGR) [5]. The former covers the more

basic locker attacks, whereas the latter is further split into Private-key Cryp-

tosystem Ransomware (PrCR), Public-key Cryptosystem Ransomware (PuCR)
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and Hybrid Cryptosystem Ransomware (HCR), which are closely aligned to the

types of ransomware discussed in Section 2.3.1. The taxonomy is simple to under-

stand, although no attempts are made to distinguish between the various locking

mechanisms used by NCR variants, and a figure visualising the overall taxon-

omy along with a mapping of relevant ransomware families to the taxonomy itself

would be useful.

In addition, Al-Rimy et al. propose a ransomware taxonomy which takes

additional features beyond a sample’s cryptosystem into consideration [7]. Ran-

somware is initially split based on its severity, platform and intended target. The

severity of ransomware is broken down similarly to the work proposed by Ahma-

dian et al, albeit with the inclusion of scareware (which is arguably unrelated to

ransomware and should not be included within the same taxonomy). Whilst the

taxonomy is clearly presented and accompanied by a visual representation, cate-

gorising ransomware based on severity, platform and target results in a very broad

taxonomy. Therefore, investigation and subsequent visualisation of the apparent

popularity of each sub-classification could prove useful, such that the reader can

gain a sense of the scale of various aspects of ransomware itself through a single

point of reference. This would additionally facilitate the comparison of different

sub-categories within the taxonomy, for example the prevalence of consumer-based

compared with organisation-based ransomware.

The proposed taxonomy is comprehensive and capable of encompassing most

aspects of a typical modern-day ransomware attack. However, the high-level dis-

tinction between severity, platform and intended target implies mutual exclusion.

For example, it may appear to the reader that a given ransomware sample that

belongs to the hybrid cryptosystem class may not belong to a platform-based or

target-based class. This is untrue; a given ransomware sample must belong to a

class within each of the high-level classes. A simple rewording of the high-level

classes (for example from “Severity Based” to “Severity”) removes the implication

that severity based, platform based and target based ransomware are mutually ex-

clusive and instead implies that a given sample must have a severity, platform and

intended target.

Another cryptosystem-based ransomware classification scheme is proposed by

Bajpai et al. which identifies ransomware based on its key management [19].
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Ransomware can be considered as either lacking encryption entirely, as storing de-

cryption material in the user’s domain (either on the victim’s machine or spread

among hosts in a network), or as storing decryption material in the attacker’s

domain (that is, stored on the attacker’s C&C infrastructure). It is interesting

to distinguish ransomware based on where encryption information is stored; ran-

somware that stores its information in the attacker’s domain is more immediately

recognisable as ransomware that may have the high-survivability characteristic.

However, it is very similar (and does not provide any additional distinguishing

power over) the more traditional cryptosystem-based classification schemes. In

addition, and as described above, hybrid cryptosystem ransomware stores key

material in both the attacker’s and victim’s domain, causing ambiguity within

this classification scheme. Going forwards, researchers should carefully consider

the need to introduce new taxonomies over an already-classified domain such as

to avoid a landscape over-saturated with terminology and classification schemes.

2.3.3 Interdisciplinary Considerations

As a financially-motivated cybercrime, it stands to reason that ransomware can

be considered from a variety of interdisciplinary perspectives. The most obvious

perspective (and the focus of the research presented in this thesis) is that of a

computer science-based perspective. The fight against malware has existed since

the 1970s [105], and it is often the case that malware is tackled through anti-virus

software created by malware analysts and cybersecurity professionals making use

of technologies such as machine learning and static analysis techniques.

However, in tackling the ransomware threat it is useful to step back from the

underlying technology and consider the bigger picture. The primary goal of a

typical ransomware attack is to extort funds from a victim. In other words, the

victim needs to be convinced that paying the ransom is the option they must

take in order to restore their data. Many factors come into play when a victim

considers paying the ransom. For example, ransom notes include threatening text

and imagery designed to strike fear into its victim such that they panic and act

hastily. Perhaps one of the most ubiquitous images of a ransom note is from

the Jigsaw ransomware variant developed in 2016 (shown in Figure 1), which

displays a character from a horror film along with threatening green text on a
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black background. It is often the case that other ransom notes will also display

dark colours (such as red and black) as well as frightening images [85].

In addition, and discussed in more detail in Section 2.5, a ransomware attacker

who is serious about making money needs to carefully consider how they can in-

fluence a victim’s willingness to pay [90]. From a game-theoretical perspective, a

ransom demand that is higher than the value at which a victim places their data

will result in the victim simply reformatting their system, thus an attacker must

consider careful pricing strategies and possibly even variable prices depending on

the victim. Furthermore, ransomware is often carried out by organised cyber-

criminal gangs rather than individuals [84]. It is therefore pertinent to consider

ransomware from the perspective of criminology and more traditional “real-world”

crimes. It may be the case that frameworks proposed for tackling more traditional

types of crime are applicable in the case of defeating ransomware.

In 2015, Wall performed an analysis of the relationships between organised

cybercrime and more traditional “offline” forms of crime [188]. It was shown that

cybercrime can be modelled as a distributed model rather than the more tradi-

tional hierarchical model of traditional organised crime, in part due to the Internet

reducing the risk to individual attackers and facilitating vastly distributed crime

groups (in the geographical sense). This study, however, did not specifically target

ransomware. Moving forwards, it would be useful to conduct similar studies for

individual types of malware (including ransomware) separately, to accommodate

the growth and evolution of the cybercriminal landscape in recent years and to

identify any organisational changes.

2.4 Anti-Ransomware Research

In the following section, a review of anti-ransomware research in the form of real-

time detection and recovery tools is provided. In Chapter 4, more of an in-depth

analysis and classification (along with a comparison, where possible) of these tools

is provided, leading to the development of a roadmap for improving the impact

of anti-ransomware research. However, this section serves to provide insight into

the growth and development of anti-ransomware research trends over time.

This section breaks the anti-ransomware literature into subsections based on
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the most prevalent defence and/or recovery techniques implemented by the anal-

ysed tools. Most of the work in this area focuses on Windows-based tools (due

to the Windows operating system being the most affected by ransomware attacks

[159]), however an analysis of mobile anti-ransomware tools and techniques is

presented at the end of this section.

2.4.1 Windows-Based Anti-Ransomware

The challenge of detecting ransomware remains as one of the most popular and ac-

tive research domains within the field of ransomware in general. Based on some of

the earliest in-depth analyses of ransomware behaviour [111, 70, 194], researchers

have proposed many tools and techniques capable of detecting ransomware be-

haviour from various perspectives including filesystem activity monitoring and

API hooking.

It is interesting to note that the popularity of static analysis (particularly

signature-based detection) among malware detection in general is not recipro-

cated within the domain of ransomware. Whilst many antivirus tools include

ransomware signatures in their databases, much of the state-of-the-art research

instead looks towards behavioural approaches perhaps to accommodate for the

prevalence of ransomware-as-a-service (RaaS) as well as the copy-cat nature of

ransomware authors resulting in many individual and short-lived variants [90].

Filesystem Monitoring

An early study of ransomware behaviour by Kharraz et al. suggested that observ-

ing filesystem activity may allow the identification of ransomware behaviour [111].

Through an analysis of 1,359 ransomware samples across 15 ransomware families,

this study concluded that many of the observed ransomware samples were not

sophisticated enough to successfully achieve the concept of a high-survivability

virus, thus corroborating a study conducted by Gazet in 2010. It is important to

note, however, that these studies (particularly the latter) were conducted when

ransomware was still very much in its infancy.

In many ways, this study pioneered the now very popular ransomware de-

tection approach of filesystem activity monitoring, particularly via the use of a
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Figure 5: Three classes of I/O access patterns generated by ransomware, figure
obtained from [108]

Windows filesystem minifilter driver for low-level data collection. The study iden-

tified a clear difference between malicious and benign filesystem activity, forming

the basis for modern detection techniques of today.

Towards these ideas, Kharraz et al. proposed UNVEIL, a dynamic analysis

environment capable of identifying ransomware attacks by analysing logs of I/O

request packets (IRPs) collected from monitoring the filesystem [108]. Charac-

teristic patterns of IRPs were identified due to the bulk and iterative encryption

that ransomware performs, depicted in Figure 5. In addition the tool used struc-

tural similarity between screenshots taken of the analysis environment, as well

as optical character recognition (OCR) techniques to identify the presence of a

ransom note, further demonstrating ability to identify an attack. Interestingly,

UNVEIL presents one of the first uses of Shannon entropy to identify ransomware

behaviour. This value is calculated over the contents of the user buffers involved

in read and write operations to identify changes in entropy indicative of encryp-

tion. However, this is solely used for evaluative means and is not involved in the

detection process. Additionally, UNVEIL is intended as a ransomware analysis

environment rather than a real-time anti-ransomware solution constantly running

in the background of end user machines.

As a step towards a real-time detection tool aimed at protecting end users,

Kharraz et al. developed Redemption in 2017 [109]. Redemption monitors the

behaviour of processes over time to which “malice” scores are attributed (which are

effectively a representation of the threat posed by any given process). The malice

score is increased by typical ransomware-like behaviour such as the writing of
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Figure 6: A visualisation of ransomware directory traversal, figure obtained from
[164]

high-entropy data, the overwriting of previously-existing data and the conversion

of many disparate file formats to a single format (such as an encrypted file). This

is an interesting approach to determine the intent of a given process, although

particularly sophisticated ransomware variants with knowledge of the malice score

calculation process could actively implement behaviour such as to reduce their

malice footprint. In addition, recovery is implemented through creating short-

term “backup” files (known as reflected files) to which filesystem interactions are

directed until a write request is successful. The study also conducted usability

testing of Redemption, an important step which should be explored by future

work in this area.

Scaife et al. proposed CryptoDrop, a real-time anti-ransomware tool that, sim-

ilar to Redemption, builds an overall indication as to the threat (or reputation) of

a given process [164]. In the interests of early detection, it was identified that a

“shortcut” to detection was possible based on whether or not a process triggered

the three primary behavioural detectors. The study offered additional insight into

the file format attack preferences of ransomware as well as directory traversal pat-

terns of ransomware processes (highlighted in Figure 6). Whilst CryptoDrop does

not offer recovery capabilities, early detection is prioritised such that a compro-

mised victim loses minimal files thus potentially lessening their willingness to pay

the ransom (albeit this depends on the value of the affected files to the victim).

One commonly shared detection feature of anti-ransomware tools is the use of

Shannon entropy to identify the presence of highly random data written to the
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filesystem. This concept is explored in detail in Chapter 5, however statistical

approaches towards detecting ransomware were pushed forward by Palisse et al.

through the development of Data Aware Defense [149]. In this approach, the

authors show the capability of the chi-square test in detecting encrypted data.

Chi-square is commonly used in the verification of RNG output [95, 97], in part due

to its ability to identify bias where other tests can fail [98]. The study concludes

that using chi-square to detect ransomware is competitive with the state-of-the-art

and can be considered a complete replacement for Shannon entropy. In addition,

this study evaluated the performance of Data Aware Defense against standardised

system benchmarking tools, a process which should be considered by future work

in this area.

Another promising approach towards detecting ransomware is the use of ma-

chine learning algorithms to identify differences between system behaviour in the

invent of an attack, compared to system behaviour under normal benign usage.

ShieldFS, an anti-ransomware tool developed by Continella et al., uses the ran-

dom forest algorithm to classify ransomware attacks based on filesystem activity

[48]. Various behavioural features are identified, including the entropy of written

data as well as the number of files written. Features that consider quantity of

files are additionally normalised to accommodate for different end user environ-

ments. An optional detection measure, CryptoFinder, is included in the event

that a process is marked as potential ransomware. CryptoFinder identifies the

presence of encryption scheme material in the memory of the process in question

to augment the capabilities of ShieldFS. A weakness of this behavioural approach,

however, is that a determined attacker with enough knowledge of the underlying

features could create a ransomware variant which specifically evades detection, for

example by staggering its encryption process (although this would increase the

amount of time spent on a victim’s machine, thus presenting more opportunity

for detection).

Mehnaz et al. presented RWGuard, an anti-ransomware tool making use of a

combination of vastly different techniques to detect ransomware [128]. Similar to

ShieldFS, a machine learning classifier was trained to distinguish between benign

and malicious filesystem activity. A heuristic-based approach is also implemented

to identify the likelihood that a given encryption operation is malicious or be-

nign. API hooking is also incorporated to facilitate file recovery, however only the
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CryptoAPI library is supported. As such, RWGuard is not able to recover data

encrypted by ransomware that makes use of other encryption libraries.

RansomWall, proposed by Shaukat et al., similarly makes use of a multi-

perspective approach to detecting ransomware [171]. Various behavioural features

are engineered based on filesystem activity which is subsequently combined with

deception-based detection and static analysis techniques. Promising true and false

positive rates are achieved across a number of classifier algorithms, however the

study would benefit from a more in-depth discussion of benign data generation

to ensure sufficient representation of ransomware-like, yet perfectly benign, be-

haviour such as compression utilities.

Arabo et al. trained classifiers with the intent of distinguishing between ran-

somware and non-ransomware behaviour [13]. This study placed a greater em-

phasis on hardware-related features such as disk and CPU usage. However, the

inclusion of additional features, as well as a deeper analysis of pre-existing features,

would benefit the decision making process. It is unclear as to the effectiveness

of features reflecting hardware usage; it is commonplace that perfectly benign

activities (for example playing computationally expensive games or performing

graphically-intensive rendering) can cause high system usage.

API Call Analysis

Whilst the approaches above present a largely filesystem-focused target of anal-

ysis, other approaches instead focus on attacking ransomware through leveraging

API call analysis. It is the case that ransomware typically makes use of crypto-

graphic primitives resident on the host OS (in order to ensure their encryption

algorithms are secure), such as Microsoft’s CryptoAPI and Cryptography API:

Next Generation (CNG) [134].

A study by Sheen and Yadav show that from an API call perspective, ran-

somware exhibits significant behavioural traits that are distinct from typical be-

nign use [172]. However, the study limits benign data collection to small exe-

cutables (i.e. less than 10MB in size) which may limit insight gained from larger

and more computationally expensive applications. It would also be interesting to

capture the usage frequency of API calls within the training data itself, rather

than a binary indication of whether or not it was used once.

Kolodenker et al. instead look towards complete ransomware recovery by
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hooking cryptographic API calls that ransomware is known to use [114]. In this

work PayBreak is presented, a tool implementing an encryption key escrow mech-

anism; cryptographic material generated by ransomware is intercepted via API

hooking and subsequently stored in a privileged append-only vault. The contents

of this vault can be used to bruteforce decrypt compromised files post-infection.

By default, Microsoft’s CryptoAPI is supported. However, ransomware may also

make use of statically linked cryptographic libraries. To this end, Crypto++ is

supported, although inclusion of other libraries requires a manual development

process.

Hardware-Based Detection

Some anti-ransomware tools and techniques make use of underlying hardware

events to identify the presence of a ransomware attack. Baek et al. propose SSD-

Insider, an OS-independent solution to ransomware by monitoring SSD events

[18]. Similarly to previously-discussed work, this data is used to construct several

behavioural features over which a classifier is subsequently trained. Working at

the firmware level offers benefits such as raising the bar for attackers to detect

and disable the tool (although with sufficient knowledge of the features used by

SSD-Insider as well as the time window over which these features are calculated,

an attacker may be able to modify ransomware behaviour to avoid triggering

particular features) although comes with the drawback of increased development

overhead as well as difficulties in rolling out the solution to consumers.

Alam et al. propose Rapper, a ransomware detection solution which identifies

malicious behaviour by monitoring hardware performance counters (HPCs) [8].

The study treats the problem of ransomware detection as anomaly detection;

that is, modelling typical system usage and assuming that deviations from this

behaviour may indicate a ransomware attack. This decision was made due to the

inability to assume all future ransomware variants will exhibit the same behaviour

(however, the same argument can be reciprocated stating that one cannot assume

all types of benign system use are accounted for in the proposed model). The

study concludes that from the perspective of HPCs, ransomware exhibits clear

behavioural differences than typical benign use.

Additionally, benign disk encryption was modelled such that benign uses of

encryption could be distinguished from malicious uses of encryption. However,
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such an approach is only as strong as the underlying model of benign encryption.

It may be the case that the proposed model does not account for all patterns of

benign encryption and thus false positives are still a possibility.

Deception-Based Detection

Other approaches towards detecting ransomware leverage deception-based tech-

niques. The intuition is that a ransomware sample modifies user data indiscrim-

inately. Therefore, decoy files can be distributed throughout the filesystem with

the intention that any modification thereof denotes a ransomware attack. In 2016,

Moore performed an investigation into the feasibility of detecting ransomware us-

ing such an approach [137]. Many considerations are raised, for example the

challenge of determining exactly where to place decoy files such as to provide as

much guarantee as possible that a ransomware sample would modify one as early

as possible. Despite the fact that the proposed solution was not evaluated against

real ransomware samples, it demonstrated that a decoy-based approach to detect-

ing ransomware is possible in principal, at least to be used in combination with

other detection mechanisms.

El-Kosairy and Azer proposed a similar decoy-based approach implementing

high-interaction decoys (such as files containing interesting, yet fake, information)

and low-interaction decoys (such as files containing random data) [60]. Unfortu-

nately, the distinction that the authors make between honeytokens and honeyfiles

is unclear; the study would benefit from a clear classification of the various decoy

files implemented, including examples where possible. In the event of an attack,

the tool emails system administrators but does not make an attempt to stop the

process. Additionally, a discussion of the method of evaluation is missing.

Genç et al. present a study of existing deception-based anti-ransomware

techniques [74]. In addition, the study shows that deception-based techniques

can be evaded by determined cybercriminals through the development of decoy-

aware ransomware, highlighting the need for improved and more thoroughly-tested

deception-based detection. For example, by monitoring user activity over time,

ransomware can rely on the fact that the user should never interact with a decoy

and can thus safely encrypt any resource that the user does interact with. It

is important to note, however, that until deception-based ransomware detection
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becomes commonplace, it is unlikely that decoy-aware ransomware will be devel-

oped by default, and therefore current deception-based techniques are still useful.

Regardless, this relationship demonstrates the interesting situation whereas anti-

ransomware tools improve over time, cybercriminals are encouraged to develop

stronger and more devastating malware, leading to a vicious circle of ever more

sophisticated malware4.

Access Control

Another perspective towards tackling the ransomware threat is that of access con-

trol, i.e. restricting access to some critical resource that ransomware requires in

order to operate, possibly by implementing a whitelisting scheme. An example

of this is presented by Genç et al., in which the tool USHALLNOTPASS re-

stricts access to RNG-related API calls critical to a successful attack [72]. This

work demonstrates clear capabilities of preventing ransomware from conducting

encryption. However, ransomware samples that link cryptographic libraries which

are not supported will evade detection. In addition, the whitelist is susceptible

to human error in the event that ransomware masquerading as a legitimate pro-

cess requests access. It cannot be guaranteed that a system administrator will

perfectly deny all malicious requests.

In 2019, Genç et al. proposed NoCry, an improved iteration of USHALLNOT-

PASS offering increased reliability, security and lower system overhead resulting

in a more complete real-time anti-ransomware tool fit for use amongst end users

[73]. However, the improvements to the whitelisting process typically require fur-

ther human interaction which still cannot be guaranteed to be faultless. Steps

are taken to automate the process, such as through a training mode (where all

API calls are temporarily granted) and a deferred mode (where all API calls are

granted and logged for further analysis, which may be too late if ransomware com-

pletes encryption rapidly), although both modes invite vulnerability which could

be exploited by particularly determined ransomware samples.

McIntosh et al. proposed RANACCO, an anti-ransomware tool leveraging

access control to detect ransomware attacks from the perspective of user-driven

4That is not to suggest that researchers should avoid improving their tools and techniques due
to the positive externality of discouraging malware growth. In all likelihood, the sophistication
of malware will increase over time regardless of whether or not the sophistication of anti-malware
tools and techniques improves.
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access control (UDAC) and content-based isolation (CBI) [127]. By combining

UDAC and CBI (which ensures the authenticity of a resource access request),

RANACCO effectively builds a whitelist dynamically, circumventing some of the

issues of a traditional whitelist such as the need to update signatures on software

update.

2.4.2 Mobile-Based Anti-Ransomware

Whilst anti-ransomware development is not as common on mobile operating sys-

tems when compared to Windows, mobile ransomware (specifically, Android ran-

somware) is still a widespread challenge [99] and the following subsection explores

some of the state-of-the-art in mobile-based ransomware detection.

In 2015, Andronio et al. proposed Heldroid, an Android-based anti-ransomware

tool capable of identifying threatening text as well as behaviour relating to the

locking of a device and encrypting of data through a combination of static and

dynamic analysis [11]. However, the static countermeasures could be evaded by

specifically tailoring the threatening language to avoid triggering the detection

mechanism, as well as implementing encryption through alternative APIs.

R-PackDroid, an anti-ransomware tool developed by Maiorca et al., instead

entirely relies on API call processing to detect ransomware [121]. The occurrence

of API call usage resident in an application is used as the basis to engineer fea-

tures to be used to subsequently classify the application in question as either

ransomware, malware or benign. However, the purely static analysis approach in-

vites vulnerability to obfuscation. In addition, newer ransomware variants making

use of different APIs may evade detection and benign applications making heavy

use of encryption may result in false positives.

Similarly, Alsoghyer and Almomani propose an API call-based approach to

distinguishing between ransomware and benign applications [10]. API call usage

over benign and malicious applications was collected and filtered thus providing a

training data set over which classifiers were trained, demonstrating clear ability to

distinguish between the two classes of application. However, a deeper discussion of

the benign application collection process would benefit the study; it may be that

certain types of benign application with ransomware-like behaviour may generate

significant false positives.
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DNA-Droid uses a combination of static and dynamic analysis techniques to

detection ransomware [75]. Threatening text and imagery extraction as well as

API usage form the static analysis component. In the event that this process

marks an application as suspicious, the dynamic component is called which differ-

entiates between malicious and benign applications based on API call sequences.

DNA-Droid demonstrates early detection capabilities in real-time, however the

nature of the dynamic detection based only on API call sequences invites the

opportunity for adversarial attacks.

Chen et al. proposed RansomProber, an Android-based anti-ransomware tool

leveraging differences in the user interface between ransomware and benign ap-

plications [40]. Specifically, the idea that a benign application typically displays

itself on the screen using user interface (UI) widgets whereas ransomware does not

(during the encryption process) is investigated. After identifying the presence of

encryption (interestingly this is achieved using entropy analysis, similar to many

Windows-based anti-ransomware tools and therefore sharing the same possibility

of false positives), RansomProber checks that this encryption is being conducted

by the application currently occupying the screen. Finally, the UI of the applica-

tion performing the encryption is compared against a simulated UI indicative of

benign encryption software.

However, a ransomware sample that is aware of RansomProber could ensure

that it takes the foreground and displays a UI that appears benign; the encryption

detector would trigger but the system would believe it was user-initiated due to the

presence of a UI. A ransomware attacker’s main aim is to successfully complete

the encryption process and then display a ransom note to facilitate payment.

Assuming that no other anti-ransomware system is resident on the device, it does

not matter if the ransomware sample displays a user interface in the foreground

during encryption. With current mainstream technologies, the user will be unable

to stop the process and their data will be compromised.

2.5 Interdisciplinary Research

In the following section, an analysis of interdisciplinary aspects of ransomware

research is provided. Due to the financial motivation of attacks, as well as their
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reliance on interactions between an attacker and victim, the majority of this sec-

tion of the literature review is focused on economic, psychological and human

factors relating to ransomware attacks.

2.5.1 The Economics of Ransomware

Researchers are actively tackling the ransomware threat from the perspective of

economics, in most cases modelling the attack scenario using game theory. In

a sense, the attacker and victim are two participants in a game in which both

sides has an optimal (winning) scenario, which can be played using a variety of

strategies. It cannot be guaranteed that both participants in this scenario will act

optimally [47]; for example, an attacker may consider bargaining (which weakens

their appearance of authority [90]) and a victim may decide to pay the ransom

when it is not optimal to do so.

In addition, a game-theoretical approach would consider scenarios in which a

victim paying the ransom is an optimal strategy, which contradicts advice from

law enforcement agencies and much of the research community. Despite this,

modelling ransomware using game theory has led to many scientific contributions

which have helped to predict the evolution of ransomware and provide valuable

insight.

In addition, as a financially-motivated cybercrime, ransomware must make use

of some financial backend upon which the transfer of funds can be accommodated.

From the cybercriminals perspective, this backend would ideally facilitate rapid

transactions across multiple victims and be difficult for law enforcement agencies

to trace. To this end, threat actors have settled upon the use of the cryptocur-

rencies (in most cases, Bitcoin) to demand ransom payment. Research aimed at

tackling ransomware from the perspective of its underlying payment technology

has looked towards tracing ransom payments and shedding light on the inner

workings of the ransomware economy.

Game-Theoretical Models of Ransomware

A study in 2017 conducted an economic analysis of ransomware from the perspec-

tive of game theory [90]. Different concepts of ransomware pricing strategies which

could be used by cybercriminals were presented, such as uniform pricing (defining
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Figure 7: The amount of money in GBP that survey participants were willing
to pay and accept in the event of recovering from a ransomware attack, figure
obtained from [90]

a constant ransom demand for all victims) and price discrimination (changing a

ransom demand based on the victim to increase their likelihood of paying the

ransom). It was also shown that attackers who consider bargaining with their

victim undermine their appearance of authority in the situation.

149 participants were surveyed to estimate the willingness to pay (WTP) a

ransom of the average individual (as well as their willingness to accept – this

is visualised in Figure 7) and an optimal ransom demand of around £950 was

identified. In general, WTP represents the maximum amount of money a party

is willing to pay for a positive outcome. WTA, on the other hand, represents the

minimum amount of money a party would be happy to receive to compensate for

a negative outcome [87].

In the context of this study, WTP represents the maximum amount of money

an individual would pay to restore access to their data, whereas WTA represents

the minimum amount of money an individual would expect to receive as compen-

sation for their lost data. In theory, as these two valuations are measured against

the same concept, they should also be equal in magnitude; however, much work

exists on the commonly-seen disparity between these two values [91].
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The study suggested that cybercriminals who charge a higher demand earn

more revenue; this is because despite less payments, a single payment is much

more worthwhile. It is perhaps related to this fact that attackers have shifted

towards targeting large-scale businesses with ransom demands in the hundreds of

thousands to millions – a single payment would effectively provide enough financial

support for life.

A similar study to that above was conducted in 2020 which additionally high-

lighted the societal welfare implications of ransomware attacks [89]. The re-

searchers expect to see cybercriminals shifting towards profit-maximising strate-

gies over time. Interestingly, this can reduce the welfare cost of ransomware in

one regard (for example, more victims are able to recover their data), but increase

it in another (more would-be attackers are encouraged to conduct attacks). An

investigation into the willingness to pay of organisations, rather than just indi-

viduals, would be relevant and more indicative of ransomware attacks commonly

seen today.

In 2019, Cartwright et al. investigated the use of game-theoretic kidnapping

models to model ransomware attacks [37], expanding upon previously-established

models to facilitate ransomware itself. This work reinforces the relationship be-

tween a victim’s willingness to pay and the ransom demand itself, as well as the

idea that negotiation weakens the stance of an attacker. It is interesting to note

that the discussed studies applying game-theoretic models to ransomware agree

that it is in the victim’s best interest to pay the ransom. This builds a reputation

and encourages additional victims to pay as they can be more confident that they

will be given access to their data, leading to increased revenue over all.

However, it has been shown that there are some scenarios in which it is not

in an attacker’s best interest to honour their side of the agreement [36]. This

interesting perspective acknowledges the likely competition between the many

ransomware threat actors. Such a large number of attackers inflicting billions of

pounds of damages results in a collective negative opinion of ransomware threat

actors across the globe. It is therefore nontrivial for any given attacker to build

a reputation and thus more revenue may be generated from hit-and-run tactics.

The researchers state that it is likely that most attackers fall somewhere between

never returning files and always returning files based on a post-payment recovery

rate of 49.4% [52], however this figure dropped to 38.8% in the subsequent year
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[53]. This may indicate a gradual preference towards returning files, either as

an attempt to build reputation or because of increasingly high-profile attacks in

which not returning the files may attract more attention from law enforcement

agencies.

Laszka et al. propose a game-theoretical model of ransomware in which the

victim is modelled as an organisation rather than an individual [115]. This work

supports other game-theoretical models of ransomware in that a victim will only

pay if the ransom demand is lower than the value of their data, but the organi-

sation’s backup strategies are taken in to account showing that these can in fact

influence attacker behaviour. However, the study assumes that backups are a

highly reliable safety net when in truth, backups are susceptible to a multitude

of challenges including maintenance, failure, lengthy restoration times and even

compromise.

Li and Laio propose a game-theoretical model of ransomware in which the

technique of an attacker selling the victim’s data is considered [117], highlighting

that in this scenario an attacker’s reputation is not as crucial to the generation

of revenue. It is additionally found that these types of attacks are capable of

generating more profit than traditional ransomware, but only in the event that

the data would be valuable to a malicious third party and if it the leakage of data

adversely affects the victim significantly enough. It would benefit the study to

consider victims as being either individuals or organisations, as the cost of data

leakage to an organisation is likely significantly higher to organisations (and may

require legal action) which may largely influence their willingness to pay.

A study by Galinkin in 2021 takes a different approach towards modelling the

economics of ransomware, likening the spray-and-pray infection strategies of cy-

bercriminals to that of playing a lottery [65]. The study shows that at a predicted

cost to the attacker of $4,200, the minimal ransom demand to ensure profit would

be $13,888.89, which is shown to be significantly lower than commonly reported

ransom demands. However, this study only considers organisations as victims to

ransomware rather than individuals; the spray-and-pray infection strategy is more

applicable to individuals and organisational attacks tend to be more targeted.
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The Ransomware Economy

Huang et al. performed an end-to-end analysis of ransomware payments on the

Bitcoin blockchain [92], tracking the movement of around 16 million dollars over

a 22-month period. Patterns of bitcoin address activity were analysed over vari-

ous families of ransomware shedding insight into victim payment behaviour and

Bitcoin exchange usage. The study concludes that it may be possible to tackle

ransomware from the perspective of the blockchain; i.e., making it more difficult

for cybercriminals to launder and ultimately cash out their ill-gotten revenue.

Similarly, a study by Paquet-Cloustin et al. investigated the direct financial

implications of ransomware attacks by performing an analysis of ransomware-

related payments on the Bitcoin blockchain [151]. Thousands of ransomware-

related Bitcoin addresses were obtained and subsequently analysed, providing an

end-to-end view of ransom payments. The study traced the movement of funds

between addresses as well as clustered addresses controlled by the same threat

actor, such as to simplify the overall tracing of funds, and estimated a minimum

ransomware market of around 13 million dollars between 2013 and 2017. However,

this does not consider the many costs associated with ransomware attacks beyond

the payment of a ransom, such as lost business due to downtime. In addition,

more ransomware families making use of other blockchain technologies could be

analysed and evaluated against these results.

However, the amount of transactions that can be processed per block is not

unlimited, thus making blockchain technologies susceptible to congestion. Sokolov

investigated how increased ransomware activity affects blockchain congestion,

showing increased blockchain usage when new vulnerabilities are disclosed pos-

sibly resulting in a surge of ransomware attacks and thus ransom payments [173].

The study concludes that less active and ad-hoc users of the blockchain typically

prefer to attach fees to their transactions in order to increase individual priority

during congestion, and this situation is exacerbated in the event of a large-scale

ransomware attack. It may be possible to monitor blockchain activity with the

intent of identifying ransomware (and other financially-motivated cybercrimes) at

a global level.
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Ransomware-as-a-Service

It is also interesting to note the underground economy of Ransomware-as-a-Service

(RaaS). This practice lowers the entry requirements for attackers to conduct their

own ransomware attacks as the more technically-capable attackers build ready-

to-deploy ransomware kits and sell them for a share of the profits earned.

A study by Meland et al. in 2020 identified the threat of RaaS to be less signif-

icant than expected [129]. The researchers searched through many marketplaces

on the dark web to identify active traces of RaaS, showing a decline in activity

between 2018 and 2019. It was additionally identified that many RaaS items being

sold appeared fraudulent, for example due to unrealistic reviews and plagiarised

description information. However, it is important to note that it is not neces-

sarily the quantity of RaaS vendors that influences inflicted damages but rather

the “quality” of the few professional vendors that exist. An investigation into the

amount of traffic observed by these more “trustworthy” vendors may reveal more

insight into the prevalence of RaaS.

Similarly, Keijzer conducted a study into RaaS, however from the perspective

of technical differences between RaaS and non-RaaS ransomware samples [106].

The study concludes that RaaS samples are technically comparable to traditional

samples, however the sample size was relatively small thus making it difficult to

provide general claims as to the characteristics of the two classes of ransomware.

Regardless, the study reiterates that cybercriminals are still leaning towards RaaS

to generate revenue and therefore further investigation into the prevalence and

impact of RaaS is warranted.

As a step towards predicting the evolution of RaaS, Karapapas et al. ex-

plored possible implementations of RaaS using newer technologies [104]. The

study concluded that by making use of Ethereum smart contracts and the Inter-

Planetary File System (IPFS), cybercriminals have the capability of developing

an infrastructure capable of supporting RaaS, which provides additional privacy

and convenience benefits.

2.5.2 The Psychological and Human Factors of Ransomware

It is widely acknowledged that cybercriminals take advantage of psychological

factors when conducting attacks [145], for example by exploiting an individual’s
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trust or appealing to their best interests. In the case of a ransomware attack,

attackers try to inflict fear, panic and stress upon their victims as quickly and

effectively as possible. In doing so, the victim’s capacity for sound decision making

is reduced thus increasing the likelihood that they pay the ransom demand.

In 2017, Hadlington investigated the various psychological tools that attack-

ers make use of (whether knowingly or unknowingly) based on the principles of

scarcity (appealing to the victim’s desire to restore access to their data), authority

(scaring victims into believing that they are being investigated by law enforcement

or being attacked by well-known hacking groups) and liking (appearing friendly

to a victim to trick them into believing the attacker has their best interests at

heart) [85]. The study aimed to present a novel analysis into psychological fea-

tures employed by cybercriminals and identify any commonalities across separate

ransomware families such that potential victims could be educated about how to

respond in the event of an attack.

The primary aspect of analysis was regarding the aesthetic of the ransom notes

along with use of language and imagery. It was shown that 57% of samples em-

phasised a time limit to induce stress and the concept of scarcity. This figure is

surprising as it implies that almost half of the ransomware samples studied im-

posed no time limit, potentially allowing recovery at any point in time (or perhaps

not offering recovery at all, although only 9% of the samples were considered by

the study as “cuckoo” ransomware, i.e. similar to scareware). Overall, the study

identified clear attempts at psychological exploitation by attackers, however an

evaluation into the effectiveness of the different techniques would boost the im-

pact of this work. For example, users could be interviewed based on their initial

impressions of the ransom notes as well as perform an evaluation as to which

ransom notes they consider to be more effective.

Towards this concept, Yilmaz et al. analysed the post-infection behaviour as

well as the cybersecurity habits of 538 participants experiencing a controlled infec-

tion scenario was conducted, revealing that the specific ransom note aesthetic had

negligible effect on a victim’s willingness to pay [192]. The study aimed to better

understand victim response such that advances in ransomware could be thwarted,

as well as identify any potential factors discouraging ransom payment. Many ran-

somware scenarios across many types of ransom note were studied, and it was

shown that a significant number of participants would consider improving their
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Figure 8: A heatmap indicating the visual activity of a participant when presented
with a ransom note, figure obtained from [14]

cybersecurity behaviour after the study. However, in this scenario ransomware

infections could only be simulated for ethical reasons. Unfortunately, there is no

guarantee that a victim’s response in the event of a true attack scenario would be

the same as that in a safe environment with no true threat of data loss.

Arief et al. investigated a victim’s immediate and instinctual response based

on data collected from an eye tracker [14]. A study was conducted over 25 par-

ticipants with the intent of identifying the effectiveness of various ransom note

features such that additional countermeasures and educational awareness could

be disseminated. In addition, heatmaps were generated highlighting the visual

behaviour of the participant, as shown in Figure 8. Whilst this study shares a

similar limitation to that above (that is, a simulated attack scenario and thus no

real threat to the victim), it was shown that despite different types of ransom

note eliciting different visual behaviour amongst victims, this was not enough to

influence a victim’s willingness to pay.

In addition, it cannot be assumed that individuals interact with systems and

parse information uniformly; it may therefore be inaccurate to assume that the

length of time one individual spends parsing a certain visual element correlates to

the psychological impact that it carries. It would also be interesting to separate
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the textual contents of a ransom note from its graphical contents and display both

sets separately to participants. This would allow for more accurate identification

of the factors of a ransom note which most influence a victim’s willingness to pay

(although it would remove any combined affect that these features have).

As a final note, the opportunity for communication between an attacker and

victim presents the potential for a victim to discuss additional options with the

attacker such as bargaining (discussed further in Section 2.5.1). In some cases,

cybercriminals offer live chat services and customer support lines further encour-

aging communication [143, 1]. It would be interesting for future psychological

studies to collect and analyse the discourse between attackers, victims and cus-

tomer support lines to identify key psychological traits of attackers and victims

alike, helping to predict future trends in ransomware growth as well as educate

victims on how to react in the event of an attack.

2.5.3 Anti-Ransomware Initiatives

A number of anti-ransomware initiatives have been built and grown over recent

years. Perhaps most well-known is the No More Ransom Project [144]. The

No More Ransom Project aims to provide a collection of ransomware decryption

tools and keys such that victims of a defeated ransomware strain have a chance of

recovery without paying the ransom. Some of the ransomware variants that have

been defeated include Maze, Ryuk, Ragnarok and Prometheus.

The No More Ransom project was founded by the National High Tech Crime

Unit of the Netherlands’ police, Europol’s European Cybercrime Centre, Kasper-

sky and McAfee in 2016 and has steadily grown with many partners involved. In

addition, the platform offers a tool, Crypto Sheriff, capable of identifying which

variant of ransomware has infected an individual such that they can obtain the

appropriate decryption tool (if one exists). The initiative also recognises the im-

portance of education as a way to prevent initial compromise and offers advice on

best practices to avoid ransomware attacks altogether.

No real-time anti-ransomware solutions are offered, however the intent of the

platform is not to provide services akin to anti-malware companies, but instead

to disseminate knowledge around the ransomware threat and offer hope to af-

fected victims. It is reported that between its inception and the year 2021, No
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More Ransom helped six million ransomware victims recover their data, depriving

ransomware attackers upwards of one billion euros of revenue [69].

The tangible and positive impact from this project highlights the importance

of ransomware recovery which in this scenario can be considered a completely

separate entity from detection. Whilst the concept of early detection is important

(due to the nullification of a need for recovery at all), it is an unsolved challenge

and strategies such as decryption tools and educational awareness are clearly a

necessity to thwart the growth of ransomware in general.

In addition, the Ransomware Task Force (RTF), established in 2021, aims

to combat ransomware by providing organisations with the knowledge needed

to mitigate ransomware attacks as much as possible [176]. The RTF combines

knowledge and insight from a variety of backgrounds, including governmental

as well as law enforcement, to ensure a broad and thorough understanding of the

ransomware threat. The initiative has developed a framework aimed at mitigating

ransomware attacks from the perspective of several goals that generally serve to

disrupt attacks, remove the financial incentive for attackers to conduct attacks, as

well as ensure organisations are adequately prepared to deal with any threat [177].

This framework consists of 48 recommendations, often aimed at the governmental

level (for example to ensure organisations report ransom payments as well as

guarantee enough resources are available to help victims mitigate attacks).

This initiative is also pushing research forward from the perspective of inves-

tigating the ransomware payment ecosystem [27]. Whilst work in this area exists

(as discussed in Section 2.5.1), it is encouraging to see further work in this area,

particularly from an interdisciplinary perspective. This investigation into the

ransomware payment ecosystem proposes a payment map that encapsulates the

various stages of ransom payment as well as the various entities that have access

to this information at each stage. This in turn provides greater visibility of the

entire process of ransomware payments, facilitating the downfall of ransomware

through economic disruption.

However, it is not immediately clear as to whether the analysis was focused

on attacks against individuals or attacks against organisations. Presumably, the

payment map would change based on this factor, as ransom demands against

businesses are typically much larger than those against individuals. This would

likely affect the way that such funds are handled within the ransomware payment
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ecosystem. In addition, the payment map does not represent data recovery which

is an important step in the life cycle of a ransomware attack, and the neglect of

which may have a negative impact on the attacker’s appearance of “legitimacy”

(i.e. intent to restore data after payment is received), as explored in Section 2.5.1.

Finally, there is the argument to be made that any attempts at reducing the

financial incentive for cybercriminals to conduct ransomware attacks may instead

encourage them to pursue other malicious methods. However, it is important to

note that this is not a criticism of this work, does not lessen the significance of

this work, and can apply to any work aimed at mitigating ransomware attacks.

2.6 Conclusions

This literature review has presented a critical analysis of various aspects of ransomware-

related literature. A variety of state-of-the-art techniques in ransomware detection

and recovery were detailed, from those based on filesystem monitoring to those

based on access control. In addition, an overview of mobile-based anti-ransomware

research was also provided. The interdisciplinary nature of ransomware was high-

lighted, coupled with an analysis of research tackling the ransomware threat from

an economic, psychological and human perspective.

Clearly, the threat of ransomware shows no signs of abating. Cybercriminals

are continually developing new strategies to avoid detection and maximise profit.

Thankfully, research in the anti-ransomware community is similarly observing a

growth in popularity and impact. However, the arms race between attackers

and defenders demands a continual improvement in anti-ransomware techniques.

There exist clear and fundamental flaws and weakness in current state-of-the-

art anti-ransomware implementations which require addressing before these anti-

ransomware implementations become more mainstream.

Below, some of the key research gaps that are relevant to the scope of this

thesis, identified whilst conducting above literature review, are presented:

• There exists a lack of unification between anti-ransomware research. It is

clear that new approaches take inspiration from previous work, but it often

appears that researchers are just trying to achieve a higher accuracy than

their peers, without replicating evaluation criteria.
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• It would appear that the overarching goal of mitigating ransomware attacks

in real-time is sometimes forgotten; having a machine learning classifier

that can identify malicious behaviour is useful, but in order to ensure up-

take amongst end users, various considerations must be made concerning

portability, usability, system overhead and upkeep.

• Many behavioural features used in ransomware detection rely on aspects

that cannot be considered as invariants of a ransomware attack. As such,

the effectiveness of these features (and thus the classifiers themselves) may be

compromised in the future. Young and Yung showed that the use of a hybrid

cryptosystem results in high-survability ransomware [194], and it is expected

that cybercriminals will continue to follow this approach to maximise profit.

As such, more investigation into identifying the presence of maliciously-

initiated encryption is warranted.

The remainder of this thesis aims to contribute towards these research gaps in

accordance with the research questions presented in Section 1.6.2.

53



Chapter 3

Research Design

3.1 Chapter Introduction

This chapter presents a breakdown of the research design from the perspective of

data generation, testing environments and experimental methodologies followed

throughout the work presented in this thesis, in relation to the research questions

presented in Section 1.6.2. We initially analyse the influential methodologies fol-

lowed in the literature before highlighting the various strengths and weaknesses

in these approaches, allowing us to build a methodology which avoids some com-

mon pitfalls. We provide details of our various testing environments as well as

the datasets constructed for our experiments, before providing an overview of the

methodology followed in our experiments. We then reflect on the limitations of

our approaches, offering ways in which improvements can be made in future work

before concluding the chapter.

3.2 Background

Ransomware is a relatively modern threat compared to other types of malware and

cybercrime, although this in no way diminishes the threat that it poses. In fact,

due to the often debilitating damage that ransomware can cause, many would-

be attackers and cybercriminals are encouraged to conduct attacks of their own

through illusions of easy profit. Whether or not the majority of these attacks are

successful, it is vitally important that anti-ransomware research is conducted in a

54



way that is open and reproducible to contain and eventually eradicate the threat.

It is the unfortunate case that much is still unknown when it comes to the many

aspects of ransomware. Countless challenges are faced in determining motivation

and even attribution of ransomware attacks due to the nature of combating elusive

cybercriminals, making attacks difficult to predict and prevent. As such, research

into tackling the ransomware threat has vastly increased in popularity over recent

years [21].

Whilst popular approaches to more generalised malware detection rely quite

heavily on both static and dynamic analysis [139, 59], two key aspects of ran-

somware diminish the usefulness of static approaches in this context. Firstly,

ransomware variants are generally short-lived. This makes the task of properly

maintaining a database of variant signatures tedious as entries are quickly out-

dated. This problem is compounded by the copy-cat nature of ransomware threat

actors [37], and even further by the existence of RaaS [129], leading to large quan-

tities of ransomware variants each with unique signatures.

Secondly, research has continually shown that ransomware exhibits very ob-

vious behavioural traits when executed. For example, in the event of a ran-

somware attack, it is almost an invariant that the ransomware process invokes

many encryption-related API calls and writes large volumes of encrypted data

to the filesystem (far more than would typically be observed under normal user

behaviour)[41]. Proposed by Kharraz et al., the relentless and iterative encryption

conducted by ransomware samples results in clear behavioural traces that can be

used as a basis for detection [111, 108]. Therefore, the majority of research focused

on ransomware detection treats the task as a classification problem. The standard

approach after deciding on a data source (for example, filesystem events or API

calls) is to create a dataset based on ransomware activity and a dataset based on

benign user-initiated interactions. This data can be manually labelled and used

as training data for a machine learning classifier which then has the potential to

classify similar behaviour.

Much of the early work within the domain of detecting ransomware highlighted

the potential of applying dynamic analysis techniques to filesystem activity, lead-

ing to much of the subsequent research following similar trends, discussed more

in Chapter 4. Whilst this approach is logical and particularly relevant when de-

tecting ransomware, we found that most approaches almost exclusively focus on
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true positive accuracy with minimal consideration for reproducibility of results,

the openness of datasets and the realism of testing environments when it came

to the evaluation of their work. The methodologies followed in this thesis were

designed to alleviate these issues with an overall focus on transparency, allowing

other researchers to reproduce and build upon our results, whilst making use of

both the code and datasets developed as part of our work.

In addition, and as discussed in Section 1.6.1, ransomware is a type of mal-

ware that makes large quantities of writes to the filesystem containing encrypted

(and thus highly random) data. This type of behaviour can be seen as an invari-

ant of ransomware, thus increasing the likelihood of detecting future ransomware

variants based on features derived from statistical analysis. Due to the aforemen-

tioned relative simplicity in existing uses of statistics to detect ransomware, it was

crucial for the methodologies followed in this thesis to cater for in-depth statistical

analysis, thus facilitating the development of more sophisticated statistical-based

detection techniques.

3.2.1 Challenges in Anti-Ransomware Development

Unfortunately, and as explored further in Chapter 4, we found details of data

sets and anti-ransomware evaluation criteria to be largely unavailable within the

anti-ransomware community. We believe this is due to the lack of a universal

benchmarking platform designed for anti-ransomware tools. This idea is widely

adopted in other areas, for example in system benchmarking [157, 182]. Steps

have been made towards a more open methodology regarding the evaluation of

anti-ransomware tools. Beruetta et al. conducted a behavioural analysis of over

70 ransomware samples and published the data collected, along with details of its

construction, such that other researchers can perform their own analysis [22].

While there are many anti-ransomware proposals, both in the form of tech-

niques and complete solutions, these approaches have been evaluated in isola-

tion by their respective authors, over independently-obtained datasets against

independently-established testing criteria. As a result, being able to conduct a

fair evaluation of the anti-ransomware landscape is effectively impossible. Sim-

ply obtaining existing solutions is problematic; proposals are often unavailable

or commercialised. Therefore, researchers must rebuild these tools based on the
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accompanying research papers which immediately restricts the ability to evalu-

ate the original implementation whilst simultaneously introducing the chance to

implement a technique incorrectly.

Many benefits are afforded through the establishment of standardised evalua-

tion criteria and increased availability. Primarily, testing independently-developed

tools against shared, standardised datasets allows for meaningful discussion and

direct comparison of the capabilities of a given approach. This could help identify

particularly troublesome ransomware behaviour capable of evading many tech-

niques, and provide clearer evidence as to which anti-ransomware techniques ap-

pear more promising, helping to guide future work.

To encourage other researchers to place higher priority on availability and

openness, the following sections detail the dataset construction and experimental

methodologies we followed in our experiments. We provide implementation details

so that other researchers can replicate our results, and we make available the raw

data collected (as well as the tools used to collect it) over which additional analysis

can be conducted.

Unfortunately, the Covid-19 pandemic severely limited our access to our mal-

ware analysis environment. This directly hindered our ability to generate a larger

dataset, although we hope that the ideas and methodology established in our

work, along with its transparent documentation, will provide a solid foundation

for future work in this area.

3.3 Establishing Testing Environments

Before conducting any ransomware-related data collection, it was crucial to estab-

lish a safe and isolated testing environment within which experimentation could

be conducted. A common tactic used by some malware is to identify when it

is being executed in a virtualised sandbox environment, such as Cuckoo sand-

box [175], and then refrain from exhibiting any malicious behaviour to hinder

attempts at behavioural analysis [118]. Additionally, ransomware requires Inter-

net connectivity in order to establish communication with its C&C server. With

these limitations in mind, our aim was to construct an environment that made use

of bare-metal machines rather than virtualisation technology, taking inspiration

from the environment constructed by Palisse et al. [148]. We also configured an

57



isolated network with full Internet connectivity to both provide a greater chance

that ransomware samples would run, as well as allow for more realistic benign

activity collection which would incorporate network activity.

Many anti-ransomware tools have been designed with Windows 7 in mind,

however with support for this operating system discontinued in January 2020 [133],

we built our environment on Windows 10 to more realistically reflect a modern-

day end user environment. Regardless, whilst data collection implementation

would differ between operating systems, the subsequent analysis applied to the

collected data is independent of the host operating system. To populate our

environment with files enticing to ransomware, we developed a Python application

that creates user spaces (directory trees) representing realistic user environments.

A user space initially contains a directory structure based on Windows (i.e. a root

containing Desktop, Documents, Downloads, Music, Pictures and Videos), and

then randomly distributes a set of given input files throughout these directories.

Table 3 lists the default configuration when running the application.

Users can specify various parameters depending on the complexity and size of

the desired user environment, for example by controlling the number of unique

file types to include as well as the maximum depth of nested directories in the

generated environment. Files are kept as realistic as possible with names selected

randomly from wordlists and file metadata is set appropriately based on rules (for

example, modification time must be after creation time, and neither time can be in

the future, with respect to the time when the program is executed). The program

accepts any corpus of input files, generates entirely OS-independent trees, and

can be used for any application requiring largescale and automated generation of

realistic user environments.

To orchestrate the overall process of imaging and restoring our machines, we

configured a cluster of five machines controlled by a central server, each running

Clonezilla [44]. We configured our server to maintain a fully-populated Windows

10 image that could be distributed and used as an image for system restore at the

request of any of the cluster machines. This hybrid analysis environment provided

the benefits of automated image distribution and machine restoration over bare-

metal machines whilst simultaneously facilitating real-user interaction during our

experiments, and is visualised in Figure 10. It was important for us to include

real-user interaction for two primary reasons. Firstly, we wanted to ensure that

58



T
ab

le
3:

T
re
e-
gr
ow

th
co
n
fi
gu

ra
ti
on

S
et
ti
n
g

D
es
cr
ip
ti
on

P
os
si
b
le

V
al
u
es

E
x
te
n
si
on

F
il
es

se
le
ct

fr
om

th
e

co
rp
u
s

m
u
st

b
e
on

e
of

th
e
fo
ll
ow

in
g

p
d
f,
o
d
t,

d
o
cx
,
p
p
tx
,
tx
t,

m
ov
,
zi
p
,
p
ag
es
,
jp
g,

x
ls
,
cs
v
,
d
o
c,

p
p
t,

gi
f,
p
n
g,

x
m
l,
h
tm

l,
x
ls
x
,
m
p
3,

lo
g,

og
g,

w
av

T
op

-l
ev
el

D
ir
ec
to
ri
es

E
ac
h

of
th
e

fo
ll
ow

in
g

d
ir
ec
-

to
ri
es

ar
e
cr
ea
te
d

w
it
h
in

th
e

ro
ot

d
ir
ec
to
ry

D
es
k
to
p
,
D
o
cu
m
en
ts
,
D
ow

n
lo
ad

s,
M
u
si
c,

P
ic
tu
re
s,
V
id
eo
s

S
u
b
-d
ir
ec
to
ri
es

A
gi
ve
n

d
ir
ec
to
ry

m
ay

co
n
-

ta
in

an
y
of

th
e
fo
ll
ow

in
g
su
b
-

d
ir
ec
to
ri
es

W
or
k
,
H
ol
id
ay
,
T
im

es
h
ee
ts
,
P
er
so
n
al
,
G
am

es
,
M
em

or
ie
s,
A
rc
h
iv
e,

F
av
ou

ri
te
s

59



F
ig
u
re

9:
A
n
ex
am

p
le

d
ir
ec
to
ry

tr
ee

cr
ea
te
d
w
it
h
th
e
P
y
th
on

ap
p
li
ca
ti
on

60



any benign data collected was truly based upon genuine human interactions with

the machine; emulated input would be unrealistic and could over-influence our

training data with repeating patterns. Finally, the state of a system during and

after a ransomware attack is unpredictable; allowing a pre-determined script to

automate input over a system in a different state than intended may introduce

unexpected problems with data collection (as well as display unrealistic behaviour

i.e. exhibiting unchanged user input even during a ransomware attack, when in

reality a user would likely panic and behave differently).

Figure 10: The architecture of the malware analysis environment

3.4 Dataset Construction

The datasets used during the work presented in this thesis can be categorised as

follows:
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3.4.1 File-Based Dataset

Whilst anti-ransomware tools typically apply detection techniques to the contents

of user buffers, as explored in Chapter 4, which provide access to data even be-

fore it is persisted to the filesystem, the approaches offered in the literature are

not always viable. This is typically due to the inherent reliance on the Win-

dows operating system as well as the many difficulties associated with kernel-level

development, such as lengthy development times and troublesome debugging.

This thesis provides insight into the capabilities of detecting ransomware in-

stead focusing on a file-based dataset. Whilst this approach has drawbacks in

practice, such as an inability to process information before it is written to the

filesystem, it offers benefits in the form of greater OS-independence and oppor-

tunities for rapid prototyping, facilitating future work. An additional side effect

is that detection techniques are automatically provided with more data to work

with (i.e. entire file contents instead of user buffers), which is desirable for RNG

tests [96]. In the following paragraphs, we provide details of the two types of

file-based dataset used in our experiments.

False Classification Dataset

This dataset was created for our work in Chapter 5, with the intent of “stress-

testing” statistical-based ransomware detection techniques. A breakdown of this

dataset is provided in Table 4. Heavy emphasis was placed on highly-structured

file formats, such as images and compressed data, due to their highly entropic

nature. We recognise that this is not necessarily indicative of a complete end user

environment, however our aim here was to identify the limitations of statistical-

based approaches through the use of filetypes which would commonly be found

on end user machines, as well as encourage researchers to consider incorporating

more highly-structured file formats in their testing environments. Our dataset

containing a more representative collection of filetypes is detailed at the end of

Section 3.4.1.

Images. Similar work in this area used a dataset of 150 JPEG images [124], so

we set an approximate target of 1000 images of each relevant type to ensure that

our findings held at a larger scale. A large proportion of our dataset was obtained

from Digital Corpora’s Govdocs [67], a large corpus of real files from .gov domains
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Table 4: A breakdown of the false classification dataset

Filetype Quantity Size (MB)
JPEG 1,004 145.4
WebP 25,048 6100.1
PNG 1,000 778.0
LZMA 19,750 5,772.0
Gzip 17,775 5,527.0
Bzip2 17,775 5,351.0

AES Encrypted 1,975 951.7
Total 84,327 Files 24,625.2 MB

that are freely available for research purposes. To reach our target of 1000 JPEGs

in an easily reproducible way, we selected the first 15 of the available subdirectories

resulting in 1004 JPEGs.

We then included PNG and WebP images to ensure coverage of other popular

image formats. Hurley-Smith et al. show that WebP files are frequently reported

as random by Ent and the FIPS 140-2 randomness tests [98], so we felt it a critical

filetype to include within this dataset. We have yet to identify anti-ransomware

research which specifically includes this filetype as part of their dataset, which is

concerning due to its rising popularity. WebP images are in use by approximately

3.6% of all websites within the Alexa top 10 million websites at the time of writing,

with uptake steadily on the increase [158].

To obtain our PNG and WebP images, we searched for arbitrarily chosen key-

words using the Google search engine [80] followed by the filetype operator.

We used ImageAssisstant Batch Image Downloader (a discontinued Firefox [140]

add-on) to download a number of images from each query until our quota of 1000

images was met for both WebP and PNG images. We include these keywords

(along with the images themselves) in our dataset, although using different key-

words for future experiments may be a good way to corroborate our findings.

We then used the command line utility cwebp to convert our JPEG and PNG

collection to WebP at quality levels 0, 25, 50, 75, 80 (the typical quality level used

according to the tool itself) and 100 [81]. We also repeated this process using the

lossless option to include lossless WebPs in our dataset, ensuring we had a large

WebP collection representing both files found in the wild, and files that had been

converted in controlled conditions.

Compressed data. This dataset only encompasses data specifically com-

pressed using a compression utility. Whilst formats such as WebP are themselves
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a type of compression, we would consider them as part of the image dataset (un-

less a separate compression utility had been used to subsequently compress it).

We compressed data from Govdocs Thread 4 and Thread 5 (mutually exlusive

sets of approximately 1000 files, chosen for their larger size with respect to the

other threads), however all threads are analysed in our dataset described in Sec-

tion 3.4.1. We used a bash script to call the Gzip, BZip2 and LZMA command

line utilities to compress each file separately at each available compression level

(0 through 9 for LZMA, 1 through 9 for Gzip and BZip2).

Encrypted data. To provide a benchmark with which the above data could

be compared, we built a dataset of genuinely encrypted data (again using Thread

4 and Thread 5), using openssl, a command line utility for Linux providing a

wide range of capabilities including cryptographic libraries [178]. As discussed in

Chapter 2, modern ransomware typically implements a hybrid encryption model

where user data is encrypted with symmetric encryption (such as AES), and the

symmetric keys are encrypted with asymmetric encryption (such as RSA). There-

fore, we used the AES symmetric encryption algorithm with a 256-bit key in CBC

mode to keep our dataset realistic.

Representative Dataset

This dataset was created for our work in Chapter 6, designed to be more indicative

of a typical end user environment in which an anti-ransomware tool may be run-

ning. No restrictions were imposed as to the filetypes included. This dataset was

built from all 10 Govdocs Threads, resulting in 9875 files ranging from PDFs to

DOCs. A detailed breakdown of this dataset, as well as a discussion of proposed

improvements, was presented by Davies et al. [54].

We used 7Zip [153] to apply compression to each file individually, as well

as AES using a 256-bit key in CBC mode to encrypt each file. We chose this

encryption scheme for the same reasons discussed above.

3.4.2 Buffer-Based Dataset

Inspired by much of the anti-ransomware work over recent years (discussed in more

detail in Chapter 4), we constructed a dataset based on process interactions with

a Windows filesystem. This was achieved using a custom Windows Filesystem
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Figure 11: Microsoft’s visualisation of the minifilter architecture

Minifilter Driver based on Microsoft’s own Minispy implementation [132]. Out of

the box, Minispy provides many capabilities, most notably the ability to intercept

IRPs at the kernel level and pass these up to a logging application running within

userspace. Information passed by default includes the type of operation (for exam-

ple whether it pertains to a read or write request), associated timing information

and the process and thread ID associated with the operation. As shown in Figure

11, Windows provides a filter manager which imposes on filesystem interactions

performed by processes and orchestrates the running of any installed minifilter

drivers. In our experiments, our minifilter driver fits into this diagram among the

three example minifilters displayed on the right of the diagram5.

5This diagram was created by Microsoft, obtained from https://docs.microsoft.com/en-
us/windows-hardware/drivers/ifs/filter-manager-concepts and subsequently upscaled,
last accessed March 2022.
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The driver was modified in two main ways. Initially, the interception of re-

quests was restricted to solely read and write requests in the interest of minimising

the amount of data required for accurate detection without discarding requests of

interest (i.e. those containing encrypted data). Then, the first 5000 bytes of the

user buffer associated with each read and write request were included as part of

the data passed into userspace, allowing the processing of individual user buffers.

Statistical tests such as chi-square require, at minimum, enough data to allow

for at least five occurrences in each histogram bin [125]. An input of 5000 bytes

would therefore provide ample data to ensure accurate results, however future

work should look towards minimising the amount of data required, ideally to the

minimum number of bytes required (i.e. 1280 – enough for five occurrences for

each possible byte value).

3.5 Experimental Methodology

The research presented in this thesis has been designed with a primary focus

of contributing towards a greater foundation of knowledge regarding ransomware

characteristics and defence strategies, both in order to help tackle the ransomware

threat but also to inspire future work in the field of anti-ransomware. The thesis is

structured such that the upcoming chapters tackle the research questions proposed

in Chapter 1 in turn.

To contribute towards RQ1 (“How can approaches to ransomware detection

and recovery be unified?”), we conducted a critical analysis of anti-ransomware

tools and techniques to identify gaps and areas which required significant im-

provement. We primarily focused on Windows-based tools developed in academia

due to their more readily-available documentation. This work is presented in

Chapter 4, and effectively sets the scope for the remainder of the work presented

in this thesis.

Based directly on the findings from this work, we began investigating and sub-

sequently pushing the limits of statistical-based ransomware detection methods

to contribute towards RQ2 (“What are the limitations to current statistical-based

ransomware detection methods?”) and RQ3 (“What is the potential for improve-

ment in statistical-based ransomware detection?”). This involved generating rele-

vant datasets encompassing a range of file formats over which statistical analysis
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could be applied, as described in Section 3.3 and Section 3.4. We made use of sev-

eral key statistics used in the detection of randomness (two of which are actively

used in the state-of-the-art for ransomware detection) to gauge the capabilities of

statistical-based ransomware detection in problematic scenarios before introduc-

ing higher-order statistics, standard deviation and machine learning techniques to

improve the reliability of statistical approaches. This work is presented in Chap-

ter 5 and Chapter 6, respectively. In addition, we used our buffer-based dataset

to evaluate the capabilities of our proposed approaches when combined with dy-

namic analysis techniques in the academic state-of-the-art. Behavioural features

representing ransomware behaviour and benign activity were constructed allowing

for the training of models capable of distinguishing between malicious and benign

behaviour.

Figure 12 summarises the overall methodology taken throughout this PhD

project, as well as how the steps taken related to the proposed research questions

themselves. The three areas denoted by RQ1, RQ2 and RQ3 relate to the main ar-

eas of research presented in this thesis that are tackled in Chapter 4, Chapter 5 and

Chapter 6, respectively. It is important to note that the insights and knowledge

gained through contributing towards RQ1 directly informed the experimentation

conducted for RQ2 and RQ3, all of which have been made open-source.

Overall, this work can be seen as a path taken through the anti-ransomware

landscape with the intent of improving the state-of-the-art by answering the re-

search questions proposed in Chapter 1. Based on an analysis of current ap-

proaches, we were able to identify weaknesses in one of the most popular areas of

ransomware detection, improve its capabilities and offer a more robust statistical

foundation for future anti-ransomware research. The work presented in this thesis

has been made open-source (as documented in Appendix A) in the interests of al-

lowing other researchers to replicate our methodologies and reproduce our results,

as well as perform their own analysis.

3.6 Conclusions

In this chapter, we provided details of the overall design of the research pre-

sented in this thesis, covering our testing environments, datasets and experimen-

tal methodologies. We first highlighted the complex nature of the ransomware
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threat and how it warrants structured, reproducible research with fair considera-

tion of false negatives – something that is unfortunately lacking in current work.

We identified several key challenges in anti-ransomware development, namely a

lack of openness regarding data sets and evaluation criteria, both of which are vi-

tal to fairly compare independent research proposals. We provided details of our

malware analysis environment (an Internet-connected network of five Windows 10

machines and one central server, orchestrated with Clonezilla) as well as how we

automatically populated each image with a realistic user environment. We pro-

vided details of the various datasets created for this thesis, including a file-based

and buffer-based dataset, before providing an overview of how our methodologies

contribute to the research questions that were proposed in Chapter 1.
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Chapter 4

A Roadmap for Improving the

Impact of Anti-Ransomware

Research

4.1 Chapter Introduction

Based on the literature review provided in Chapter 2, one fundamental gap iden-

tified in the anti-ransomware domain was a lack of coherency, consistency and

possibility for comparison between tools and techniques developed for the detec-

tion and recovery of ransomware attacks. Ensuring these criteria is vital to enable

continual and effective anti-ransomware development. This chapter presents a

modular “roadmap”, capable of categorising current state-of-the-art approaches

in ransomware defence in the interests of providing a solid foundation of knowl-

edge upon which anti-ransomware researchers can build. This chapter serves as a

much-needed unification between different anti-ransomware techniques and pro-

vides a basis for comparison, and consistent terminology to encourage meaningful

discussion of the anti-ransomware landscape.

Unlike other anti-ransomware classification systems in the literature, this road-

map can effectively be seen as a “checklist” that anti-ransomware developers can

use when developing their own solutions, helping to build upon existing ideas

from the literature and identify gaps which may warrant further exploration. The

roadmap is generalised to ensure coverage of current and future techniques across
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any target platform, and two new approaches to ransomware detection are pro-

posed based on our findings. In addition, this chapter forms the basis of work

that has previously been published as part of this PhD project [155].

4.2 Background

Unfortunately, the sophistication and frequency of ransomware attacks continues

to escalate. Thankfully, research aimed at tackling this threat has similarly grown

in popularity and sophistication. For example, the “No More Ransom” project

maintains a list of defeated ransomware variants along with recovery tools that can

help victims to restore any lost data [144]. Users are frequently advised to follow

best practices regarding data backups and dealing with unexpected links and

email attachments in order to avoid compromise, and it is highly recommended

by governmental organisations and experts to avoid paying the ransom at all costs

so as not to fund the cybercriminal economy [28].

However, the sheer frequency and success of ransomware attacks highlight that

these approaches are, in general, not enough. To combat this, many techniques

are being developed across academia and industry to defend systems from ran-

somware attacks. Similarly to the ransomware landscape, the anti-ransomware

landscape is rapidly growing and evolving. New techniques are frequently pro-

posed ranging from filesystem analysis to network traffic analysis. The designs

and implementations of these techniques vastly differ despite sharing similar end

goals, making it difficult to keep track of the latest research trends.

Typically, anti-ransomware tools aim to mitigate a ransomware attack by pro-

viding early detection capabilities, recovery capabilities or a combination of both.

These tools should be able to accurately and reliably isolate ransomware behaviour

without impacting normal user behaviour, and should ultimately be designed with

the end user in mind. Any kind of annoyance imposed upon the user, such as no-

ticeable system overhead or unacceptable false positive rates, is likely to deter

them from using the protection altogether, effectively nullifying any defences in

place. To achieve these goals efficiently, it is vital that researchers transparently

test and document their work in the interests of scientific reproducibility.

Taxonomies and classification systems are common across a wide range of

research areas and for good reason; they present the opportunity to establish
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baseline ideas and terminology to facilitate further discussion of a concept. For

example, the work presented in [17] provides clear and concise definitions of con-

cepts intrinsic to cybersecurity such as dependability and reliability. This allows

independent technical communities to reason about system security efficiently

with clear understanding and communication for all parties.

Within the context of the rapidly growing anti-ransomware domain, the devel-

opment of such a classification system is vital to ensure the efficient development

of tools and techniques going forward and ensure other good practices such as re-

producibility and transparency are considered. Whilst the literature surrounding

the topic of ransomware detection and recovery is fascinating and reportedly pro-

ducing high-quality results, it is difficult for researchers to judge overall accuracy

and ability for themselves at a large scale, or to perform meaningful compari-

son between independent approaches. To this end, the following chapter details

the approach taken towards classifying various state-of-the-art anti-ransomware

approaches, providing consistent terminology to be used and providing a clear

reference point for new and experienced anti-ransomware researchers. Current

approaches in ransomware detection and recovery are also mapped onto the pro-

posed “landscape” to provide insight into the popularity of certain techniques (or,

lack thereof).

This chapter presents the following novel contributions:

• A feature-based classification scheme of state-of-the-art techniques used for

ransomware detection and recovery

• A basis of comparison for independently developed anti-ransomware tools

• An analysis of the popularity of various approaches

• Two previously unseen ransomware indicators to be used in future anti-

ransomware tools

It is envisioned that this chapter can help guide future anti-ransomware re-

search by providing researchers with a single point of reference and consistent

terminology, as well as to inspire new ideas and help identify gaps in existing

techniques.
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4.3 Methodology

Motivated by the previously highlighted lack of coherency and consistency be-

tween previous anti-ransomware research along with an overall lack of a single

point of knowledge efficiently collating and comparing this research where possible

at the time, this research aimed to design a simple classification system avoiding

any overlap between anti-ransomware techniques. The goal was to identify key

features often implemented in state-of-the-art techniques in order to develop a

simple and effective classification scheme capable of grouping anti-ransomware re-

search without overlap for the foreseeable future. This would provide a clear and

complete overview of methods used to defeat ransomware, encouraging other re-

searchers to develop their own tools and techniques by learning from past research.

To achieve these goals, this work aimed to:

• Clearly define current anti-ransomware techniques in non-overlapping yet

extendable groups

• List the data sources and/or system requires of the above techniques

• Compare the above techniques in terms of accuracy and overhead, where

possible

• Provide means to visualise the current anti-ransomware landscape

With these aims in mind, the scope of analysis was defined. Research into

anti-ransomware tools and techniques has primarily covered Windows and An-

droid [21], but the analysis presented in this work revealed that most of this work

has so far targeted PC-based ransomware, specifically for the Windows operat-

ing system. This is justifiable as ransomware typically favours Windows [159].

PC-based techniques were therefore defined as the main scope for this analysis.

However, the proposed classification scheme is OS-independent as focus is placed

on general techniques rather than underlying implementations. As a result, the

scheme is extendable to techniques beyond those implemented for Windows.

The literature was systematically analysed for implementation details of var-

ious anti-ransomware tools, noting that whilst they share similar goals (i.e. ran-

somware detection and/or recovery), they often have vastly different implementa-

tions. The analysis highlighted that there are two major types of anti-ransomware
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tool: those developed by the academic community and those developed by an-

tivirus vendors. The scope was limited to the academic anti-ransomware tools

for reasons further discussed in Section 4.7, however the proposed classification

scheme is general enough as not to exclude techniques developed in industry.

After identifying areas of similarity between the various techniques studied,

we were able to isolate key areas of crossover that could be used for grouping at

a higher level. We initially split the landscape according to functionality, or in

other words the intended goal of the underlying technique. Ultimately, there are

two main functionalities afforded by anti-ransomware techniques: detection and

recovery.

Within this high-level classification, we then looked at the individual tech-

niques used for detection and recovery. In order to achieve detection, some kind

of Data Source. The data provided from this source is then requires Processing in

some way. The data source itself may require access to Kernel Space (for example

in order to gain unrestricted access to the contents of filesystem access requests

on the Windows operating system [109]), User Space (for example by monitoring

Hardware Performance Counters, such as in RAPPER [8]) or both (such as in UN-

VEIL [108]). Additionally, any results from the raw data sources, or any output

from the data processing steps, could optionally be used as an input for Machine

Learning algorithms to help detect subtle patterns in data to build models ca-

pable of distinguishing between benign and malicious behaviour (for example in

ShieldFS [48]).

A similar approach was taken to classify strategies of ransomware recovery. To

recover from a ransomware attack, a Data Source is required, such as a backup or

access to API calls. Depending on the chosen data source, a Processing step may

be required before the tool is able to start the recovery process.

Our analysis of the literature also highlighted that there were several actions to

react to the detection of a ransomware attack. For example, a common approach

is to kill or block the offending process or thread, such as in Data Aware Defense

[149]. This often requires user confirmation such as in Redemption, for example

an alert window which conveys to the user that a potential threat was found

and gives them the option to block it or, in the case of a false positive, allow it

through. Ideally, a ransomware recovery solution would aid the user to a state

where the effects of a ransomware attack have been mitigated; most of their lost
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data has been recovered and there was no need to pay a ransom. However, it is

important to note that even a successful recovery comes with indirect cost, such

as lost business for an organisation during downtime resulting from an attack.

4.4 The Anti-Ransomware Roadmap

The following section analyses the state-of-the-art approaches in ransomware de-

tection which led to the overall design of the anti-ransomware classification scheme

presented in this chapter. This classification scheme is shown in Figure 13. We

primarily analyse techniques across ransomware detection and recovery, providing

a generalised and extendable classification of ransomware detection and recovery

techniques, as well as examples of implementations of these techniques.

4.4.1 Detection

Ransomware is clearly a very serious and damaging cybercrime which can cause ir-

reparable damages to both individuals and organisations. Thankfully, researchers

have identified that this manifests in somewhat predictable and invariable be-

haviour demonstrated by separate ransomware families. Whilst this by no means

trivialises the problem of ransomware detection, it can at least be exploited in

such a way as to provide ample data to be used when inspecting a potentially

suspicious process.

Unlike other types of malware that may wish to remain hidden for a long pe-

riod of time, ransomware typically performs encryption soon after initial infection.

Additionally, the encryption process is usually fast, iterative and largely indiscrim-

inate of user data (with the exception that system files are typically avoided such

that the system remains in a bootable state). After this process, a ransom note

is displayed to communicate the current situation with the victim [94]. Research

has shown that this unsophisticated behaviour can aid in the early detection of

ransomware attacks. Based on an analysis of 1,359 ransomware samples, Kharraz

et al. show that crypto-ransomware frequently creates obvious and repetitive I/O

traces from a filesystem perspective as a result of bulk encryption [111]. Similarly,

CryptoDrop shows taking a “data-centric” approach, i.e. shifting focus to mod-

ifications of user data (such as changes to file types and average entropy level of
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filesystem data) is a reliable route to detecting ransomware [164].

The typical workflow of a ransomware detection solution is to apply a pro-

cessing step to a data source in order to cast a decision as to whether or not

the system is under attack by ransomware. By incorporating techniques such as

statistical analysis or machine learning, a decision can be made after which an

appropriate action can be taken.

Data Sources A data source is vital in initiating detection of a ransomware

attack. As explored in Chapter 2, a wide range of data sources have been used as

a basis for ransomware detection from filesystem activity to monitoring API calls.

Arguably, the decision towards selecting a data source carries the most weight

in a ransomware detection scenario; the data collected will heavily influence the

way in which it can be processed, in turn influencing implementation details and

overall accuracy. The chosen data source may require access to kernel space, user

space or a combination of both. In the former case, it is common in the Windows

environment to implement a Windows Filesystem Minifilter Driver [135]. This

provides unrestricted access to filesystem access requests – encapsulated as I/O

Request Packets (IRPs).

By registering a filesystem minifilter driver with the Windows Filter Manager,

it is possible to filter specific IRPs based on type (for example if the analysis

was limited to read and write operations). IRPs contain a wealth of information

which has been used in the detection of ransomware, such as the type of event (for

example a write request) as well as the process ID of the process which generated

the request. At the cost of increased implementation effort, it is also possible to

obtain the contents of the user buffer involved in the operation. In other words,

this allows the processing of write requests generated on a system, even before

the changes are persisted to the filesystem. This is a common approach in the

literature, particularly when analysing the statistical randomness of data written

to the filesystem. As encrypted data should appear statistically similar to random

data, this can be used as a potential indicator of a ransomware attack (discussed

more in Chapter 5), such as in Redemption, ShieldFS and Data Aware Defense.

However, developing a filesystem minifilter driver is non-trivial; code must be

developed carefully and thoroughly tested. Even seemingly small bugs can cause

complete system crashes leading to potentially long development and debugging

times. If a developer wishes to sacrifice some flexibility but gain simplicity while
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monitoring kernel events, there exist alternatives which are simpler to use. In our

analysis, we found a major limitation to this approach was sacrificing the ability

to obtain the contents of user buffers pertaining to individual operations.

An example of such a tool is Fibratus [186], an open-source Python implemen-

tation allowing users to capture, log and process kernel events including filesystem

I/O, network activity and registry activity. However, we were unable to obtain

the user buffer involved in individual filesystem operations, effectively eliminating

the possibility of a statistical analysis over user buffers.

Data sources present in kernel space can largely be categorised into Network,

Registry, Firmware and Filesystem events. Monitoring network events may reveal

connections to Command & Control (C&C) servers, intercepted network packets

could leak information relating to encryption scheme parameters or IP addresses,

and logs could be used to reveal behaviour that is different from benign activity.

For example, ransomware can be detected using domain generation algorithms

(DGAs) by applying Markov chains and behavioural-based detection features to

DNS traffic [5, 4].

Monitoring changes to the registry could also be useful to detect any unex-

pected modifications by a malicious process such as disabling an anti-ransomware

solution at system start-up. Sgandurra et al. used registry key operations (along

with API calls and filesystem event) as a feature for a machine learning approach

to detect ransomware [169]. Firmware modifications can also be used as a data

source, such as in SSD-Insider where several features capable of identifying ran-

somware behaviour are captured at the firmware, rather than application, layer

[18]. Using firmware allows access to data that doesn’t exist in the application

layer, for example analysing whether or not filesystem writes are made to the same

block of memory. As seen consistently throughout the state-of-the-art, monitoring

filesystem events not only allows the analysis of I/O traces but can also provide

developers with access to user buffers involved in filesystem operations, creating

the opportunity for statistical analysis.

Within user space, RAPPER uses Hardware Performance Counters (HPCs) as

a data source for ransomware detection [8]. The authors show that, for their tested

ransomware samples, patterns in the usage characteristics of HPCs clearly differ-

entiate malicious and benign usage, allowing for ransomware detection. Changes

to the visual output of a device, such as the displaying of a ransom note, can also
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be used to aid in ransomware detection. For example, UNVEIL analyses screen-

shots taken of a malware analysis environment using optical character recognition

(OCR) and image processing techniques to identify when a ransom note has been

displayed [108].

Part of ShieldFS’s detection toolkit includes the detection of cryptographic

primitives and key-related material within memory [48]. By relying on the fact

that many symmetric encryption algorithms pre-compute a key schedule, this can

be identified in memory and used to detect a ransomware attack. This method

equates to attacking the cryptosystem in use by ransomware, and is an approach

seen in other tools such as PayBreak and UShallNotPass [114, 72]. Here, cryp-

tographic libraries that ransomware frequently uses are hooked such that crypto-

related API calls are intercepted.

Processing In order to extract information from the analysed data source, it is

necessary to apply a processing step. This may be as simple as actively monitoring

a data source or something more complex such as feature engineering in prepara-

tion for a machine learning algorithm. Hashing refers to taking a malicious binary

and applying a hashing algorithm, such as SHA-3. This approach is a common

strategy used by antivirus vendors to detect and classify malware [76], however

its usefulness within the context of ransomware is limited at best. This is due to

both the copy-cat nature of ransomware as well as the existence of RaaS, both

of which help cybercriminals develop new variants rapidly thus resulting in short

lifespans for a given sample [90]. However, hashing has successfully been used

in anti-ransomware development on several occasions. For example, PayBreak

uses a 32-byte fuzzy function signature to identify the usage of statically-linked

cryptographic libraries [114], and CryptoDrop uses similarity-preserving hashes

to quantify the difference between a file and its (possibly) encrypted counterpart

[164].

Other approaches implement a score representing the overall “malice” of a

given process, for example as implemented in Redemption and CryptoDrop [109,

164]. Such an approach allows a system to note the occurrence of ransomware

behaviour initiated by a process which in turn raises the score of that process.

Once a threshold is reached (i.e., sufficient suspicious behaviour has been con-

ducted), the system can report that the process is likely to be ransomware and

take appropriate action.

79



Another highly popular approach to ransomware detection is based on sta-

tistical analysis. This approach is intuitive and lightweight, however comes with

several drawbacks which are explored in Chapter 4. The rationale is that during

the encryption process, ransomware writes data to the filesystem that is effec-

tively random from a statistical point of view. Therefore, it is possible to make

use of tried-and-tested statistical tests to detect the presence of randomness which

may indicate a ransomware attack. There are several occurrences in the literature

which follow a similar approach, often by calculating the entropy over the user

buffer of filesystem read and write requests, such as in ShieldFS [48]. As stated

in [149], one weakness of using Shannon entropy in this context is that it has dif-

ficulties distinguishing between encrypted and compressed data, possibly leading

to many false positives in a real user’s system. Data Aware Defense takes steps

towards addressing this issue by calculating Chi-square instead of Shannon en-

tropy which is more capable of distinguishing between encrypted and compressed

data.

Machine Learning Both the raw data sources and any output computed by

the processing techniques can be used as training and testing data for machine

learning algorithms. A very relevant example of the use of machine learning to

detect ransomware is ShieldFS. A random forest algorithm is used to distinguish

between malicious and benign system behaviour from the filesystem perspective.

Examples of the features used to train this classifier include the number of files

written and read, as well as the average entropy of filesystem writes, within a

given interval [48].

Another approach is the use of neural networks to classify ransomware be-

haviour. Unlike decision trees, this can result in longer training times and pro-

duces classifiers that are difficult for humans to interpret [58], although it has the

potential of obtaining higher accuracy and is very fast to query once training is

complete.

Actions After the system has collected data and processed it in such a way

as to be able to classify a ransomware attack, action must be taken to rectify

the situation. A common approach is to attempt to kill or block the process or

thread that was classified as malicious, which is the approach taken by Data Aware

Defense [149]. Another approach could be to place the offending process under

surveillance. The idea here is that all processes could initially be monitored with
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lightweight indicators of ransomware. If a process begins to appear suspicious, it

can be placed under surveillance and more intrusive ransomware detection mea-

sures can be applied to that process specifically. This would provide the benefit

of accurate decision making with less overhead due to indicators being employed

dynamically.

It is also standard to include a user notification to ensure that the decision

cast by the anti-ransomware tool is sensible. For example, a user may inten-

tionally encrypt or compress their data which may cause a false positive in their

anti-ransomware solution. A notification would allow the user to proceed with

the benign operation, or confirm the termination of a ransomware related pro-

cess. Reliance on a user notification requires minimal false positives to be present

in an anti-ransomware solution to ensure that users are not overwhelmed with

notifications, instinctively dismissing them.

4.4.2 Recovery

Our analysis has shown that anti-ransomware techniques have placed emphasis

on detection rather than recovery. Generally, anti-ransomware tools are focused

on early detection, i.e. minimising the amount of damage caused thus helping to

mitigate the damages of an attack such as in [149]. If a recovery component is

included, this usually aims to restore any damages caused before detection was

achieved, such as in [109], although there exist some solutions that fully emphasise

recovery such as PayBreak [114].

A ransomware recovery component generally restores user data to a point in

time before encryption happened, effectively nullifying the effects of the attack.

Similarly to detection techniques, a data source is required to initiate the recovery

process, such as a recent backup. Depending on the chosen data source, some

processing may be required before recovery is possible. After this configuration,

recovery actions can take place such as backup restoration or file decryption.

Data Sources One approach to ransomware recovery relies on a backup.

Whilst it is commonly reported that a reliable and offline backup is a good way to

mitigate ransomware attacks, the concept of a backup within an anti-ransomware

tool is slightly different. Here, backups are typically implemented using a trans-

parent and short-term approach.
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For example, ShieldFS’ implementation is inspired by copy-on-write filesys-

tems, essentially creating a short-term backup of a file whenever it is written to or

deleted by a process for the first time [48]. This is achieved using the I/O intercep-

tion capabilities of a Windows filesystem minifilter driver. Files are automatically

and temporarily copied to a protected area and in the event of a ransomware at-

tack, can be recovered. If sufficient time passes without detection, this copy can

be deleted. Redemption implements a similar approach in that a write or delete

operation will result in a copy of a file, but subsequent I/O requests to the original

file will be redirected to this “reflected” copy [109]. Changes to this version of the

file are periodically written to disk unless the process is classified as ransomware.

Additionally, it may be possible to implement a cache or buffer where potential

changes to the filesystem are stored until a final decision has been made regarding

the intention of the changes.

Another strategy explored by PayBreak and UShallNotPass is that of API

hooking, specifically targeting crypto-related libraries [114, 72]. PayBreak uses

this technique to gather information regarding the encryption scheme used by a

ransomware attack, such as key information and encryption algorithm configura-

tion. This information is aggregated and stored in an append-only file which is

protected with administrator privileges, known as the “vault”. After a successful6

attack, the user can activate the recovery process which brute forces the decryp-

tion process using the obtained algorithm information at every offset of every file

until recognisable data is recovered.

Processing Processing may or may not be required for recovery, depending

on the chosen data source. Examples include PayBreak’s reconstruction of the

encryption scheme used by ransomware. The raw information collected from API

hooking is aggregated and stored as a key escrow mechanism. As previously

explained, this information can be used to put together an appropriate decryption

scheme to recover user data [114].

The authors of SSD-Insider make use of the fact that some SSDs implicitly

maintain old versions of data before it is permanently erased by a garbage collec-

tor. In the event of a ransomware attack, the tool restores an old version of the

6PayBreak’s recovery-focused approach results in a situation where an attack can successfully
complete the encryption process but the data is still recoverable. This allows the problem of
ransomware detection to be sidestepped, although potentially introduces other problems such
as allowing any data exfiltration to be completed.
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memory mapping table to ensure that users can access the unmodified version of

their files [18]. ShieldFS makes use of a log of IRP transactions to identify which

files were impacted by ransomware to identify which need to be restored from its

short-term backup [48].

Actions One of two major actions can be taken to complete the recovery pro-

cess: restoration or decryption. As explored above, PayBreak takes the decryption

approach. In this scenario, any damage caused by ransomware is reversed via de-

cryption of the encrypted files [114]. ShieldFS and Redemption, on the other

hand, present examples of restoration. Here, the encrypted versions of files are

effectively forgotten, and any damage is repaired via restoration of an unmodified

version of the file [48, 109].

4.5 Novel Indicators of Compromise

During our analysis of the current state-of-the-art in ransomware detection tech-

niques, it became apparent that statistical approaches were both a common and

reportedly effective technique. There are likely many reasons for this trend, al-

though we believe that this is primarily because these approaches are easy to

implement, as well as rely on pre-existing mathematical theory. Discussed in

further detail in Chapter 5, the rationale is that successful ransomware variants

invariably encrypt user data on a filesystem. From the perspective of many statis-

tical tests, encrypted data is indistinguishable from random data, so by applying

tests for randomness it can be possible to detect the presence of encryption, which

could indicate a ransomware attack.

4.5.1 Pearson’s Correlation Coefficient

Pearson’s correlation coefficient represents the extent to which one value in a given

input influences the next consecutive value, with values around zero representing

low correlation and values tending towards one and negative one representing

positive and negative correlation, respectively. This statistic can be used to detect

the presence of randomness, and is included in the testing battery provided by Ent

[187]. In the event of random data, we would expect a low correlation coefficient.

By observing the correlation coefficient of data written to the filesystem, we show
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Figure 14: Pearson’s correlation coefficient of the byte values of 979 files (as well
as their encrypted counterparts) from the Govdocs corpus

that it is possible to identify the presence of random data which may indicate a

ransomware attack.

Figure 14 and Figure 15 show the values of Pearson’s correlation coefficient and

chi-square across 979 files from the Govdocs corpus [67]. Figure 14 specifically

shows Pearson’s correlation coefficient of both the unencrypted and encrypted

versions of these files, with differentiating patterns clearly shown between the two

distributions. Figure 15 instead shows the values of chi-square against Pearson’s

correlation coefficient. The clear cluster of data observed which represents en-

crypted data suggests merit in approaching the problem of ransomware detection

as a classification problem, using the results of statistical analysis as features.
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as their encrypted counterparts) from the Govdocs corpus
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4.5.2 Levenshtein Distance

We additionally propose the use of Levenshtein Distance, also known as Edit Dis-

tance, as an indicator for a ransomware attack. Levenshtein distance can be used

to measure the similarity between two strings, and is measured as the smallest

number of single-character changes that is required to convert one string into the

other. For example the strings “Bat” and “Cat” have a Levenshtein distance of 1:

only one modification is required to make the strings equal (bat → cat). As high-

lighted in the literature [164], ransomware performs bulk encryption iteratively

across files. Therefore, for a given directory, we would expect to see several con-

secutive write requests whose file paths have minimal edit distance (i.e., the only

part of the path that changes is the final file name and extension). The majority

of the path should only change when a new directory is accessed. We therefore

expect, in the case of a ransomware attack, to mostly observe minimal edit dis-

tance between consecutive write requests, albeit with intermittent occurrences of

high edit distances.

Figure 16 and Figure 17 show the differences in edit distance of filepaths gener-

ated by iterative and random filesystem access requests. To represent the filesys-

tem traversal of ransomware as generally as possible, we generated filesystem

access requests based on the three main types of ransomware traversal reported

in [164], namely depth-first with encryption starting at leaves, depth-first with

encryption starting at the root, and extension-based.

Figure 16 shows the results of depth-first traversal with encryption starting at

the leaves. The other behaviours generated similar patterns, although they were

slightly less noticeable in the case of extension-based traversal as there is often

no guarantee that a directory will contain multiple files of the same type. Figure

17 was generated by randomising access requests to represent the unpredictability

of humans, although we acknowledge that this basic approach requires refining

through collection of genuine user interactions with a filesystem. We expand

on these results in Chapter 6 based on our data collection over live ransomware

samples and real human interaction.
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ransomware behaviour
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4.6 Results and Analysis

At the time of initial publication, we mapped 15 key state-of-the-art anti-ransomware

approaches (that had heavily influenced the design of our proposed classification

scheme) onto the classification scheme itself. These tools span from 2015 to 2018

and represent some of the foundational work presented in the domain of anti-

ransomware solutions. This mapping includes details on datasets relevant to the

tools themselves, as well as details on accuracy and overhead (self-reported by the

respective authors of the tools).

After a discussion of the overall observations made from analysing the anti-

ransomware landscape as well as reported accuracy, we provide insight into anti-

ransomware developments that have been made since the publication of this work,

noting how the generalised design of our proposal is accommodating to new de-

velopments.

4.6.1 Observations

Our classification scheme presents a clear map of the state-of-the-art approaches to

ransomware detection and recovery. The proposed classification scheme is agnostic

of the technical implementations of a given technique; as such, it is extendable to

facilitate approaches developed for any platform such as Android. The proposal

also demonstrated the ability to inspire new ideas for ransomware detection based

on previous techniques and research gaps, as discussed above.

Table 5 provides a global view of where the 15 selected anti-ransomware tools

fit into the landscape. The values shown in the blue row represent the popular-

ity of individual techniques within the literature, whereas the values in the blue

column represent how many individual features a given tool implements. Imme-

diately noticeable is the obvious preference towards detection techniques rather

than recovery. Theoretically, a perfect detection system would eliminate the need

for recovery but this is impossible in practice. Therefore, developers typically

aim to emphasise early detection (i.e. minimise the amount of damage caused

before detection), or in some cases augment their detection system with recovery

(which affords less emphasis on early detection). It is rare that a tool takes a fully

recovery-based approach.

The monitoring of some data source is a particularly popular approach and
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is typically implemented as filesystem monitoring. This is perhaps due to the

intuition that ransomware invariably makes bulk modifications to a filesystem.

Interestingly, other reportedly promising approaches, such as a malice score, have

not yet received much attention.

4.6.2 Accuracy

Table 6 provides a comparison of the 15 analysed tools in terms of their accuracy

(i.e. their ability to successfully detect ransomware). We stress that the figures

presented here as as reported by the respective authors of the tools themselves.

We did not have access to most of these tools and were unable to perform a fair

comparison using a consistent methodology and dataset as a result. We therefore

leave judgement of the capabilities of the analysed tools to the reader.

We note the reportedly high detection rates across all tools implementing

filesystem activity monitoring. One such case is Redemption, reportedly achiev-

ing a detection rate of 100% and a false positive rate of 0.5% over 1,174 samples

spanning 29 ransomware families [109]. These results look very promising. As

with any domain, there is clearly a tradeoff between true positive rate and false

positive rate when detecting ransomware. Clearly, maximising true positive rate

is vital to ensure that users do not suffer irreparable data loss. On the other

hand, it is important that a real-time end user tool minimises false positive rates

to avoid overwhelming the user with notifications and alerts. This could instil bad

habits within a user such as the automatic dismissal of any alert, putting them

at risk of allowing a ransomware attack to proceed or encouraging them to avoid

using the tool.

The authors of Data Aware Defense shift their focus to minimising system

overhead and report success in doing so “by a factor of a few hundreds” when

compared to the overhead of other anti-ransomware tools [149]. However, they

caution that this comparison was made without knowing the testing procedure of

other tools. This shows great promise, particularly when coupled with the tool’s

reportedly high detection rate (99.37% over 798 samples across over 20 ransomware

families). We believe that system overhead is a frequently forgotten but critical

feature of a real-time anti-ransomware solution that deserves more attention. For

a user to commit to using a given anti-ransomware tool, it must both achieve its
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goal of protecting them from a ransomware attack but also without affected their

normal usage of the system.

The approach taken by Palisse et al. in conducting system benchmarking

using standard third party tools is a step in the right direction [149]. Benchmarks

were conducted using CrystalDiskMark, Geekbench 4 and PCMark8 [51, 156,

181]. Using prebuilt tools to measure system performance allows other researchers

to evaluate their own solutions using the same criteria, presenting a base for a

more reasonable comparison. In Chapter 4.7, we discuss how a universal testing

platform could be created for evaluating anti-ransomware tools fairly, both in

terms of accuracy and system overhead. We expect that – as ransomware detection

and recovery approaches become more refined and standardised – there will be a

shift towards overhead minimisation. In turn, developers will produce tools that

are faster and more suitable for real-time end-point protection.

4.7 Discussion

The main limitation with our analysis which led to the proposed anti-ransomware

classification scheme was our decision to focus on PC-based solutions developed by

the academic and open-source community, despite the existence of tools developed

for other platforms such as Android such as [11]. Similarly, there exist tools

developed by anti-virus vendors. However, we found the academic and open-

source community to be more immediately accessible, for example due to the

provision of implementation details. Future work should analyse anti-ransomware

solutions developed in industry to see how the techniques and results compare to

those of academia. A similar process could be applied to anti-ransomware tools

developed for other platforms such as Android.

We also note that we have chosen to omit the concept of ransomware preven-

tion as a category in our overview. We find the notion of prevention difficult to

pinpoint, as it is often used with differing meanings. For example, some works

argue that detecting a ransomware attack before encryption begins can be likened

to prevention, but clearly a detection element is still implemented to detect ma-

licious activity in the first place. The concept of “prevention” is sometimes used

interchangeably with the concept of “mitigation”, suggesting that prevention re-

lates to the prevention of damage (which could be achieved via detection, recovery
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or a combination of both) rather than the prevention of an attack commencing.

Finally, the act of following best practice (such as avoiding unknown links) is

referred to as prevention, which may indicate that the task of prevention falls to

the user [113, 79, 42].

Ultimately, a more central source of knowledge covering all aspects of ran-

somware detection and recovery, stemming from academia, industry and the

open-source community, would help communities in better understanding and

contributing towards anti-ransomware development. As our work has highlighted,

performance and overhead is generally self-reported by the respective authors of

the tools themselves, so it is effectively impossible to evaluate isolated implemen-

tations against a set of defined criteria using a consistent dataset. It is therefore

also important that developers share details of their testing strategies as well as

the datasets used in their analysis. This would be a first step to ensuring tools

can be compared fairly.

Another avenue of future work is to build a universal testing platform such

that tools can be automatically evaluated against a predefined set of tests. For

example, Cuckoo Sandbox [175] could be used to manage a collection of virtual

machines which are equipped with the desired anti-ransomware tool, allowing

for ransomware samples to be ran, user input to be emulated and system state

to be restored. It may be possible to take inspiration from Palisse et al. [149]

and build an automated analysis environment using physical machines to lessen

the likelihood of ransomware recognising the analysis environment itself, a tactic

commonly used by malware samples [3].

4.8 Conclusions

In this chapter, we have presented a clear and generalised classification scheme

covering state-of-the-art academic and open-source approaches to ransomware de-

tection and recovery, from the perspective of Data Sources, Processing and Ac-

tions. We provide consistent terminology to facilitate the sharing of ideas and

knowledge between separate parties whilst maintaining the capability to encom-

pass techniques developed after the development of this classification scheme.

We analysed how the tools that inspired the design of the classification scheme
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fit into the landscape itself, noting a preference towards filesystem activity moni-

toring as the basis for detection techniques. We provided a single point of reference

comparing reported results of these anti-ransomware tools as well details on their

availability and datasets. In addition, two novel indicators of ransomware activ-

ity were proposed (Pearson’s Correlation Coefficient and Levenshtein Distance)

that demonstrated clear differences between benign filesystem interactions and

ransomware behaviour. This suggests that treating the problem of ransomware

detection as a classification problem holds merit when using statistical features as

a dataset.

We envision that researchers and developers can use this work to efficiently

learn about the anti-ransomware landscape, identify research gaps, and ultimately

use the overview as a “checklist” by which they can develop their own tools and

techniques. As a result, the development of future anti-ransomware techniques

can be organised, simplified and perhaps standardised.
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Chapter 5

Why Current Statistical

Approaches to Ransomware

Detection Fail

5.1 Chapter Introduction

This chapter presents a critical analysis of one of the most frequently used ap-

proaches to ransomware detection identified in Chapter 2 – the use of statistical

tests to identify the processing of random data on a system, which may indicate a

ransomware attack. The work presented in this chapter is largely the foundation

of work that has previously been published as part of this PhD project [154].

Initially defining our scope to cover five key tests used to detect random data,

we provide an in-depth analysis of tens of thousands of files of varying formats,

giving insight into the effectiveness of these tests for ransomware detection. We

focus on their susceptibility towards false positive alerts of ransomware activity.

We highlight the very serious problem that an over-reliance on these statistical

tests is problematic, leading to unreliable ransomware detection. Finally, we look

towards improving the capabilities of statistical-based approaches to ransomware

detection to prepare the reader for Chapter 6.
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5.2 Background

Random number generation (RNG) is used in many applications where an unpre-

dictable result is required. For example, computer games often rely on elements

of randomness to increase their challenge and replayability, and many games of

chance rely on RNG in order to function. In the context of computer security,

cryptography heavily relies on RNG for some intrinsic operations such as key

generation and the creation of initialisation vectors.

It is often the case that these applications rely on pseudo-random number gen-

erators (PRNG), or in other words, random numbers generated entirely in soft-

ware, using algorithms whose output mimics random data. True random number

generators (TRNG), on the other hand, observe real-world random events (such as

atmospheric noise) as a source of entropy. Most applications make use of PRNG

due to the relative ease that these numbers can be obtained, for example by mak-

ing use of cryptographic APIs embedded within host operating systems such as

CryptoAPI and CNG, which gather entropy from unpredictable sources such as

CPU timings and system time [134].

Due to the variety and importance of applications relying on RNG, their output

is subject to the scrutiny of cryptanalysts to identify patterns which can be used

to leak information, indicating bias in the analysed RNG. Collections of statistical

tests, often referred to as batteries, have been developed which assess the output

of RNGs to ensure that they result in data that is satisfactorily random (that is,

they do not show evidence of non-randomness) [32].

If an RNG is susceptible to bias, this could lead to attackers reconstructing

cryptographic keys to intercept and decrypt confidential traffic, among other ne-

farious activities. Testing batteries include many statistical tests to assess the

randomness of bitstreams as they are generated, primarily by identifying the fre-

quency of predetermined patterns. In addition, due to the often critical nature

of RNG applications, there exist RNG certification bodies that approve or deny

a given RNG based on its performance in their testing process; if it passes, the

RNG can be considered certified. However, research has shown that even widely

used RNG tests are susceptible to approving RNGs with significant bias [98].
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5.2.1 Identifying Randomness to Detect Ransomware

In the context of statistical-based ransomware detection, researchers rely on pre-

existing randomness statistics and tests as an early detection measure for ran-

somware attacks. As previously stated, ransomware which has been properly

designed must encrypt the contents of its victim’s hard drive. As a direct re-

sult, large quantities of encrypted data are processed in the filesystem. From the

perspective of randomness tests, encrypted data appears indistinguishable from

random data, which allows us to (somewhat simplistically) reduce the problem of

detecting ransomware to the problem of detecting random data being written to

the filesystem. By identifying large and consistent quantities of random data on a

filesystem, it may be the case that a user is suffering from a ransomware attack. It

is on this assumption that many state-of-the-art anti-ransomware techniques were

devised, however in this chapter we primarily explore the main drawback of this

approach: the presence of random data on a filesystem does not automatically

imply a ransomware attack – many perfectly benign filetypes, such as images and

other compressed data, share similar characteristics with encrypted and random

data.

JPEG Features: WebP Features:
Entropy 7.97
Chi-Square 3978.57
Arithmetic Mean 125.90
Monte Carlo value for Pi 3.18
Serial Correlation Coefficient 0.05

Entropy 8.00
Chi-Square 255.25
Arithmetic Mean 127.36
Monte Carlo value for Pi 3.14
Serial Correlation Coefficient 0.00

Optimum Features:
Entropy 8.00
Chi-Square 254.3
Arithmetic Mean 127.5
Monte Carlo value for Pi 3.14
Serial Correlation Coefficient 0.00

Figure 18: An image from a popular news website along with its statistical fea-
tures, indicating that it is statistically indistinguishable from random data after
conversion to WebP format
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An example of this is provided in Figure 18, which shows the values of five key

statistical values of a screenshot from a popular news website that are very close to

the values expected of random data. In other words, whilst a statistical test may

conclude that the data being analysed is random, it is clear to a human that the

data in fact presents a clear image. Many benign filetypes show similar patterns

when analysed by statistical tests, leading to a high risk of false positive alerts in

the case of anti-ransomware solutions which overly depend upon such techniques.

In addition to this primary concern, even the occurrence of genuine encryption

on a user’s machine does not automatically imply that they are under attack

from ransomware; a user may be legitimately encrypting their own data or an

application could be encrypting network traffic for privacy and confidentiality, for

example. Deciding on how to act when encryption is detected is heavily dependent

on context, and a topic of future research is that of reliably distinguishing between

benign and malicious uses of encryption.

5.3 Statistical Tests to Detect Ransomware

To understand the intuition of using statistics to help detect ransomware, it helps

to consider data within the filesystem simply as streams of bytes (that is, a series

of numbers each in the range of 0 to 255, inclusive). In the example of a lengthy

ASCII plaintext file containing coherent English literature, it would be reasonable

to expect a byte distribution that favours values such as 32 (the ASCII code for

a space), as well as values in the range of 65 to 122 (which mostly account for

the English alphabet in upper and lower case). Values below 32 would be sparse

to non-existent, as these relate to non-printable control codes and would not be

present in standard English prose.

Once this data is properly encrypted (perhaps by ransomware), its distribution

of bytes changes to one which represents an approximately even and unpredictable

distribution of all byte values. From a statistical perspective, this distribution is

theoretically indistinguishable from random data. In other words, if data is prop-

erly encrypted, it should be statistically indistinguishable from uniform, unpre-

dictable random data. To this end, we define the distribution of encrypted bytes

as a discrete uniform distribution between the bounds of 0 and 255, notated as

U(0, 255). By applying previously-designed and widely-used tests for identifying
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Figure 19: Entropy values of 3,004 images found in the wild

randomness across this data, it is possible to identify the presence of encryption

and, by extension, a potential ransomware attack.

This approach is not perfect. For example, some filetypes are comprised of data

which, from the perspective of statistical tests such as entropy, actually appears

random. An example of this would be a JPEG file: as seen in Figure 19, calculating

the entropy of a JPEG typically results in values of 7.8 and higher. Considering

the highest possible value is 8 bits of entropy per byte (i.e. completely uniform),

it is clear that an unencrypted file can look as if it has been encrypted. This same

figure shows the entropy values of 1,004 JPEG files, 1,000 PNG files and 1,000

WebP files that we found in the wild (the gathering of which is discussed in detail

in Chapter 3) compared with an example threshold of 7.8. This graph shows the

consistency with which these types of files contain highly entropic data and how

this entropy compares to data that has been compressed and encrypted, which

highlights the significant issue that files of this nature will frequently cause false

positives in anti-ransomware tools which place too much value on this statistic.

We argue that, for a real-time ransomware defence solution that would be

continuously running in the background to protect the user, any more than a

negligible amount of false positives would be enough to stop a user from adopting
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the tool entirely, thus nullifying any protection that otherwise would have been

afforded. In fact, if a user persists in using such a tool that has a high false

positive rate, their ingrained behaviour of automatically dismissing false positives

may result in an accidental dismissal of a true positive, leading to potentially

irreparable data loss.

In addition, as stated previously, even if these tests successfully identify the

presence of encryption taking place on the system, there is no guarantee that

such activity should be flagged as malicious and suspended. In other words, as

is the case with many indicators of ransomware when observed in isolation, these

tests are unaware of context. Identifying whether or not encryption is being

conducted with malicious intent is a separate research problem beyond the scope

of this chapter, although we explore steps towards this problem in Chapter 6 by

combining many features of ransomware-like activity.

For our experiments, bytes read or written by processes to the filesystem are

the distribution over which we measure randomness. There are 256 possible values

for a given byte, so we consider our data source as a stream of values in the

range 0 to 255, inclusive. These bytes typically represent either the contents of

a file, or the user buffer contents of an I/O request made to the filesystem itself,

such as a read or write request, made by a user mode application. As shown in

Chapter 2, most anti-ransomware research targets the Windows operating system

(due to the prevalence of Windows-based ransomware), so researchers make use

of Windows Filesystem Minifilter Driver development to gain an unrestricted and

kernel-protected view of data passing through the filesystem. However, we cover

both sources throughout our experiments in this thesis to provide greater insight

into the effectiveness of each approach.

The remainder of this section provides background for the five key statistics we

measured in our investigation on the reliability of statistical-based approaches to

ransomware detection. These statistics are: entropy, chi-square, arithmetic mean,

Monte Carlo value for Pi, and Pearson’s correlation coefficient. As shown, entropy

has frequently been used in this context, whereas chi-square has only so far been

used in Data Aware Defence [149]. To the best of our knowledge, the remaining

three statistics have yet to have been used in this context.
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5.3.1 Shannon Entropy

Claude Shannon proposed Information Theory in 1948 as a field of mathematics

concerned with the communication of information [170]. Within this domain,

Shannon entropy is used to measure how much information is provided by any

given event of a variable. An event that occurs with high probability carries

with it little information (thus its calculated entropy value is low), however the

occurrence of a rare event is much more informative (and its value for entropy is

higher). Shannon entropy has various applications from optimising compression

rates to building decision trees in the domain of machine learning [33], however

more recently it has been used to aid the early detection of ransomware attacks.

As ransomware performs encryption, it writes bytes to the filesystem in an un-

predictable way, with each byte occurring at an approximately equal probability.

Therefore, the level of information carried with each successive write is very high,

resulting in a high value for entropy. Conversely, a benign process often writes in

a much more predictable manner (for example by processing English language).

In this case, each byte carries with it less information, thus a lower value for

entropy. As identified in Chapter 4, calculating the entropy of requests made to

the filesystem is a very popular approach towards detecting ransomware. In order

to adequately deny access to digital assets of value, ransomware performs strong

encryption of user files which almost invariably produces highly randomised and

entropic byte distributions.

In the context of ransomware detection, we measure entropy of data written to

the filesystem as a stream of bytes typically representing either a file’s contents or

the contents of a write request made to the filesystem. The formula for Shannon

Entropy (H(X)) for a random variable X is:

H(X) = −
255∑
i=0

P (xi)logbP (xi)

The summation between 0 and 255 represents the 256 possible byte values. Ad-

ditionally, b = 2 is used to express the result in bits. P (xi) is
Fi

totalbytes
where Fi is

the observed frequency of byte i. This formula returns a value between 0 and 8,

where 0 represents totally predictable data and 8 completely uncertain data.
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5.3.2 Chi-Square Test

The chi-square (χ2) test is a popular statistical test generally used to determine

if an observed distribution is similar to an expected distribution. Calculating

chi-square allows us to formalise whether differences between measured variables

are likely due to chance or due to an underlying relationship between the two

variables.

In the context of ransomware detection, we would expect data written to the

filesystem with an approximately equal occurrence of each byte value. In other

words, our expected distribution is an even spread of byte values, and our observed

distribution is that which is written to the filesystem by a process. We calculate

chi-square as:

χ2 =
255∑
i=0

(Fi − fi)
2

fi

Again, there are 256 possible values for a given byte. Fi and fi represent the

observed and expected frequency of byte i, respectively.

The number of possible categories (i.e. 256) in this context leads to 255 degrees

of freedom. This allows us to refer to a chi-square distribution table and find

the results we should expect at a given significance level. Researchers often use

significance levels of 1%, 5% or 10% [77]. Data Aware Defense uses 5%, so in the

interests of reproducing results from the literature as much as possible, we also

choose 5% for our experiments.

We state the null hypothesis that our observed input is random. After cal-

culating chi-square, we compare it with a distribution table at a 5% significance

level. If our obtained value is higher than the value in the table, this situation

would only occur 5% of the time for a perfectly random distribution. Therefore,

our observed distribution is unlikely to be random, so we reject the null hypothesis

and instead infer that our observed distribution is not random.

5.3.3 Other Statistical Tests

In our experiments we used Ent, a Pseudorandom Number Sequence Test Program

[187], as well as SciPy, a Python library providing many scientific computing

capabilities [166], in order to calculate various statistics across both entire files and

individual user buffers. In addition to entropy and chi-square, we also calculated
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the following statistics which, to the best of our knowledge, have not yet been

used to detect ransomware in this way:

• Arithmetic Mean. This statistic is calculated by summing all of the

individual byte values present in the input stream, then dividing by the total

number of bytes. In the event of random data, or a ransomware attack, we

would expect a result close to 127.5.

• Monte Carlo value for Pi. Every run of six consecutive bytes is used to

calculate X and Y coordinates inside a square. For a circle inscribed within

this square, the ratio of generated points that fall within the circle compared

to those that fall outside the circle will converge to Pi for sufficiently long

and random input streams.

• Pearson’s Correlation Coefficient. After initially proposing this ap-

proach in Chapter 4, we provide additional insight into its capabilities in

this chapter. Considering a bytestream of length n, it is possible to com-

pare byte 0 with byte 1, byte 1 with byte 2 and so on up until bytes n−1 and

n to calculate the correlation coefficient of this data. This is measured as a

value between -1 and 1. The closer the value is to one of these extremes, the

stronger that type of correlation is, with positive values representing positive

correlation and negative values representing negative correlation. Random

data (perhaps as the result of a ransomware attack) is highly uncorrelated,

so in this case we would expect a value of around 0.

5.4 Methodology

In the following section, we detail our methodology towards testing each of the five

key statistics on a large dataset comprised of various image formats, compressed

data and encrypted data. We then expand our dataset to a more generalised set

of files to better represent a typical end user environment.

After highlighting the popularity of statistical tests to detect ransomware,

noted in Chapter 4, we began by collecting a large dataset over which we could cal-

culate these statistics for ourselves. Whilst we had noticed an obvious preference

towards using entropy for ransomware detection, some research had began shifting
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Table 7: Statistical thresholds to identify randomness

Statistic Randomness Threshold
Entropy ≥ 7.99

Chi-Square ≤ 293.25
Arithmetic Mean 126.23 ≤ value ≤ 128.78

Monte Carlo Value for Pi 3.11 ≤ value ≤ 3.17
Serial Correlation Coefficient -0.01 ≤ value ≤ 0.01

towards other statistics such as the use of chi-square in Data Aware Defense [149].

As such, we believed a logical future step for anti-ransomware researchers would

be to use other similar statistics to help quantify the difference between encrypted

and non-encrypted data. To this end, we included arithmetic mean, Monte Carlo

value for Pi and Pearson’s correlation coefficient in our experiments. We detail

our dataset construction methodology in Chapter 3.

5.4.1 Threshold Creation

Of the five statistics that we have looked at in this work, only entropy and chi-

square are actively being used in anti-ransomware tools, to the best of our knowl-

edge. The absolute threshold values used by the current state-of-the-art in anti-

ransomware are not widely reported, but an overall indication is given as to what

can be considered as highly entropic data. For example, ShieldFS considers an

entropy value of 0.948 (measured on a scale between 0 and 1 – when scaled to

between 0 and 8, this becomes 7.584) as “very high” [48]. We set our entropy

threshold to 7.99 to ensure that only the most uncertain of data would be consid-

ered as encrypted. The threshold for chi-square was taken based on consulting a

chi-square value table at 255 degrees of freedom with a significance level of 5%, as

discussed in Section 5.3.2. This gives us a threshold of 293.25, the same threshold

that was used in Data Aware Defence.

For the three remaining tests (arithmetic mean, Monte Carlo value for Pi, and

serial correlation coefficient), we defined thresholds based on a 1% error margin.

We consider any values calculated that fall within 1% of the baseline values to

be random. The baseline values for arithmetic mean, Monte Carlo value for Pi

and serial correlation coefficient are: 127.5, 3.14 and 0.00, respectively. Values

within this range are treated as cases that would be detected as ransomware (or,

in other words, a false positive for our images and compressed data, and a true

positive for our encrypted data). Table 7 summarises the thresholds we used in
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our experiments.

5.5 Results and Analysis

In the following section, we analyse the results obtained through our experiments

detailed above. Unfortunately, many state-of-the-art anti-ransomware tools are

not open-source, nor are they available for use. Therefore, we were unable to deter-

mine false classification rates of the original implementations of anti-ransomware

tools. We analysed the self-reported results of some of these works in Chapter 4,

although false positive rates (FPRs) are often under-reported.

For a real-time ransomware defence solution continually running on an end

user’s machine, minimal FPRs are vital. Any non-negligible number of false pos-

itives may encourage users to automatically dismiss alerts (putting them at risk

of dismissing real attacks), or even to avoid using the tool entirely. To determine

false classification rates, we determined thresholds as described in Section 5.4.1

and then determined the proportion of our dataset falling above and below our

thresholds, providing an indication of FPRs summarised in Table 8 and Table 9.

We also included an analysis of false negative rates (FNRs), summarised in Ta-

ble 10. In this context, these results represent data that truly has been encrypted

but is incorrectly classified as being unencrypted. It is important to note that we

define our encrypted data as having been maliciously encrypted by ransomware.

By encrypting our data in the same way that ransomware would also encrypt user

data, this presents the opportunity for us to investigate false negative rates. An-

other approach would have been not to make this distinction so as to investigate

false positive rates over data that was encrypted for benign purposes.

5.5.1 False Classification Analysis

Below, we discuss the false positive rates obtained during our experiments, fol-

lowed by false negative rates.

False Positive Rates (FPRs). Table 8 and Table 9 summarise the FPRs we

saw in our experiments across images and compressed data, respectively. For each

quality level used (shown as a percentage on the left), we include the number of

files detected as a false positive as well as the FPR. We also highlight the highest
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FPRs from our experiments in bold. In the interests of designing a more readable

table, we only include the results for each compression algorithm (BZip2, GZip

and LZMA) at three levels of compression rate (1, 5 and 9).

First drawing attention to the entropy and chi-square values of our image

dataset, we see a range in FPRs from 0% with chi-square to 83.90% using en-

tropy. At first glance, this consolidates the theory that chi-square is better than

entropy at distinguishing between encryption and JPEG compression. However,

looking at the results in more detail reveals that chi-square may not necessarily

be the complete solution to the problem. For example, we obtained FPRs in the

range of 43.13% to 76.69% when analysing lossy WebP files which had been con-

verted from JPEGs. On top of this, when analysing WebPs found in the wild,

we still see an FPR of 45.50%, indicating that almost half of this portion of our

dataset would cause a false positive. The WebP format offers many improvements

and advantages other types of image format, often 30% smaller in size compared

with other formats (such as JPEG) with visually equal quality [82]. However, as

developers strive to improve compression rates in general (as they should continue

to do so), this can only lead to data that is closer to a uniform distribution, com-

pounding this serious issue within the domain of anti-ransomware development.

When considering the overall results of entropy and chi-square, it appears to

be the case that chi-square is in general a better indicator of ransomware (at least

for images). Chi-square outperformed entropy (i.e. achieved a lower FPR) in

almost all of our batches of data. Interestingly, however, entropy outperformed

chi-square for the case of lossy WebPs converted from JPEGs.

The FPRs for the remaining statistics were based on our own thresholds as

discussed in Section 5.4.1, as they are not used in this context at the time of writ-

ing. Arithmetic in general seems to be a poor indicator based on the fact that, at

its best, it still had an FPR of 17.73% and at its worst 92.80%. This FPR would

be unacceptable in any context. The results are similar for Monte Carlo value for

Pi, which at its best achieved an FPR of 23.01% and at its worst, 82.60%. Inter-

estingly, for both mean and value for Pi, the best cases were achieved for JPEG,

indicating increased ability to distinguish between encryption and JPEG compres-

sion. For both of these statistics, the worst cases were for lossy WebPs converted

from PNGs at 100% quality, reaffirming the susceptibility to false positives in the

case of WebP images.
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Figure 20: Chi-square of 27,052 images

Pearson’s correlation coefficient, at its best, achieved an FPR of just 0.40% for

lossless WebPs converted from JPEGs at 0% quality. This level of FPR would be

much more palatable to the average end user – however, at its worst, it attained

an FPR of 89.14%, an FPR even higher than the worst case for Monte Carlo value

for Pi.

Figure 20 and Figure 21 show the distribution of chi-square values for our image

and compressed dataset, respectively. The threshold of 293.25 is also included for

reference (shown as a red horizontal line). For clarification, we have divided the

graph into each of the major sub-divisions of our dataset in a way consistent with

Table 8. Within these sub-divisions are further divisions represented by a change

in the corresponding datapoint colour. These separations represent the different

quality levels used in the conversion process. The same is true for the graphs

representing the other statistics that we calculated, for example those which can

be found on Github.

In this case, we consider data points that fall below this line to be false posi-

tives. We also note that some points are not visible on the graph as we chose to

limit our Y-Axis in the interest of producing a more readable graph. The only
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Figure 21: Chi-square of 55,300 compressed files

data type to achieve zero false positives is JPEG. Similarly, PNGs only generate

two false positives. The remainder of our dataset, however, have a much higher

false positive rate. We find it interesting that lossy WebPs generate so many false

positives. Our experiments show much lower FPRs when lossless compression is

used. The FPR of our WebPs “from the wild” (i.e. 45.40%) suggest that the

most common type of WebP compression in use is in fact lossy. In fact, when

cross-referencing the FPR of all WebPs from Table 8, it seems the most common

type of WebP are those from PNGs using lossy compression.

In terms of our compressed dataset, FPRs for both entropy and chi-square

unfortunately do not look promising. Compressed data is often highlighted as

a potential cause of false positives in this domain, so we hope our results reaf-

firm this serious issue. Looking at Table 9, the FPR for entropy is consistently

within the range of 37.83% and 53.35%. Whilst these rates are generally more

promising than those of our image dataset, we still deem them to be far beyond

the realms of acceptability. Kharraz et al. conducted usability testing as part of

the development process of Redemption [109], which we believe to be a crucial

step going forwards to identify an acceptable FPR from a user’s perspective. The
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range of FPRs for chi-square is much larger – at its best, chi-square achieved an

FPR of 5.68% which is closer (although still not adequately so) to what could

be considered acceptable. However, at its worst, we observed an FPR of 92.60%,

which is almost the highest FPR observed across our experiments topped only by

using arithmetic mean on lossy WebPs from PNGs at 100% quality.

Regarding the remaining three statistics, FPRs are again much too high to be

considered acceptable. The best performance observed was for BZip2 at a level

one compression rate. Using correlation, we see an FPR of 11.46%. However,

FPRs for these statistics are generally in the range of 40% to 60%, even reaching

88.03% when using arithmetic mean for LZMA compressed data at a level one

compression rate.

False Negative Rates (FNRs). Table 10 summarises the FNRs we saw

in our experiments for the individual statistics. As with the above tables, we

provide the number of files detected as a false negative, alongside the FNRs,

whilst highlighting the highest FNR in bold. In this context, this represents

data that has been encrypted but has incorrectly been classified as not encrypted.

In a real-life scenario, this is the equivalent of ransomware encrypting a user’s

files without any active protection mechanism alerting the user to some form of

malicious activity.

This is not the focus of this research, but we still thought it relevant to report

our findings. The best case observed was a FNR of 4.87% when using chi-square

over Thread 4. Conversely, the worst case seen was a FNR of 24.37% using

entropy over Thread 5. Thankfully, no FNR higher than this was recorded, but

we still consider these rates to be too high as almost a quarter of encrypted files

go undetected. The potential impact of a false negative is much higher than that

of a false positive as it could result in irreparable data loss.

As stated, we chose to consider this encryption as malicious in order to repre-

sent the byte distributions from a statistical point of view if it had been encrypted

by ransomware. The presence of encryption on a machine system does not auto-

matically imply that a ransomware attack has occurred; we could have considered

these occurrences as benign uses of encryption, and then these results would have

represented false positives rather than false negatives.
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Figure 22: Entropy of 27,052 images

5.5.2 General Observations

Figure 22 shows the entropy values calculated for our image dataset, which accu-

rately summarise the patterns seen for the majority of the other statistics. Within

each major sub-division of the dataset, it is clear how – as we progress from left

to right through the different conversion quality levels – the dispersion of entropy

decreases. In other words, as both JPEGs and PNGs are converted to WebPs

at higher quality levels, the resulting entropy of the data increases. For this rea-

son, and that a similar pattern can be observed for other statistics, we believe

investigating the variance, standard deviation and higher-order statistics such as

skewness and kurtosis could be a step towards detecting consistently random data.

These ideas are explored further in Chapter 6.

In addition, Figure 23 shows the entropy values calculated over the compressed

dataset. Interestingly, the pattern of decreased dispersion as compression levels

are increased does not seem to be replicated in this instance, possibly suggesting

minimal changes in file structure post-compression, although further analysis is

required.

Due to the uncertainty of which filetypes any given end user may have on
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Figure 23: Entropy of 55,300 compressed files

their system, the solution is not as simple as picking the statistic that achieves

the lowest FPR and FNR. It may be the case that whilst this works well for some

users, it doesn’t work at all well for others. For example, the obvious choice would

be using chi-square or Pearson’s correlation coefficient due to their lower FPRs

and FNRs in general, but this performance is not invariably replicated.

Clearly, a serious flaw exists in current state-of-the-art approaches to ran-

somware detection. These tools are reportedly excellent at detecting ransomware,

but more effort needs to be applied to reducing FPRs. We acknowledge that

these statistics are often used as part of a wider detection mechanism, for exam-

ple integrated into a machine learning approach such as in ShieldFS where write

entropy is used as a feature [48]. We believe this presents a difficult situation;

in principle, the idea of using statistics to detect ransomware is excellent. They

are generally lightweight and easy to implement, and would make for a means of

proactively detecting ransomware. However, their susceptibility to false positives

unfortunately lessens their usefulness in practice. In Chapter 6, we explore how

the limits of statistical-based approaches to ransomware detection can be pushed

further towards the goal of much more reliable detection.
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5.6 Discussion

One of the main limitations of the work presented in this chapter was our decision

to focus on entire user files rather than individual user buffers. Whilst the data

we have analysed should in no way differ to the contents of buffers themselves,

the processing of user buffers would present a scenario more faithful to typical

anti-ransomware solutions. Our experiments in Section 6.6 address this limitation

through use of a Windows Filesystem Minifilter Driver.

McIntosh et al. recommended that future anti-ransomware research should

avoid the use of entropy [126]. Through both partial encryption and Base64 en-

coding, the authors were able to significantly reduce entropy levels of encrypted

data. We come to a similar conclusion albeit from the perspective of false positives

rather than false negatives. The immediately obvious recommendation would be

to avoid the sole use of entropy to detect a ransomware attack. The frequency of

false positives in our results show that an average end user would be plagued by

false alarms, ending in a practically unusable system. However, our results also

confirm that the problem exists across all statistics that we tested. While some

statistics (entropy, chi-square and Pearson’s correlation coefficient) performed very

well in certain cases (with FPRs ranging from 0% to 0.5%), they did not perform

this well consistently across our experiments. We are therefore unable to recom-

mend a single statistic as the optimal way of detecting ransomware reliably.

Due to their lower FPRs whilst still achieving the lowest FNRs, chi-square

and Pearson’s correlation coefficient deserve the most attention going forwards

for their ability to better distinguish between encrypted and compressed data. To

the best of our knowledge, Data Aware Defense is the only tool so far that has

used chi-square for ransomware detection [149], and we have yet to see usage of

Pearson’s correlation coefficient in this context.

The statistics we calculated were for single files at any given time. An improved

approach would be to identify deltas in these statistical values over time. This

idea has been explored in Redemption and CryptoDrop [109, 164]. It should be

immediately obvious when ransomware writes to a file by identifying a significant

increase in (for example) the entropy value of data before and after it is written

to by a process. This approach may still be susceptible to false positives though,

for example if a user compresses low-entropy data. False negatives could also
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occur if a highly structured file is encrypted (like much of the data used in our

experiments).

Whilst we have highlighted several weaknesses in current statistical-based ap-

proaches to ransomware, we do not believe that they should be written off entirely.

The efficiency and tried-and-tested nature of statistical tests lend themselves to

the problem of ransomware detection, but further research is needed to find their

optimal usage. In Chapter 6, we push the limits of statistical approaches further

by introducing higher-order statistics, standard deviation, combinational analy-

sis and consecutive analysis to our experiments. For example, Figure 24 shows

the standard deviation of chi-square calculated over the entire contents of all ten

Govdocs threads, along with their compressed and encrypted counterparts. From

looking at the graph alone, it is easy to distinguish between the three types of

data. In fact, in each case, even the difference in standard deviation of base statis-

tics between encrypted and compressed data is significant enough to be able to

distinguish between the two, which may prove beneficial in other domains where

the differentiation between encrypted and compressed data is important.

5.7 Conclusions

In this chapter, we highlighted the serious issue that in the context of ransomware

detection, popular file formats in use on typical end user machines could cause

frequent false positives when analysed with various statistical tests for random-

ness. We primarily analysed a dataset of 84,327 files (24.6 GB in size) consisting

of JPEG images, PNG images, WebP images, compressed data (using BZip2,

Gzip and LZMA), and encrypted data (using AES in CBC mode with a 256-bit

key). We calculated values for entropy, chi-square, arithmetic mean, Monte Carlo

estimation for Pi and Pearson’s correlation coefficient using the command line

tool Ent. We compared these values against thresholds that were both found in

and based on the literature (using a 1% error margin where no thresholds were

available) to determine their false classification rates.

We observed FPRs of up to 92.80%, with a large proportion of our dataset

generating FPRs of over 80%. Only a small proportion achieved rates which could

be considered acceptable (i.e. below 0.5%). In addition, the lowest FNR we saw

was still 5.06% (and the highest being 24.37%). Even in the best case for our
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dataset, this would result in approximately five out of 100 files being maliciously

encrypted without detection.

Some of these tests are in use by many of the state-of-the-art in ransomware

detection. Our results indicate that testing of these tools has been insufficient,

and future work should avoid an over-reliance on simple usage of these statistics.

Whilst these statistics are often coupled with other behavioural techniques, this

is a workaround rather than a solution to the challenge of optimally using these

tests.

It is vital that anti-ransomware tools are tested on much larger and representa-

tive datasets, particularly including lots of highly structured data such as JPEGs,

WebP images and compressed files, to ensure a more realistic representation of

the accuracy of these tools. Finally, experimenting with standard deviation and

higher-order statistics such as skewness and kurtosis may help towards classifying

ransomware attacks in a more robust manner, which we further investigate in

Chapter 6.
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Chapter 6

Improving the Efficacy of

Statistical-Based Ransomware

Detection

6.1 Chapter Introduction

This chapter builds directly on the work presented in Chapter 5, which identified

severe limitations in the capabilities and reliability of statistical-based ransomware

detection methods. Current implementations in the state-of-the-art have only so

far used Shannon entropy and chi-square which are sensitive to false positives in

this context. In addition, approaches typically use a single statistical test rather

than combining several. Statistical tests are an almost obvious choice to detect

ransomware due to their ability to distinguish between random and non-random

data and we expect to see increased usage of these (and other) statistical tests in

the future, so it is therefore critical to provide a stronger underlying statistical

foundation upon which anti-ransomware tools can benefit.

This chapter proposes novel statistical techniques intended to reinforce cur-

rent state-of-the-art approaches in detecting ransomware by providing the ability

to confidently distinguish between encrypted and non-encrypted data, prioritis-

ing minimal false positive rates whilst retaining strong true positive rates. The

contributions presented in this chapter directly complement existing work and,

in practice, can be integrated into existing solutions with minimal effort. The
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chapter concludes by combining the insights presented throughout this work with

current state-of-the-art approaches in the behavioural analysis of ransomware,

further reinforcing the interoperability of the proposed techniques.

6.2 Background

Many existing anti-ransomware tools make use of statistical tests as part of their

arsenal to identify the presence of randomness, and by extension, a potential ran-

somware attack [108, 164, 48, 149]. These approaches rely on the fact that ran-

somware must perform large-scale and iterative encryption of a victim’s personal

files to render them in a position where they could consider paying the ransom.

This behaviour is a constant shared between many ransomware variants, and re-

sults in large volumes of encrypted data written to the filesystem, identifiable by

randomness tests. However, our work in Chapter 5, as well as other work in the

field [126], highlighted a flaw with current statistical approaches; these tests are

incapable of reliably distinguishing between maliciously encrypted data and other

types of highly structured data when observed in isolation. In other words, they

are lacking contextual awareness, a limitation that this chapter seeks to remedy.

As shown in Chapter 4, Shannon entropy is the most commonly used statistics

to identify the presence of a ransomware attack. In this context, entropy quantifies

the amount of information carried in a single byte. As a stream of encrypted

bytes should be entirely unpredictable, we therefore expect maximal entropy (i.e.

8 bits per byte) in the case of encrypted data. Many existing anti-ransomware

solutions leverage this fact by defining an entropy threshold against which data

can be measured. For example, the anti-ransomware tool Redemption compares

the entropy of data before and after it is written, anticipating an increase in

entropy if data is encrypted [109]. CryptoDrop similarly computes the change in

entropy between read and write requests of a file, although additionally weights

the entropy value with respect to the number of bytes processed to ensure that the

frequent writing of small low-entropy ransom notes performed by a ransomware

process does not overly affect the average entropy of the system [164].

Despite these more advanced implementations of statistical-based counter-

measures, naturally high-entropy data (such as compressed files) still present a
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challenge; if data already exhibits high entropy before being encrypted, the dif-

ference in entropy before and after encryption will be minimal. Compression is

widespread; many free compression utilities help to reduce file sizes, resulting in

lessened storage and bandwidth requirements. The goal of compression is to con-

vey information in a reduced number of bytes, so it is clear that the entropy of the

resulting data would be higher (as the amount of information carried with each

byte increases).

These scenarios present a challenge for statistical-based ransomware detection:

is it possible to distinguish maliciously (or otherwise) encrypted data from other

kinds of highly-structured data? In fact, this challenge is not unique to ran-

somware detection; the ability to distinguish between encrypted and high-entropy

data is sought after in domains such as network traffic analysis and digital foren-

sics. For example, Casino et al. developed a classification method capable of

distinguishing between encrypted data and high-entropy data using a combina-

tion of the chi-square test and a modified version of a subset of the NIST SP

800-22 tests [38]. Similarly, De Gaspari et al. trained a neural network over a

range of formats at a variety of input sizes (known as fragments) to distinguish

between encrypted and compressed data, as well as identify which compression

format was used [68].

In the work presented in this chapter, we took inspiration from the state-of-the-

art by exploiting the almost inevitable requirement of ransomware to write large

quantities of encrypted data consistently and rapidly. Simply observing a single

statistic (such as entropy) which quantifies the randomness of output data at a

given point in time is inadequate, as shown in Chapter 5, and requires additional

processing to infer context. Existing approaches to ransomware detection typically

infer context through the use of additional behavioural features. For example,

and in addition to performing static analysis, Ferrante et al. engineer several

behavioural features such as CPU and memory usage, network activity and system

calls to model the behaviour of ransomware on Android [61]. However, many

approaches rely on statistical features as part of their overall detection mechanism;

being able to infer context at the statistical level would help towards earlier and

more reliable ransomware detection, a primary goal of any proactive detection

system.

In the following subsections, we explore the novel statistical countermeasures
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presented in this chapter.

6.2.1 Higher-Order Statistics

We initially introduce the use of higher-order statistics, namely skewness and kur-

tosis, as novel methods of distinguishing between encrypted and non-encrypted

data. In our experiments, we applied these tests to the underlying byte distribu-

tions of the files in our representative dataset (detailed in Chapter 3). Therefore,

much like the five base statistics observed in Chapter 5, the objective of our skew-

ness and kurtosis calculations was to identify byte distributions close to that of

uniform distributions.

Skewness. Skewness is a statistic commonly used to gauge whether a dis-

tribution tends to the left or right of its mean. The skewness of the normal

distribution is zero; this distribution is symmetric about its mean. Data that is

positively skewed (right-skewed) finds its majority to be to the left of the central

value, whereas a negatively skewed (left-skewed) distribution finds the opposite.

When analysing data written as a result of encryption (for example due to

a ransomware attack), we expect a byte distribution close to that of a uniform

distribution. As such the skewness of the resulting bytes should be approximately

zero.

Kurtosis. Kurtosis, similar to skewness, quantifies the overall “shape” of a

given distribution. Whereas skewness encapsulates the extent to which a distri-

bution is biased to the left or right, kurtosis instead quantifies the extent to which

a distribution is composed of outliers (or the size of a distribution’s tails). Distri-

butions with high kurtosis have many outliers, and an overall distribution shape

representing a sharp and central peak, known as a leptokurtic curve. Distribu-

tions with a low kurtosis (i.e. below zero), on the other hand, are much flatter in

nature with minimal outliers, known as platykurtic curves. A distribution with

zero kurtosis is said to be mesokurtic, an example of which is the normal distribu-

tion. Uniform distributions do not have outliers as every outcome is equally likely,

so an encrypted byte distribution will produce a platykurtic curve with negative

kurtosis.

123



6.2.2 Standard Deviation

Standard deviation (σ) measures the overall dispersion of a given distribution

relative to its mean. In the event of a uniform byte distribution, we would expect

to see a large standard deviation reflective of the large variance present in the

given values. Up to this point, we had been calculating statistics over underlying

byte distributions and analysing their results in isolation. However, to take steps

towards inferring context at the statistical level, we instead calculate σ over the

previously calculated statistics themselves.

Using this method, several files would need to be written (or, several filesys-

tem access requests made) over which the base statistics could be calculated before

standard deviation itself could be calculated. This extra information would ef-

fectively emulate the typical batch-based machine learning approaches taken by

current anti-ransomware approaches, albeit entirely at the statistical level. There-

fore, we can begin to infer context (i.e. quantify a process’ behaviour over time

rather than just based on its modifications to a single file at a single point in time)

at the statistical level.

Taking entropy as an example, we would expect to see a large volume of

data written to the filesystem with high entropy (i.e. approaching 8) during a

ransomware attack, compared to normal user activity (as shown in the previous

chapter). By observing the entropy of files over time, we would observe minimal

standard deviation during a ransomware attack.

The primary disadvantage of this approach lies within its strength; the re-

quirement of observing entropy for a pre-determined number of files (or filesystem

access requests) before being able to cast a decision, whilst enabling us to infer

context, also lengthens the time required to cast a decision regarding the intent

of a potentially malicious process.

An interesting side effect of this approach, however, is that it is not dependent

on any of the previously-established thresholds of randomness. For example, if

an entropy threshold of 7.9 is used, an entropy-based detector would only detect

ransomware that writes data with this entropy or higher. Whilst it is sensible

to assume that ransomware will consistently write high-entropy data, it is not

easy to guarantee that all data written will have an entropy value over 7.9. By

leveraging standard deviation instead, the exact entropy of the underlying data

is not a concern; we only rely on the consistency with which it is written. For
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all statistics used, a σ approaching zero is expected in the case of a ransomware

attack. To emphasise this point, a ransomware variant is identified in Section

6.5.2 which evaded all other statistical countermeasures.

Another advantage of this approach, particularly when combined with other

statistical countermeasures, is that benign behaviour which results in random

output (such as compression) would only trigger an alarm in the event that it was

performed consistently across many files for an extended period of time, lessening

the likelihood of false positives and increasing the likelihood that the user would

recognise this activity as self-initiated.

6.2.3 Combinational Analysis

Current statistical approaches towards ransomware detection typically make use

of a single statistic, such as Shannon Entropy, in isolation. We find this trend

somewhat questionable; perhaps existing approaches seek to prioritise other de-

tection methods, believing statistical approaches to be supplementary rather than

independently capable. Whilst this assumption would be accurate with current

techniques, especially upon observation of the results shown in Chapter 5, we

propose a combination of various statistical tests for randomness in order to more

reliably identify a ransomware attack.

Batteries of statistical tests are commonly used to identify the presence of

patterns within input data that indicate non-randomness. One key factor of such

batteries is that several statistical tests are used together to ensure reliability of

reported results. For example, NIST SP 800-22 makes use of 15 separate statistical

tests, each capable of detecting certain types of non-randomness [161]. In our

approach, we trained several statistical models with the intent of distinguishing

encrypted data from other kinds of data exhibiting random characteristics. These

models were trained over a subset of the files in our representative dataset detailed

in Chapter 3, namely the compressed and encrypted files.

6.3 Methodology

With an intent to reliably distinguish between encrypted and other types of data

showing random characteristics, we set our focus on our representative dataset
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detailed in Chapter 3. Having previously established that observing statistics in

isolation using manually-defined thresholds results in unacceptable classification

rates (both in terms of false positives and false negatives), our aim was to further

exploit the iterative nature by which ransomware conducts bulk encryption.

The scope of this work was to improve the current state-of-the-art in distin-

guishing between encrypted and non-encrypted data from a statistical perspective.

We state that, for the purposes of the work presented in this chapter, our repre-

sentative dataset can be seen as a collection of files modified by ransomware at a

given point in time, over which we conduct our analysis.

6.3.1 On the Use of Higher-Order Statistics

To extract more information from the byte distributions of the files in our dataset,

we first augmented our original set of statistics with skewness and kurtosis. These

statistics were chosen for their ability to quantify relatively intuitive concepts

relating to our byte distributions.

In other words, the ideas behind skewness and kurtosis are well-suited to the

task of distinguishing between independent byte distributions generated through

different types of behaviour. For example, an approximately uniform distribution

of an encrypted file would clearly exhibit low kurtosis and minimal (or zero)

skewness, as opposed to the byte distributions of non-encrypted data. Our aim

was to investigate the ability of these higher-order statistics to pick up subtle

differences between encrypted and non-encrypted (yet still seemingly random,

such as compressed) data that were otherwise undetectable by the original five

base statistics.

6.3.2 Inferring Context

To push the limits of statistical-based ransomware detection, our aim was to begin

inferring the context by which random data had been written to the filesystem. As

previously stated, current state-of-the-art approaches typically observe statistics

in isolation without consideration for the consistency by which random data is

written. To this end, we introduce the use of standard deviation, σ, to identify

the continual writing of highly-random data over time, indicative of a ransomware

attack.
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To achieve this, we calculated σ over the seven previously-calculated statis-

tics as discussed. Rather than calculate σ over the underlying byte distributions

(which in itself could be used to identify a uniform distribution and is a topic

of future work), we calculated σ over the previously calculated statistical values

under the assumption that these values would have minimum variance over time

in the event of a ransomware attack.

Furthermore, the requirement of capturing recurring behaviour over time presents

the need for batches of files rather than single instances. Similar to existing work

in the field which calculate the average randomness of a pre-determined number

of files, we calculate σ over batches of 50 files at a time.

Determining Batch Size

Arbitrarily committing to a single batch size would not have been sufficient due

to the direct impact that batch size could have on both detection accuracy and

time until detection. For example, whilst an increased batch size would result in

more data to analyse which may contribute to more reliable results, this would

require more files to be modified before a decision can be cast which, in turn,

may culminate in increased data loss. Balancing this trade-off would be crucial

for a proactive real-time defence solution to ensure minimum data loss alongside

maximum detection accuracy.

To determine the optimal batch size within the scope of our experiments,

our aim was to quantify the level of overlap between the standard deviation of

plain, compressed and encrypted data from a statistical perspective. This would

be determined at varying batch sizes, with an intent to proceed experimentation

with the batch size providing the least overlap. To achieve this, we determined

coefficients of overlap to be calculated over our representative dataset based on

the standard deviation of the statistical values that we had previously calculated

representing the randomness of the underlying byte distributions.

We first split our dataset based on a batch size B, where values for B are

presented in the first column of Table 11. Then, for each B, we calculated the

standard deviation of each base statistical value. Based on this output, we de-

termined the average standard deviation for each statistic, providing us with the

basis for our coefficient calculations.

Our overall coefficient representing overlap between the filetypes is comprised
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Table 11: Coefficients of distinguishing power ordered by batch size

Batch Size Entropy Chi-square Mean Pi Correlation Skew Kurtosis
50 0.063 0.000 0.108 0.140 0.198 0.0387 0.0078
100 0.067 0.000 0.112 0.142 0.202 0.0414 0.0076
250 0.069 0.000 0.114 0.143 0.204 0.0432 0.0069
500 0.070 0.000 0.115 0.143 0.204 0.0435 0.0066
1000 0.071 0.000 0.116 0.143 0.206 0.0442 0.0061

of two key components: the level of overlap between plain and encrypted data,

and the level of overlap between compressed and encrypted data. We have previ-

ously shown that there is significant statistical overlap between compressed and

encrypted data in Chapter 5, so the decision to include both components ensured

that these “worst-case” scenarios were considered during the calculation of our

coefficients.

More formally, the first component can be expressed as
z

x
where x represents

the average standard deviation of a given statistic for plain data and z represents

the average standard deviation of the same given statistic for encrypted data, for

a pre-determined batch size. The second component can be expressed as
z

y
where

y represents the average standard deviation of a given statistic for compressed

data, and z is as before. These values would tend towards zero as the difference

between the average values of standard deviation for encrypted and non-encrypted

data grew larger.

To combine these metrics into a single value, we chose to multiply the compo-

nents together resulting in a single coefficient for each base statistic representing

the level of overlap between encrypted and other types of data. This coefficient,

for a given statistic, can be expressed as
z2

xy
.

After performing these calculations for each value for B specified above, we

obtained the values shown in Table 11. Our results showed that within the context

of our experiments, batch size made negligible difference to the level of overlap

obtained for the standard deviation of each base statistic. We therefore decided on

using a batch size of 50; for a real-time anti-ransomware tool, this would minimise

the number of encrypted files required to cast a decision. A batch size of 50 was

also used in the implementation of Data Aware Defense, an anti-ransomware tool

making use of chi-square to detect ransomware [149].

We would like to note that minimising B whilst retaining high classification
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rates is of crucial importance to a successful real-time defence solution, and achiev-

ing a lower B (for example as low as 10), or in other words, determining the min-

imum set of files required to distinguish between encrypted and non-encrypted

data, is a topic of future work. In the context of anti-ransomware tools which

observe filesystem buffers, rather than entire files, the equivalent challenge is min-

imising the number of buffers analysed before casting an accurate decision. Work

towards identifying ransomware through the analysis of filesystem buffers is ex-

plored in Section 6.6.

6.3.3 Building Statistical Models

Our goal was to distinguish between two classes of data (i.e. encrypted and non-

encrypted data), so we expressed this task as a classification problem. Our goal

was to decide, for a given batch of files, whether or not they were encrypted.

To remain consistent with typical malware detection terminology, we consider

non-encrypted data as “benign” and encrypted data as “malicious”, although we

fully acknowledge that it was our decision to assume the encrypted data had been

encrypted maliciously. In practice, it is possible that a perfectly benign applica-

tion performed the encryption. However, our steps towards identifying context

(i.e. observing the standard deviation of the randomness of byte distributions

over time) help to ensure that the encryption was conducted in bulk, a trait of

ransomware that can be considered an invariant. However, we acknowledge that

benign encryption may take place in bulk (for example due to the compression of

a large number of files).

The task of classification is very common in the machine learning domain, and

provides the means to predict within which class of data a given data point exists.

A very common example can be seen over the Iris dataset [62]. This dataset

is comprised of 150 instances each representing an Iris flower. Each instance is

composed of four attributes, namely sepal length, sepal width, petal length and

petal width, and is labelled one of three classes. Machine learning algorithms,

such as decision trees, can process this labelled dataset and determine patterns in

the data which can be used to distinguish between each class.

Ideally, complete separation would exist between distinct classes as this would

enable simple classification (and the classes would be said to be linearly separable).
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In reality, classes are not often linearly separable, hence the need for sophisticated

machine learning algorithms to detect subtle patterns within the training data

that can be used to distinguish between classes with a high degree of accuracy.

Even still, in these scenarios we have to consider the possibility of incorrectly

labelling a class. There exist two types of error: Type I (false positive) and Type

II (false negative). Clearly, minimising the occurrence of Type I and Type II

errors is ideal, however the exact impact of each kind of error is highly dependent

on the problem domain.

Choice of Models. In our experiments, we used decision trees and support

vector machines (SVMs) mostly due to their direct applicability to classification

problems. Both techniques are accepted as providing strong performance and de-

cision trees carry the added benefit of being easy for humans to interpret [146].

They therefore lend themselves to a real-time defence solution which would con-

stantly be running in the background of a user’s machine. Below, we provide a

brief overview of decision trees and SVMs.

Decision Trees. In short, given a dataset comprised of various features as well

as class labels for each element, a decision tree is able to split the elements into

their classes based on rules determined from their feature values. The algorithm

will construct these rules based on the level of information gained when testing

a condition, and the chosen rules are set as the decision tree’s nodes [191]. Once

complete, the route from a decision tree’s root to a node can be seen as a set of

classification rules for a given class.

A primary advantage of decision trees is that their output is often easy to

interpret by humans, particularly when the output is small (for example via prun-

ing). The set of rules can be represented diagrammatically as a tree which clearly

displays the conditions of the rules themselves. A simplified example of a decision

tree is visualised in Figure 25. It is important to note that this example was

created purely for educational purposes and does not represent a trained model.

As an example route through this tree, if a process is measured to have conducted

over 50 write operations, less than 30 delete operations and writes with an average

entropy of over 7.8, it is classified as ransomware.

This awareness of the exact decisions being made can help the developer to

gain a deeper understanding of the subtle patterns and characteristics of the

feature values present in their datasets, simply by observing the output model.
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Figure 25: An example of a shallow decision tree highlighting the ease of human
interpretability (this decision tree is purely educational and does not represent a
model trained during experimentation)

For example, if many decisions with large distinguishing power can be attributed

to a specific subset of features, this may indicate that these features are more

relevant to the problem domain. Additionally, whilst it can take time to train

a decision tree, training times were consistently less than one second for all of

the experiments throughout this thesis, and we argue that this training time is

outweighed by the near-instantaneous query time observed after a model has been

trained. Finally, a real-time end user anti-ransomware solution would be packaged

with pre-trained models, or in other words, training time is not of the concern of

the end user.

Support Vector Machines. A support vector machine is well-suited to the task

of classification and effectively establishes the optimal separation between sets of

131



data. Consider a dataset consisting of two features (for example entropy and chi-

square), comprised of two classes (benign and malicious). An SVM would attempt

to draw a line of separation (known as a hyperplane) between the two classes,

where the distance between the hyperplane and the datapoints is maximised.

Subsequent unlabelled elements will be classified by the SVM based on the

hyperplane that was calculated. The simple example provided above consisted

of just two features, however SVMs are perfectly capable of classifying multi-

dimensional datasets. In fact, in our experiments we are classifying data based on

seven features (the standard deviation of each underlying statistic). However, the

ability to easily interpret the output that is afforded by decision trees is lost upon

SVMs, making it harder to gain a deeper understanding of the patterns present

in the input data by observing the output.

Model Training. The decision trees and SVMs we trained during our ex-

periments were built from two main sources of data based on the representative

dataset discussed in Chapter 3. We initially trained models based solely on the

median of the underlying statistical values at the pre-determined batch size (i.e.

50). The reason we built these models first is twofold: we wanted to see if machine

learning approaches based entirely on the underlying byte distributions were fea-

sible in this context, and we wanted a baseline against which the accuracy of our

standard deviation models could be compared.

Having previously determined that a batch size of 50 would be optimal in our

experiments, we first calculated the underlying statistical values for each file in

our representative dataset. This data consisted of seven fields: <entropy,chi-

square,mean,pi,correlation,skew,kurtosis>. We then split this data into

batches of 50. For each batch, we calculated the median value for each field

and recorded this as a new line in the training data csv. Instances in our train-

ing data were labelled manually; each instance representing encrypted data was

assigned a class of “1” whereas all other data was assigned a class of “0”. We

repeated this process, this time based on the standard deviation of underlying

statistical values rather than the median, to build our second set of training data.

It is important to note that from an anti-ransomware perspective, both plain

and compressed data can be seen as benign. However, from a statistical perspec-

tive, compressed data can be seen as a more “extreme” form of benign data (i.e.

more difficult to distinguish from maliciously encrypted data). As there are also
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vast differences between plain and compressed data, it could be problematic to

combine these as a single class. Therefore, during the construction of our training

data, we decided to omit the plain data on the assumption that if a model could

distinguish between encrypted and compressed data reliably, it would certainly

be able to distinguish between encrypted data and typical plain data (that is, a

less “extreme” form of compressed data).

This decision would reduce the complexity of building training data sets in

future work and would also ensure that trained models could be used with more

confidence in other domains where the primary goal is to distinguish between

compressed and encrypted data. However, we note that including the plain data

set would present the possibility of distinguishing behaviour based on three classes

(plain, compressed and encrypted) instead of two (non-encrypted and encrypted).

After training models based on the median of the underlying statistical values,

we proceeded to train models based on our standard deviation values. The imple-

mentation details of these processes are provided below. Additionally, both sets

of models were trained using k-fold cross-validation to provide greater confidence

in their performance as well as their ability to generalise.

6.4 Implementation

To generate the necessary statistics, we wrote a Python application calling Ent

using terse mode, similar to that previously used in Chapter 5. In addition, for

each file in the dataset, the Python library SciPy was used to augment the output

of Ent with values for skewness and kurtosis. Once all calculations had been

completed for each file in the representative dataset, the results were written to a

csv for later processing.

To determine optimal batch size, a Python script was created which auto-

matically batched these csvs based on each possible batch size, B, highlighted in

Section 6.3.2. Files within the representative dataset were kept logically separate

(i.e. plain files, compressed files and encrypted files were treated as distinct and

non-overlapping portions of the dataset). For each possible batch size, the coeffi-

cients described in Section 6.3.2 were calculated and the results stored, allowing

for direct comparison of batch performance.

After the optimal batch size for our experiments was determined, the csvs were
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parsed into Pandas [150] dataframes where each dataframe represented a non-

overlapping batch. Pandas, among many other features, provides the ability to

calculate values such as standard deviation directly over the contents of a column

within a dataframe. Using this functionality, we calculated both the standard

deviation and median (to use as a baseline for comparison) for each batch. As a

result, each batch representing 50 files was effectively reduced into a single row

of values representing the standard deviation and median for each underlying

statistical value.

Finally, a combination of the machine learning tool, Weka, as well as Scikit-

learn, a Python library, were used to train the models created during experimen-

tation [190, 165]. Before training was possible, each row in the input data was

labelled “0” if it represented benign behaviour and “1” if it represented mali-

cious behaviour. Using Weka provided an intuitive and easy-to-use environment

to allow the rapid development and visualisation of various models. After mod-

els based on both the median and standard deviation were developed, a Python

script implementing Scikit-learn’s toolkit was developed. This allowed for com-

parison between models created separately to ensure that the reported accuracy

was consistent, increasing confidence in the obtained results.

When using Weka, decision trees were trained using J48, a Java implemen-

tation of the C4.5 algorithm and SVMs were trained using a linear kernel. De-

cision trees trained using Scikit-learn use an optimised version of the CART al-

gorithm, and SVMs were again trained using a linear kernel. In Weka, 10-fold

cross-validation was used, whereas a train-test split of 80%/20% was used in

Scikit-learn.

6.5 Results and Analysis

In this section, an analysis of the accuracy of the presented machine learning

classifiers is presented, followed by a discussion of the implication of these results.

6.5.1 Classifier Performance

The results of four classifiers are presented in Table 12. The columns represent

the dataset, algorithm, accuracy, precision and recall respectively. The classifiers
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Table 12: Decision tree and SVM performance

Dataset Algorithm Accuracy (%) Precision (%) Recall (%)
Median CART 76.66 77.93 72.90
Median SVM 85.49 78.84 96.13

Standard Deviation CART 93.69 93.20 94.38
Standard Deviation SVM 97.48 97.50 97.50

consider the following possible outcomes: a Type I error represents non-encrypted

data misreported as encrypted, a Type II error represents encrypted data misre-

ported as not being encrypted, a true positive represents encrypted data correctly

reported as encrypted, and finally a true negative represents non-encrypted data

correctly reported as not being encrypted.

The first two rows represent models trained without the use of standard devi-

ation (instead using the median, as discussed above), providing a set of “baseline”

results to facilitate further discussion. Clearly, the performance of these classi-

fiers is well above 50%, showing clear capabilities of distinguishing between the

two classes and highlighting the importance of considering multiple statistics in

parallel rather than in isolation.

The decision tree achieved a precision of 77.93%, a recall of 72.90% and an

overall accuracy of 76.66%. The SVM, on the other hand, achieved a precision of

78.84%, a recall of 96.13% and an accuracy of 85.49%, hinting at slightly higher

classification performance in general albeit at a minimal cost to precision.

The remaining rows of the table represent models trained instead using stan-

dard deviation, effectively determining patterns based on the consistency with

which highly-structured data is written rather than on the underlying values them-

selves. The decision tree achieved a precision of 93.20%, a recall of 94.38% and an

accuracy of 93.69%. The SVM achieved a precision of 97.50%, a recall of 97.50%

and an accuracy of 97.48%.

Figures 26, 27, 28 and 29 show the confusion matrices of both the optimised

CART algorithm and SVM classifiers trained over the median and standard devi-

ation of the underlying statistics, with a batch size of 50.

6.5.2 Discussion

Overall, the results achieved are competitive with the current state of the art,

demonstrating clear ability to distinguish between compressed and encrypted data.
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(a) Normalised (b) Non-Normalised

Figure 26: Confusion matrices of J48 classifiers over median

(a) Normalised (b) Non-Normalised

Figure 27: Confusion matrices of SVM classifiers over median
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(a) Normalised (b) Non-Normalised

Figure 28: Confusion matrices of J48 classifiers over standard deviation

(a) Normalised (b) Non-Normalised

Figure 29: Confusion matrices of SVM classifiers over standard deviation
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In fact, after completing these experiments, a manual verification process was

performed where non-compressed plain data was passed to the trained models.

Out of 396 instances, the models using median incorrectly classified 37 instances as

being encrypted whereas the models using standard deviation incorrectly classified

just four instances as being encrypted.

We note improved distinguishing capability when using standard deviation

compared to median across the board which, in practice, equates to a higher

likelihood of detecting ransomware sooner and resulting in less irreparable data

loss for the user. We chose median, rather than mean, as to alleviate the issue

of any outliers over-influencing our instance feature values. Regardless, standard

deviation outperforms median in this context, achieving a maximum accuracy of

97.48% compared to a highest accuracy of 85.49% achieved by using the median

values. This is likely due to the invariant trait of ransomware that it makes

highly-structured writes to the filesystem consistently : it may not be possible to

guarantee that independent ransomware variants write data with the same level

of randomness, but it is almost a certainty that they will write with the same level

of consistency7.

We also note that the SVM slightly outperformed the decision tree in both

cases and is therefore our recommendation for statistical-based anti-ransomware

detection solutions. Still, the characteristics of decision trees (for example, the

fact that they are interpretable by humans) provide insight into the decisions be-

ing made, which can help the developer better understand their dataset as well

as identify any suspicious decisions which may indicate dataset flaws. We ac-

knowledge that this inherent benefit of decision trees is not unique to our problem

domain.

To emphasise this point, Figure 30 shows an example decision tree created

from our dataset. Interestingly, this decision tree is capable of identifying ran-

somware behaviour with 91.48% accuracy with just three of the available features:

the standard deviation of chi-square, Monte Carlo value for pi and entropy. In

addition, insight as to the underlying statistical patterns of the data can be gained

7To emphasise this point, we recorded the behaviour of the well-known ransomware variant,
AES NI, and found that the write buffers associated with encryption only had an entropy of
around 6.5, evading most statistical countermeasures. However, the consistency of these writes
meant that our standard deviation tests were still able to identify the attack. This work is
discussed in greater detail in Section 6.6.
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chi-square ≤ 334.567
gini = 0.496

samples = 79
value = [36, 43]

class = Encrypted

gini = 0.0
samples = 42
value = [0, 42]

class = Encrypted

True

pi ≤ 0.097
gini = 0.053

samples = 37
value = [36, 1]

class = Not Encrypted

False

gini = 0.0
samples = 35
value = [35, 0]

class = Not Encrypted

entropy ≤ 0.349
gini = 0.5

samples = 2
value = [1, 1]

class = Not Encrypted

gini = 0.0
samples = 1
value = [0, 1]

class = Encrypted

gini = 0.0
samples = 1
value = [1, 0]

class = Not Encrypted

Figure 30: A decision tree created using the optimised CART algorithm based on
standard deviation

by analysing the decisions themselves. For example, the classifier is able to mostly

split the dataset based on measuring the standard deviation of the chi-square val-

ues; if this value is less than or equal to 334.567, the data is likely encrypted. It

stands to reason that a smaller standard deviation value suggests higher levels of

consistency and thus more likelihood of a ransomware attack.

The results from these experiments show that statistical approaches to ran-

somware detection are much more effective when analysing system behaviour over

time (or, more specifically, over a number of interactions with the filesystem), to
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Table 13: A breakdown of the buffer-based dataset

Name Number of IRPs Size (MB)
benign1 1,724 13.5
benign2 5,056 41.9
benign3 1,924 13.5
benign4 3,713 25.0
benign5 39,361 396.9
aes ni 46,346 70.7
alcatraz 1,469 12.4
amnesia 22,024 132.2
avest 71,086 702.5
cerber 17,893 108.4

wannacry 16,103 130.7

the point where the results obtained are competitive with the current state-of-the-

art, achieved solely through the use of statistical tests. This shows that statistics

clearly have the capability of improving the quality of approaches to ransomware

detection and should be considered further in future work.

6.6 Buffer-Based Data: A Case Study

What follows is a discussion of the experiments conducted relating to the buffer-

based data set (the creation of which is detailed in Chapter 3. For the scope of

this thesis, the buffer-based dataset contains filesystem activity collected over six

individual ransomware variants as well as five independent benign data collection

sessions, detailed in Table 13.

The purpose of the following experimentation was to verify the interopara-

bility between the proposed advances in statistical approaches with more typical

behavioural analysis techniques commonly found in the state of the art. To this

end, and inspired by pioneering machine learning-based anti-ransomware work

such as ShieldFS [48], we engineered twelve behavioural features from the raw

filesystem activity that we collected (as documented in Chapter 3). These fea-

tures, along with the rationale behind their creation, is detailed in Table 14 8. In

addition, Apppendix C presents an excerpt of some example training data.

Benign system interactions were collected on a fresh Windows 10 image run-

ning on bare-metal, automatically populated using a Python script. This process

is explained in more detail in Chapter 3. Initially, the minifilter driver created for

8Note that the rows in this table have been coloured in an alternating pattern solely to aid
readability.
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Table 14: The behavioural features created from analysing benign and malicious
filesystem activity

Feature Description Motivation
Average event gap The average number of events

between any two consecutive
read/write events

Ransomware should generate
large contiguous blocks of read
and write events

No. of consecutive events The number of events in a batch
that are consecutive

Same idea as above but from a dif-
ferent perspective

No. of identical timestamps The number of events in the same
batch with an identical timestamp
to any other event

Ransomware performs bulk iter-
ative filesystem operations in a
short space of time

Avg. time between events The average amount of real time
between consecutive events in a
batch

In general, ransomware filesys-
tem events would be more closely
packed together than benign
events

Avg. time between pre-op and
post-op

The average amount of real time
between a pre-operation callback
and its associated post-operation
callback

Captured to gain additional
insight regarding ransomware
filesystem behaviour

Perc. of write events Percentage of IRPs in a batch per-
taining to write events

To identify bulk encryption be-
haviour

Perc. of read events Percentage of IRPs in a batch per-
taining to read events

To identify bulk reads before bulk
encryption behaviour

No. of identical processes The number of processes in a
batch sharing a PID

Fewer processes may indicate a
single ransomware process

Avg. edit distance of batch paths The average edit distance between
file paths in a batch

Ransomware should exhibit char-
acteristic edit distances (shown in
Chapter 4

Perc. of productivity files The percentage of modified files
ina batch that can be considered
as having value to the victim

Ransomware typically targets
productivity-related files such as
.docx

Randomness statistics Previously-proposed statistical
values calculated over IRP buffers

Incorporating the work proposed
in this chapter

Avg. process traversal depth The average depth to which a pro-
cess traverses

Ransomware typically exhaus-
tively scours the filesystem and
would be expected to traverse
much deeper than most benign in-
teractions

data collection was started. Then, for the benign aspect of data collection, the

system was interacted with in a normal manner. Files were arbitrarily opened,

read and modified. Compression utilities were used to compress data sporadically,

and Internet access was provided allowing for typical browsing behaviour. Five

independent data collection sessions were conducted, each lasting between 10 and

30 minutes.

Ransomware system interactions were collected as above. After using Clone-

Zilla to restore the analysis machine to a fresh state, the relevant ransomware

sample was downloaded and executed with administrator privileges. The sample

was left to run as normal until the encryption process completed and a ransom

note was displayed. In the event of a sample not successfully running, the image

was restored and the same sample was executed again. A subsequent failure meant

141



that the sample was discarded.

Once the data collection process for an experiment was completed, the minifil-

ter driver was stopped and the raw data that had been written was uploaded to

cloud storage. After the data was uploaded successfully, this marked the end of a

data collection session and the image was again restored using CloneZilla.

6.6.1 Data Processing

The data collected with the minifilter driver is written to plaintext files in a form

of .csv file, albeit using a tab as a delimiter. Manual analysis of the output

also revealed other minor issues such as exception-related output (note that these

occurrences were few; for example, for the 71,086 IRPs processed for Avest, only

three failed and had to be discarded). As a result, a Python script was written to

ingest the .csv verbatim, replace the tab delimiter with a comma, and ignore rows

that only contained error messages. This formatted data was then written to a

new .csv file, forming the dataset required for batching and feature calculation.

The analysis platform allows for a batching resolution based on either the

number of events observed, or a time delta. For these experiments, a time delta

of one second was chosen which provided a good trade-off between results and

usability. For example, ransomware activity could be detected in as little as

one second (although more realistically, it would take a number of consecutive

detections, for example five, before casting an overall decision).

A Python script was used to automatically split each IRP log into batches

based on the previously specified resolution. This script subsequently calculates

the values for the twelve features documented in Table 14. In addition, each row

corresponding to a batch in the output .csv file was prepended with a batch ID

(a numeric identifier, starting at zero, for each batch) and appended with a class

label (“0” in the case of a benign batch, “1” in the case of a malicious batch).

The class label was required due to the decision of approaching the task as a

classification problem, i.e. observing patterns in the data to identify to which

class a data point belongs.

The training data generated for each collection of data was merged into a

single large .csv file to be ingested by Weka, the tool chosen to build classifiers

over this dataset. The batch id feature was temporarily removed in Weka (to
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prevent decision making on a meta information), and the classes were filtered

such that class imbalance was eliminated, resulting in 153 batches remaining for

both classes.

For prototyping purposes, we trained several different models over our dataset

and highlight some of the results obtained below. Using the J48 algorithm, our

classifier achieved a true positive rate of 98.0% and a false positive rate of 2.6%.

Out of the 256 batches, three were false negatives and four were false positives.

Overall, this classifier achieved an accuracy of 97.71%. Using the random forest

algorithm, a true positive rate of 100% was attained, along with a false positive

rate of 2.6%. Four batches were false positives and a total accuracy of 98.69%

was achieved.

An interesting observation made when analysing our data was the ability of the

AES NI ransomware variant to repeatedly evade the five base statistics detailed in

Chapter 5. Upon manually inspecting the data, it became clear that the statistical

values of randomness reported over the buffers for this variant were not indicative

of random data. However, the consistency with which these values were written

meant that values for standard deviation were much more typical of ransomware

behaviour, highlighting the potential of augmenting the base statistics with those

proposed in this work.

6.7 Discussion

The use of Govdocs as a corpus of real user data is common in the literature and

the value of such a useful collection of digital files for research purposes cannot

be overstated. However, it is important to acknowledge that this corpus is not a

new development, first published in 2009. As such, it is understandable that the

contents of the corpus may not be completely indicative of the files present on a

modern-day user’s environment. Existing work acknowledges this fact and takes

steps to improve the collection of files by, for example, including more up-to-date

file types [54].

In addition, most of the research presented in this chapter exclusively con-

siders entire files. Much of the state-of-the-art instead considers the user buffers

involved with filesystem operations, and in Section 6.6, an attempt was made to

address this concern by combining the insights gained from this chapter with a
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buffer-based implementation. Whilst a user buffer approach affords many bene-

fits, such as the ability to analyse write operations before they are persisted to

the filesystem as well as operate at the kernel level to evade interference from

a malicious entity, most approaches are developed using a Windows Filesystem

Minifilter driver which locks the implementation to Windows machines.

Arguably, the means by which detection is performed carries more importance

than the underlying implementation of the data collection phase, however it is still

a point worth considering as anti-ransomware tools should be easy for an end user

to install and use. By considering entire files, much of the work in this chapter is

more OS-independent, intuitive and reproducible. Future work should place more

emphasis on the openness and ease of use of its detection mechanisms to encourage

wider adoption and more accessible contribution from external developers and

researchers.

Finally, this chapter’s emphasis on detecting ransomware as early as possible

is somewhat undermined by the requirement of observing 50 files before being able

to cast a decision. Ideally, one file would be enough, however this work has shown

that by taking the time to infer context over a series of interactions, the accuracy

and reliability of results are vastly improved. This trade-off between speed and

accuracy is an important one and future work should minimise the amount of time

required before a decision can be made (for example, by casting a decision after

ten interactions whilst maintaining similar performance).

6.8 Conclusions

This chapter has presented steps to improve the capabilities of statistical-based

approaches to ransomware detection. It was shown that by considering multiple

files over time, the iterative nature by which ransomware performs encryption

leaves much more of an obvious footprint from the perspective of statistical tests.

Using a training data set consisting of 9876 compressed files and 9876 encrypted

files, decision trees and SVM classifiers were trained capable of reliably distin-

guishing between the two classes of data, obtaining an accuracy of 85.00% in the

worst case and 96.25% in the best case. This is a significant improvement over the

performance recorded in Chapter 5 and is competitive with current state-of-the-art

approaches.
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These results suggest that statistical tests clearly have strong potential to

distinguish between encrypted and non-encrypted data although must not be used

naively and instead need to be carefully analysed. The presented approaches

emphasised inferring the context of a process’ behaviour by observing interactions

over time, providing the basis for median and standard deviation calculations. It

is vital that future anti-ransomware approaches that adopt the usage of statistical

tests do so in a way that combines multiple tests, considers behaviour over time,

or more preferably, implements some combination of both, similar to the work

presented in this chapter.
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Chapter 7

Conclusion

7.1 Chapter Introduction

This chapter concludes the research presented in this thesis. The reader is ini-

tially reminded of the novel contributions proposed in this work along with the

results obtained and their practical impact. Following a discussion of the lim-

itations of this work, avenues of future work within the domain of ransomware

detection are discussed and some outstanding challenges in this area are offered

for consideration, before the thesis is concluded.

7.2 Research Overview

The work presented in this thesis has aimed to better understand and ultimately

make steps towards thwarting the ransomware threat. A “ground-up” approach

has been taken, first by proposing a greater foundation of knowledge surround-

ing ransomware itself. In Chapter 4, this knowledge was consolidated into an

overview of the anti-ransomware landscape for other researchers to gain a deeper

understanding of the inner workings of the many independently-developed anti-

ransomware tools in the wild. Existing anti-ransomware solutions were compared

in the interest of identifying the most promising and popular approaches, albeit

this task was difficult due to the unfortunate lack of transparency in this field.

This overview was designed to be expandable to account for future devel-

opments as well as present consistent terminology and structure which can be
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considered as a framework for future anti-ransomware developments to follow. It

was shown that a greater emphasis on open-source and reproducible development

is necessary for anti-ransomware research to carry a greater impact. Based on this

work, one of the most popular and intuitive approaches to ransomware detection

– statistical analysis – was investigated.

A critical analysis of various implementations of statistical-based approaches

to ransomware detection was performed in Chapter 5, highlighting a severe vul-

nerability; that is, a large susceptibility to false positives when distinguishing

between encrypted and non-encrypted data, particularly when that data is com-

pressed (or otherwise naturally entropic). Whilst these tests are generally good at

identifying genuine usage of encryption, a non-negligible amount of false positives

would deter their usage in a proactive anti-ransomware tool. It is important to

consider the end-goal of an anti-ransomware tool: to run in the background of an

end user’s machine without impairing their typical day-to-day behaviour whilst

still maintaining high detection rates.

It was highlighted that out of the five key statistics presented in Chapter 5

(namely Shannon entropy, chi-square, arithmetic mean, Monte Carlo value for pi

and serial correlation coefficient), no single statistic performed adequately across

the board to be considered capable of reliably identifying encrypted data, although

chi-square and serial correlation coefficient showed the most potential. As such,

more advanced processing methods, such as observing multiple statistics in parallel

and over time, was suggested.

Towards these ideas, Chapter 6 proposed two additional higher order statistics

with which the base set of statistics could be augmented. These statistics were

skewness (to identify any left or right bias present in the underlying byte distribu-

tions) and kurtosis (to identify patterns in the overall shape of the distribution).

In addition, median and standard deviation were introduced over the underlying

statistics themselves, to identify the consistency with which random data was being

written to the filesystem. Finally, classifiers were trained on both the file-based

and buffer-based dataset, highlighting significant distinguishing power between

encrypted and non-encrypted data using the novel features proposed in this work,

achieving detection accuracies of up to 98.69%.
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Table 15: A mapping of the major contributions of this thesis to their relevant
research question

Contribution Relevant RQ Document Location
A roadmap for improving the im-
pact of anti-ransomware research

RQ1 Chapter 4

An analysis of current statistical
approaches in ransomware detec-
tion

RQ2 Chapter 5

An investigation into the limits
of statistical-based approaches to
ransomware detection

RQ3 Chapter 6

Open-source availability for ran-
somware data collection and de-
tection

RQ[1-3] Appendix A

Open-source availability for the
datasets built during this work

RQ[1-3] Appendix A

7.3 Contribution Towards Research Questions

In order to evaluate the contributions presented in this work, the reader is re-

minded of the three research questions initially proposed in Chapter 1. In an-

swering these questions, a greater foundation of knowledge surrounding the ran-

somware threat will be built. In the following section, the key contributions of the

work presented in this thesis are discussed from the perspective of the research

questions proposed in Section 1.6.2. Table 15 maps the major contributions in

this work to their respective research question.

RQ1: How can approaches to ransomware detection and recovery be unified?

In order to tackle the first research question, Chapter 4 presented a roadmap

documenting the anti-ransomware landscape. By performing a critical analysis of

the anti-ransomware related literature, it was found that many approaches adopt

similar techniques with considerable overlap. Therefore, this chapter proposed

a roadmap with consistent terminology by which existing approaches could be

categorised. In addition, an attempt was made to compare previously-existing

anti-ransomware tools from the perspective of their accuracy and overhead, a

task that is necessary to evaluate the distinguishing power of the various proposed

techniques.

It was shown that more work is required to ensure that future anti-ransomware
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tools are developed with an open-source approach in mind, as well as with consid-

eration of the practicality of the tool itself such that end users may use the tool

daily with negligible impact. It is hoped that the roadmap proposed in this work

allows other researchers to efficiently digest and build upon the anti-ransomware

domain without repeating mistakes or reinventing previously proposed work. In

addition, this work should encourage academics to place a greater emphasis on

the main task at hand; that is, protecting end users from ransomware. As such,

it is of vital importance to equally consider aspects such as reproducibility to in-

spire further work, as well as the practicality of proposed solutions to ensure that

they can truly be adopted in the real world. The analysis of the anti-ransomware

literature also led to the proposal of two novel detection methods for ransomware,

namely edit distance and serial byte correlation coefficient.

A greater unification between the various anti-ransomware solutions will aid

considerably in the development of greater and more advanced defence techniques.

The work presented in tackling RQ1 attempts to initiate this unification by provid-

ing a central source of knowledge, encouraging consistent terminology and pointing

towards a universal benchmarking platform upon which separate solutions can be

evaluated fairly.

RQ2: What are the limitations to current statistical-based ransomware detec-

tion methods?

To greater understand the extent to which statistical approaches can be used to

reliably identify ransomware attacks, Chapter 5 performed a detailed investigation

of statistical approaches in use by the state-of-the-art. In addition, statistical tests

which have not yet been used to detect ransomware were included within exper-

imentation. Statistical measurements of Shannon entropy, chi-square, arithmetic

mean, Monte Carlo value for pi and serial correlation coefficient were calculated

for the underlying byte distributions of a large corpus of realistic user data.

The work presented in this thesis showed that the current use of statistics

in detecting ransomware has significant room for improvement. It was shown

that when used naively, simple statistical tests such as Shannon entropy were

incapable of distinguishing between encrypted and other types of highly entropic

(yet benign) data. It was also shown that there are significant limitations of a
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statistical-based approach to detecting ransomware, both from the perspective of

false negatives and false positives (the latter of which, whilst less destructive, were

far more pervasive). An end user will neglect to use an anti-ransomware solution

which results in frequent false positives, even if it has the ability to perfectly

identify a ransomware attack.

Additional statistics were proposed, including a Monte Carlo estimation of pi

as well as a serial byte correlation coefficient. Whilst each statistic in isolation

clearly demonstrated the ability to identify random data, they too demonstrated

the inability to reliably distinguish between other types of highly entropic yet

benign data, such as compressed files. For example, when observing images such

as JPEGs and WebP files, false positive rates were found to be as high as 92.80%.

Moreover, no single statistic was identified to be optimal at minimising false posi-

tive rates; it was often the case that whilst somewhat acceptable performance was

achieved in one image category (for example around 0.50%), the same statistic

attained much poorer false positive rates for another file format. As a concrete

example, whilst chi-square achieved false positive rates as low as 0% in the case of

lossless WebPs converted from JPEGs, it also attained much higher false positive

rates (for example 76.69%) in the case of lossy WebPs converted from JPEGs.

It is hoped that future research in this area looks to more advanced techniques

in statistical analysis, for example by combining multiple statistics and measur-

ing a change in the randomness of data over time. Many statistical tests are

lightweight and powerful; RNG analysis is an active and complex field of research.

The boundary where RNG analysis and statistical-based ransomware detection

meet presents much overlap and it is hoped that future work in this area contin-

ues to draw upon advances in the field of RNG analysis.

RQ3: What is the potential for improvement in statistical-based ransomware de-

tection?

To address the shortcomings of statistical-based ransomware detection meth-

ods identified in Chapter 5, Chapter 6 investigated advanced uses of statistics

across both user files and user buffers obtained from filesystem interactions. Ad-

ditional statistics were introduced to gain greater insight into the nature of data
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written by ransomware processes. Higher order statistics were included to iden-

tify patterns in the shape of underlying byte distributions, standard deviation

was introduced to infer the context with which data had been written, and it

was shown that these novel approaches can be combined with more traditional

machine learning approaches commonly seen in the state of the art.

It was shown that there exists clear untapped potential within the domain of

statistical-based ransomware detection and much greater accuracy can be achieved

when observing the standard deviation of multiple statistics over time. A number

of decision trees and SVMs were trained on the updated dataset, each of which

demonstrated clear ability to identify encrypted data reliably. When observing the

median of the underlying statistical values for the file-based dataset, an accuracy

of 76.66% was achieved using a decision tree and an accuracy of 85.49% was

achieved using an SVM. When instead trained on the standard deviation of the

underlying statistical values, the decision tree achieved an accuracy of 93.69%

and the SVM achieved an accuracy of 97.48%, showing a significant improvement

over the median-based data. This novel approach to observing statistics clearly

demonstrates strong capability in detecting encrypted data due to its ability to

consider behaviour over time (based on the specified batch size).

Future research in this area may look towards improving detection accuracy

and reliability even further through a purely statistical approach, including pri-

oritising accurate detection on a smaller amount of input data as a step towards

as early detection as possible.

7.4 Impact of Results

In the following section, the major novel contributions presented in this work are

detailed along with a discussion of their practicality in the real world. The reader

is referred to Table 15, mapping the contributions presented in this work to their

relevant chapters in this thesis.

• The roadmap for improving the impact of anti-ransomware research pro-

posed in Chapter 4 serves as a reference point for those interested in anti-

ransomware development. By presenting a clear and organised represen-

tation of the literature, readers are offered the ability to quickly learn the
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techniques and technologies required to begin anti-ransomware development.

This work also places much emphasis on openness of research and encour-

ages developers to consider the need to fairly evaluate their work against

others.

• The detailed analysis of current statistical approaches to ransomware detec-

tion presented in Chapter 5 displayed the clear deficiency in this approach;

that is, a distinct inability to reliably distinguish between encrypted and

non-encrypted data. Shannon entropy and chi-square, along with three other

statistics which have not yet been used for ransomware detection (arith-

metic mean, Monte Carlo value for pi and serial correlation coefficient) were

“stress-tested” using a high-entropy dataset of images, compressed data and

encrypted data and it was shown that no single statistic provides acceptable

performance from the perspective of false positives and false negatives.

• Chapter 6 expanded upon the work of the previous chapter by implementing

additional higher order statistics (skewness and kurtosis), as well as mea-

surements over time using median and standard deviation. It was shown

that by performing more in-depth processing of a wider range of statistics

and observing data written over time, it is possible to obtain much higher

accuracies across the board when tested against a file-based and buffer-based

dataset.

• In the interests of openness and scientific reproducibility, all of the work

presented as part of this PhD project has been made open-source (see Ap-

pendix A). This is to allow other researchers to learn directly from the work

presented in this thesis and helps to improve the next generation of anti-

ransomware research.

7.5 Limitations

In this section, we acknowledge the key limitations in the research presented in

this thesis. This section serves as a wider overview of the major limitations of this

work. However, discussion of more technical limitations can be found in Sections

4.7, 5.6 and 6.7.
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7.5.1 Malware Analysis Environment

Unfortunately, the very nature of conducting research within the realms of mal-

ware naturally invites many dangers and opportunities to make mistakes which

can carry significant consequences. For example, the mishandling of a malware

sample could quickly result in an outbreak, compromising both the user’s ma-

chine but also the wider network at large. As such, it was of utmost importance

to ensure that any experimentation requiring the use of ransomware samples was

conducted on a completely isolated network dedicated to the malware analysis lab

discussed in Section 3.3.

Whilst this was necessary to ensure safe practices, it was also a point of bot-

tleneck for our experimentation. Our decision to implement our own bare-metal

approach to ransomware analysis was to ensure accurate representation of ran-

somware runtime behaviour as much as possible. It is well-known that malware

samples are capable of identifying when they are executed in a malware analysis

environment such as Cuckoo sandbox [3], so by constructing a bespoke environ-

ment full of realistic user data the chances of a sample modifying its behaviour

were minimised.

However, in the interests of safety, remote access was disabled such that on-site

access was required for use. As a result, it was not always possible to orchestrate

experiments at any given moment. On top of this, management of the images

used for machine rollback, as well as the process of machine rollback itself, was a

manual and error-prone process; something which Cuckoo sandbox would handle

almost automatically.

We recognise the trade-off between using a well-established malware analysis

environment and a bespoke solution. The benefits offered through a pre-built and

actively supported solution, particularly its ability to process a large number of

experiments in bulk, outweigh the benefit of remaining hidden to some ransomware

samples (the impact of which can effectively be alleviated by building a larger

corpus of ransomware samples).

Finally, the files used to populate the malware analysis environment were ob-

tained through Govdocs [67]. Govdocs is a valuable resource providing millions

of freely-available real files for research purposes. However, this corpus was built

over ten years ago and as such cannot be said to accurately represent modern
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filetypes of today [54]. In addition (although perhaps a limitation of any pub-

lic document corpus), determined ransomware variants may be able to recognise

when the environment in which they are executing contains files from Govdocs,

for example by file hashing.

7.5.2 Limited Ransomware Sample Set

Obtaining, labelling and safely experimenting with malware samples is recognised

as a difficult problem by the research community [76], particularly with regard to

ensuring that any samples are active and relevant. This challenge is further com-

pounded by the volatile nature of ransomware; individual variants are typically

short-lived (for example due to takedowns or campaigns that conclude [26, 130])

leading to an abundance of outdated and inactive samples.

For these reasons, obtaining a large corpus of ransomware samples that is truly

representative of the current “state-of-the-art” in ransomware attack techniques

is non-trivial. Indeed, after obtaining such a corpus, it could only remain relevant

for a matter of months before either the samples are rendered inactive or are

outdated by novel attack techniques.

It is acknowledged that the ransomware sample set used for this PhD project

may be a limiting factor in the overall quality of the results obtained. For example,

the classifiers trained during the work presented in Chapter 6 may be evaded by

future ransomware samples that exhibit different behaviour from the perspective

of the measured features. Until a feature is measured that can be guaranteed to

be an invariant of ransomware behaviour, this challenge will be difficult to over-

come using traditional behavioural detection techniques. However, this research

project’s focus on statistical features is a step towards exploiting behaviour that

can be considered invariable for financially-motivated ransomware.

7.5.3 Limited Access to Anti-Ransomware Tools

Our access to previously-developed anti-ransomware tools was limited. This was

due to a combination of reasons but in most cases, the tools and associated data

were simply not made publicly available. This challenge was compounded by the

decision to prioritise Windows-based anti-ransomware tools developed in academia

as the scope for this thesis.
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It is challenging for the research community to perform a fair comparison of

original implementations of anti-ransomware tools and techniques when such a

significant proportion is not made accessible. This raises difficulties when eval-

uating different techniques against one another, highlighted in Chapter 4. As a

direct result of this, the evaluation performed during this project was constrained

to self-reported results of the authors of the tools themselves. This limitation is

worsened by the fact that these tools were evaluated against independent datasets

and evaluation criteria, making it difficult to fairly compare these results.

One option is to re-implement previously-proposed techniques, but due to the

lack of transparency of these solutions as discussed in Chapter 4, it would be very

difficult to develop accurate versions. However, this would enable researchers to

test these approximations against a uniform dataset allowing for more sensible

comparison. The reader is referred to Section 7.6 where further avenues of future

work to address this major flaw are presented.

7.5.4 Countermeasure Evasion

It is acknowledged that although the countermeasures proposed in this thesis raise

the bar for threat actors to conduct ransomware attacks, it may be the case that

particularly determined attackers develop enhanced capabilities to evade these

defences. Whilst this limitation is not exclusive to this work (any proposed coun-

termeasure is susceptible to scrutiny, analysis and possible evasion by a threat

actor, particularly when financial gain is at stake), it is expected that the coun-

termeasures proposed will need to be improved and refined over time to ensure

that more advanced ransomware variants are still detected. This reflects the arms

race nature of the ransomware threat in general; advanced ransomware strategies

encourage advanced ransomware defence strategies, thus fuelling a never-ending

cycle.

7.6 Future Work

It is hoped that the research and results presented in this thesis provide those

with an interest in anti-ransomware inspiration for the next era of research aimed

at tackling the ransomware threat. As a starting point, we provide insight into
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potential avenues of future work addressing the limitations highlighted throughout

this work.

7.6.1 Expanding the Anti-Ransomware Roadmap

Even in the event that the implementation of a specific anti-ransomware technique

is infeasible on any operating system or device other than that for which it was

developed, it is the case that inspiration can still be found by researchers sharing a

common goal. As such, it would be beneficial to the anti-ransomware community

if the anti-ransomware roadmap presented in Chapter 4 was expanded to include

solutions developed for other systems such as Android.

There exist many anti-ransomware solutions developed for platforms besides

Windows [10, 40]. It is reasonable that most anti-ransomware research targets

Windows, as ransomware typically targets this operating system. Still, ran-

somware attacks exist on other platforms and as such anti-ransomware research on

these platforms is warranted [159]. On top of this, advances in anti-ransomware

techniques on other platforms may even inspire techniques for the next generation

of Windows-based anti-ransomware.

In addition, expanding the roadmap to cover solutions developed in industry,

whilst presenting challenges in itself, would overall benefit the anti-ransomware

community. Difficulties would arise in the fact that these tools are largely closed-

source, with licenses available to purchase that (understandably) do not grant

access to source code. Additionally, significant ethical considerations arise when

considering the option of reverse engineering any obtained tools.

Regardless, only having access to the runtime behaviour and performance of

a purchased anti-ransomware license would still be beneficial in terms of allowing

comparison between other tools. Having an expanded arsenal of anti-ransomware

tools can only help when it comes to the task of unifying anti-ransomware research

to provide the next generation of researchers with insight and inspiration.

7.6.2 Universal Anti-Ransomware Benchmarking Platform

Discussed in Chapter 4, the creation of a platform specifically designed for bench-

marking anti-ransomware tools would provide many benefits to the research com-

munity. Such a platform could exist in many forms, but the primary goals
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should be to provide researchers with an open-source repository to test their anti-

ransomware implementations against predefined batteries of tests.

For example, a user may submit their bundled anti-ransomware application

to a virtual machine (accessible through a browser). They are then required to

run their application and initiate an automated testing process (by which many

ransomware samples are pitted against the VM whilst a watchdog monitors the

success rate of each variant). This process could be used to automatically generate

and store a report containing details of the anti-ransomware tools performance –

in terms of detection accuracy, recovery (if implemented), and system overhead –

which can be directly compared against other tools.

Optionally, depending on the scope of the project, it may be possible to aug-

ment the platform to contain various repositories for developers to submit their

anti-ransomware implementations, data and possibly even ransomware samples

themselves. Whilst a tall order, this would greatly benefit the anti-ransomware

community by providing a central source of knowledge and ideas.

Of course, the availability of this kind of service to the public would enable at-

tackers themselves unrestricted first-hand access to state-of-the-art developments

in anti-ransomware research. It is highly likely that they will try to use this

knowledge to their advantage, developing ever more complex and sophisticated

ransomware variants capable of evading most or all detection mechanisms.

Additionally, submissions to the platform would need to be rigorously moder-

ated to ensure that threat actors do not use the service as a distribution vector

for malware (whether that be ransomware, or other kinds of malware). This issue

would be compounded if the decision is made to include a repository for ran-

somware samples, which in itself carries significant ethical considerations as well

as danger. However, online malware repositories are not a novel concept [184, 195].

It is highly likely that the amount of moderation required for the service would

require a full-time team, however the benefit to anti-ransomware research would

be substantial.

7.6.3 RNG Testing Batteries for Ransomware Detection

Ransomware, by design, results in significant quantities of highly entropic data

written to the filesystem as discussed in Chapter 5. The research proposed in this
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thesis has highlighted that distinguishing maliciously encrypted data from other

types of highly entropic data is nontrivial. Unfortunately, without investing into

more computationally expensive techniques such as machine learning, it is difficult

to reliably achieve this task at the current time.

However, there exist many tests specifically designed with the intention of

classifying data as random [32, 123]. It may be possible that these tests can

be used to distinguish encrypted data from other types of data, much like the

methodologies followed in Chapter 5 and Chapter 6. As such, it would be an

interesting and potentially beneficial exercise to put together a collection of RNG

tests over which a large amount of encrypted and non-encrypted (yet still highly

entropic) data can be tested.

The outputs of the tests can be parsed automatically allowing for both man-

ual and automated analysis to identify any discernible differences between the

two classes of data. Furthermore, the outputs of these tests could themselves be

features in a larger machine learning approach to ransomware detection. Con-

siderations (and perhaps even modifications) may need to be made regarding the

tests themselves which are generally designed to run on large amounts of data,

although novel tests are being researched which have been designed to require less

input data [174].

7.7 Further Challenges

The following subsection discusses some of the many outstanding research chal-

lenges within the domain of anti-ransomware research.

7.7.1 Structural Differences Between Encrypted and Com-

pressed Data

Chapters 5 and 6 examined and addressed the difficulty in distinguishing between

encrypted and highly entropic (but unencrypted) types of data. Whilst it was

shown that when considering multiple statistics in parallel and over time, ran-

somware behaviour can be identified, there is still much room for improvement.

It still cannot be said that there exists clear statistical distinguishers between en-

crypted and highly entropic data, evidenced by the requirement of observations
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over time.

A large-scale analysis of encrypted and highly entropic data should be con-

ducted where vast batteries of statistical tests are applied, as suggested in Section

7.6.3. If a reliable distinguisher can be found at this level, it will be possible for

researchers to distinguish between encrypted data and highly entropic data in a

given instant, rather than over time.

7.7.2 The Traditional Behavioural Approach

As explored throughout this thesis, many popular approaches in detecting ran-

somware attacks rely on modelling malicious and benign system use such that

ransomware behaviour can be identified. In principle, this idea holds, and re-

search in the area has shown promising results. However, an inherent challenge of

this approach is that of appropriately modelling ransomware behaviour such that

future ransomware variants are also represented. In other words, these approaches

rely on all ransomware exhibiting similar behaviour to ensure detection, however

it is irresponsible to assume that to be the case.

With that considered, there are some aspects of a ransomware attack that can

be considered invariable as to achieve the high-survivability criteria, particularly

through use of encryption (although there are no guarantees as to the rate at

which this encryption is performed, nor its implementation). It is likely that many

behavioural features of today that rely on aspects of ransomware that cannot be

considered invariable will be ineffective in the future as ransomware continues to

develop.

This challenge can also be observed from the benign perspective: it is im-

possible to truly model accurate benign system usage in such a way as to ac-

commodate the entirety of humanity. It may therefore be the case that future

machine learning-based anti-ransomware tools need to train themselves based on

each specific user’s activity (which comes with ethical and privacy considerations),

and assume any deviation from normal usage is an anomaly (i.e. a potential ran-

somware attack). This approach eliminates the requirement of modelling any

ransomware behaviour. When coupled with a well-designed user interface which

provides the user with adequate information in the event of a potential attack

(such as in [127]), a user would be able to deny any malicious activity (whether
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that be ransomware or, more generally, malware).

7.7.3 Usability and Overhead

Pre-existing anti-ransomware solutions have considered the concepts of usability

and system overhead as part of their design [109, 149, 127], however in general

these topics have not been at the forefront of research. This is perhaps rightly

so at the current stage; ideas are still relatively new and rapidly evolving. It

would be more efficient to spend significant effort on usability and overhead once

a particular approach is proven to be unquestionably effective.

However, as the realm of anti-ransomware research matures, researchers ven-

ture ever closer to battle-proven anti-ransomware tactics that work excellently in

theory and in practice. As these breakthroughs approach, it is expected that a

shift in priority will be observed such that researchers put usability and system

overhead at the forefront of their efforts. This will be to ensure maximum uptake

in individuals and businesses alike – an anti-ransomware solution that achieves

perfect classification rates will never be adopted at large if system performance

is brought to a standstill whilst the program is running. It will be important

for researchers to consider various types of end users, including individuals with

varying workloads to large-scale organisations, each with different requirements

and expectations.

7.7.4 Intent of Encryption

Chapter 6 presented work towards being able to identify the context of highly en-

tropic writes to the filesystem from a statistical perspective. However, in general,

this remains an open research challenge. Progress towards solving this challenge

would allow the ability to confidently distinguish between malicious uses of en-

cryption (i.e. ransomware attacks) and benign uses.

Unfortunately, the task of determining the intent of encryption comes with

more challenges, namely that both maliciously and benignly encrypted data are

identical from a structural perspective. As such, using basic approaches such as

entropy calculation over individual files (or parts thereof) will provide no insight

between the two classes of data. To solve this problem from a behavioural point of

view, much more data around the process of encryption itself would be required,
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similar to the work presented in Chapters 6. This would allow insights to be

gained into wider aspects of system behaviour, such as quantity and frequency of

encryption.

7.8 Chapter Summary

This chapter has provided the reader with an overview of the novel contributions

presented throughout this thesis as well as the results obtained, followed by a

discussion of the impact of these contributions to the wider community. Follow-

ing this, a discussion of the limitations of this work was presented. Avenues of

future work were discussed directly relating to the experimentation conducted

during this project, after which some outstanding research challenges in the field

of ransomware detection and recovery were highlighted to inspire further work.
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Appendix A

Open-source Availability

The datasets, code and results created as part of this PhD project have been made

open-source in the interest of scientific reproducibility. Much of this work can be

found at https://github.com/anti-ransomware/stats-tools-research. Fur-

ther artefacts will be made available to anti-ransomware researchers upon request

at jjp31@kent.ac.uk.
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Appendix B

Example Buffer-Based Data

Collection

Below is a simplified and anonymised excerpt of the output generated by the

data collection utility detailed in Chapter 6. More specifically, the utility in ques-

tion was developed as a Windows Filesystem Minifilter Driver, and the following

data shows filesystem interactions generated by the ransomware variant known as

Alcatraz.

In the interests of readability, a subset of columns are presented in this ex-

ample, however the actual raw data produced as part of the work presented in

this thesis can be found in Appendix A. The full set of data includes the contents

of the user buffer read from and written to the filesystem, over which statistical

analysis can be conducted.

Observations to note in the following excerpt include the repeating pattern

of a read followed by a subsequent write to the same file in question, typical

of an application reading and encrypting data in-place. More data is written

than is read, indicating padding as well as other possible meta-data relating to

the ransomware sample. In addition, the process and thread remains constant

indicating a single process (i.e. the Alcatraz executable) is conducting the activity.
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Appendix C

Example Buffer-Based

Behavioural Features

Below is a simplified example of the behavioural and statistical features engineered

from raw data collected from the filesystem. An example of the raw data upon

which these features are calculated is provided in Appendix B.

In the interests of readability, a subset of columns are presented in this ex-

ample, however the full data sets are available in Appendix A. The full data set

includes more traditional behavioural features such as those based on the aca-

demic state-of-the-art, as well as novel statistical features explored in this thesis.

Table 14 presents a description of each feature used in training.
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