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Abstract

Perovskite and perovskite-like materials have garnered warranted attention over the

previous decade due to their potential use in high efficiency photovoltaic devices.

Their flexibility both chemically and sterically gives materials’ scientists and engi-

neers the opportunity to tune the properties of such materials to suit the application

that it is needed for. In this thesis we use ab initio methods to describe the funda-

mental distortions that appear in a series of structures and their associated optoelec-

tronic properties. In the first results chapter we complete a rigorous exploration of

a variety of chemistries where we explore the various distortions that can appear in

these materials. I show that the system exhibits a very complex interplay between pri-

marily the breathing distortion and Jahn-Teller distortion and subsequently all other

distortions that appear at lower tolerance factors. We also explore the appearance of

a polar instability. In the second results chapter we take the understanding of these

distortions and physical aspects of the gold double perovskites to discuss the opto-

electronic properties of these materials. We find that the Jahn-Teller distortion opens

up the gap in a metallic to insulator phase transition, we examine the effects of each of

the distortions on the size of the gap and the effective masses of the structures and we

see that the introduction of tilt distortions opens up the gap even more and increases

the effective masses of the charge carriers. Examination of pressure presented us with

the unusual discovery that hydrostatic pressure suppresses the appearance of the tilt

distortions in this perovskite structure due to the cooperative nature between the tilt

and Jahn-Teller distortions(something that is suppressed with pressure). With the
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knowledge of the effects of pressure we predicted a polar phase in the Rb2Au2(Br, I)6

structures with the introduction of a small hydrostatic pressure. We explored the pos-

sibility of an enhanced dielectric constant through tuning of lattice parameters with

pressure and was able to show an enhanced dielectric constant at a region where the

phonon frequency was sufficiently softened. In the final part of the thesis we dis-

cussed the application of hybrid improper ferroelectricity. We showed through sym-

metry analysis that a polar distortion appears in the low-symmetry A3B2X7(A = Cs, Rb,

K; B = Pb, Sn, Ge; X = I, Br, Cl) Ruddlesden-Popper structures via a trilinear coupling

term with two non-polar distortions. We explored the effect of chemical substitution

on the size of the gap and the effects each change in the chemistry had on the size of

the distortions, we suggested that the Cs3Ge2I7 system is a proper ferroelectric (does

not follow the improper method) and finally we explored the effects of Spin-Orbit

coupling and the type of exchange-correlation functional that was used on the ac-

curacy of our results. Overall we believe that the work presented in this review puts

forward some exciting and interesting discussions of charge-separation in perovskite

photovoltaics. As we look forward in this review we make some suggestions of other

structures which would be more suitable for a possible experimental analysis.
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Introduction

“Nobody gets beyond a petroleum economy. Not while there’s petroleum there.”

- Dan Simmons
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M Ore than ever there needs to be a change to how our world works. With

exponential growth of humans across the world and a world population

of 9.7 billion expected in 2050[1] and a real over reliance on fossil fuels

(see Figure 1.2 and Figure 1.3), now more than ever do we need to start shifting to a

more sustainable future.

The two figures from Our World in Data show explicitly how fossil fuels dominate

the energy production of the world. It has unfortunately lead itself to destruction of

habitats and what is accepted as scientists as the slow warming of the planet. Data

from Jouzel et al. show the correlation between the CO2 content of the atmosphere

and the temperature as shown in figure 1.1[2]. What is clear is there needs to be a

Figure 1.1: The correlation between the temperature change of the atmosphere in

comparison to today’s temperature and the amount of CO2 in the atmosphere in

PPM.

reduction in overall emissions of CO2 in the atmosphere. There has been a general

geopolitical effort to limit the emission of CO2 through several ’conventions’. The

two which stand out are the Kyoto Protocol which was adopted on the 11 Decem-

ber 1997 and entered force in 2005. There are currently 192 signatories to the Kyoto

principle[4]. The second ’convention’ that looked to secure a reduction in the overall

emissions of CO2 is the Paris climate agreement in Dec 2015, which was adopted by

195 countries with the aim of limiting temperatures to 2◦C to pre-industrial levels,
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Figure 1.2: The share of electricity from different sources for the world. What we see is

a slow decline in the use of fossil fuels but overall there is still a massive over reliance

on coal. Generally across the world we see a more of reduction in the use of coal, but

an increase in either oil or gas. Figure from [3].

Figure 1.3: This graphic from Our World in Data shows explicitly that even though

there has been reductions in the overall percentage of fossil fuels being burnt for fuel,

the overall percentage is a constant increase in the amount that is being burnt due to

the overall increase in human population on the Earth. Figure from [3].
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which would require a carbon-neutral economy of the world by 2050[5]. Therefore

there needs to be a shift of our energy production to more long-term sustainable re-

newable energy sources.

1.1 Photovoltaic History and Function

Solar power is one such renewable source that could be continued to secure the long-

term energy needs of humankind. The power radiated by the sun is approximately

3.86 × 1026 W. In approximately 80 minutes energy from the sun equivalent to the

total world energy use for a full year will radiate on the Earth, this estimates that ap-

proximately 7000 times the worlds energy use is radiated every year. The potential en-

ergy extraction is huge and unfortunately there are large economic, geopolitical and

technological challenges ahead. Of course here we are going to focus on the tech-

nological challenges that face the extraction of energy from sunlight. The original

idea of photovoltaics came from the photovoltaics effect where Alexandre-Edmond

Becquerel observed that metal electrodes in an electrolyte solution produced small

currents when light was shone onto it. He however could not explain this effect[6].

The late 1800s and early 1900s lead to huge developments in the area of the pho-

toelectric effect and photovoltaics with a couple patents being taken out under the

names of solar cell, solar storage patent numbers US527377A and US598177 respec-

tively. The 1900s lead to the explanation of the photoelectric effect on a quantum ba-

sis by Albert Einstein. Einstein published Über einen die Erzeugung und Verwandlung

des Lichtes betreffenden heuristischen Gesichtspunkt which translates to On a Heuris-

tic Viewpoint Concerning the Production and Transformation of Light in 1905 which

lead to the award of his Nobel prize in 1921. This understanding of the nature of light

and its interaction with matter lead to a century of photovoltaic research which we

take advantage of today. The first modern photovoltaic is generally considered to be

a p-n junction silicon solar cell developed by Chapin et al., with the first silicon solar

cells being approximately 6% efficient[7].

Initially they were difficult to commercialise due to their extremely large cost but were
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eventually and commonly used to power satellites. The principles of these solar cells

work by a singular photon interacting with an electron in the valence band, this raises

the electron to the conduction band where it is free to move under an external electric

field. This electric field comes from the presence of the p-n junction (more about this

later). The issues we have with photovoltaics is the arbitrary low efficiencies that we

see with them for generally quite a high cost, therefore a lot of research over the past

10-20 years has gone into finding a cheaper and easier to make photovoltaic device

with a relatively high Power conversion efficiency (PCE). As defined in the discussion

of photovoltaics the power conversion efficiency is the ratio of the output power over

the input power. Figure 1.4 shows the different types of solar cells that have been

built from 1975 to 2020. The efficiency of photovoltaic solar cells vary depending

on the way in which they are built. The current highest efficiency photovoltaic that

has been produced is a four-junction III-V semiconductor. III-V semiconductors are

an alloy of group 3 and group 5 elements, examples include GaAs[9], GaN[10] and

InN[11]. This four-junction solar cell has a peak efficiency of 46%. This high level of

efficiency comes from the absorption across a very large range of wavelengths (300-

1750nm)[12]. One of the issues we have in using four-junction solar cells is the very

large cost that is associated with the engineering of one. Therefore as mentioned be-

fore what we are looking for is a cheap alternative with a relatively large PCE.

This leads us on to promising photovoltaic cells that we are going to examine in this

thesis, perovskite solar cells. Perovskite solar cells have only been examined for just

over a decade and has become a promising photovoltaic due to its astronomical rise

in PCE in such a short amount of time (see yellow circle with red outline on the NREL

chart). One of the first perovskite solar cells, a organometal CH3NH3Pb(Br,I)3 regis-

tered a 3.8% efficiency[13]. From here there has been an acceleration in the different

perovskite solar cells created, both organic and inorganic. The first fully inorganic

pervoskite solar cell was created in 2012 with a PCE of 0.88%[14] with a rapid increase

in the PCE for halide inorganic perovskites as shown in Figure 1.5. The exciting point

about perovskite solar cells is both the rapid increase in PCE and the extremely cheap

production cost with production cost coming down to £0.18 per square foot[16] in
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Figure 1.5: Evolution of the PCE of inorganic halide solar cells from the original CsSnI3

up to the more recent CsPbI3. Figure from [15].

comparison to silicon. Perovskite solar cells have seen an improvement of approx-

imately 20% increase from 3 to 23% over the space of a 4 year period[17] whereas

silicon solar cells have seen a similar increase across the approximately 60 years that

we have been studying them. Perovskite solar cells do however come with their own

challenges:

1. the stability of perovskite solar cells. This has become a whole branch of re-

search in itself and something we will not explicitly address in this thesis. Per-

ovskite solar cells are known to degrade quickly and do not have particularly

long lives. This degradation can happen under many conditions including mois-

ture, oxygen, temperature and even quite ironically light[18, 19, 20, 21].

2. Material toxicity is a current issue with perovskite solar cells. A lot of the cur-
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rent materials that have significantly higher PCE’s have lead at the heart of the

structure. This leads to some possible environmental problems with perovskite

solar cells[22]

3. The hysteresis effect of photovoltaics. This effect can lead to over-inflated val-

ues of the PCE[23] due to the fact hysteresis affects the values of the open-

circuit voltage and the short-circuit current density. The effect of hysteresis can

also severely hamper the operational stability of the device[23].

These types of challenges are ones that are currently attempting to be addressed. We

will briefly discuss challenge two throughout this thesis and was one of the reasoning

in our review focusing on the changes in chemistry.

1.2 Solar Cells

In this section we will discuss more widely the physics and understanding of solar

cells themselves. This leads into what specifically it is we are looking for when we

explore the application of perovskites as solar cells later on. So what is a solar cell? A

solar cell is a device that converts solar radiation into electricity. Currently solar cells

are becoming more prominent over the world and even in the UK, there is however

some push back due to their high carbon cost and general unreliability. Photovoltaic

technology works on the premise of taking advantage of the quantum mechanical

particle nature of light and the photoelectric effect which allows for the excitation

of electrons to higher energy states[24]. Solar cells work on the premise of having

an insulating material with a smaller gap where electrons can be excited to a higher

energy state through small energy fluctuations (for solar cells, that energy fluctuation

is light).

Semiconductors and The Photovoltaic Effect

The general electronic structure is based on the premise of two types of bands. A

valence band is the band of electron orbitals that electrons can move out of when
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excited, these bands are completely occupied in the low energy state. It is generally

the outermost electron orbital of an atom. The conduction band is the area in which

electrons are free to move between different atoms, they are said to have undergone

conduction which is where electrical power is transferred. Figure 1.6 shows the three1

main types of materials electronic bandstructure. As shown in figure 1.6 different

Figure 1.6: Basic description of a) an insulator b) a semiconductor and c) a metal.

materials will have altering electronic properties that are based on the organisation

of the electronic bands in the material:

1. Insulator: An insulating material is one in which no/very small electrical cur-

rent will flow. A prime example of an insulator is glass, glass is completely trans-

parent to light due to the fact that none is absorbed through the material and

no electrons are moved between the bands due to the band-gap being large,

this is however only true for non-defective materials. Defective materials are

not reliant on the valence and conduction band for charge transfer. Doping

of glass with impurities can change the colour of the glass, this therefore would

1We generally think of the electronic properties falling into three distinct categories as mentioned

above in which one is a metal but we can also see the electronic properties of a material fall into two

other categories the semi-metal (a very small overlap of the VB and CB) and the half-metal(Where con-

duction only occurs with electrons of one spin orientation).
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lead to a particular change in the band energy levels (more on doping later), the

VB is completely filled which makes the system inert, in which the electrons are

fixed and cannot be mobile throughout the system.

2. Semiconductors: Materials in which the difference between the conduction

band (CB) and valence band (VB) is in between that of both an insulator and

metal. Generally semiconductors fall into two categories. A wide-gap semi-

conductor in which the gap is usually above approximately 1.5eV. These semi-

conductors are more likely to work at much higher voltages. For smaller gap

semiconductors (08-1.5eV range) Small fluctuations in the energy can lead to

excitation to the CB, this can include a change in temperature for example a

thermistor or the presence of light (Light dependent resistors, photovoltaics).

3. Metals: Metals are materials where the VB and CB completely overlap. In this

case the electrons occupy both the VB and CB but both bands a partially filled,

this leads to the ability for the charge carriers to be mobile through the struc-

ture.

4. Fermi-Level: In solid-state physics and when we analyse structures in DFT the

fermi-level is the highest occupied energy level of a material at 0 degrees kelvin.

I mention DFT as this ab-initio method is a ground-state (0k) theory.

Of course in reality the bands in a material are not simple rectangles but a full struc-

ture which maps out the allowed and forbidden energies for electrons in the mate-

rial. Isolated atoms have electrons that can sit in discrete energy levels and are free to

move between these energy levels when the energy is sufficient. When two or more

atoms are bonded together their atomic orbitals will overlap or hybridise, creating

new orbitals with different shapes and energies. Due to the sheer amount of atoms

that are found in a crystal we find that a lot of the energy levels begin to coalesce to

form a long energy band. Generally the valence bands we see in our bandstructures

are based on the valence electrons (the outermost electrons used for bonding and

conductivity). Inner electrons are generally not part of the conduction process due to
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the bands not overlapping significantly. Band theory is an excellent tool in allowing

us to determine some of the key electronic properties that materials have. Band-

structures can generally have lots of band gaps throughout the material and when we

describe the band-gap it is associated with gap between the valence band maximum

and conduction band minimum and is usually wraps the Fermi level. The main focus

of this review is of course the semiconductors. The basics of the description of semi-

conductors is found above but there are multiple aspects to which semiconductors

are structured.

We can describe semiconductors in two types both an intrinsic-semiconductor, where

the number of excited electrons is equal to the number of electron-holes and an ex-

trinsic-semiconductor, which is doped by an external source. Doping is the process

in which impurities are intentionally introduced into the material with the desired

effect to change the electronic properties of the material. The photovoltaic effect

arises from the excitation of electrons from the VB to the CB through a band-gap value

which has a distinct energy value. This energy value can change material to material

but is also based on the impurities in such a material. A distinct photon with energy

equal to the band-gap will allow an electron to move up to the CB. This leaves behind

a positively charged space, we designate this name as an electron-hole. An electron-

hole acts as a positively charged carrier which can also move freely amongst the VB,

through an electron taking its place and leaving behind another electron-hole.

Figure 1.7 shows a basic schematic of how an excitation can occur in a semi-conductor

material. If the energy is sufficient for the electron to move through the forbidden

region then the electron can move up to the conduction band and move freely be-

tween the different atoms, allowing for conduction. Electrons that are excited above

the conduction band edge will lose their energy as they relax back to the edge of the

conduction band, these electrons are termed hot electrons due to the loss of energy

through thermal radiation. The band-gap is one of the most vital parts of the photo-

voltaic effect and a focus of this thesis. One of the benefits of perovskite solar cells is

the complete versatility in adjusting the gap which makes them excellent candidates

for this study.
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Figure 1.7: Simple schematic of the excitation of an electron from the valence band

(VB) to the conduction band (CB).

Absorption of light is another central focus to the study of photovoltaics, light is not

always emitted in singular wavelength photons (like a laser) but a wide spectrum of

different energies, the spectrum of visible light. The spectrum that is used to compare

between semiconductors is the AM 1.5 spectral irradiance[25] and is used to com-

pare the effects of different photovoltaic devices. This model is commonly used as a

spectrum which models the solar irradiance effectively and is vital in understanding

the optimisation of band-gaps. Band-gaps have been important to the photovoltaic

field for an extremely long time and one of the most referenced pieces of literature in

the field is based on the Shockley-Quessier limit of efficiency. The Shockley-Queisser

limit states that the efficiency of a single p-n junction solar cell cannot exceed (un-

der the 1.5 AM spectrum) 33.7% for a band-gap of approximately 1.4eV[26]. Solar cell

efficiency loss is inevitable due to the electronic structure of the materials. We find

that some of the light is reflected from the surface of the material and even when

absorption occurs energy can be lost through heat. This occurs when the energy of

the photon is much greater than the band-gap, in which electrons that have become
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excited above and beyond the CBM will relax and lose energy to the energy as they

move towards the edges. Energy can also be lost when the electron-hole recombina-

tion can occur. This allows us to aim for a particular band-gap when we are examin-

ing our perovskite solar cells. Shockley and Quessier made explicit reference to a p-n

junction. This junction is created through the combination of two different types of

doped semiconductor.

Doping is an effective method to increase the number of charge carriers within a ma-

terial (the number of electrons or electron-holes). For traditional semiconductors

doping creates N-type material when a group IV semiconductor material is doped

with group V atoms and P-type is created when the same group IV materials are doped

with group III elements. N-type materials increases the number of negative charge

carriers and P-type increases the number of positive charge carriers.

Combining these two together creates a p-n junction. This junction’s role is to sepa-

rate the electron and hole carriers in a solar cell. There are several other ways to sep-

arate charges including selective contacts[27] or a combination of metal-insulator-

semiconductor solar cells[28] where the use of an extremely thin insulator can allow

measureable currents to tunnel between the semiconductor and metal layers. In the

case of solar cells p-n junctions are the most widely used so will be examined here

in the introduction. It is important to note that further in the thesis we move away

from the idea of p-n junctions due to the exclusive way perovskites carry out charge

separation. Development of such a junction requires the doping of acceptor atoms

within the p-type region of the semiconductor and doping of donor atoms within the

n-type atoms. These dopant atoms manipulate the band edges of both the p-type and

n-type semiconductors to produce a voltage across the region between them. This is

shown in Figure 1.9,
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Figure 1.8: Schematic of a p-n junction showing the depletion zone and the formation

of the electric field across the junction. This allows for the charges to be separated

when excitation occurs. Schematic from [29]

Figure 1.9: A) Energy band diagrams of p-type and n-type semiconductors. B) The

energy diagram of a pn-junction which is in equilibrium. Similar to figure 1.8 we can

see a potential barrier appear between the two types of semiconductor. Figure from

[30].
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Where, the E n,p
F i is the fermi level for the intrinsic semiconductor, EF,p and EF,n are

the fermi levels for the associated semiconductors, Wd p is the width of the depletion

region and finally ∆Vpn/q is the potential barrier across the pn-junction. Because of

the strong electric field in the depletion region, there are no free electrons or holes. If

light with sufficiently high enough energy is shone onto the material we see the sep-

aration of an electron-hole pair within the depletion region, there then is migration

of the electrons to the right and the holes to the left with a photocurrent being pro-

duced. Figure 1.8 shows the basic schematic of a p-n junction. This junction provides

the opportunity for charge carriers to be separated.

Operation of a solar cell allows us to measure certain characteristics that allow us to

understand the electrical properties of such photovoltaic devices. They can include:

• The open-circuit voltage (VOC ): The voltage that occurs under illumination

when there is no metallic contact between the two ends of the junction of the

solar cell.

• Short-circuit current density (JSC ): The current density that flows through be-

tween the two terminals of the photovoltaic cell when the resistance is zero

(also defined as when the voltage between the two ends of the junction is zero).

• The operational voltage and operational current (VMPP , JMPP ): The voltage and

current density generated by the solar cell when it is operating at its maximum

power output.

• Fill factor (F F ): The ratio of the power generated by the solar cell and the max-

imum theoretical power that can be generated from the JSC and VOC .

F F = JMPP VMPP

JSC VOC
(1.2.1)

• Efficiency (η): is the percentage ratio of the operating power of the solar cell and

the theoretical maximum power of the solar cell. This can calculated using the
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parameters discussed here or by measuring both the input power and output

power of the solar cell.

η= JMPP VMPP

PL
= JSC VOC F F

PL
(1.2.2)

where PL is the power of the light that is being shone onto the surface of the

solar cell.

Figure 1.10 shows the how each of these characteristics interact with each other. This

Figure 1.10: Basic JV curve which shows the different characteristics of a photovoltaic

device (VOC , JSC , F F , PMPP .), Figure from [31]

line of this graph is obtained from the following[32]

I = IL − I0

[
exp

( qV

nkT

)]
, (1.2.3)

where V , is the solar cell forward voltage, q is the electron charge, n is the intrin-

sic charge density, k is Boltzmann’s constant, T is the absolute temperature, IL is the

light generated current and I0 is the dark generated current. These quantities become

important for the comparison of the solar cells, not only between the different com-

positions but between the theoretical and operational results that can be extracted.

We will not explicitly be analysing the effects of these measurable parameters of solar
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cells but they may be discussed when looking at the literature surrounding each of

the systems that we will be analysing in this thesis.
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1.3 Perovskites

We have touched upon the purpose of looking at perovskite solar cells. conventional

silicon solar cells, which are currently commercially and widely available currently

carry out a job particularly well. However, as previously mentioned silicon solar cells

are limited in their power-conversion efficiency and come with an extremely high

carbon cost. Although abundant and cheap to extract, the carbon cost of carrying

out the raw-to-useable material is high with the average customer needing to have

a solar cell running for approximately 3-4 years to pay back the carbon cost of pro-

ducing it. This is also not taking into account the other rare-earth materials that are

involved in manufacturing. Perovskite structures are based on the original perovskite

CaTiO3 which was discovered by by Gustav Rose and named after the Russian min-

eralogist Lev Alekseevich Perovski [33]. The original structure follows the (ABX3) and

B-site cations can be substituted to give a variety of different physical and electronic

properties, this provides perovskites and perovskite like materials with a wonderfully

diverse portfolio of uses. The idealised perovskite structure is cubic in nature and is

adopted by a large range of different perovskites. An example of a cubic Pm3̄m is

SrTiO3 (at T = 298K) which follows the following:

SrTiO3; cubic; a=0.3905nm; Z=1; space group: Pm3̄m (No. 221)

Atom Label No. of Atoms Position

Sr 1 0, 0, 0

Ti 1 1/2, 1/2, 1/2

O 3 1/2, 1/2, 0; 1/2, 0, 1/2; 0, 1/2, 1/2

Table 1.1: Atomic positions of the cubic Pm3̄m SrTiO3 structure.

The interesting point of the perovskite structures is the corner sharing octahedra that

are produced in its formation. If we think about our SrTiO3 structure then we have the

formation of TiO6 octahedra with the Ti-cation placed in the centre of the cage. These

octahedra are corner sharing with other octahedra and thus can rotate and tilt, this is
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Figure 1.11: Structure of the SrTiO3 Perovskite which shows the corner sharing octa-

hedra at the centre of the structure. The Strontium atoms surround the octahedra.

Atomic positions from [34]

a vital part of the research that we have undertaken and it can wildly change the prop-

erties of the materials. Another aspect that can change the properties is the chem-

istry of the materials. Perovskites are also diverse in their ability to cater for both an

inorganic and organic A-site cation for example methylammonium (CH3NH3) or for-

mamidinium (CH(NH2)2). In this thesis we will be looking at exclusively metal-halide

perovskites which follow the same stoichiometry but the X-site anion is a group VII

element. Because our halide has an X− oxidation state our cations will need a net

charge of +3 and usually always follow the (+1,+2) valency state. In metal halide per-

ovskites, the B-site cation is usually filled with a Pb2+ cation but as we show in Chap-
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ter 5 this can be filled with Sn2+[35, 36] and Ge2+[37]. This is generally due to the

instability of the material. As mentioned previously, the stability of inorganic per-

ovskite materials is one of the challenges we currently face with degradation occur-

ring almost instantly in some materials in certain conditons. Interestingly, a lot of the

different tin and germanium perovskites that we see are paired with an organic A-site

cation and there seems to be a real lack of inorganic metal halide compounds with

tin and germanium. In chapter 3 we also look at a new and up and coming structure

which has been in research recently with the B-site cation being Gold. In all of the

chapters in this thesis the A-site cation will be a group I element mainly (Cs, Rb, K).

Structurally we can determine how likely our system is to be perovskite by looking at

the Goldschmidt tolerance factor[38]:

a =
p

2(Ra +Rx ) = 2(RB +Rx )

τ= Ra +Rbp
2(Rb +Rx )

, (1.3.1)

Where Ra , Rb and Rx are the ionic radii of each atom. For the purpose of this the-

sis we used the Shannon ionic radii[39]. We have used the tolerance factor and the

Shannon ionic radii as a method of comparison between different structures in this

thesis with the radii of the halides being quite poor. The tolerance factor itself is a ra-

tio of the ionic radii. The Goldschmidt tolerance factor is one of the ways in which we

can predict certain sterical characteristics of perovskite materials. For example, if the

tolerance factor is larger than 1 then we can see a tetragonal like structure examples

include BaTiO3[40]. This tolerance factor arises from the fact that either the A-site

cation is too big or the B-site cation is too small. Usually for a tolerance factor slightly

that are above this region will drive the appearance of a polar distortion. Generally,

for tolerance factors of 0.9-1.0 we can see structures that are cubic, much like the

aforementioned SrTiO3 mentioned previously. When the tolerance factor becomes

considerably smaller we begin to see the appearance of tilted perovskite distortions.

This arises due to the A ions being too small to fit within the spaces between the B-

site regions in the structure. For example in the Cs1−x Rbx Pb(Cl, Br)3 phases we see

an increase in the size of the tilt distortion when the tolerance factor is decreased[41].
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In this thesis we will be studying metal halide perovskites and these materials have

a very brief but rich history, unlike conventional semiconductors like Si, GaAs, CdTe

which are covalently bonded compounds halide perovskites are ionically bonded crys-

tals. What this does allow is flexibility in the formulation of such a system with solid-

solutions of various cations and anions that are created (See the Cs1−x Rbx Pb(Cl, Br)3

above).

This allows for the tuning of optoelectronic properties of the materials to be done

much easier and gives engineers and researchers the opportunity to apply a single

system to multiple applications. For example in the organometal halide perovskite

HC(NH2)2PbBr1−y Iy where the mixture of iodine and bromine can lead to a change

in the absorption edge across a variety of wavelengths (550nm for pure bromine to

850nm for pure iodine)[42]. It is not just anion mixing which has been shown to im-

prove the optoelectronic properties of the material, A-site cation mixing has been

shown to improve stability. For example the A-site cation mixture of Cs0.05FA0.95PbI3

shows resistance to degradation to moisture in comparison to pure FAPbI3. This

was then extended where Rb was used instead of Cs and the improvement in re-

sistance to humidity improved significantly[43]. Mixing of both A- and X-site ions

has shown to improve the PCE of perovskite solar cells quite significantly with with

MA0.17FA0.83Pb(I0.83Br0.17)3 allowing a PCE of 21.2%. Not only did this improve the ef-

ficiency of the material in comparison to their non-mixed counterparts but the mix-

ing of the A-site cation lead to improved stability with the solar cell operating stably

for more than 1000 hours[44].

Although organometal halide perovskites show promise in terms of their PCE statis-

tics, the organic cation is believed to be the leading issue with long-term stability

and with a toxic substance like lead, stability is a real problem. Degradation of the

perovskite solar cells can lead to the the formation of PbI2 and this is very common

when exposed to moisture[45]:

4 CH3NH3PbI3 + 4 H2O 4 [CH3NH3PbI3·H 2O]

(CH3NH3)4PbI6·H 2O + 3 PbI2 + 2 H2O
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(CH3NH3)4PbI6·H 2O 4 CH3NH3I + PbI2 + 2 H2O,

Therefore there has been a lot of work being put into removing the A-site organic

cation and looking go full inorganic. The group 1 elements are generally favoured for

replacement of the organic cations (Cs, Rb, K), Rb and K compounds are currently

in the realms of theoretical work with the CsPbI3 compound having been explored

quite rigorously. These materials do not come without their issues for example at

room temperature the CsPbI3 compound wants to relax into whats called the yellow

phase (δ-CsPbI3) which is orthorhombic and does is not generally as photoactive as

the cubic black phase (α-CsPbI3). Issues of the black phases stability at room temper-

ature has been attempted to be addressed with the introduction of MA or FA into the

crystal structure which leads us back into the realms of low stability or substituting

out the I with Cl or Br which leads to larger band-gaps which can be not suitable to

optical light absorption[46, 47, 48].

As previously mentioned there is a huge amount of flexibility when it comes to per-

ovskite structures in the variety of ions both organic and inorganic. Not only with

the almost swap out, swap in idea with elements. Theoretically we can do this, by

means of density functional theory or classical dynamics but we might not neces-

sarily be able to create it in a lab. This chemical flexibility however does allow us to

see a wide variety of different properties and there is a lot of work going into trying

to enhance the chemical flexibility of perovskites even further[49]. Another flexibil-

ity is the sterical flexibility that perovskites have, these can include several different

sterical changes of the atoms. Perovskites can be subject to all different types of ster-

ical changes based on physical chemical change to electronic substitution change.

With some perovskites, more generally with the transition metal perovskites, differ-

ent occupations of the d-orbitals can lead to the Jahn-Teller distortions[50, 51, 52],

cation ordering[53, 54] or octahedral tilts[55]. This leads to an even larger variety of

electronic properties and this is something we will explore over the next couple of

chapters. this little subsection we have explored some of the fantastic progress per-

ovskites have made in the world of photovoltaics over the very brief but explosive 15
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year history from the writing of this thesis. In this thesis however we will be exploring

inorganic perovskite materials. In our first two results chapters we will be looking at a

previously synthesised and more recently explored gold double perovskite structure.

In the final chapter we will explore the optoelectronic and ferroelectric properties of

Ruddlesden-Popper Layered Cs3Pb2I7. There is exciting results to be explored for the

gold double perovskites with a plethora of different distortions which are all inter-

linked through a primary and secondary order parameter. It is however, an exciting

time for the world of photovoltaic perovskites and we have seen huge amounts of re-

search put forward for the development of these materials in the hope of soon to be

commercialisation.
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1.4 Ferroelectrics

Ferroelectricity is a physical property of a material that can occur in selected mate-

rials that is characterised by the spontaneous electric polarisation without the pres-

ence of an external electric field. Ferroelectric materials are a subclass of pyroelec-

tric (materials that exhibit electric polarisation when the temperature changes) and

piezoelectric materials (materials that exhibit electric polarisation under mechani-

cal stress). All of these materials are under the umbrella term dielectrics (A material

that can be polarised by an external electric field). Ferroelectric materials exhibit a

switchable polarisation in the presence of an external electric field, something which

is not attributed to other parent classes of polarisable materials. Ferroelectricity was

discovered by J. Valasek in 1920 with his study on Rochelle salts[56], with many more

materials having been discovered as ferroelectric recently.

The ferroelectricity that arises in crystals is due to the breaking of inversion symmetry

in the crystal structure. This gives rise to a non-centrosymmetric system. Ferroelec-

tricity is generally a displacive effect (but ferroelectricity can arise from molecular

FE’s whereby the dipolar molecules align) where ions in the unit cell of a material

lead to a asymmetry in the electron density. Examples include the off-centering of

the Ti4+ ion within the octahedral cage of the BaTiO3 which leads to the ferroelectric

properties. This off-centering of the Ti4+ is driven by a pseudo second-order Jahn-

Teller distortion[57], whereas in PbTiO3 ferroelectricity appears due to a lone pair

of electrons within the structure. The reversible polarisation leads to the hystere-

sis properties of the material. Quite a large amount of polar structures of ferroelec-

tric materials arise due to small external changes in a non-polar polymorphs. These

changes could be strain, temperature, etc. Figure 1.12 shows the hysteresis of a ferro-

electric material. Where, Psat is the saturation polarisation, the maximum value for

the polarisation that can be produced by the material, Pr is the remnant polarisation,

the size of the polarisation when an electric field is removed and finally Ec which is

the coercive field - the field at which the polarisation can be reduced to zero. Typically

materials demonstrate ferroelectricity below a certain phase transition temperature
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Figure 1.12: Ferroelectric hysteresis loop with some key points for the loop. Psat is

the saturation polarisation, Pr is the remnant polarisation and Ec is the coercive field.

Figure from [58].

which is called the Curie temperature , Tc . Usually in the case of perovskite materials,

moving above this transition temperature signifies a change in the structure as the

system moves to a higher-symmetry phase and moves to exclusively a dielectric ma-

terial. This is usually associated with a phase transition to a centrosymmetric space

group. We have briefly talked about the displacement of ions in a bulk system and

this is what drives the appearance of ferroelectricity within the material. The concept

of an electric dipole is central to the application of electrostatics. For small finite sys-

tems like isolated atoms or molecules this dipole can easily be modelled. The dipole

moment d, of a collection of charges qi at positions ri is defined as:

d =∑
i

qi ri , (1.4.1)
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If we think of a continuous charge density throughout a material we can use the ex-

pression:

d =
∫

Q(r)rdr, (1.4.2)

where, Q(r) is the charge density. We can then calculate our bulk polarisation by

thinking of the size of the electric dipole per unit volume:

P = d

Ω
, (1.4.3)

WhereΩ is the volume of the unit cell. Unfortunately this method does not work well

for systems in bulk. This arises due to the position of the unit cell that we choose

within our bulk system. If we take a system of repeating units of anions and cations

spaced a/2 apart from each other such that the unit cell is of length a we can notice

that the system is symmetrical. If we take the positive ion and look either side we see

no difference, our system has inversion symmetry and thus non-polar. This leads to a

couple of problems as shown in Figure 1.13. This model highlights an issue. If we take

Figure 1.13: 1-Dimensional chain of alternating ions with negative and positive

charge. The dashed lines show two different unit cells of same length a

any unit cell in our 1-D chain of ions then we see a non-zero polarisation as shown

below:

P = 1

a

∑
i

qi ri

= 1

a

(
−1× a

4
+1× 3a

4

)
= 1

a

2a

4

= 1

2
(1.4.4)
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The next problem is that if we look at the second unit cell we find:

P = 1

a

∑
i

qi ri

= 1

a

(
1× a

4
−1× 3a

4

)
= 1

a
×−2a

4

=−1

2
(1.4.5)

We find that we have opposing values for the polarisation in the bulk system and the

polarisation is dependent on the reference system that is used. This is where the mod-

ern theory of polarisation came in. We find that for a inversion symmetric system the

series of ions will lead to a symmetrical version of the polarisation calculated depen-

dent on the unit cell that was chosen. These polarisation quantities are symmetrical

about a midpoint in our case is 0. The purpose of this method is to be able to measure

a polarisation across an infinite crystal, unfortunately equations 1.4.2 and 1.4.3 can-

not lead to a way of defining the polarisation in an infinite crystal. We therefore use

the modern theory of polarisation to solve this issue. The modern theory of polarisa-

tion maps back to a point charge picture with Wannier centres for the electrons[59].

Experimentally this is not a problem as we measure the change in polarisation and

as such this is what we look to do here, calculate the change in the polarisation. We

find that all non-polar systems still contain polarisation lattices. The difference in

this case is if we now displace one of our ions in each unit cell by some arbitrary value

d then we find:

P = 1

a

∑
i

qi ri

= 1

a

(
−1× a

4
+1× (

3a

4
+d)

)
(1.4.6)

= 1

2
+ d

a
(1.4.7)
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and for the second unit cell:

P = 1

a

(
+1× (

a

4
+d)−1× 3a

d

)
=−1

2
+ d

a
(1.4.8)

If we now look at the difference between the non-polar and polar systems:

∆P =
(1

2
+ d

a

)
− 1

2
= d

a
(1.4.9)

And we find the identical value for the other unit cell. We now have calculated the

size of the polarisation in the asymmetric system as a difference between the polar

and non-polar polarisation lattices.

In this thesis however, we will not be examining the macroscopic polarisation

of the systems we will study and we will look more at a crystallographic method of

highlighting the origins of ferroelectricity in inorganic metal halides. We model this

crystallographic method using invariants analysis which we model as a landau-like

model. invariants analysis can be used to determine the free energy of a material

about its phase transition and allows to determine through what methods various

distortions in our material can arise. A phase-transition is the transformation of a

system from one phase (in our case usually a change in space group, and thus ionic

order) to a another. The phase transition changes the properties of the material as

a result of some external factors which could include temperature or pressure. For

example above the Curie temperature we see materials lose their ferroelectric prop-

erties and will become dielectric, for example, BaTiO3 loses its ferroelectric properties

and becomes dielectric above 120oC [60]. The application of invariants analysis can

help us learn about the second-order (continuous) phase transitions. The model for

a proper ferroelectric can be described as:

(F −F0) = a(T −Tc )P 2 +bP 4, (1.4.10)

where F0 is the free-energy of the undistorted, high-symmetry structure, Tc is the

Curie temperature and a and b are constants. Graphically this is described as the
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trade mark potential double well (See figure 3.10). In the Landau theory, phase tran-

sitions occur when one of the constants changes sign (moves from positive to neg-

ative). In a ferroelectric phase transition the relevant distortions are displacive (the

movement of ions throughout the crystal). Most displacive transitions are caused by

the softening of particular phonon distortions and the softening and finally freezing

of the distortions drives the appearance of such distortion, the softening of the polar

distortion can be described as:

ω2 ∝χ−1, (1.4.11)

where ω2 is the square of the phonon frequency and χ is the Landau parameter[61].

χ in the case of equation 1.4.10 represents the polarisation P . In Chapter 4 we look at

the ionic dielectric response of the phonons and look to tune this fundamental prop-

erty. In this thesis we will look at both proper and improper ferroelectricity. In our

proper system, polar softening leads to a ground state ferroelectric structure through

the primary order parameter, the polar mode. In an improper ferroelectric non-polar

modes soften which leads to two non-polar distortions appearing but induce a polar

mode via mode coupling, in this particular case the polar mode is a secondary order

parameter (appears due to coupling with primary order parameters).

Photoferroics

Because of the diverse range of devices that perovskites can be part of, ferroelec-

tricity is a generally desired property in a lot of these devices[62], examples can in-

clude FeRAM[63], capacitors[64] and photovoltaics. In terms of photovoltaics there

has been an increasing amount of research put into the idea of a ferroelectric photo-

voltaic (Photoferroics). A photoferroic is a material that combines the light harvest-

ing properties of a photovoltaic and the properties of a ferroelectric material, these

are sometimes aptly named FE-PV (Ferroelectric-Photovoltaics). This idea was first

visualised by Vladamir Fridkin in 1985 with the idea of a photoferroic crystal for light

absorption[65]. But photoferroics have remained within the realm of research for

many years. The initial photoferroic was SbSI which as a ferroelectric had a polari-
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sation 25µC/cm2 with a band-gap of 1.9-2.0eV[66] but with an efficiency of approxi-

mately 3%[67] the material never moved from its infancy in terms of commercialisa-

tion. Photoferroics have been kept in the realm of research for a couple of reasons,

firstly, their poor efficiencies and generally very poor conductivity throughout the

crystal[68]. However in recent years there has been an upturn in the field of photo-

ferroics with the perovskite halides and oxides showing promise in both solar light

absorption and charge separation (of which we will explore some examples soon).

Also photoferroic performance has tried to be explained using certain mechanisms

which attempt to agree with experimentation.

The first of these mechanisms is the Bulk photovoltaic effect (BPE). BPE is only ob-

served in non-centrosymmetric systems, the simplest model described by Belinicher

and Sturman which they called the photogalvanic effect where asymmetric scatter-

ing of charge carriers leads to a net flow of randomly drifting charge cariers and a

photocurrent[69]. The second of these BPE mechanisms is modelled on the idea that

the electrostatic potential is asymmetric due to asymmetry of electron charge density

around the ion of the material, again of which only appears in non-centrosymmetric

crystals. As shown in Figure 1.14. Electrons absorb energy from photons of light to

excite them above the ground state E0 to a total energy E . If E < V1 then the excited

electron remains trapped in the potential well and will lose energy back to the ground

state and not move. If E >> V2 then the electron can move away over the potential

barrier isotropically, finally if the energy sits between both potential wells V1 < E <V2

then charge carriers are scattered by the large potential well to the left (with some be-

ing able to quantum tunnel). Others will flow to the right over the top of the potential

barrier V1. This leads to an overall photocurrent to the right. This mechanism allows

for a photocurrent based on the absorption of light which is aligned with the asym-

metries in the potential wells that form. Finally the third mechanism for BPE is initi-

ated by the splitting of the conduction band in the presence of non-centrosymmetric

crystal.

This effect commonly known as Dresselhaus or Rashba splitting[70]. This effect is

driven by spin-orbit coupling so it is more commonly seen in materials in which some
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Figure 1.14: Visual description of a possible mechanism of the BPE in ferroelectric

photovoltaics. Three energy scenarios above the ground state which show the pho-

tocurrent moving to the right over the asymmetric potential wells that form in non-

centrosymmetric crystals. Figure taken from [68]

of the elements are considerably heavier and bigger relativistic properties are more

prominent (for example lead). In this effect the probability of electrons being excited

across the valence band is constant, but dependent on the polarisation of the light

depends on the momentum of the electrons that are excited. This excitation leads

to either a positive or negative crystal momentum which leads to a net current in

one direction. This effect has been directly observed with MAPI, with Even et al. dis-

cussing the importance of the Spin-orbit coupling in perovskite photovoltaics with

the band offsets driving the electrons towards the electrodes [71]. The asymmetry of

the electron density also results in excitation of electrons from the valence to con-

duction band which is separated in real space. This shifting of electrons along the

material is designated the title shift current, which has been experimentally shown in

various structures: BaTiO3[72], SbSI[73] and GaAs[74] to name a few. Specifically in

GaAs we can see the effects of the electron density of the highest point in the valence

band and the lowest point in the conduction band, showing a clear real space sepa-

ration. Figure 1 of [75] shows the shift of electrons from the Arsenic ion in the valence

band to the Ga ions in the conduction band. In traditional p-n junction based so-

lar cells, hot electrons/holes typically relax to the band-edges as described by Figure
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1.7 and this leads to a loss of energy, this subsequently leads to a much smaller PCE

and limits the open-circuit voltage Voc to the size of the band-gap. For a photoferroic

which exhibits the bulk photovoltaic effect, the driving force carrier separation is not

the "in-built electric field" but the evolution of the electron wavefunction[76]. These

leads to a rapid propagation to the electrodes, reducing the hot carrier effect and thus

the Voc no longer depends on the band-gap (Above band-gap photovoltages). Due to

the fact that the method of charge separation depends on the asymmetry of the bulk

material, single phase materials can be used, this also leads into the fact that p-n

junctions require charge separation to occur in a small region in the material, the de-

pletion zone, whereas the the charge separation can occur in the bulk of the material

for a photoferroic.

One of the issues we have with ferroelectric perovskites is that a lot of ferroelectric

materials are high band-gap oxides[77, 78, 79]. The most famous of these is BaTiO3

in which has a very large polarisation of 0.26µC/cm2[80] but also has a large band-

gap[81]. This has lead to the exploration of looking for perovskite materials which

have suitable band-gaps and engineering ferroelectricity into these materials[82]. Fer-

roelectricity is a very sought after property in photovoltaics due to the ability to engi-

neer an extremely large photovoltaic effect[83] with above band-gap photovoltages[68]

and enhanced charge-separation[84]. Examples of this can include the family of solid

oxide solutions [KNbO3]x [BaNi0.5Nb0.5O3−δ]1−x in which based on the value of x we

see a wide range of direct bandgaps ranging from 1.1-3.8eV. Interestingly the x =0.1

composition is both polar at room temperature and has a direct bandgap of 1.39eV[85].

Li et al. also showed that a tin based hybrid-layered perovskite also showed ferro-

electric properties, (C4H9NH3)2(NH3CH3)2Sn3Br10 exhibits a large spontaneous po-

larisation of 11.76µC/cm2 at room temperature with enhanced energy conversion

efficiency[86]. Ferroelectricity in metal-halide perovskites and specifically MAPbI3

(MAPI) have been under fierce debate. Some are in favour of the ferroelectric prop-

erties of MAPI arising from the movement of vacancies under an electric field[87],

Other research suggests that even though the results of some DFT calculations from

Fan et al. suggest that the lowest energy structure was a tetragonal ferroelectric phase,
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experimental results suggested that the same tetragonal structure at room tempera-

ture is not ferroelectric[88]. On the other hand some work has suggested that MAPI

is ferroelectric, work by Rakita et al.[89] has suggested that MAPI shows ferroelec-

tric characteristics much like simple-harmonic generation and therefore it is non-

centrosymmetric.

1.5 Outline and Aims of Thesis

This thesis is a computational study of inorganic halide metal perovskites. We aim

to develop a comprehensive story of the origins of ferroelectricity within these inor-

ganic structures. Chapter 2 will summarise the key methodologies which underpin

the work we have completed in this review, this includes the theory of Density Func-

tional Theory (DFT), Periodicity and Hellman-Feynman Theorem. Embedded within

each research chapter we explore other theories which have are more focused within

each body of research. We then present our findings in each of the three research

chapters. Chapter 3 presents a look at the structural complexity of the gold double

perovskites with an aim at looking at the interplay between the various distortions

that appear as we alter the chemistry. The aim of the results in this chapter is to take

you on a journey of the high symmetry cubic structure down to the double tilted low

symmetry structure and show how the primary distortions introduced from the cu-

bic to tetragonal phase influences the appearance of all of the other distortions. We

explore the possibility of a polar phase and discuss its appearance through a pseudo-

triggered mechanism and show the influence of both the strain and Jahh-Teller dis-

tortions on this non-centrosymmetric phase.

Chapter 4 Looks to take the discussions of the previous chapter and analyse how

this influences the optoelectronic properties of these materials. We look to explore

the origin of the bandgap of the material and how the gap is tuned using distortions

which is directly linked to the chemical composition. We explore the effects of tilting

on the effective masses which will affect the charge mobility through the structure.

We explore the effects of chemical substitution on the absorption of the material and
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explore the absorption gaps that appear in the spectra. Finally we look at the effects of

pressure on the system and find some wonderful results showing some excellent co-

operative coupling between all distortions with the hope of developing a polar phase.

We use the phonon contributions of the ionic dielectric response to tune a large di-

electric constant in the material.

In Chapter 5 looks at a different system and another method of inducing ferroelec-

tricity into the material. We explore the Ruddlesden-Popper inorganic metal halide

perovskite which is known for having a relatively suitable bandgap for optical light

absorption and introduce ferroelectricity into the structure with a method called Hy-

brid improper ferroelectricity a form of ferroelectricity which arises due to two non-

polar distortions coupling to break inversion symmetry and couple trilinearly to the

polar distortion. We expand upon this to explore the effects of chemical substitution

on the size of the polar distortion and the bandgaps that appear. We explored this as

a another method of charge separation within photovoltaic perovskites. Overall, we

hope to show the link between structure and electronic properties and the benefits of

which spending time in determining the origins of different electronic properties.



2

Theoretical and Computational

Methods

Computation is not the same as thought and emulation is not the same as

imagination. - Abhijit Naskar
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Figure 2.1: The different methods that are employed in condensed matter physics

when looking at particular time and length scale regimes. Figure is taken from [90].

I N recent years there has been considerable computational work undertaken in

the field of materials science. Materials modelling is an incredibly useful tech-

nique that has brought forwards our attempts at predicting the properties of

materials. This can be especially useful in attempting to predict the properties of ma-

terials that have not been synthesised yet or materials that are expensive to make ex-

perimentally. In this thesis the main methodology will be the application of Density

Functional Theory - a first principles computational technique that can accurately

model the properties of a lot of different materials. In this chapter we will be focusing

on the theory that backs up the method and the different input parameters that can

affect the accuracy of the calculations.

2.1 Density Functional Theory

Density Functional Theory (DFT) is a theoretical method of determining the ground

state structure of materials. Unfortunately it is very difficult to solve the Schrödinger
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equation for any more than a 1-body system. The wave function of the system be-

comes exponentially more complicated as we increase the size of the system due to

the interactions between the particles in the system. This problem is defined as the

many-body problem and as such Density Functional Theory makes a set of approx-

imations that change dependent on the problem that is faced by theorists. DFT can

therefore be a relatively simple computational modelling method that can help de-

termine the electronic structure of a material and as such the associated properties

of the material.

The fundamental most "basic" equation for a non-relativistic quantum mechanical

many-body system is defined as:

ĤΨ= EΨ, (2.1.1)

where Ĥ is the Hamiltonian operator,Ψ being the many-body wave function and E is

the energy of the system. The Hamiltonian of the system can be defined as a combi-

nation of contributions from the kinetic energy of the electrons Ek(e) and nuclei Ek(n)

and the coulomb potential between the electrons Uee , the nuclei Unn and between

the electrons and nuclei Uen . The Hamiltonian can then be defined as the combina-

tion of the interactions between particles:

Ĥ = Êk(e) + Êk(n) +Ûee +Ûnn +Ûen , (2.1.2)

These simple terms can be expanded to determine the energies and potentials asso-

ciated with atomic coordinates, mass and nuclear charge:

[
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]
Ψ= EΨ, (2.1.3)

Where the upper-case letters are associated with the nuclei and lower-case letters

associated with the electrons. MI is the mass of the I th nucleus, RI the atomic coor-

dinates of the I th nucleus and ZI is the nuclear charge also associated with the I th

nucleus, and lower-case letters are then extended to its electron counterparts. It’s
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quite obvious here to see the level of complexity when we start to add more nuclei

and electrons to our systems. Fortunately there are several approximations that can

be applied to this complicated equation which can help us.

Clamped Nuclei and Born-Oppenheimer Approximations

In order to determine a way of solving the unsolvable approximations need to be ap-

plied to our system. One approximation is quite a simple one - The nuclei of our sys-

tem are considerably more massive than the electrons and therefore their movement

is negligible in comparison to the electrons. We can therefore set MI = ∞ in equa-

tion 2.1.3. This implies that the kinetic energy of the nuclei is negligible and thus can

be removed from the equation. The coulomb interaction between nuclei can also be

deemed a constant:

E = Etot − 1

2

∑
I,J

e2

4πε0

ZI ZJ

|Ri −R j |
, (2.1.4)

This then allows us to rewrite equation 2.1.3 as:[
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]
Ψ= EΨ, (2.1.5)

We can then expand upon this by using the Born-Oppenheimer Approximation which

is the assumption that the motion of nuclei and electrons can be treated indepen-

dently. Proposed by Max Born and J. Robert Oppenheimer in 1927[91], this allows us

to solve for the positions of the electrons whilst keeping the nuclei positions constant.

Described mathematically by:

Ψ(ri ,R j ) =Ψe (R j ,ri )Ψn(R j ) (2.1.6)

This shows the decoupling of the electronic wavefunctionΨe (r j ) and the nuclei wave-

function Ψn(R j ) from the many-body wavefunction Ψ(ri ,R j ). Of course even with

the decoupling of the two the equation in 2.1.3 and subsequently 2.1.5 it is still in-

credibly difficult to solve. Thankfully Hohenberg & Kohn [92] developed a way in

which this complex equation can be reformulated.



CHAPTER 2. THEORETICAL AND COMPUTATIONAL METHODS 63

Hohenberg & Kohn Theorem

Hohenberg & Kohn put forward the following:

Theorem: The external potential v(r) is a unique functional of the ground state elec-

tron density n(r). This theorem was proven using a method called reductio ad ab-

surdum. A proof whereby you show that the opposite (in our case the idea that a

external functional is not unique to the ground state electron density) would lead

to a contradiction. If we are to prove this as reductio ad absurdum there must exist

another external potential v ′(r) with a different wavefunction Ψ′ but has the same

ground state density of the initial external potential v(r), n(r). We can make the clear

assumption that the two many-body wavefunctions are different, Ψ , Ψ′. We can

therefore describe the energy and Hamiltonian’s of the two systems as a function of

their wavefunctions:

E ′ = 〈Ψ′|H ′|Ψ′〉 < 〈Ψ|H ′|Ψ′〉 = 〈Ψ|H + v ′− v |Psi 〉, (2.1.7)

where the right hand side of the equation is can hold due to the fact that the difference

between the two different Hamiltonian’s is the difference in the external potential. We

can therefore describe the energy E ′ as:

E ′ < 〈Ψ|H + v ′− v |Psi 〉
= 〈Ψ|H |ψ〉+〈Ψ|v ′− v |Ψ〉

= E +
∫

[v ′(r)− v(r)]n(r)dr, (2.1.8)

Due to the fact that our description of the system is symmetrical we can exchange the

two primed and unprimed values:

E < E ′+
∫

[v(r)− v ′(r)]n(r)dr, (2.1.9)

Combine the two equations together and we arrive at:

E +E ′ < E ′+E , (2.1.10)

This of course is a contradiction and therefore the Hohenberg & Kohn theorem is

supported that the external potential v(r) is a unique functional of the ground state



CHAPTER 2. THEORETICAL AND COMPUTATIONAL METHODS 64

electron density n(r).

A full understanding of the Hohenberg & Kohn theorem leads to use a description of

a simplistic description a system by knowing:

1. In the ground statre the electron density n(r) uniquely describes the external

potential of the nuclei Vn .

2. In any state the external potential Vn can describe the many-body wavefunc-

tionΨ of the system.

3. The many-body wavefunction can accurately describe the total energy of the

system E .

Compiling of the above together we can show that n(r) → Vn →Ψ→ E . This shows

that the energy of the system E must be a functional of the electron density E = F [n].

Kohn-Sham Equations

The Hohenberg-Kohn Theorem has shown us how the Energy of a system can be de-

scribed as a functional of the electron density. It does not however, explain how to

construct such a functional. The Kohn-Sham method therefore involves the calcula-

tion of the kinetic energy of a non-interacting system using independent wavefunc-

tions. We can describe such a functional as:

F [n] =
∫

drn(r)Vn(r)+〈Ψ[n]|T̂ +Ŵ |Ψ[n]〉 (2.1.11)

We can see from the functional above that the wavefunction is dependent on the elec-

tron density but the kinetic and coulomb operators are not. Kohn & Sham[93] there-

fore split these terms into the kinetic and coulomb energies of independent electrons
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and include any other energies to make up the difference:

E = F [n]

=

Total energy in the independent electron approximation︷                                                                        ︸︸                                                                        ︷∫
drn(r)Vn(r)︸             ︷︷             ︸

External potential

−∑
i

∫
drψ∗

i (r)
∇2

2
ψi (r)︸                      ︷︷                      ︸

Kinetic energy

+ 1

2

∫ ∫
drdr′

n(r)n(r′)
|r− r′|︸                      ︷︷                      ︸

Hartree energy

+ Exc [n]︸   ︷︷   ︸
XC energy

(2.1.12)

The idea of the equation (From Guistano[94]) was to collate all of the terms that we

do know and try and estimate the difference with the extra term Exc [n], the exchange-

correlation energy. If we did know this term then it would be simple to calculate the

total energy of the system in its ground state. If we apply the Hohenberg-Kohn varia-

tional principle which states that "the ground state electron density n0 is precisely the

function which minimises the total energy"[92]:

δF [n]

δn

∣∣∣∣
n0

= 0 (2.1.13)

to equation 2.1.12:[
− 1

2
∇2 +Vn(r)+VH (r)+Vxc (r)

]
ψi (r) = εiψi (r), (2.1.14)

where −∇2/2, Vn and VH are the kinetic energy, external and Hartree potentials re-

spectively. Vxc (r) being:

Vxc (r) = δExc [n]

δn

∣∣∣∣
nr

(2.1.15)

we arrive at the Kohn-Sham equations where Vxc is called the exchange-correlation

potential. These equations are incredibly powerful and are useful in trying to deter-

mine ground state properties of many systems in DFT. Unfortunately the accuracy

of such properties must entirely depend on the accuracy of the exchange-correlation

functional, which unfortunately we do not know what this is and considerable work

has gone into trying to construct such a functional over the last 50 years.

Local Density Approximation (LDA)

The simplest functional is one which is described as part of the local density approx-

imation (LDA)[95, 96] which looks at the most basic way of analysing the exchange
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and correlation energies of a system the homogeneous electron gas. This is modelled

in a similar way to a free electron gas in which the electrons are confined to a box

and we take the potential as constant. Therefore the exchange-correlation energy in

a homogeneous electron gas is constant and consistent at any point throughout the

box. Using this approximation the exchange-correlation energy can be described as:

E LD A
xc [ρ] =

∫
n(r)εxc (n)dr (2.1.16)

where is the electronic density and εxc is the exchange-correlation energy per particle

of homogeneous electron gas of change density n, which can also be split into the two

different energies:

εxc = εx +εc (2.1.17)

εx =−3

4

( 3

π

) 1
3

n
1
2 (r) (2.1.18)

This exchange energy can be described by the energy released when two or more elec-

trons with the same spin exchange their positions, this also ties into the correlation

energy which is a measure of how much movement one electron is influenced by the

presence of all of the others. The correlation energy can be accurately calculated for

a homogeneous electron gas through Monte-Carlo simulations.

Beyond the Local Density Approximation

Over the past 65 years since the first basic principles of Density Functional Theory

there have been considerable advances in the accuracy of exchange correlation func-

tionals. Unfortunately it is difficult to combine the energies of every kind of inter-

action that appears in molecules without sacrificing computational expense. There-

fore, we create different exchange correlation functionals that can be used for specific

tasks. Moving up the Jacobs Ladder (Figure 2.2) the next step in chemical accuracy is

the Generalised Gradient Approximation (GGA).

The Generalised Gradient Approximation (GGA) improves on the Local Density Ap-

proximation by applying the derivative of the electronic density to the exchange-
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correlation energy:

EGG A
XC

[
n(r)] ≈

∫
n(r)Exc (n(r)|∇n(r)|)dr (2.1.19)

The EGG A
XC initially was split into energies associated with exchange and then correla-

tion. An example was the B88[97] functional which was then combined with a selec-

tion of correlation functionals LYP[98], P86[99].

Figure 2.2: Jacobs ladder of exchange-correlation functionals linking the Hartree

world to the heaven of chemical accuracy. Higher up the ladder leads to increased

computational expense but with increased chemical accuracy.

Higher levels of the Jacob’s ladder introduce more computationally expensive non-

local functionals of the orbitals. Meta-GGA’s are essentially an extension to GGA’s of

which the non-interacting kinetic energy is applied as an additional input:

E MGG A
XC [ρ] =

∫
drρ(r)εXC (ρ(r),∇ρ(r),τS(r)), (2.1.20)
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where τS(r) is described as the non-interacting kinetic energy density and can be

evaluated through:

τS(r) = 1

2

∑
i k

|∇φi k(r)|2, (2.1.21)

such meta-GGA’s can be described through exchange-correlation functionals M06L[100],

TPSS[101] and SCAN[102]. The final two rungs are venturing into high computational

cost, hybrid functionals are a class of approximations that incorporate a portion of

exact exchange from Hartree-Fock theory with the rest of the functional constructed

from other sources. This contribution of exact exchange leads to improvements in

a variety of molecular properties including energies, bond lengths and phonon fre-

quencies. An example is the PBE0[103] hybrid functional which mixes the PBE ex-

change energy with Hartree-Fock:

E PBE0
XC = 1

4
E HF

x + 3

4
E PBE

x +E PBE
c (2.1.22)

where E PBE
x and E PBE

c are the exchange and correlation functionals respectively and

E HF
x is the functional of the Hartree-Fock exact exchange:

E HF
X =−1

2

∑
i , j
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ψ∗

i (r1)ψ∗
j (r2)

1

r12
ψ j (r1)ψi (r2)dr1dr2 (2.1.23)

The exact ratio of the mixing is specified by fitting functional predictions to experi-

mental data. The final rung of Jacob’s ladder addresses the Random Phase Approx-

imation (RPA). The RPA actually predates Density Functional Theory and was not

implemented until the late 1970’s. RPA exchange-correlation energies is the sum of

the correlation energy and the Hartree-Fock energy from all DFT orbitals. Evaluating

over both unoccupied and occupied orbitals allows for much more accurate energies

and properties including lattice constants, atomization constants[104] and heats of

formation[105] to name a few.

Throughout this thesis we used the PBESol exchange-correlation functional due to its

accuracy in determining lattice constants. Seeing as the research is aimed in analysis

of the different structures the functional was primarily aimed at determining accurate

structures for the wide variety of materials that we were examining. It is know that the
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electronic properties of the material itself can be more accurately determined using

the more computationally expensive hybrid functionals. There is also no discernible

difference in the shape of the bands between the structures that we analysed and that

found by a hybrid functional, with the only difference being that of the gap[106].

Self-Consistent Equations

With a full understanding Hohenberg & Kohn and Kohn-Sham we can look at solving

and determing the ground state energies of the system of interest. This involves a

self-consistent process. The first step is initialising the electron density, this electron

density is used to calculate an effective potential, the subsequent effective potential

is used to solve the Kohn-Sham equations which subsequently creates a new electron

density. If this density is the within the tolerance that was given in the DFT code then

the code wll output the final results of the energy, forces, pressures etc.[1

2
∇2 +Ve f f (r)

]
φi (r) = εiφi (r) (2.1.24)

Ve f f (r) =Vn(r)+VH (r)+Vxc (r) (2.1.25a)

Vn(r) =−∑
I

ZI

|r−RI |
(2.1.25b)

VH (r) =
∫

n(r)

|r’− r|dr (2.1.25c)

Vxc (r) = δExc [n]

δn
(r) (2.1.25d)

n(r) =∑
i
|φi (r)|2 (2.1.25e)

Equation 2.1.24 is defined as our single-particle Schrödinger equation and the subse-

quent equations a-e represent the individual components in the "master equation".

Equation 2.1.24 can be solved as a standard eigenvalue problem, however, in order

to solve for both the eigenvalues and eigenfunctions the total potential Vtot (r) needs

to be known. Unfortunately because the Hartree and exchange-correlation poten-

tial depend on the electron density and the density depends on the eigenfunctions
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(equation 2.1.25e) it is not possible to solve by conventional means. Due to the fact

that all of the equations are interlinked with each other the equation must be solved

self-consistently.

Self-consistent equations involve taking an estimation for electron density solving

the equations and returning a new density, if it is not the same then we repeat the

process until the two densities are equal. Figure 2.3 is a basic schematic for this self

consistent method:
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Figure 2.3: An adapted flow chart of the one found in chapter 3 of [94] showing the

self-consistent method of calculating the electronic density.
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2.2 Periodicity, Basis Sets & Pseudopotentials

Periodicity and Reciprocal Space

When we use density functional theory in condensed matter physics it is useful to

think of a material as a series of repeating unit cells with periodic boundary condi-

tions. The idea of using periodic boundary conditions allows us to define our prop-

erties as bulk due to the fact that in a crystalline solid the majority of the atoms are

within the bulk and not at the surface. Periodic boundary conditions also help the

simplicity of the calculation by modelling an entire crystalline structure just on the

atoms in one unit cell. The unit cells can be described by seven lattice systems; cubic,

tetragonal, Orthorhombic, Hexagonal, Monoclinic and Triclinic. These lattice sys-

tems can be described only by six parameters: three lattice parameters (a1, a2, a3)

and three angles between them (α, β, γ).

The seven lattice systems can then subsequently be divided due to the atomic posi-

tions in the lattice system. These can be described by fourteen Bravais lattices (Table

2.1), this can then correspond to the 230 space groups that can describe crystal sys-

tems. Crystal systems can also be described by both a direct and reciprocal lattice.

Lattice System Bravais Lattice Types

Cubic Primitive, Body-Centered, Face Centered

Tetragonal Primitive, Body-Centered

Orthorhombic Primitive, Body-Centered, Face-Centered, Base-Centered

Hexagonal Hexagonal

Monoclinic Primitive, Base-Centered

Triclinic Trigonal and Triclinic

Table 2.1: The 7 lattice systems and subsequent 14 Bravais lattice can be used to de-

scribe the symmetry of the crystal.

Reciprocal lattices are a representation of the direct lattice in Fourier (k) space. If we

define our reciprocal lattice as (b1, b2, b3) then we can show the relationship of the
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direct and reciprocal lattice as:

[b1,b2,b3]T =2π[a1, a2, a3]−1 (2.2.1)

ai ·bi =2πδi j , (2.2.2)

where δi j is defined as a Kronecker-delta symbol (1 if i = j and 0 when i , j ). With the

knowledge of the Kronecker-delta function it is implied that every reciprocal lattice

vector is orthogonal(normalized to 2π)[107]. Direct and reciprocal space are equiva-

lent in the fact that the lattice vector can be expressed as a linear combination of the

basis vectors with with numerical coefficients:

K =α1(a1,b1)+α2(a2,b2)+α3(a3,b3) (2.2.3)

When analysing structures there is one unit cell which is particularly useful. The Bril-

louin Zone is formed from breaking up sections of the reciprocal lattice and is for-

mally constructed by drawing perpendicular bisectors to the shortest reciprocal lat-

tice vectors. This volume is then called the brillouin zone. The brillouin zone is par-

ticularly useful for analysis of the electronic properties of a crystal structure where we

can map out the bandstructure of a material as the bands pass through each of the

critical points in a brillouin zone. Upper greek letters are generally used for points

inside the first brillouin zone, whereas roman letters account for points and lines on

the sufrace of the brillouin zone. An example of a bandstructure is found below in

Figure 2.4.
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Figure 2.4: PBE bandstructure of a silicon crystal to show the bands passing through

the critical points of the Brillouin zone. K-Path (Γ→ X →U → K → Γ→ L → W → X

from SeeK-Path[108].

Basis Sets

Basis sets are are used in theoretical and computational methods to represent the

electronic wavefunction. This method is used to determine a numerical solution to

the Kohn-Sham equation by transforming our differential equations into algebraic

ones which can be easily calculated with a computer. Dependent on the system that

is studied will determine which of the basis sets that are used. Fortunately there is

only two main basis sets which is used in computational chemistry: Plane-wave and

atomic orbitals. In this thesis we will be using exclusively a plane-wave basis set due

to the simplicity of the calculations and the overall cheap cost of the basis set in com-

parison to the atomic orbitals.

Plane Waves

When studying electronic structures of crystal systems we can be investigating sys-

tems with electrons in the order of 1038. With crystal systems being periodic we can

describe accurately the electronic properties of a material through a single unit cell

system. Bloch’s theorem shows that the wavefunction of an electron can be expressed

in terms of a plane wave and a periodic function[109]. As such Bloch’s theorem can
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be described by:

ψn(r) = un(r)e i k·r (2.2.4)

where the plane wave has wave vector k and un(r) describes the periodic part of the

wavefunction where un(r) = un(R + r) and R is one of the lattice vectors. Plane wave

basis sets are chosen to best describe the wavefunction in the periodic cell. un(r) can

then be written as:

un(r) =∑
G

cn,Ge i G·r (2.2.5)

where cn,G are the plane wave coefficients and G is the reciprocal lattice vector. By

combining these two equations the wavefunction can then be written as an infinite

sum of plane waves:

ψn(r) =∑
G

cn,(k+G)e
i (k+G)·r (2.2.6)

Whilst Bloch’s theorem allows us to observe an infinite system by calculating a finite

number of wavefunctions, plane-wave density functional theory codes use the defi-

nition of the Gmax to describe this effect. The size of Gmax determines entirely on the

balancing factors of computational cost and accuracy. This increase and decrease in

accuracy thus determines how many terms we use to describe the planewave expan-

sion. We therefore employ methods such as convergence tests in which we can find

the maximum accuracy for minimum cost. This is usually tested against the prop-

erties of interest (energy, pressure, forces etc.) In planewave cutoff DFT codes the ki-

netic energy cutoff is described as the kinetic energy of the planewave with the largest

reciprocal lattice vector:

Ecut = |Gmax |2
2

(2.2.7)

The idea of an enerergy based cut-off allows for easy comparison between different

calculations and when attempting convergence calculations.

Pseudopotentials

In order to assist in computational time and expense it is possible to redefine the

complicated inner non-valence core electrons and a consistent effective potential
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called a pseudopotential. Non-valence electrons are subject to various effects of mo-

tion when close to the atomic nucleus and can make it incredibly difficult to deter-

mine the wavefunction of the inner electrons. Therefore we use a fake potential which

averages the energy over a particular radius in order to speed up our calculations. It is

important to highlight the computational expense vs. computational accuracy when

designing pseudopotentials and there are a variety of different ones to choose from.

For the purpose of this research we will be using only the PAW (projector augmented-

wave) pseudopotentials[110]. From Figure 2.5 we can see that below the cutoff radius

Figure 2.5: Schematic of the wavefunctions and potentials of both the all-electron

and pseudopotential[111], above the cutoff radius rc the wavefunction and potentials

match.

the pseudopotential does not accurately match the all-electron wavefunction and po-

tential, it does however act as an average across the values below rc . Whilst we do lose

some accuracy of our calculations the amount of computational expense is reduced.

In some calculations the cutoff radius is increased to increase the speed of conver-

gence and therefore it is less accurate to produce realistic properties of the material.
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These are generally called softer pseudopotentials.

2.3 Density Functional Pertubation Theory

Hellman-Feynmann Theorem

The Hellmann-Feynman Theorem describes how the derivative of the energy with

respect to some order parameter relates to the expectation value of the derivative of

the Hamiltonian with respect to the same order parameter. It is a vital theorem in

Density Functional Theory which can map out the forces on every atom in a unit

cell by calculation of the spatial distribution of the electrons from the Schrödinger

equation. The theorem states:

dEλ
dλ

=
〈
ψλ

∣∣∣d Ĥλ

dλ

∣∣∣ψλ

〉
(2.3.1)

This theorem was developed and proven by many people including Pauli, Hellmann

and Feynman[112, 113, 114]. Feynman especially extended this to the calculation

of intramolecular forces[114] in a molecule whereby equilibrium geometries could

essentially be calculated. Firstly for a molecule with n electrons of which can vary

between 1 and N with coordinates ri and m nuclei of which can vary between 1 and

M with a nuclear charge of Zα at coordinates Rα = (Xα,Yα, Zα) the Hamiltonian can

be described as:

Ĥ = T̂ +Û −
N∑

n=1

M∑
α=1

Zα
|rn −Rα|

+
M∑
α

M∑
β>α

ZαZβ
|Rα−Rβ|

(2.3.2)

We can then describe a molecular force on a given nucleus by the negative of the

derivative of the energy with respect to the given coordinate, which is described above

in 2.3.1:

FXγ
=− ∂E

∂Xγ
=−

〈
ψ

∣∣∣ ∂Ĥ

∂Xγ

∣∣∣ψ〉
(2.3.3)
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If we then place our Hamiltonian into this equation and differentiate:

∂Ĥ

∂Xγ
= ∂

∂Xγ

(
−

N∑
n=1

M∑
α=1

Zα
|rn −Rα|

+
M∑
α

M∑
β>α

ZαZβ
|Rα−Rβ|

)
(2.3.4)

=−Zγ
N∑

n=1

xn −Xγ

|rn −Rγ|3
+Zγ

M∑
α,γ

Xα−Xγ

|Rα−Rγ|3
(2.3.5)

applying this to 2.3.1 will return us a force for the component associated with Xγ on

the nucleus in terms of the electronic density which can be solved through the self-

consistent method, the nuclear charge and electronic coordinates:

FXγ
= Zγ

(∫
dr ρ(r)

xn −Xγ

|rn −Rγ|3
−

M∑
α,γ

Zα
Xα−Xγ

|Rα−Rγ|3
)

(2.3.6)

Ultimately by reducing the forces to zero we can find the minimum energy associated

with the molecule. Its important to note also that Pulay forces can arise in structures

with an incomplete basis set, this can cause slow convergence and accuracy issues

with lattice parameters. Pulay forces can be reduced by increasing the plane-wave

cutoff when using such a DFT code.

DFPT Methodology

Density functional perturbation theory (DFPT) is a methodology which perturbes the

quantum mechanical description of a system by adding minor1 disturbances. By tak-

ing the simplest answer for a system (usually the ground state), we can add small

disturbances to the Hamiltonian which can give rise to certain properties which ac-

count as corrections. DFPT is an excellent methodology in being able to determine

the vibrational, thermodynamic or spectroscopic properties of a material. Using ev-

erything that we have discussed previously we can determine perturbation theory is

based on:

Vλ(r) =V0(r)+∑
i
λi vi (r), (2.3.7)

1The perturbations have to be small due to several complications which are involved in large dis-

turbances. These large disturbances not only can be difficult to calculate by sometimes bring about

non-numerical answers or cannot be answered via perturbation
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we also know that the minimum energy from density functional theory is found by:

E(λ) =
(
F [n]+

∫
Vλ(r)n(r)dr

)
(2.3.8)∫

n(r)dr = N , (2.3.9)

where N is the number of electrons. This is what we know from DFT. We also know

from the Hellman-Feynmann theorem that the derivative of the minimum energy is

found by:
∂E(λ)

∂λi
=

∫
nλ(r)vi (r)dr (2.3.10)

Finally DFPT is based on the second order perturbation of a ground state:

∂2E(λ)

∂λi∂λ j
=

∫
nλ(r)

λi
vi (r)dr, (2.3.11)

where λi , j is the perturbation. Determining in what is needed to be extracted in

terms of results will determine the different type of perturbation theory methodology

which is employed. For example:

• 1st order: forces, stresses, dipole moment ...

• 2nd order: phonon dynamical matrix, elastic constants, dielectric susceptibil-

ity, Born effective charges, piezoelectricity and internal strain

As shown above when looking for a ground state structure the phonon dynamical

matrix is needed and thus DFPT must be employed. It is possible to go to third-order

perturbations but for this thesis we do not need any of these. In this thesis we have

made use of DFPT as our method of looking at phonons due to its low time and com-

putational cost. Other methods can include the finite displacement method but this

requires more structures to be processed to give an accurate result. Both methods

were employed in the lead up to the results that were

2.4 Post-Processing Methods

Density Functional Theory is the first step in understanding the structures that we

have put forward in this thesis. Once we have a suitable candidate for our ground
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state structures the are several steps that are taken to determine the properties of the

structure. We can continue to use Density Functional Theory to measure the vari-

ous electronic properties of the materials or we can use other post-processing tools

to calculate structural distortions. By combining both these methods together we

can observe how the structural distortions can affect the electronic properties. In

this research we carried out the post-processing using various online tools including

ISODISTORT[115], FINDSYM[116] and INVARIANTS[117].

All three of these programs were vital in us being able to determine the origins of dis-

tortions within different structures. The distortions in our structures are labelled via

Irreducible Representations (IRREPS). Irreps are used to represent the degrees of free-

dom that are present in the parent structure (In our case this was almost exclusively

the Pm3̄m structure) and thus have a rigid and clear description of what is happening

during a parent-daughter transition. Irreps in our cases will be exclusive to particular

distortions due to our parent space group being consistent across calculations and

analysis. Therefore two structures that have identical irreps will have identical stere-

ochemical distortions. The three programs carry out unique roles in our ability to

understand the distortions present in the structures.

FINDSYM is used to determine the space group of our structures and are used in the

creation of a crystallographic information file (CIF) which describes the symmetry

present in the structure. ISODISTORT is a program in which identifies the irreps

which drive the phase transition between a parent-daughter structure. This further

allows us to identify the particular ions which are moving for each distortion and sub-

sequently identifies any changes in the lattice parameters of the structure. ISODIS-

TORT also allows us to change the size of the distortions which was vital in our un-

derstanding of how electronic structures change based on the size of the distortions.

INVARIANTSwas the final program used, its purpose, to determine how certain irreps

and thus distortions couple together. This allowed us to determine which distortions

drive phase transitions between parent-daughter structures and allowed us to recog-

nise which distortions can lead to subsequent more interesting electronic distortions.
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Process

The process involves taking the raw data of the structures created and putting them

into DFT to relax. This relaxation is done with strict convergence criteria which fo-

cuses on the energy, forces and internal pressure of the system. The initial calcula-

tions was looking for the ground state structure/energies of the system, from this it is

possible to look for subsequent structures using the DFPT method. This is also where

we employed other methodologies to find the electronic properties of the structures,

more commonly the bandstructures of the materials. Once all parent and daughter

structures have been created the post-processing symmetry analysis can be carried

out.

As described by 2.6 the first step is to employ the online program FINDSYM which al-

lows us to determine the space group of the structure that is being used. This would

also produce a CIF File for subsequent use in the following programs. CIF files are

then used in ISODISTORT to determine the irreps that appear within the phase tran-

sition of the parent-daughter structures. INVARIANTS in combination with ISODIS-

TORT will produce the coupling terms that we describe further on in the thesis.

2.5 Conclusion

In this section we have discussed the underlying theory involved in the creation of the

results of this work. Density Functional Theory plays the key role in our understand-

ing of the structural-electronic diversity we can create with perovskite like materials.

We delved into our understanding of the key principles involved with DFT includ-

ing the exchange-correlation functional and its clear importance in the calculations,

the different types of pseudopotentials that can be employed and the quite beauti-

ful way in which we can take a single unit cell and apply this across an infinite bulk

system through Blochs’ Theorem. We finally discussed some of the post-processing

tools used including Hellman-Feynmann Theorem, DFPT and the symmetry analysis

tools.
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Figure 2.6: Flow chart of the process of taking raw data through DFT to the completed

structural analysis of ground state structures.



3

The Structural Complexity of

Gold Halide Double Perovskites

No matter what you look at, if you look at it closely enough, you are involved in the

entire universe.

- Michael Faraday
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3.1 Introduction

T He nature and structural order of perovskites and perovskite like materials

allow for incredibly diverse and complex electronic properties. The corner

sharing octahedra allow for diverse structural changes which subsequently

lead onto interesting electronic properties. There has been extensive research carried

out on layered perovskite structures and all show interesting.

Competition vs. Cooperation

In all perovskite and perovskite like structures there is generally a certain degree of

competition or cooperation between structural distortions. Competition between

structural distortions can be defined as the two distortions working against each other

(distortion A competes with distortion B and wins, therefore distortion A becomes

prevalent and distortion B is less likely to appear). In cooperation the two distortions

will work in tandem with each other (distortion A appears and thus distortion B is

more likely to appear. If one increases in size the other will also). Of course, this

is an over simplified model but these rules will apply to most distortions in all per-

ovskite structures. The two distortions that are known to compete with each other is

the tilt/rotation of the octahedra and any one of the different variants of polar distor-

tion and will rarely coexist in the same crystal. Understanding the phenomena has

become an active area of research and there are many examples of the competition

between these two distortions.

Work carried out by J. Gazquez et al. on the LaAlO3/SrTiO3 system excellently de-

scribed the competition between Antiferrodistortive (AFD) tilts and rotations and the

polar ferroelectric modes and then using quantum confinement to selectively sta-

bilise either of the modes[118]. We can also examine various ferroelectric distortions

like PbTiO3 and BaTiO3 where tilt distortions do not appear. This competition is not

confined to simpler ABX3 structures, but layered structures, for example, are also are

subject to competition between polar and non-polar distortions. In the Ruddlesden-
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Popper (A2B3X7) layered Li2SrNb2O7 structure both the polar (A21am) and antipo-

lar (Pnam) phases are energetically lower than the centrosymmetric (Amam) and

phase transitions between the two phases at 90K[119]. Like with the competition

between the tilt and polar mode there also exists competition between polarisation,

magnetism and strain[120]. There has been some exploration in the research world

of competition/cooperation in the field of double perovskites. For example, in the

vacancy ordered double perovksites there is an increase in cooperative octahedral

tilting when there is a reduction in the tolerance factor of the structure[121]. On

the other hand although there is generally a large competition between the octahe-

dral rotations and ferroelectricity in perovskite compounds work from Aschauer and

Spaldin have shown that at much larger angles for the rotations, the ferroelectric in-

stability can be strengthened[122].

Gold Double Perovskites

In both this and the next chapter we will be focusing on the Gold Halide double per-

ovskites. The Gold double perovskites follow the structure A2Au2X6 (A=Cs, Rb, K;

X=Cl, Br, I). These structures were primarily chosen due to their promising photo-

voltaic properties but as we explored more we found a rich and complex structural

world in which through tuning of the size of the distortions through external parame-

ters such as the E-fields, ion size and pressure we could create materials that could be

used for photoferroics. The gold double perovskite structures have recently garnered

more attention due to their exciting photo-electronic properties. Debbichi et al. ex-

plored such electronic properties and found a more than suitable band-gap of 1.31eV

with excellent absorption in both single and poly-crystal structures[123]. Although a

lot of the recent research has been computational such structures have been synthe-

sised e.g, Cs2Au2I6 (I 4/mmm)[124], Cs2Au2Br6 (I 4/mmm)[125], Rb2Au2I6 (C 2/m)[126],

Rb2Au2Br6 (I 2/m)[127] and K2Au2I6 (P21/n) [128]. The work conducted by these

experimentalists already show a diverse range of structural phases that can appear

through changing ion size and thus tolerance factor. All structures were originally
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analysed based on the tetragonal I 4/mmm phase which arises from two main distor-

tions when analysis of the cubic phase takes place (the coupling between these two

distortions will be carried out in more detail further on in the chapter).

For the purpose of this study we will focus specifically on the octahedral complexes.

For any given octahedral complex we have five d atomic orbitals (dx y ,dxz ,dy z ,dz2 ,dx2−y2 )

and these can subsequently then be split into two categories due to the octahedral

crystal field. The first three correspond to the t2g symmetry label and the final two

correspond to the eg , the eg and t2g split in the gold double perovskites when we re-

move the degeneracy either through elongation of the z-axis bonds or compression

of the z-axis bonds.

In the double perovskite structure in this study we find disproportional charges on

the Gold sites and this causes a Jahn-Teller like distortion to appear. One site con-

tains a d 8 and the other a d 10, and this therefore forces a change in the geometry of

the octahedral cages. Au(III) d 8 atoms will therefore allow for a square-planar molec-

ular shape, this leads to the z ligands moving further from the Au-atom with the x-y

moving closer. This forces the z-component orbitals to lower in energy and the x-y to

increase as we see orbital splitting. Electrons will fill from the lowest energy to highest

orbitals however on the d 8 gold site the dx2−y2 will not be filled due to the large desta-

bilisation and its more favourable to the electrons to sit in the dx y . Not only does this

cause a geometric distortion to remove the degeneracy into the square-planar (Fig-

ure. 3.2), but it also means that our system is diamagnetic as all of the electrons in the

orbitals will be paired spin up-spin down.

Figure 3.1 shows the schematic of the I 4/mmm phase which contains only Jahn-

Teller like distortion and a breathing distortion. Not only is the Jahn-Teller distortion

present in these kind of materials but a breathing distortion also. A breathing dis-

tortion occurs geometrically from the linear expansion or contraction of the octahe-

dral cage, it occurs in strongly correlated materials due to strong interaction between

electrons. This causes charges to localise on different sites thus causing the geomet-

ric expansion and contraction of our octahedral cages. This effect has been shown to
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trigger metal-insulator transitions in the rare-earth Nickelates[129].

Figure 3.1: Low-symmetry I 4/mmm phase which shows clearly the Jahn-Teller like

effect in the A2Au2X6 structure with a rock-salt like ordering of the square-planar and

octahedral geometries.
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Figure 3.2: Schematic of the field splitting from the octahedral (Oh) geometry to the

square-planar (D4h), clearly showing the destabilisation of the dx2−y2 orbital.
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3.2 Computational Methods

We employed ab initio methods based on Density Functional Theory (DFT) in com-

bination with post-analysis tools. Here, the VASP (Vienna ab initio Simulation Pack-

age) DFT code was utilised [130, 131, 132, 133] with PAW (Projector Augmented Wave)

pseudopotentials[110, 134], and the Generalised Gradient Approximation (GGA) exchange-

correlation functional PBESol[135]. The 5s5p6s, s1d10, s2p5 electrons were treated as

valence for the A, Au and X-sites respectively. An energy cutoff of 700eV was used

for the plane-wave basis, and a 2× 2× 3 MonkhorstPack grid [136] for the 20-atom

unit cell. Symmetry mode analysis was performed with AMPLIMODES[137, 138],

ISODISTORT[139] and FINDSYM[116]. We employed the Density Functional Per-

tubation Theory (DFPT) method to determine dynamical instabilities and calculate

static ionic dielectric constants[140] with energies minimised to 10−9 eV and forces

minimised to 10−6 eV/Å. Throughout this body of work the parent space group was

kept consistent (Pm3̄m. This was done for two reasons: 1) all of the subsequent

daughter phases were derived from the cubic Pm3̄m and 2) the subsequent irrep la-

bels which correspond to our structural distortions would be consistent no matter

what daughter phase was being investigated. This would subsequently mean that

comparisons could be made between key structural distortions that appear in all

daughter phases. Bandstructure, density of states and effective masses within the

next chapter were determined using the sumo package[141].

3.3 Results

Analysis of the Tetragonal Phases and Phonons

As previously discussed there has been some extensive experimental and computa-

tional work carried out on the different structures of the gold double perovskites. We

begin our journey here at the most basic and fundamental structure. The simple cu-

bic CsAuI3 (Pm3̄m), where Density Functional Pertubation Theory (DFPT) was im-
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plemented to analyse the phonons. Three dynamical instabilities are present at the

M (0.5,0.5,0), R (0.5,0.5,0.5) and X (0,0.5,0) point[142]. Figure 3.3 shows the phonon

dispersion across the four high symmetry points and the structural instabilities are

the three points that are below the zero-line. When the eigenmodes are frozen into

Figure 3.3: Phonon dispersion of the CsAuI3 structure. A 2x2x2 supercell was used to

highlight the key symmetry points R, X and M.

the cubic structure a full DFT structural relaxation was carried out and this showed

us that the structure with the R-point dynamical instability has the lowest energy (we

speak more about the determination of the ground state phase later). This structure

is identical to the I 4/mmm phase that was synthesised by Matsushita et al. [124].

Analysis through ISODISTORT shows that there are four individual distortions that

are present. Due to the transition from cubic to tetragonal there are both hydrostatic

and tetragonal strains present (labelled with the Γ+1 and Γ+3 , respectively) and two

R-point distortions, one of which is the primary mode and drives the phase transi-

tion and the other is a secondary mode. Figure 3.4 shows the octahedral distortions
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Figure 3.4: The Cs2Au2I6 structure (left) with all of the atoms included and (right) with

the atoms removed for clarity on the octahedral structure (where the A-site cation

caesium is represented by blue. The purple anions are represented by iodine and the

gold cations sit within the gold octahedral cages).

present in the I 4/mmm phase. This elongation and compression in a rock-salt order

is associated with a Jahn-Teller like distortion (labelled R−
3 ) where on the d 8 gold sites

we see four short bonds in the x − y direction and two long in the z direction and

on the d 10 gold sites we see a smaller lengthening of the bonds in the x − y direction

and a small shortening in the z direction. Through ISODISTORT we can see another

distortion which is characterised by expansion and compression of the octahedral

cages as a whole (breathing distortion R−
2 ). This distortion arises in transition metal

chemistries where charges localise on different sites. Breathing distortions appear of-

ten in transition metal oxides such as the rare-earth nickelates[129]. Analysis of the

amplitudes of these distortions shows that this breathing distortion is very small and

is difficult to visualise. We can however, see changes in the size of the bond-lengths

which proves to us that this distortion is a physical phenomena rather than from nu-

merical noise. In order to determine the true sizes of the distortions in the structures

we used two methods to determine the true ground state energy was implemented.
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As previously mentioned a full structural relaxation was implemented to determine

the lowest energy state but we also plotted the energy for various sizes of the volume

to determine the lowest energy point in relation to the volume. The curve was then

fitted to the Murnaghan equation of state[143, 144]:

E(V ) = E0 +B0
V

B ′

(
(V0/V )B ′

B ′−1
+1

)
− B0V0

B ′−1
(3.3.1)

Figure 3.5: Volume-Energy curve of the Cs2Au2I6 I 4/mmm phase which is fitted to

Murnaghan equation of state. The optimal volume of our structure is displayed above

as V0.

Figure 3.5 shows the relationship between the volume of the unit cell and the

overall energy of the system. Here V0 corresponds to our ground state volume. The

difference in the volume between this methodology and the volume in structural re-

laxation methodology is negligible. The energies however will be slightly different due

to the additional movement of the ions within that now rigid unit cell. The main rea-

son for making this comparison is to determine the accuracy of our input parameters

for DFT whilst also striking the balance for computational expense. This Murnaghan

method is also more rigid when looking at structures in which there is not any exper-
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imental parameters to compare to. It was important to understand which of these

two R-point distortions was primary and as such through DFT calculations we were

able to determine that the R−
3 Jahn Teller distortion is the one primary distortion. It is

this distortion which drives the phase transition Pm3̄m → I 4/mmm with the breath-

ing distortion appearing as a secondary order parameter. Condensing the R−
3 mode

singularly into our cubic structure we observe the phase transition occurs with the

introduction of the R−
2 breathing distortion. Through ISODISTORT we froze the R−

2

mode into the system without the R−
3 distortion we found that the distortion disap-

pears completely. This combined with theINVARIANTS analysis below we can deduce

that the Jahn-Teller R−
3 is the primary order parameter. In the following chapter we

will show the effects of metal → non-metal electronic phase transistion which hap-

pens when we introduce these modes individually. INVARIANTS analysis shows the

coupling terms between these distortions and we highlight the coupling term which

lowers the energy sufficiently to drive this phase transition:

F ∝−C01Q3
R3(a,0)−QR2(a)− + A10Q2

R3(a,0)−Q2
R2(a)− (3.3.2)

Here we have highlighted the coupling term which drives this phase transition (Full

equation in Appendix A). Interestingly this coupling term is identical to the one which

drives the ferroelectric phase transition in the YMnO3 where the K3 rotation distor-

tion couples cubic-linearly to the ferroelectric mode[145]. As we will see further on

this Jahn-Teller distortion acts as the catalyst for all of the other distortions that ap-

pear in the different structures.

Our first step was to look at changing the ion size in the structure to subsequently

see how the amplitude of the distortions changed. Phonon calculations were carried

out on the Cs2Au2(I, Br, Cl)6 I 4/mmm phases and it was found all structures were

dynamically stable with the I 4/mmm phase being the ground state structure for all.

Table 3.1. shows the effects of ion size on the size of the distortions. Comparison of

ion sizes is done through the tolerance factor[38]:

t = r A + rXp
2(rB + rX )

(3.3.3)
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Analysis of the Rb2Au2Cl6 structure also gives us a dynamically stable I 4/mmm but

Chemistry Tolerance Factor Irreps Amplitude (Å)

Cs2Au2Cl6 0.92

(
R−

2

R−
3

) (
0.10

0.79

)

Cs2Au2Br6 0.91

(
R−

2

R−
3

) (
0.06

0.69

)

Cs2Au2I6 0.90

(
R−

2

R−
3

) (
0.03

0.61

)

Table 3.1: The effects of ion size on the the size of the Jahn-Teller and breathing dis-

tortions with respect to the cubic Pm3̄m. All Irreps are with with respect to the cubic

Pm3̄m with the A-site cation at the origin.

as we move beyond this and our tolerance factor gets smaller we see a change in the

ground state structure of lower tolerance factor structures from the I 4/mmm to the

C 2/m. By adjusting the different structures systematically by changing individual

elements and thus ion size in the structure we can adjust the tolerance factor. It

is clear that a lower tolerance factor can enable the appearance of different distor-

tions in a perovskite structure. This was employed as our method of choice to try and

determine if more distortions would subsequently appear. This also allowed an ex-

ploratory method to observe all of the different gold perovskite structures that can ap-

pear experimentally and the distortions that appear in them. We employed a method

of substituting elements in our structure and looked at the subsequent phonons that

appear in the I 4/mmm phase. We then looked at the energies associated with freez-

ing in the eigenmodes and compared ground state energies to find the subsequent

ground state structures.

Analysis of the Tilted Phase

As we decrease the tolerance factor we begin to see some of the competition be-

tween the polar and tilt phases appear. For example when we analyse the Rb2Au2I6

I 4/mmm phase phonons we find a series of distortions as shown in Table 3.2. Each

of these eigenmodes were frozen into the system and relaxed to find the ground state
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energy. These energies were then compared to find the ground state structure. As

shown in Table 3.2 the C 2/m structure had the lowest overall energy. When decom-

Frequency (cm−1) ∆E (eV) Irreps Space Group

-2.39 -2.11 X +
5 , M−

5 P21/m

-3.35 -11.51 R−
4 ,R−

5 C 2/m

-5.83 -2.64 R+
5 C m

-6.74 -0.06 M−
3 P42/nmc

-10.48 -7.67 R−
4 Immm

-15.15 -0.60 Γ−4 , R+
5 I 4mm

Table 3.2: Information on each phonon instability that is found in I 4/mmm Rb2Au2I6

phase. All Irreps are with with respect to the cubic Pm3̄m with the A-site cation at the

origin.

posing the Irreps in the C 2/m phase we see two distortions added, namely the R4 and

R−
5 which correspond to an anti-polar distortion and tilt distortion respectively. The

R−
4 mode has an order parameter direction (a,b,b) with the tilt distortion R−

5 with an

order parameter direction of (0,a,-a). I will discuss further the importance of the or-

der parameter directions later on when we discuss the coupling between the modes.

Through DFT and ISODISTORT we determined that the primary order parameter is

the R−
5 tilt distortion with the R−

4 arising as a secondary order parameter. This was

carried out in a similar way to the breathing and Jahn-Teller distortions in the cubic

to tetragonal phase transition, by artificially reducing these distortions to 0 and relax-

ing the structure. We see that with the R−
5 distortion the R−

4 reappears but with the

opposite we see the R−
5 also disappear. The size of the distortions as shown in Table

3.3 show the same picture with the tilt distortion being considerably larger than that

of the anti-polar. Visualising the C 2/m phase (Figure 3.7 we can see clearly the tilt dis-

tortions. Here a singular tilt distortion around the two in-plane axes corresponding

to a glazer notation of (a−a−c0).
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Figure 3.6: Phonon dispersion curve for the Rb2Au2I6 structure showing clear insta-

bilities present in the structure - Instabilities with the corresponding irreducible rep-

resentations are shown in Table 3.2. Structurally due to size of the crystal itself the

phonons are all at the Γ point.
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Chemistry Tolerance Factor Irreps OPD Amplitude (Å)

Rb2Au2I6 0.87


R−

2

R−
3

R−
4

R−
5




(a)

(a,b)

(a,b,b)

(0, a,−a)




0.06

0.73

0.16

0.73


Table 3.3: Irrep decomposition of the C 2/m Rb2Au2I6 phase with respect to the cubic

Pm3̄m (A-site cation at the origin) phase shows two extra distortions present.

Figure 3.7: Schematic of the Rb2Au2I6 C 2/m phase showing the tilt distortions

present. The A-site pink cations represent the Rubidium, the X-site purple anions

represent the iodine and the B-site gold cations are found inside the gold octahedral

cage.
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We subsequently carried out an INVARIANTS analysis of the phase transition be-

tween the high symmetry Pm3̄m structure and the low symmetry C 2/m structure:

(F −F0) ∝
+γ3(a),(b),4

(
Q3

R4−(a)
QR5− −QR4−(a)Q

2
R4−(b)

QR5−
)

−C123(c)4QR2−QR3−QR4−(a)QR5− −C23(c,d)4QR3−QR4−(a)QR4−(b)QR5− (3.3.4)

In comparison to the previous INVARIANTS analysis we did for the Pm3̄m →
I 4/mmm phase transition we see a much more complex interplay between the dis-

tortions for the Pm3̄m → I 4/mmm phase transition. Whereas in the previous section

we had coupling between singular order parameters of our two distortions the R−
2 and

the R−
3 in this INVARIANTS analysis we see a complex coupling between distortions

that act in different directions, see equation A.2.2 for the coupling between the a and

b directions of the R−
4 for example. In the full expansion we observe the cubic-linear

coupling term which enables the structural phase transition from the cubic to tetrag-

onal structure, this is the coupling term which ultimately leads to the appearance of

the R−
4 and R−

5 modes. Highlighted in our free-energy expansion are the two quad-

linear terms. One quad linear term couples with the R−
2 , R−

3 , R−
5 and the R−

4 (a), with

the second being with the R−
3 , R−

4 (a), R−
4 (b) and R−

5 . I have included the majority of

the key coupling terms in the free-energy expansion above but for the full expansion

with all of the key order parameters directions please refer to equation in Appendix

A.

Unfortunately due to the presence of this structural phase transition in the phonon

dispersion it is not possible to outright produce a strong polar structure. Further ex-

ploration of different structures shows that as we move even further down in toler-

ance factor we still fall into the same C 2/m structure. For all structures from Rb2Au2Br6

down to K2Au2Br6 we observe them in the C 2/m phase with all order parameter di-

rections identical. The final step of our exploration was examining the final structure

K2Au2I6. Much like the other two structures that we have done a rigorous analysis

(due to the fact they are experimentally proven) the K2Au2I6 falls into an even more

complex phase, the P21/c space group.
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Low Symmetry Phase

When our tolerance factor gets sufficiently low enough we can observe an overtly

more complex structure. This phase has not been explored in great detail but ex-

perimentally it has been produced[128]. Figure 3.8 shows the increased number of

distortions present in the K2Au2I6. The distortions present in this structure have a

large reliance on each other, as we discuss below. Not only do the four distortions

initially discussed appear in this structure but a sequence of further distortions also

appears. As shown above there is a large amount of distortions present in the ground

Figure 3.8: Schematic of the K2Au2I6 structure with the very clear anti-polar and tilt

distortions present. Analysis of the modes shows the appearance of two tilt distor-

tions.

state structure, this obviously therefore leads to a large landau expansion with a lot of

different terms coupling together. Our distortions in the low symmetry P21/c phase

exhibit the following order parameter directions: R−
2 (a), R−

3 (a,b), R−
4 (a,0,0), R−

5 (a,0,0).

Here we can see some differences in this phase in comparison to previously explored

phases: this includes the introduction of a non-zero change in the R−
3 (a,b). We also
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Chemistry Tolerance Factor Irreps Amplitude (Å)

K2Au2I6 0.83



R−
2

R−
3

R−
4

R−
5

X +
5

M+
5





0.21

1.17

0.02

1.64

0.23

0.12


Table 3.4: Irrep decomposition of the P21/c K2Au2I6 phase with respect to the cubic

Pm3̄m (A-site cation at the origin).

see some differences in both the R−
4 and R−

5 with the much simpler (a,0,0) OPD for

both of these phases. However, there is an introduction to two more distortions, both

the X +
5 (a,0;b,0;0,0) and the M+

5 (a,b;0,0;0,0) distortion. Our landau expansion below

shows the interaction between these different modes and OPD’s. However due to the

large amount of distortions a lot of the bi-quadratic terms have been omitted.

(F −F0) =
+C1,2,3,4QR2−QR3−(b)QR4−QR5− +C2,2,3,4QR3−(a)QR3−(b)QR4−QR5−

+C1,3,6,6QR2−QR4−QM5+(a)QM5+(b)

+C1,3,6,6Q2
R3−(a)

QX5+(a)QX5+(b) (3.3.5)

As we can see from our landau expansion of the phase transition there are five par-

ticular sets of coupling that are of interest. First of all we see our trademark linear-

cubic coupling term between the R−
2 and R−

3 (See Appendix A for full expansion),

secondly we see the quad-linear coupling term between the R−
3 (a), R−

3 (b), R−
4 and

R−
5 . Thirdly the appearance of the M+

5 both (a) and (b) is driven by the quad-linear

coupling term between the R−
2 and R−

4 distortions with the final distortion appear-

ing through a quadratic bi-linear coupling term between the R−
3 (a) and the (a) and

(b) components of the X +
5 . We see an overall reduction in the complexity of the R−

4

and R−
5 with the OPD of both in only one direction. This could be due to symmetry

requirements in order to induce the following tilt and anti-polar distortion. Distor-

tions that are needed due to the tolerance factor reducing very significantly. Overall
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there is a depth of distortions that are present in these structure which leads to a set

of interesting electronic properties which will be discussed in the following chapter.

Phase Diagram

Figure 3.9: Basic phase schematic for the Gold double perovskite-like structures

Figure 3.9 shows how the space group changes with respect to the tolerance fac-

tor. We find that higher tolerance factors lead to a tetragonal space group, with lower

tolerance factors introducing tilt distortions into the ground state structures. Analy-

sis of all phases between the Cs2Au2Cl6 and the Rb2Au2Br6 show the symmetry does

not change and phonon calculations shown that these systems are dynamically sta-

ble. As the tolerance factor becomes smaller we see the introduction of various other

distortions including both polar and tilt. What this does highlight is the competition

between these two types of distortions as the condensing of the tilt and anti-polar

mode in the Rb2Au2Br6 and Rb2Au2I6 leads to the polar distortion hardening to a

point it is no long an instability. Due to the general nature of the K2Au2X6 (X = Cl, Br)

and from analysis of literature it seems these structures have not been synthesised

(most probably due to poor stability and degradation over a short amount of time) so

we just looked at the ground state for these two. Finally we get to the lowest symmetry

structure with two tilt distortions present which leads to a complex interplay between

all of the distortions present in all structures up until this point. It is unfortunate that

we were not able to find a ferroelectric ground state within these structures but due



CHAPTER 3. THE STRUCTURAL COMPLEXITY OF GOLD HALIDE DOUBLE
PEROVSKITES 102

to the instability appearing in the Rb2Au2Br6 and below we felt it would be interest-

ing to explore this and in the next chapter we will explore ways we can use the polar

instability to aid in charge separation.

Polar Phase

Proper

We find that when we look at the dynamical instabilities for the I 4/mmm Rb2Au2Br6

we find an instability that corresponds to a polar phase. This instability was initially a

combination of the Γ−4 polar distortion and the anti-polar R+
5 distortion. We of course

wanted to determine the origin of this polar distortion and analyse its physical prop-

erties. After freezing in the eigenmodes and carrying out a full relaxation through

DFT we do see that the polar distortion becomes very small and could be numerical

noise, within the error of DFT. We do however also find that the size of the R+
5 also

becomes considerably smaller. This could suggest two things, firstly, the system is

proper ferroelectric and the polar distortion is real and the anti-polar distortion is a

consequence of symmetry within DFT and therefore does not appear. Secondly, that

both are real and the polar distortion appears through a trilinear coupling term. Here

we discuss both options, It was therefore important to determine whether this distor-

tion was physically real, or erroneous. Figure 3.10 shows how the energy of the system

changes with respect to artificially changed strains and the Jahn-Teller distortion (the

initial primary order parameter). In Figure 3.10 we highlight a couple of factors which

lower the overall energy of the polar distortion. The top figure shows how the energy

of a relative Γ−4 distortion changes based on the percentage size of the strain with the

Jahn-Teller, breathing and anti-polar removed. This strain includes both of the hydro-

static (Γ+1 ) and the tetragonal (Γ+3 ) strains. The percentage is relative to the maximum

value of both based off of the I 4/mmm Rb2Au2Br6 structure. What we can see from

this figure is how the energy is lowered sufficiently to drive the appearance of the Γ−4
polar distortion. The bottom distortion shows the 90, 95 and 100% strains again but

this time supplemented with varying size of the Jahn-Teller distortion, again showing
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the lowering of the energy, but this time to a much lesser effect. Descriptively this is

showing us that the both strains contribute to the lowering of the energy considerably

more than the Jahn-Teller distortion itself.

Figure 3.10: The change in the energy landscape as the the size of the polar distortion

is varied. The bottom of the double well is characterised by the real distortion size of

the Γ−4 mode.
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Figure 3.11: Contribution to the lowering of the energy through both the hydrostatic

and tetragonal strain.
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This was an interesting point as the Jahn-Teller distortion itself is what drives the

appearance of the subsequent strains that appear in our structure. Referring back

to our initial equation 3.3.2 where the lowing of the symmetry from the cubic to the

tetragonal is driven by the appearance of the Jahn-Teller distortion. We therefore put

forward the idea that the appearance of this polar distortion in the proper case as

described earlier is driven by a pseudo-triggered mechanism. Through INVARIANTS

analysis we show:

(F −F0) ∝
+γ13QΓ1+Q2

Γ4− +γ23QΓ3+Q2
Γ4− +γ14QΓ1+Q2

R3− +γ23QΓ3+Q2
R3− +γ34QΓ4−Q2

R3−

(3.3.6)

The full INVARIANTS analysis can be found in Appendix A. We see a cooperative

linear-quadratic term between both types of strain and the polar distortion in the

I 4mm phase and the subsequent linear-quadratic terms between the strains and the

Jahn-Teller distortion. We can summarise this as:

R−
3 → Γ+1,3 → Γ−4 . (3.3.7)

Triggered transitions usually occur via a cooperative bi-quadratic coupling term e.g,

the rare-earth nickelates in which an ever increasing size of the octahedral rotations

brings about a breathing distortion of the octahedral cages[129]. Our structure is not

strictly speaking a triggered mechanism (hence the pseudo) because of this very rea-

son. Our polar distortion in this mechanism does not arise due to cooperative cou-

pling between the polar and Jahn-Teller distortions Q2
Γ−4

Q2
R−

3
but more likely through

QΓ+1 QΓ−4 Q2
R−

3
. We could however think that the strain is subsumed within the R−

3 and

thus effectively bi-quadratic. We mentioned briefly that both hydrostatic and tetrag-

onal strains contribute towards the appearance of this polar distortion. It is the hy-

drostatic however that contributes more to the appearance (See Figure 3.11).
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Improper

As we have discussed previously in this section of the chapter, we wanted to explore

both possibilities of the origin of the polar distortion within this structure. If we do

take the improper method as the true method for the appearance of the polar distor-

tion then through INVARIANTS analysis we see:

(F −F0) ∝+QΓ−4 QR−
2

QR+
5
+QΓ−4 QR−

3
QR+

5
(3.3.8)

The coupling terms in our INVARIANTS analysis here shows that there are several

combinations of distortions that drive the appearance of the polar distortion. We

see two trilinear coupling terms involving the polar distortion and the anti-polar dis-

tortion with both the breathing and Jahn-Teller distortions simultaneously. In terms

of the coupling parameters it can make it difficult to ascertain which of the primary

distortions, the breathing or the Jahn-Teller drives the appearance of the polar dis-

tortion. Even in this case however, we can make the assumption that the Jahn-Teller

as the primary distortions can drive the appearance of the polar mode. It is however

difficult to ascertain whether method is entirely correct due to the fact that the size of

the anti-polar distortion is very small. With the results we discuss in the next chapter

however, it would be possible to conclude that the anti-polar distortion is a secondary

distortion (if it is real) and a result of symmetry through the fact the dielectric con-

stant increases significantly near the phase transition of the I 4/mmm to I 4mm, but

I thought it was necessary to explore both options.

3.4 Conclusions

In this chapter we have focused on the complexity of the gold double perovskite struc-

tures. We see some interesting changes as we change the size of the ions in our struc-

ture. From the cubic to I 4/mmm phase we see the introduction of a breathing and

Jahn-Teller distortion. Through both INVARIANTS analysis and DFT we determined

that the primary order parameter is the Jahn-Teller distortion (R−
3 ). Not only does the

R−
3 drive the phase transition from the cubic Pm3̄m to the I 4/mmm whilst the R−

2
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breathing distortion comes through as a secondary order parameter. Through DFT

we artificially reduce either distortion to zero and re-relax these structures we find

that the R−
2 reappears when the R−

3 is non-zero and the R−
3 does not reappear when

the R−
2 is non-zero. This in combination with the INVARIANTS analysis we see that

the R−
3 phase drives the appearance of the R−

2 distortion through a cubic-linear cou-

pling term. In the next chapter we will explore the effects of these distortions on the

electronic properties of the material. As we reduce our tolerance factor we begin to

see some of the complexity we spoke about initially set in. All structures which con-

tain caesium fall into the I 4/mmm phase with only the R−
2 and R−

3 present. This is

also applied to the Rb2Au2Cl6. However, once the tolerance factor falls lower than

this then we start to see the transition to the C 2/m phase. In this phase we see an ad-

ditional R−
4 and R−

5 distortion which corresponds to an anti-polar and tilt distortion

respectively. INVARIANTS analysis of this structure shows a quad-linear interaction

which allows the appearance of both the anti-polar and tilt distortion together. Fi-

nally as reduce the tolerance factor down far enough we see the introduction of the

P21/c phase for the K2Au2I6. This includes an additional two more modes the X +
5 and

a M+
5 , both of which correspond to another anti-polar and an additional tilt distor-

tion. We see a large complexity of modes in the K2Au2I6 with the OPD not as complex

in the R−
4 and R−

5 . We do however see a trilinear coupling term which allows the large

amount of different modes to be included in our structure.

Overall we observe three phases in our nine distortions that we have analysed (see

Figure 3.9) with increasingly more complexity. Finally in all of the structures which

exhibit the C 2/m and P21/c space group we observe an instability which is polar al-

beit which is not energetically favourable. Analysis of this polar distortion however

does show some interesting properties. The polar phase couples with both the hy-

drostatic and tetragonal strains in our structure which drives its appearance. These

strains however do not appear without the introduction of the Jahn-Teller and Breath-

ing distortions - therefore leading us to the idea of pseudo-triggered mechanism. This

leads us into the next chapter where we will observe the electronic properties of these

materials and the effects each of these distortions have. Overall, we have explored
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in rigorous detail the effects of tolerance factor on a group of structures which have

shown excellent electronic properties in the literature and what we have really tried

to do is show the origin of these of these electronic properties of which we will explore

in greater detail in the next chapter.



4

Tuning the Optoelectronic and

Dielectric Properties of Gold

Double Perovskites

We can easily forgive a child who is afraid of the dark; the real tragedy of life is when

men are afraid of the light.

- Plato
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4.1 Introduction

I N the previous chapter we have explored the diverse and rich nature of the per-

ovskite materials in terms of their structural arrangement and the different dis-

tortions that can appear. It is well known through research that these struc-

tural and chemical properties can give rise to a large array of different properties that

can be used in a variety of different fields. Many perovskites have applications in

the general area of optics, including photovoltaics, lasers[146], x-ray detectors[147],

scintillators[148] and uses in photoelectrolysis[149]. Here we will discuss different

optoelectronic properties associated with the gold double perovskites and put for-

ward some ideas on which would be the optimal structure for photovoltaic purposes.

We will also discuss various other double perovskite materials which exhibit sim-

ilar charge-ordering include oxides and halides. The optoelectronic properties of

perovskite-like materials is wide and diverse. The work by Manser et al. show the

plethora of properties that are present in MAPI[150]. In this chapter we will explore

the effects of chemical substitution on the bandstructure, the dielectric properties

and the absorption properties of double perovskites.

Bandstructures are the most straightforward way to describe the photovoltaic prop-

erties of materials due to the ever important properties of bandgaps, band shapes

and thus charge carrier effective masses. Huge amounts of work has been focused on

the popular metal-organic MAPI[151, 152] and the optoelectronic properties of this

material due to its favourable band-gap and high power-conversion efficiencies. The

optoelectronic properties of MAPI derive from the 6s2 configuration of the Lead in

MAPI[153], and this is something that we explore further on in this chapter when we

look at the different materials which fall into the I4/mmm ground state with iden-

tical irreducible representations. The majority of structures that are observed when

it comes to photovoltaic performance contain the B-site cation Lead, this is due to

its overall reduction in the size of the band-gap which leads to better solar light ab-

sorption. Pritriana et al. discuss extensively the role of alkali metal-lead halides as
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potential photovoltaic devices[154]. There is a lot of research currently moving away

from the idea of lead based systems which is why we are looking to study the gold

double perovskite structures. Chapter 5 will look back at the inorganic lead halide

structures.

Dielectric Response through Phonons

The dielectric response of perovskites has been examined quite extensively since the

first idea of a perovskite photovoltaic surfaced. Photovoltaics as mentioned in the in-

troduction need to be able to separate charges effectively in order for currents to flow.

Unfortunately some materials are not polar (as discussed in the previous chapter) and

therefore other methods for charge separation is being explored. High dielectric con-

stants lead themselves to higher power conversion efficiencies (PCE’s). It has been

shown that higher dielectric constants within perovskite solar cells or solar cells in

general reduces the influence between weakly bound electron-hole pairs[155]. Var-

ious perovskites have shown large dielectric constants, some work by Juarez-Perez

et al. have shown that the dielectric constant for MAPI can reach up to 1̃000 with a

power conversion efficiency of 17.9% [156]. High dielectric constants have also been

shown to reduce excitonic effects through dielectric screening of the coulomb poten-

tial of the bound state electron-hole pair[157, 158].

The dielectric constant can also have effects on other perovskites such as ACu3Ti4O12

(where A = +1, +2, +3 cation) have shown enormous dielectric constants but does not

seem to be underlying ferroelectric behaviour[159]. At the end of this chapter we will

explore the dielectric behaviour of the gold double perovskites which is based on the

underlying behaviour of a polar distortion which appears around the Rb2Au2X6 (X =

Cl, Br, I) structures. The methodology which was employed is outlined below.

With no application of an electric field, there is a lattice contribution to the di-

electric tensor, and as such can be written by:

ε=∑
m

4πe2

M0Ω

Z̃∗
mαZ̃∗

mβ

ω2
m

, (4.1.1)



CHAPTER 4. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES OF
GOLD DOUBLE PEROVSKITES 112

which includes contributions from the zone-centre polar modes m. Ω is the volume

of the primitive unit cell, M0 is the reference mass taken a 1 amu (1 atomic mass unit)

and Z̃∗
mα is the mode effective charge,

Z̃∗
mα =∑

iγ
Z̃∗
αγ(i )

√
M0

Mi
êm(iγ), (4.1.2)

where êm(iγ) is the dynamical matrix eigenvector for atom i . The born-effective

charges can be calculated via:

Z̃∗
αγ(i ) = Ω

|e|
∂Pα
∂uiγ

, (4.1.3)

Where Pα is the polarisation in a given direction and uiγ is the small mode amplitude.

In practice we extracted the born-effective charges from the VASP code and used the

phonon distortions from our calculations.

4.2 Results

In this section we will discuss the effects of chemical substitution on the different

optoelectronic properties of the material. We will primarily focus on the bandstruc-

ture, band-gap, effective masses and absorption of the structures. We will also look

at the key distortions in a couple of structures to see how these distortions them-

selves affect the optoelectronic properties of the different materials. After a discus-

sion of the bandstructures we will look at the dielectric effect that is present in the

Rb2Au2Br6 structure and we look to exploit a larger dielectric constant out of the ma-

terial through the use of hydrostatic pressure. As this chapter followed was part of the

same results that was found in chapter 3 the computational methods are the same as

those found in section 3.2.

Cubic → I4/mmm

Whilst in the cubic phase of every material we see a metallic phase for our gold struc-

tures, we also do however know that the introduction of both the R−
2 and R−

3 distor-

tions leads to an insulating phase so here we explore the effect on the introduction of
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both of these distortions. Figure 4.1 shows the effect of the introduction of the Jahn-

Teller (R−
3 ) phase in incremental size. When the Jahn-Teller distortion is small then

we see a metallic phase and when the distortion size is just over 50% of the size which

is found in the ground state structure then we see an a gap begin to open up. Overall,

we do not see such an effect with the breathing distortion in our structures with the

gap changing on a much smaller scale. As shown in Figure 4.2 we see a shift in the

fundamental structure of the conduction band with the introduction of the breath-

ing distortion to the structure. This change sees the introduction of a singular band

form as our conduction band minimum (CBM), which others have seen to call an

intermediate band (IB), but this is up for debate[106, 160]1. Introduction of both of

the two types of distortion leads to the ground state structure of many of the higher

tolerance factor structures the I 4/mmm phase. This fits well with the idea that sup-

Distortion Size (R−
2 ) (%) Band-Gap (eV)

25 0.61

50 0.83

75 1.07

Table 4.1: The increase in the gap for the breathing distortion is not insignificant but

we do see an overall phase change with the Jahn-Teller.

pression of the breathing distortion suppresses the band-gap. This is seen in BaBiO3

structure where the reduction in the size of the octahedral breathing distortion is suf-

ficient to close the gap [161]. The opening of band-gaps is also seen in the CaFeO3

and YNiO3 structures[78] and more commonly in the RNiO3, where R represents the

rare-earth nickelates[162]. The size of the gap can be tuned by tuning the composi-

tion of HoFe1−x Crx O3[163]. It has been well documented that Jahn-Teller distortions

influence the size of the band-gap with work being shown back in 1979 in the Jahn-

Teller vacancy-ordered Silicon that a size of gap can be influenced through the size

of the Jahn-Teller distortion[164]. More recently research has supported the idea that

1I will continue to use the term intermediate band in italics to describe the presence of the single/-

double band that acts as our CBM for the I 4/mmm structures. As shown further on this intermediate

band becomes alot more prominent.
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some Jahn-Teller distortions seem to lift energy levels and create the insulating/semi-

conducting phases like the boron-rich structures which contain the B12 icosahedra

structure[165, 166]. Mn-Ni co-doped BaTiO3 shows an influence in the gap with the

Jahn-Teller active Mn3+ doped phase[167].

Overall we see the influence of the Jahn-Teller distortion in the overall appearance

of the gap in our tetragonal I 4/mmm phase, which provides us with the basis of the

semiconducting material that we have been examining, as we shown further on in

this chapter the addition of high pressure can lead to suppression of the band-gap

due to reductions in both the Breathing and Jahn-Teller distortion, another way in

which we can tune the size of the gap. Examination of the bandstructures as shown

in Figure 4.1 we see the influence of the Au-d and I-p states on the band edges and

the so called intermediate band, which leads to the formation of the gap. With the

introduction of both the breathing and Jahn-Teller distortion we see an overall band-

structure as shown in Figure 4.3.

This leads us to the idea that we could tune the gap of the material through the in-

fluence of the breathing and Jahn-Teller distortion and one of the ways in which this

can be influenced is through chemical change. We will not discuss in this thesis but

solid-solutions could be formulated to tune the breathing/Jahn-Teller distortions to a

much finer margin and therefore the band-gap. Figure 4.4 show the density of states

for both the d8 and d 10 sites, separately. We can clearly see there is a strong con-

tribution to the valence band-edges from the I-px y and the I-ppy . The conduction

band edges in the so called intermediate band have the same contribution from the

I-p states and overlaps with the Au-dz2 states on the d 8 sites. For the d 10 sites we see

a small contribution from the Au-dx2−y2 within the conduction band minimum. The

overlap of these orbitals is what contributes to the size of the gap and is something

we examine in the bandstructures further on. All density of state plots are supplied in

Appendix B.
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Figure 4.1: Incremental increase of the size of the Jahn-Teller (R−
3 ) (25%, 50%, 75% of

the maximum value found in the ground state structure) distortion for the Cs2Au2I6

and the overall effect on the bandstructure.
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Figure 4.2: Increase in the size of the Breathing (R−
2 ) (25%, 50%, 75% of the maximum

value found in the ground state structure) distortion for the Cs2Au2I6 with the overall

effects on the bandstructure. The bandstructures shown here show a small increase

in the size of the gap as shown by Table 4.1.
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Figure 4.3: Band-Gap for the groundstate Cs2Au2I6 structure. As described by Deb-

bichi et al.[106], the formation of an intermediate band (IB) forms between both the

conduction band (CB) and the valence band (VB) at approximately 0.7-1.5eV.
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Figure 4.4: Density of states for the Cs2Au2I6 I 4/mmm structure. (a) Density of States

looking exclusively at the Au-d d 8 alongside the I-p states. (b) Density of states look-

ing exclusively at the Au-d d 10 sites alongside the I-p states.
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When we look at the band-gap for the Cs2Au2I6 in our calculations we find a value

of approximately 0.68eV (Figure 4.3. Calculations from Debbichi et al.[106] show the

band-gap to be around 1.3eV. This massive underestimation is due to the effects the

exchange-correlation functional employed in our calculations (PBESol[135]) which

severely underestimates the electronic effects of the band-gap. In the work com-

pleted by Debbichi et al. they employed the hybrid functional HSE which is compu-

tationally a lot more expensive but can accurately account for the coulomb potential

exchange portion of the energy, which fits more in line with what is seen experimen-

tally (see 2.2). We can however makes estimations based on our band-gap calculated

and the band-gap of that found from Debbichi et al. and that of experimental work

on Cs2Au2I6 from Liu et al. who further supports a gap of 1.31eV[168]. A gap which is

similar to that required through the Shockley-Quiesser limit of a single junction pho-

tovoltaic. As we look further at different chemistries, for structures of Cs2Au2(Br,Cl)6

we see an overall increase in the size of the gap. This is something in which we pre-

dicted even before calculation due to the increase in the size of both the Breathing

and Jahn-Teller distortion (see table 3.4). Table 4.2 shows the overall increase in the

Chemistry Tolerance Factor Irreps & Amplitude (Å) Eg (eV)

Cs2Au2Cl6 0.92

(
R−

2

R−
3

)
→

(
0.10

0.79

)
0.95

Cs2Au2Br6 0.91

(
R−

2

R−
3

)
→

(
0.06

0.69

)
0.72

Cs2Au2I6 0.90

(
R−

2

R−
3

)
→

(
0.03

0.61

)
0.65

Table 4.2: Expansion of Table 3.4 with the inclusion of the optical band gap. The gap

is influenced based on the size of the Breathing and Jahn-Teller distortions.

gap with the size of the Breathing and Jahn-Teller distortions increasing alongside it.

As we tolerance factor becomes larger, the Jahn-Teller and Breathing distortions get

larger and thus the gap get larger. This overall increase is again supported by experi-

mental work by Liu et al.[168] who show that the optical gap for Cs2Au2Cl6 is 2.01eV,

something which is not out of reach for photovoltaics but not the most efficient for
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Figure 4.5: Bandstructure for the Rb2Au2I6 I4/mmm phase. We see a similar shape

to the caesium counterpart but with the gap bigger due to the increase in both the

breathing and Jahn-Teller distortions.

solar light absorption.

I4/mmm → C2/m

As mentioned in Chapter 3 we see an overall structural phase transition from the

I4/mmm phase to the lower symmetry tilted C2/m phase. In between we see struc-

tures present in the phonon dispersions which could possibly lead us to exciting

properties which will be discussed later. For the Rb2Au2Cl6 we make the prediction

that the structure is still in its I4/mmm phase. The Rb2Au2Cl6 phase has a larger

band-gap than its caesium counterpart. The more important analysis was made on

the tilted Rb2Au2I6 phase, in which we had two additional distortions present, the

R−
4 anti-polar distortion and the R−

5 tilt distortion. We looked at both the effects of

the incrementally increasing the size of the distortions as we did with the breathing

and Jahn-Teller and also looking at both the I4/mmm high symmetry phase and the

low symmetry ground state C2/m structure. Both Figures 4.5 and 4.6 show the band-

structures of the Rb2Au2I6 high and low symmetry structures. Overall we see quite
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Figure 4.6: Bandstructure for the Rb2Au2I6 C2/m phase. We see more flattening of the

bands in the tilted low symmetry phase which opens up the gap.

significantly different bandstructures with the introduction of the anti-polar and tilt

distortions. Firstly we see an indirect band-gap (similar to the I 4/mmm, although

between the A-point of the VBM and the C2-point of the CBM with an overall gap of

0.74eV. In our ground state C2/m phase we see a larger gap with the tilt distortion

contributing to the widening of the gap (see Table 4.3). The biggest contribution to

gap widening is through the appearance of the R−
5 with the R−

4 distortion contributing

by reducing the size of a gap by a small margin. This is something we would expect

with the band edges primarily shifting due to the Au-d and the I-p states, whereas the

R−
4 appears through the movement of the A-site rubidium cations, which contribute

a very small amount. We do also see through measurements of the I4/mmm phase

from Cs Rb that the gap can close by a small amount.

We therefore would expect the gap to get smaller with the introduction of the potas-

sium on the A-site again in the I 4/mmm phase. This helps create another angle for

tuning of our optical band-gap to help support solar light absorption. Prasanna et

al. efficiently tuned the band-gap of lead and tin perovskite structures through con-

traction and expansion of the lattice parameters and octahedral tilting[169]. Simi-

larly, Coduri et al. suggested that a shift in the band-gap could be supported using

pressure. This acts a way to suppress certain distortions in the structure and thus
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% Change of Ground State Distortion Band-Gap (R−
4 ) (eV) Band-Gap R−

5 (eV)

25 0.69 0.395

50 0.68 0.513

75 0.63 0.610

Table 4.3: Band-gap changes based on the systematic change in the size of the anti

polar (R−
4 ) distortion and the tilt (R−

5 ) distortion.

close/tune the gap[170]. Amat et al. show that changes in the cation from Methylam-

monium to Formadinium leads to superior band-gap values for solar light absorption

due to suppression of the tilting distortions present in the structure[171]. The tilting

that we see through this transition from the I4/mmm to the C2/m phase leads to

considerably different charge carrier properties. Work on the Rb2SnI6 and Cs2SnI6

structures sees increases in the effective masses of the charge carriers when static oc-

tahedral tilting is introduced into the structure and the overall increase in electron

effective mass for the Rb2SnI6 seems to lead to lower carrier mobility within in the

structures[172]. We can make comparisons between the effective masses of the tilted

Charge Carrier Eff. Mass

m∗
e 0.183

m∗
h -0.244

Table 4.4: Effective masses of the charge carriers in the Rb2Au2I6 I4/mmm phase.

from the N → Γ point.

Charge Carrier Eff. Mass

m∗
e 1.043

m∗
h -0.240

Table 4.5: Effective masses of the charge carriers in the C2/m phase with the effec-

tive masses of the electron holes between the D2-A point and the effective masses of

electron at the Y2 point.

and untilted phases to see the clear effects that the tilting can have on the mobility of

the charge carriers through the material, something which is important for the func-
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tion of a photovoltaic. This opening of the gap between the high and low-symmetry

structures for gold double perovskites arises due to the overall decrease in the size of

the Au-I-Au orbitals, this opens up the gap and reduces overall bandwidth as shown

in Figure 4.6. Work has been conducted on how the size of effective masses can affect

the mobility of charge carriers as far back as 1958, where there is a clear trend that an

increase in the effective mass of the charge carriers leads to slower mobility through

the material[173]. It is also important to note that effective masses of charge carriers

can be manipulated through chemical substitution (which as a result can lead to ster-

ical change). For example the change of anion from Cl → Br → I can lead to increase

of effective mass in charge carriers for CH3NH3PbX3 (X = Cl, Br, I)[174].

I4/mmm → P21/c

The final part of our phase diagram is analysis of the bandstructures that appear

in the lowest symmetry phase the P21/c. Analysis was primarily undertaken on the

K2Au2I6 due to the experimental work supporting its synthesis[175]. In our low sym-

metry structure we expected to see a very large band-gap appear due to two tilt dis-

tortions being active in comparison to the other structures we have observed. Figure

4.7 and Figure 4.8 shows the difference in the bandgaps between the high symmetry

I4/mmm phase and the low symmetry P21/c. In our high symmetry phase we see

a indirect band-gap of 0.58eV between the N-Γ point, again we see a reduction in

the band-gap as we change our A-site cation to something which is smaller where an

overall reduction in the size of the A-site cation leads to a reduction in the overall vol-

ume of the unit cell. This subsequently increases the amount of overlap between the

Au-I-Au orbitals. In our P21/c phase the bandgap is inflated up to an indirect value of

1.26eV at the Γ-point for the VBM and between the C2-Y2 point for the CBM. Table 4.7

shows the effective masses of the P21/c phase with the increased effective mass of one

of the charge carriers. What we have here is a lots of interplay between the various

distortions and the optical properties of the material. Firstly if we look at how the op-

tical absorption changes over the anions so looking at Cs2Au2X6 (X = I, Br, Cl). Figure



CHAPTER 4. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES OF
GOLD DOUBLE PEROVSKITES 124

Figure 4.7: Bandstructure for the I4/mmmm K2Au2I6 ogase. The bandstructure looks

similar to all of the other I4/mmm phases, with small changes in the gap due to chem-

ical substitution.

Figure 4.8: Bandstructure for the low symmetry P21/c K2Au2I6 phase. All of the bands

appear more flat due to the two tilts that appear in the low symmetry structure, subse-

quently reducing Au-I-Au orbital overlap and reducing the bandwidth. Indirect band-

gap of 1.22eV between the C2-Y2 point and the Γ point.
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Charge Carrier Eff. Mass

m∗
e 0.188

m∗
h -0.235

Table 4.6: Effective masses of the charge carriers from the high-symmetry I 4/mmm

phase of the K2Au2I6 with both the electron hole and electron effective masses ap-

pearing between N → Γ

Charge Carrier Eff. Mass

m∗
e 1.667

m∗
h -2.268

Table 4.7: Effective masses of the charge carriers for the ground state low-symmeytry

structure of the P21/c between the C2-Y2 for the holes and the Γ for the electrons.

4.9 shows how the absorption of the structures changes with incident energy of light

in eV. All structures seem to absorb light at the same level before the appearance of an

absorption gap, this occurs with all structures where the level or absorption becomes

significantly lower. This is similar to that of MAPI where an absorption gap appears

between the first two peaks[176]. Absorption across these materials follows a similar

trend. We also looked at the absorption across the three different ground states that

we were able to determine and as such we looked at the X2Au2I6 (X = Cs, Rb, K). Fig-

ure 4.10 shows this absorption based on the energy of the incident light. We can see

clearly that there is a shift in the initial peak of the due to the overall increase in the

size of the band-gap.

Much like the changes through the caesium compounds we see smaller absorption at

lower energy levels and much higher absorption at higher energy levels, this is sim-

ilarly due to and matches that of the AM1.5G solar irradiance spectrum. Due to its

lower bandgap specifically the caesium and rubidium compounds absorb light more

readily than the well known organic photovoltaic perovskite MAPI[176, 106].
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Figure 4.9: Absorption of all three caesium compounds across a range of 12eV

(100nm) and a focused area which looks at the areas from around the bandgap on-

wards. All of which are based on the I4/mmm bandstructure displayed in Figure 4.3

Effects of Pressure on Distortions

One of the calculations that we put forward was the effects of hydrostatic pressure

on the electronic properties of the material. Application of hydrostatic pressure is

both used experimentally and theoretically to determine any changes in the optoelec-

tronic properties of the material. In our first step of this study we looked at the effects

of the hydrostatic pressure on the two main distortions which allow the electronic

properties to appear; the R−
2 and R−

3 . What we observed was an overall reduction in

the size of both of the distortions and they both follow a similar trend.
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Figure 4.10: Absorption of the three ground state Iodine structures, Cs (I4/mmm),

Rb(C2/m) and the K(P21/c).

Analysis of the band-structures show that we see an insulating to metal transition at

around the 3.5-4.5GPa region, and it would appear that this is driven by the reduction

in the Jahn-Teller distortion. We also similar properties experimentally with these

structures. For example, experimentally we a change from the (AuI , AuI I I ) to a AuI I

electronic state in which there is not a insulator-metal transition at approximately

55kbar (5.5GPa)[177, 178]. Other work suggests that there is a insulator-metal tran-

sition at approximately 4.5GPa, something which is supported by Kojima et al.[179].

Research has also been conducted on similar transition metal perovskites that are

Jahn-Teller active where hydrostatic pressure reduces the Jahn-Teller distortions[180]

Because of the reduction in both the breathing and Jahn-Teller distortions we see

some changes in the distortions of other materials, the material that we will be exam-

ining is the Rb2Au2I6 C2/m phase. Figure 4.12 shows the effects of hydrostatic pres-
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Figure 4.11: The effect of hydrostatic pressure on the size of the R−
2 breathing distor-

tion and the R−
3 Jahn-Teller distortion showing a steep reduction that occurs between

0 to 5GPa and the following measurements shown an almost 0 amplitude for the size

of the breathing distortion from 10GPa onwards.

sure on the three distortions of interest. Pressure usually induces tilting in perovskites

and has been shown to induce such a phase transition in LaAlO3[181]. The previously

mentioned transition metal perovskite structures similarly produces tilt distortions

when the pressure is sufficiently high enough[180]. The reason as to which ours sup-

presses the appearance of the tilt distortion and the rest of the distortions is due to the

fact that the main reason these distortions appear is because of the two main tetrag-

onal distortions.

As we know that the initial tetragonal structure brings in both the Jahn-Teller and

Breathing distortions and subsequently at lower tolerance factors we see a secondary

phase transition to the C2/m phase (see equation A.2.2). Therefore suppression of

these two distortions leads to the tilts and other distortions disappearing. Looking at

Figure 4.12 we can see that generally all distortions move relative to each other and

therefore there will be a pressure in which the polar distortion is isolated. Unfortu-
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Figure 4.12: The effects of hydrostatic pressure on three distortions of interest in the

Rb2Au2I6. The Tilt distortion, polar distortion and anti-polar distortion.

nately this is likely to be a very small pressure window, with the precise transition

point likely to depend on the DFT details, however we can work with the idea that the

polar distortion could be just stable, this would lead to a larger dielectric response

when the pressure is just above the transition to the polar phase.

Dielectric Response

As mentioned it is possible to suppress the polar distortion so it is just stable and

it is shown that there can be an enhanced dielectric response in our perovskite ma-

terial. The analysis of the dielectric response was primarily carried out within the

Rb2Au2Cl6, the reasoning behind this is due to lower frequencies found in the I4/mmm

phase of the Cl compound. The application of a positive/negative hydrostatic pres-

sure systematically changes the Γ+1 and Γ+3 strain (See equation 3.3.7 and can lead to
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an enhanced dielectric effect. We looked initially at understanding the ionic dielectric

response through the phonon distortions. Equation 4.1.1 shows how we calculated

the dielectric response. In principle VASP calculates the 3 x 3 dimensional matrix of

the dielectric tensor but we were interested in looking at the effects of the phonons

individually for the dielectric. We initially examined the value for the dielectric in the

xx, yy and zz directions for the Cs2Au2X6 (X = Cl, Br, I) and the Rb2Au2Cl6. As shown

Structure εxx εy y εzz

Cs2Au2Cl6 8.78 8.78 5.16

Cs2Au2Br6 12.1 12.1 5.89

Cs2Au2I6 16.2 16.2 6.56

Rb2Au2Cl6 21.1 21.1 14.75

Table 4.8: Dielectric response in the xx, yy, and zz directions for the Cs compounds

and the highest tolerance factor Rb in the I4/mmm space group. We see a slow in-

crease as the phonon distortion reduces in frequency (See the dielectric phonon ta-

bles in Appendix B).

from Table 4.8 we can see that the dielectric constant in all three directions increases

as the tolerance factor decreases. When we observe the phonon distortions all four

structures we see the xx and y y direction dominates the increase in the dielectric

for the ceasium structures and to some extent it dominates the rubidium compound

also. However as we get closer to the Rb2Au2Br6 compound the zz component of the

dielectric starts to increase considerably and this is the one which becomes active

when we observe the various instabilities in the Br and I structures of the Rb. So there

does seem to be a bigger influence through a reduction in the tolerance factor/ion

size which leads to a instability in the I4mm phase (see section 3.3).

It is also important to note that a change of chemistry through the A-site cation or

X-site anion can also lead to changes in the dielectric constant individually due to

changes in the born-effective charges. Through adjustments to the size of the strain

we can attempt to tune the size of the ionic dielectric contribution quite significantly.

We know from equation 4.1.1 that the size of the dielectric constant changes based on



CHAPTER 4. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES OF
GOLD DOUBLE PEROVSKITES 131

Figure 4.13: Size of the ionic contribution to the dielectric constant in the zz direction

with respect to the volume of the unit cell in the Rb2Au2Br6.

Figure 4.14: Graphic displaying the dielectric constant with respect to a phase di-

agram. The volumes were taken from the ground state volumes for the Rb2Au2Br6

structure.

the inverse of ω2 so a reduction in the size of the distortions in Rb2Au2Br6 structure

can lead to an enhanced dielectric effect. We subsequently decreased the volume

of the unit cell systematically and measured how the dielectric constant changed. As

shown in Figure 4.13 the dielectric becomes very large when the volume and thus the

R−
2 and R−

3 is just right for the ground state to stay tetragonal I4/mmm. As the strain is

increased the dielectric constant begins to decrease significantly due to the suppres-

sion of the key distortions which allow for the activation of the polar mode. In order
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for us to be able to produce a dielectric of this magnitude, a sensitive and refined

solid-solution between the chlorine and bromine may be necessary for the dielectric

to become large enough for photoferroic use.

4.3 Conclusions and Final Remarks

Overall across these previous two chapters we have explored and examined in detail

the physical and electronic properties of the gold double perovskites. We initially dis-

cussed the origin of the gap in our double perovskite structures. We systematically

reduced the two primary distortions in the gold double perovskite I4/mmm phase

and found that although both open up the gap between the VBM and CBM, we see a

very large change with the R−
3 Jahn-Teller distortion. Not only did we discover that the

primary distortion in these structures is the Jahn-Teller but it is also the one which in-

fluences the size of the gap. We therefore predicted that a metal-insulator transition

appears at approximately 50% of the maximum value for the Jahn-Teller distortion in

the ground state. Beyond this we explored how the gap changed with chemistry and

saw an reduction in the bandgap as we moved from Cl → Br → I with the Chlorine

having a band-gap 0.95eV. We discussed the underestimation with respect to the ex-

perimental work that has been completed on these materials and this is something

we will discuss more at the end of Chapter 5.

We looked at the effects of the tilt and anti-polar distortions with the anti-polar re-

ducing the gap by a very small amount the tilt with combination of chemical change

lead to a much larger gap and we showed the effect with the flattening on the band

edges. We also discussed the low symmetry K2Au2I6 which has two tilts and bands

which are extremely flat which lead us into a small discussion of the effective masses

of the charge carriers. These effective masses increased a small amount and depen-

dent on the K-space path that was taken it seemed to be the electrons and the holes

which were swapping in which was getting bigger. We discussed the effects of ab-

sorption and looked at the absorption coefficients for each of the main structures

discussed and found a variety of differences and similarities between them. It was
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when there was phase changes that we saw the physical differences in the absorption

spectra change. Finally we explored the effects of hydrostatic pressure on the elec-

tronic properties of these materials. Usually we see through the increase in hydro-

static strain on perovskite like materials tilts become more pronounced and the idea

of polar distortions can come apparent, however with the gold double perovskites we

do not see this. This is due to the primary link between the Breathing, Jahn-Teller and

all of the distortions that appear after them. Due to the link as discussed in Chapter 3

between the strain and the Jahn-Teller a reduction in the strain leads to a reduction in

the Jahn-Teller. This therefore supported our idea that structures that had phonon in-

stabilities in them were removed as those frequencies became positive. We discussed

the possibility of having a ground state polar distortion through hydrostatic pressure

but found the pressure to be very small.

We then looked at applying this process to a dielectric material and we looked at the

effects of the born-effective charges and the phonons on the dielectric constant and

the influence of changing the chemistry on the phonons and therefore the influence

of the dielectric constant. We saw the dielectric constant increase as we moved to-

wards the structure which had a polar instability and we finally looked at tuning the

size of this distortion through hydrostatic pressure once more, through this we found

the dielectric constant can be maximised up to a singular point at which the material

would become polar. Overall exploring these gold perovskite structures has lead us to

some fascinating discoveries in terms of the appearance in the polar distortions, the

rich complexity of distortions in all of the different chemistries and their associated

electronic properties. I will discuss future work in the conclusion at the end.





5

Engineering Ferroelectricity in

Metal Halide Perovskites

All the mathematical sciences are founded on the relations between physical laws and

laws of numbers.

- James Clerk Maxwell
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O Ver the past 10-15 years there has been a tremendous amount of work put

into the field of perovskite photovoltaics. Thousands of papers and several

books later we are not at a point where efficiencies are now comparable

or supersede the most popular light absorber, silicon. Through ab initio method-

ologies we have been able to show the potential that perovskite materials have and

unravelled the mysteries surrounding the origins of such properties that were listed

previously. In this chapter we will be taking a analytical approach to the determine

whether layered perovskite-like materials are suitable as photoferroics.

5.1 Introduction

One of the key aspects to a photovoltaic is the ability to separate charge. In a con-

ventional solar cell n-type and p-type silicon is used to create an electric field which

drives the charge separation. This is however, not cost effective nor efficient. There-

fore there has been a research put into finding ferroelectric photovoltaics (FE-PV),

with enhanced photogenerated charge separation, with the possibility of above band-

gap photovoltages. Unlike traditional semiconductor photovoltaic devices that re-

quire a p-n junction to allow for charge separation, ferroelectric materials do not.

Ferroelectric materials have spontaneous polarisation which can be reversed using

an electric field, a built in depolarising field[182]. There is a clear indication that

charge separation can occur through the present of microscopic domain walls in

ferroelectric materials[183, 184]. The development of perovskite FE-PV has moved

through several channels over the years including single-crystal LiNbO3[185], thin

film BiFeO3[186] which have shown generally low band-gaps of 2.17eV for oxide per-

ovskites and even the multi-junction ferroelectric perovskites which have been shown

to have power conversion efficiencies of about 21%[187]. One of the growing issues

around the use of ferroelectric photovoltaics is the usually large band-gaps which are

associated with perovskite oxides, examples including BiMnO3[188], CdTiO3[189],

AgNbO3[190] and PbTiO3[191]. There has also been progressive development of or-

ganic ferroelectric perovskites and a lot of debate over whether the ferroelectric prop-
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erties of Methylammonium Lead Iodide (MAPI) lead to an improvement in photo-

voltaic performance[192].

As we have previously shown in the results chapters 3 and 4, distortions can play a

large effect on the development of ferroelectricity and band-gap, for example Nechache

et al. conducted research on the double perovskite structure Bi2FeCrO6 and were able

to tune the ferroelectric and photovoltaic properties via the Jahn-Teller distortions

driven by the BB’ ions, through the physical deposition of the Fe and Cr ions. This or-

dering of the Fe-Cr lead to a substantial lowering of the gap to 1.4eV and the creation

of ferroelectric domains[193]. What we have shown here is the breadth of different

ferroelectric materials that can enhance the separation of charge carriers in the ma-

terial. Unfortunately generally most ferroelectric materials have large band-gaps and

are not suitable for photovoltaic applications. Therefore, we propose taking a photo-

voltaic material and engineering ferroelectricity in it. The basis for this research is the

Ruddlesden-Popper structure. This has been a target for photovoltaic research due to

large power conversion efficiencies, large open circuit photovoltages and improved

stability[194]. Examples include the two-dimensional Ruddlesden-Popper layered

metal halide perovskites by Huang et al. in which power conversion efficiencies of

16.5% were generated[194]. Huang et al. also were able to show the development

of even further power conversion efficiencies of 17.8% in (n=5) (MTEA)2(MA)4Pb5I16

with improved moisture and thermal stability (1,512 hours under 70% humidity and

375 hours at 85◦C)[195]. This is a large improvement on the stability of a material

which is notorious for poor light, moisture and thermal stability[196], which is quite

humorous for a material which would be bolted to a roof. There seems to be a large

amount of work being put into the organic Ruddlesden-Popper phases[197, 198, 199]

which exhibit more suitable optoelectronic properties for photovoltaic purposes and

are more lightweight and can be used as smaller thin films with a few nanometres

thick, they are however more prone to environmental problems.
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Ferroelectric Solar Cells

Recapping from the introduction, in a ferroelectric, the spontaneous symmetry break-

ing leads to a polarised material. Suggestions that it could improve photovoltages

within photovoltaic materials has made these systems extremely interesting. There

has a been a lot of work that has gone into the understanding of ferroelectric ma-

terials in photovoltaics and the modern theory of ferroelectrics shows that the pho-

tocurrents that are produced exclusively from the appearance of a lack of inversion

symmetry and not an electric field. As described by Young and Rappe, the shift cur-

rent can be calculated using the pertubation theory method with the second order

coupling with monochromatic light[200, 201]:

Jq =σr sq Er Es

σr sq (ω) =πe

(
e

mħω
)2 ∑

n′,n′′

∫
dk( f [n′′k]− f [n′k])

×〈n′k|P̂r |n′′k〉〈n′′k|P̂s |n′k〉

×
(
− δφn′n′′(k,k)

δkq
− [χn′′q (k)−χn′q (k)]

)
×δ(ωn′′(k)−ωn′(k)±ω) (5.1.1)

where n′ and n′′ are band indices, k is the wave vector in the Brillouin zone, ωk (k) is

the energy of the nth band, so that σr sq gives the current density response J to the

EM-field E, χnq (k) denotes the Berry connections for band n at k, and φn′n′′ is the

phase of the transition dipole between the band n’ and n”. With ferroelectric photo-

voltaics offering above band-gap photovoltages any the lack of p-n junction it seems

like they would be an excellent material for photovoltaics. We have briefly discussed

the effects of using perovskite like materials for solar cell materials and in depth dis-

cussed the effects of the gold double perovskites as possible photovoltaic cells1 We

1It is relatively clear that a lot of these structures that we discuss are not very suitable for photo-

voltaics. Experimentally gold double pervoskite materials are extremely expensive to make, but it is a

hope that the work combined in the previous chapters and this one will lead to an improvement in the

understanding of ferroelectric photovoltaics
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have discussed briefly some of the different ferroelectric materials but a lot of these

are based in the ferroelectric non-layered materials. Examples of ferroelectric photo-

voltaics can include the the (n-propylammonium)2CsAgBiBr7 which exhibits a satu-

ration polarisation of 1.5µC cm−2, more importantly this double perovskite also ex-

hibits excellent photodetector performance with fast response rates and very high

detectivity[202]. CuInP2S6 is another example of layered ferroelectric material with

the large photovoltages and excellent optical properties. The CIPS structure has a

curie temperature of 315K which allows it to operate at room temperature, a Voc of

1.0V with the enhanced photocurrent density being two orders of magnitude higher

than from ferroelectric perovskite oxides[203].

There has also been some interesting work carried out into anti Ruddlesden-Popper

phases where the structure follows the A4X2O (A=Ca, Sr, Ba, Eu, X=Sb, P, As, Bi), with

different chemistries exhibiting either ferroelectric or anti-ferroelectric properties.

For example the Ba4Sb2I offers a spontaneous polarisation of 9.55µC cm−2. More

excitingly as well there is a band-gap with approximately 1.22eV, close to the optimal

gaps of 1.3-1.4eV[204]. In this chapter we will be comparing the structural distortions

that can appear in metal halide perovskite structures. The main focus will be on the

Ruddlesden-Popper perovskite structure where we will examine how the size of the

ferroelectric distortion changes with chemistry and observe how the band-gap and

density of states also change with chemistry. Finally we discuss the optimal chemistry

that not only has the largest amplitude of ferroelectric distortion but has the optimal

band-gap of around 1.3eV to enable higher absorption of electrons[26]. Band-gaps

too high and the amount of electrons being lifted to the conduction band is too low

and the current will be considerably smaller. Band-gaps too low and the energy is

mainly lost as heat. This full description is available in section 1.2.

5.2 Hybird Improper Ferroelectricity

Ferroelectricity, a property of certain insulating and semiconducting materials is where

there is a spontaneous polarisation that can be reversed with an external electric field.
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In crystallographic terms the distortion appears due to a Brillouin zone-center (Γ)

point instability. This particular kind of ferroelectricity is called proper ferroelectric-

ity and can appear generally in perovskite oxides with lone pairs of electrons or d 0

arrangements. When using Landau Theory we can describe this as a second order

phase transition:

(F −F0) = a(T −Tc )P 2 +bP 4, (5.2.1)

where a and b are positive coefficients, T and Tc are the temperature and critical

temperature respectively. Unfortunately as mentioned in the introduction the ma-

jority of structures either do not have a polar instability which lowers the energy, or,

if it does they do not have an optimal gap to readily absorb large portions of the visi-

ble light region[205, 206]. A lot of structures primarily do not have a polar distortion

present, and if they do appear it is generally met with competition amongst other

distortions which usually include tilts and rotations (See Chapter 3). hybrid Improper

Ferroelectricity is a type of geometric ferroelectricity which produces a polar distor-

tion through the coupling of two non-polar distortions. This coupling is through an

odd-order coupling of term of the free energy and can be described as:

Fhybr i d ∝Q1Q2P, (5.2.2)

In order for this odd-order coupling term to appear there has to be a conservation

of crystal momentum and parity with respect to inversion symmetry. Therefore any

two distortions that transform as X− and X+, or M− and M+ or R− and R+ collec-

tively will couple to a non-centrosymmetric distortion (usually a Γ− distortion). In

a complete description of the equation 5.2.2 we would see other terms containing

the polar distortion Γ−, but those terms would seek to raise the overall energy of the

system. The overall energy of the system will therefore only be lowered to allow the

apperance of a polar distortion through the two non-polar distortions that appear.

Therefore the polar distortion is not a primary order parameter, similar to that of a

proper ferroelectric but a secondary order parameter, an improper ferroelectric.
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Figure 5.1

Figure 5.2: (a) The figure shows a graphical representation of the high and low-

symmetry phases for proper ferroelectric, which follows equation 5.2.1. (b) Graph-

ical representation of the free energy for an improper ferroelectric with a non-

ferroelectric highlighted in red and the two associated improper ferroelectric phases.
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Although the polar distortion is now a secondary order parameter in the improper

mechanism, the reversal of the polarisation happens through a different mechanism.

In a proper ferroelectric, as discussed, the polarisation can be reversed through an ex-

ternal electric field and as shown by Figure 1.12. Through the improper mechanism

the polarisation can only be reversed through the reversal of one of the non-polar

distortions. We can describe this numerically. If Q1 = Q2 then the polarisation will

not appear due to lack of inversion symmetry breaking. If however, Q1 ,Q2 and the

crystal momentum is conserved and parity is opposite then the polarisation will oc-

cur through an odd-order (usually trilinear) coupling term. Reversal of such one of

the distortions Q1 ·−Q2 the polarisation will then also reverse. Reversal of both non-

polar distortions will lead to polarisation to an overall no change. Within this review

we will be examining the improper mechanism by looking at the coupling between

two non-polar tilt distortions.

5.3 Computational Methods

We employed ab initio methods based on Density Functional Theory (DFT) in com-

bination with post-analysis tools. Here, the VASP (Vienna ab initio Simulation Pack-

age) DFT code was utilised [130, 131, 132, 133] with PAW (Projector Augmented Wave)

pseudopotentials[110, 134], and the Generalised Gradient Approximation (GGA) exchange-

correlation functional PBESol[135]. The Pb 5d electrons were treated as valence. An

energy cutoff of 700eV was used for the plane-wave basis, and a 8 × 8 × 4 and 2 ×
8× 8 MonkhorstPack grid [136] for the I 4/mmm and C mc21 respectively. Symmetry

mode analysis was performed with AMPLIMODES[137, 138], ISODISTORT[139] and

FINDSYM[116]. We employed the Density Functional Pertubation Theory (DFPT)

method to determine dynamical instabilities[140] with energies minimised to 10−9

eV and forces minimised to 10−6 eV/Å. Spin-Orbit coupling was not employed on

mass in this body of work due to its large computational cost but it is appreciated

that it can have an effect on the results and this is something we discuss at the end of

this chapter. Bandstructure, density of states and effective masses were determined
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using the sumo package[141].

5.4 Results

In this section we will look initially at the structural analysis of the high and low sym-

metry phases. The low symmetry phase in our case allows for the HIFE mechanism

to appear. We will also examine the non-layered system phase an show that the HIFE

mechanism does not appear in this particular structure. Secondly we will discuss the

bandstructure of the Cs3Pb2I7 phase to show the appearance of the band opening

through the appearance of both the tilt distortions that become present in the mate-

rial and finally we will examine the effects of chemical substitution on the band-gap

and the size of the polar distortion.

Structural Analysis of the I 4/mmm and C mc21 Phases

It was important that all of our structures were sufficiently relaxed. Whereas in the

previous chapters we initially used the Murnaghan equation of state to determine

the optimum volume and then compared this to the results from VASP itself to keep

ourselves as rigorous as possible. In this chapter we worked on nine different struc-

ture of differing chemistry, starting from the Cs3Pb2I7 structure. We systematically

changed each of the elements. For example we examined the effects of changing

the A-site cation then B-site cation then finally the X-site anion of the Ruddlesden-

Popper A3B2X7. We did not look at the intermediaries such as Rb3Ge2I7 as we wanted

to observe the effects of changing each of the cation/anions - It would be possible

to estimate the effects of such subsequent structures just by knowing the patterns

between these three different chemical paths. Initially the work looked at the cu-

bic Pm3̄m structure. The initial purpose of this is to prove that the effects of tilt-

ing in the same K-space with the same parity does not enable the introduction of

the HIFE mechanism - an additional complexity of layering is required to break this

the centrosymmetry of the crystal to enable to trilinear coupling term to appear. We

observed the phonons of the CsPbI3 phase and found two distortions present one
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present at the R and another at the M points. We know from the varying crystal mo-

mentum as described by the distortions present in the Pnma phase that our Pm3̄m

→ Pnma phase transition does produce a polar ground state. Structural analysis was

carried out on the structure CsPbI3 as produced by Straus et al.[207]. As shown in

Structure Irrep Amplitude (Å)

CsPbI3


R−

4

R−
5

X−
5

M+
2

M+
3




0.39

1.92

1.34

1.85

0.08


Table 5.1: Representation and magnitude of distortions from the CsPbI3 high sym-

metry cubic Pm3̄m to the low-symmetry Pnma structure.

Table 5.1 we can see that a polar distortion which usually translates to a Γ− distor-

tion does not appear. We therefore explored the effects of layering on the appearance

of an improper mechanism for the appearance of a polarisation. Condensing these

distortions and further relaxation with subsequent analysis shows the appearance of

a Γ−5 which corresponds to our polar structure. The combination of the three distor-

tions drives the structure to a C mc21 phase as shown in Figure 5.3. In this phase we

see the HIFE mechanism in play where the two non-polar centrosymmetric rotations

of the BX6 octahedra drive the non-centrosymmetric polar distortion to appear. We

used INVARIANTS to show how these distortions couple together:

(F −F0) = a1Q2
(X +

2 ) +b1Q4
(X +

2 )

+a2Q2
(X −

3 ) +b2Q4
(X −

3 )

+a3Q2
(Γ−5 ) +b3Q4

(Γ−5 )

+C1,2Q2
(X +

2 )Q
2
(X −

3 ) +C1,3Q2
(X +

2 )Q
2
(Γ−5 ) +C2,3(X −

3 )2(Γ−5 )2

+ (X +
2 )Q(X −

3 )Q(Γ−5 ) (5.4.1)

As highlighted at the bottom of the equation above we see a trilinear coupling term

between the two non-polar tilt distortions and the polar distortion. This mechanism



CHAPTER 5. ENGINEERING FERROELECTRICITY IN METAL HALIDE
PEROVSKITES 145

Figure 5.3: a) High-symmetry I 4/mmm structure of the Cs3Pb2I7. b) low-symmetry

C mc21 structure of Cs3Pb2I7. The C mc21 phase has both the X −
3 and the X +

2 distor-

tion present.

is present in all but one of our structures, therefore I will not spend too much time

discussing the physical distortions present in the majority of these structures. What

we can see is the size of the distortions as we change the chemistry of our structure

and the effect that this has on the band-gap of their respective structures.

Electronic Structure of I 4/mmm and C mc21

In this section we will look at the electronic structure of the C mc21 phase of the

Cs2Pb3I7. As previously discussed the motivation behind this research stems from the

relatively high band-gaps that oxide perovskites possess. Here we look at the band-

structure of both the high and low-symmetry I 4/mmm and C mc21 phases respec-

tively. The initial purpose is to determine the effects of the distortions on the struc-

ture of the bands and thus the band-gap of the materials. As we have spoken about in
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the previous section the effect of tilts on the bands is generally the increase of the gap.

McGehee et. al have shown that band-gap tuning of lead and tin iodide perovskites is

possible through compositional substitution which show differing amplitudes of the

respective tilt distortions[169].

Figure 5.4: Bandstructure and Density of states for the I 4/mmm Cs3Pb2I7 phase. The

density of states highlight the effects of which orbitals contribute the most to the con-

duction and valence bands.
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Figure 5.5: Bandstructure and density of states for the C mc21 Cs3Pb2I7 phase. The

density of states highlight the effects of which orbitals contribute the most to the

conduction and valence bands. The band-gap which is direct and 1.83eV is at the

Γ point.

The purpose of this project is to determine ideal chemical composition of the

Ruddlesden-Popper structure which enables a high-degree of charge separation through

a large polar distortion and a suitable band-gap. Here we look at the different chem-

ical compositions and examine the sizes of distortions, the tolerance factor and the

band-gap of both the high and low symmetry phases. Table 5.2. summarises all of

these key discoveries. We can see some clear trends in the data that has been col-

lated. Dependent on whether we are looking at the A, B or X atom in our structure

changes how we see the trends. Overall a reduction in the tolerance factor leads to an
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Table 5.2: Changes in band-gap for both the I 4/mmm and C mc21 Ruddlesden-

Popper phases with varying chemistry. Amplitudes are described for the phase tran-

sition Pm3̄m → C mc21.

Compound Tolerance Factor (t) Amplitudes (Å) BG (eV) C mc21 BG (eV) I 4/mmm

Cs3Pb2I7 0.85

X +
2

X −
3

Γ−5

 →

1.37

2.03

1.28

 1.83 1.63

Cs3Sn2I7 0.91

X +
2

X −
3

Γ−5

 →

0.85

1.57

0.83

 1.13 0.82

Cs3Ge2I7 0.98

X +
2

X −
3

Γ−5

 →

0.01

0.03

1.22

 1.30 1.08

Cs3Pb2Br7 0.86

X +
2

X −
3

Γ−5

 →

1.31

1.80

1.16

 2.34 2.05

Cs3Pb2Cl7 0.87

X +
2

X −
3

Γ−5

 →

1.08

1.69

0.92

 2.75 2.36

Rb3Pb2I7 0.81

X +
2

X −
3

Γ−5

 →

1.87

2.87

1.88

 2.02 1.66

K3Pb2I7 0.80

X +
2

X −
3

Γ−5

 →

2.09

3.50

2.22

 2.23 1.68
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overall increase in the size of the tilts. Due to the trilinear coupling term we see an

increase in the size of the polar distortion - which is good for the overall separation of

charges in the material. It does however increase the band-gap of the material. As we

have previously discussed in Chapter 4 this is due to the tilt distortions being present

in the structure. The data on an individual A, B and X basis shows us that as we reduce

the size of the A-site cation from Cs → Rb → K, the overall ionic size of the atom de-

creases by 18% overall, This consequently leads gives an approximate 5% decrease in

the tolerance factor and a 22% increase in the band-gap. This is reflected in the large

increase in both X +
2 and X −

3 distortions. Interestingly we do not see such an increase

in the band-gap value for the low symmetry phase.

X-site cation changes see the opposite effect, with an overall ionic radii reduction

of 17.72% we see a much smaller 2.35% increase in the tolerance factor. A general

increase in the tolerance factor reduces the size of tilt distortions and thus we see

a reduction in the polar distortion. It is clear that the X-site anions play an impor-

tant role in the size of the band-gaps as we see a huge 50% increase in the size of

the band-gap for the low-symmetry phase. It is clear that overlap of the p-orbitals of

the anion and the d-orbitals of the B-site cation has been reduced as the size of the

X-site anion is decreased. This is has been shown experimentally with the vacancy

ordered Cs2SnX6 structure where the Cl perovskite structure exhibits a 4.89eV band-

gap and the I-perovskite exhibits a 1.35eV band-gap[208]. It was also stated in this

paper that the band-gap was non-linear with changes in composition which for the

anions specifically in our case also followed suit. The B-site cations followed a dif-

ferent trend in terms of the band-gap and the overall size of the polar distortions. A

reduction in size of the B-site cations from Pb → Sn → Ge of which is an overall re-

duction of 38% of the original size of the ionic radii. However, for this set of results we

see some non-linear changes in the sizes of the tilt distortions, polar distortions and

the band-gap. The overall expectancy when carrying out this project was an overall

reduction in the size of the polar distortion in a generally linear way however, when

we move from Sn → Ge we see a large increase in the polar distortion but an almost

complete removal of the tilt distortions. This leads us to believe that this structure
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might not follow the improper mechanism but the proper mechanism, whereby the

primary order parameter is now the polar distortion. Figure 5.6 shows the effects of

tolerance factor/chemical substitution on the size of the distortions present. This is

a graphical representation of the data summarised in Table 5.2. These lines are of

the assumption that anything between these individual chemistries (solid solutions

of different chemical makeups) follow a linear trend between them, however this is

not overly expected.

Discussion of Band-Gap

There needs to be a finely tuned balance between the size of the polar mode and the

size of the distortions as there is a general trend between both. In the previous section

we discussed the overall effects of the chemical substitution on the size of the distor-

tions and the polar mode. Here we combine the analysis between both the band-

gaps and the polar distortions. Figure 5.7 shows the relationship between the polar

distortion and the band-gap. The golden region of the figure was designated based

on the AM1.5 solar radiation spectrum which accesses the biggest range of photon

energies. In this particular region we see only one particular chemistry which is the

non-HIFE Cs3Ge2I7 where we see a band-gap of approximately 1.30eV, close to the

optimal 1.6eV for photovoltaic cells. As we can clearly see from figure 5.7 we see the

Cs3Ge2I7 sits in our self-proclaimed golden region. This is based on a combination

of polar distortions and band-gap size. Although this looks promising in two of the

most prominent properties needed for photovoltaic materials analysis of the litera-

ture notes some issues with the composition. Currently there are none or very few

experimental papers which highlight this as a possible composition that can be syn-

thesised which of course is disappointing. Where Germanium compounds are syn-

thesised it is alongside an organic A-site cation like methylammonium. For example

methylammonium germanium iodide can be synthesised has a power conversion ef-

ficiency of 0.2% which is incredibly low and suffers from really poor stability.

The introduction of bromine into the structure as a (MA)GeI2.7Br0.3 leads to a minor
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Figure 5.6: Graphical representation of the changing tilt distortions and polar dis-

tortions. Each individual colour represents chemical substitution of a particular

cation/anion. The green path represents the change from Cs→K, blue I → Cl and

finally red Pb → Ge. The Cs3Pb2I7 is labelled in the middle of each graph to represent

the start of the changing chemical substitution.
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Figure 5.7: Relationship between the band-gap and the polar distortion. The golden

region is highlighted to examine the band-gap for optimal solar AM1.5 photovoltaics.

increase in the PCE to 0.57%[37]. On the contrary there has been further research

which supports a much better PCE for the germanium halide perovskites, with the

formamidinium germanium iodide supporting a 7% PCE[209].

Functionals and Spin-Orbit Coupling

The final section is more of an overview for all of the chapters of this thesis. Through-

out this research we have been making use of the GGA exchange-correlation func-

tionals for our DFT calculations. However for this part of the thesis we examined

the use of the meta-GGA SCAN and the use of Spin-Orbit Coupling on the effects of

the bands. Figure 5.8 shows how the band gap for the I 4/mmm phase of the three

chemistries changes based on the input parameters that were selected. As we would
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Figure 5.8: Analysis of the I 4/mmm phases for PBESol, SOC, SCAN and SCAN+SOC.

expect SOC plays a large effect on the size of the gap for the B-site cations which are

much heavier. Spin-Orbit coupling is an interaction between the spin of the elec-

trons and their relativistic motion inside the electrostatic field which is generated by

the charge nucleus of an atom. Because the charge of the nucleus increases as the

atomic number of the atom increases the effects of spin-orbit coupling is very signifi-

cant within larger atoms including Lead. This is why as shown in Figure 5.8 the effects

on the band gap is significant, therefore if accurate values for band-gaps and other ex-

cited states want to be assessed then it does need to be included. It is also clear from

Figure 5.8 that SCAN makes very insignificant changes to the overall band-gap of the

structures here with predictions showing it more often than not underestimates the

gap by approximately 27%[210]. Therefore to accurately map out an accurate elec-

tronic bandstructure we need to move further up the Jacob’s Ladder (Figure 2.2). Hy-
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brid functionals are the most likely to give more accurate values of the band-gap with

the HSE06 functional usually accurately predicting bandstructures, but this always

come with the largest computational expense. HLE16 would be an excellent func-

tional for structures that have large values for spin-orbit coupling and is competitive

with the hybrid functionals[211]. We have however, for the purpose of this study been

looking at the overall trends for in the metal halide perovskites and how external fac-

tors can affect the electronic properties, therefore we did no find it overly necessary

to use huge amounts of computing resources.

5.5 Conclusions and Final Remarks

This chapter reflected on the challenges that face the FE-PV community with the sig-

nificant engineering problems around having a large ferroelectric distortion within

photovoltaic materials with suitable band-gaps. We therefore explored the phenomenom

of hybrid improper ferroelectricity where coupling between two non-polar modes

gives rise to a polar mode, in our case the two non-polar modes are the rotation

and tilts of the BX6 octahedra. Hybrid improper ferroelectricity can also appear due

to the presence of a layered structure, in our case the Ruddlesden-Popper A3B2X7.

The results in this chapter exhibited the effects of hybrid improper ferroelectricity

through the coupling of two non-polar rotations and tilts (X +
2 and X −

3 ) with the polar

distortion Γ−5 and this was displayed through the symmetry analysis and the group-

supgroup relations. Exploration of the bandstructures and density of states showed

the effects of these distortions on the band-gap showed that we see a reduction in the

dispersion of the bands and the changing value of the band-gap.

We explored the effects of chemical substitution on the band-gap and developed

some trends in both the values found for the gap and the size of the distortions it-

self. Overall the trends generally fit with predictions of the anions and cations but we

saw a change for the Cs3Ge2I7 where the overall trend of the X +
2 and X −

3 decreasing

for the B-site cation lead to an overall increase in the Γ−5 . This lead to some further

work where we discovered that the Cs3Ge2I7 structure fits the Imm2 ground state
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instead. Finally we discussed the overall picture and put forward some ideas of the

ideal structure that could be put forward as an ideal FE-PV and discussed the future

of metal halide perovskites as photovoltaics. Overall the results in this chapter have

shed a light and developed some key understanding in the effects of hybrid improper

ferroelectricity for photovoltaics in metal halide perovskites. It is important to note

that this entire project was theoretical and the majority of these structures have not

been synthesised before but it is with hope the process can be applied to other struc-

tures for ferroelectric photvoltaics and functional solar cells.





6

Conclusions, Final Remarks and

Future Work

People do not like to think. If one thinks, one must reach conclusions. Conclusions are

not always pleasant

- Helen Keller
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T He work presented in this thesis is a culmination of our desire to combine

the electronic and sterical properties of inorganic metal halide perovskites.

What we have explored here is the synonymous link between the various

distortions that are found in both the gold double perovskite and Ruddlesden-Popper

metal halide perovskites and the electronic and photovoltaic properties that they pos-

sess.

Chapter 3: Structural Analysis

We primarily wanted to explore a range of chemistries that already appear in the ex-

perimental literature. This allowed us to explore the complex array of distortions

through the parent-daughter relationships in great depth. We discovered a com-

plex interplay between several distortions as we progress from the relatively simple

I 4/mmm with its two distortions, the breathing and Jahn-Teller distortions to more

complex structures like the K2Au2I6 P21/c structure, with six distortions present. In

this chapter we then explored the appearance of a polar distortions present in some

of the structures. It is not overly clear on the origin of this distortion in the various

structures explored and it would be beneficial for somebody in the future to explore

the origin of this polar distortion, whether it be proper of improper. From our cal-

culations it looks that the R−
5 anti-polar distortion is very small and would suggest

numerical noise in the process and its important to see whether this is truly appears

in the structure or not. The work presented in this chapter was a grounding in the

structural understanding of these structures and lead us down a path to the more

interesting and commercially important electronic properties.

Chapter 4: Optoelectronic Analysis

This chapter was an extension of the work completed in the previous. We applied our

understanding of these distortions in the variety of different structures to observe the

effects on the electronic properties. We found a plethora of different electronic prop-

erties in the gold materials which suggests that such materials could be excellent as
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part of solar light absorbers. We found suitable band gaps, the possibility of effec-

tive charge mobility and more interestingly enhanced charge separation through a

large dielectric constant. Due to the fact that gold is within the material it is clear

that this material specifically would not be commercially viable due to its high cost.

There needs to be a more thorough exploration of different double perovskite mate-

rials with more viable elements substituted in place of the gold. Firstly, computation-

ally there should be some exploration of a solid-solution of the Br-I compounds in an

attempt to increase the dielectric constant even further, this could subsequently lead

to a polar distortion which enables enhanced photovoltages and charge separation.

Secondly, there needs to be a more comprehensive understanding of the bandgaps

suggested in this chapter with the use of hybrid functionals to give a clearer picture

of the exact gaps we could expect. Finally, with a deeper study of the literature and

understanding of the electronic structure of charge-ordered double pervoskites, sub-

stitution of the gold sites could lead to more experimental work being put forward

and understanding of the general stability of said materials. Importantly it was clear

in this thesis that the polar distortion is small, therefore an understanding of its ability

to separate charge effectively will decide whether these materials should be pushed

forward as a possible candidate for solar light absorbers.

Chapter 5: Hybrid Improper Ferroelectricity

In this final chapter we explored the possibility of observing a large polar distortion

in Ruddlesden-Popper halide perovskites through an improper ferroelectric mecha-

nism. Much like the previous chapters we explored a large array of different structures

in terms of chemical substitution. Analysis of these different structures allowed us to

develop a comprehensive understanding of both the band-gap of the materials and

the size of the polar distortion. We explored the trends in the chemical substitution

in terms of the gap and polar distortion and found some structures which were more

interesting than others. Computationally more exploration of the structures could ex-

amined especially in terms of the band-gap in the materials. The heavy B-site cations
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can give rise to under representation of the band-gap and this needs to be corrected

through the use of Spin-Orbit Coupling and hybrid functional analysis. There also

needs to be a more thorough exploration of the possibility of the Cs3Ge2I7 structure.

This shows promising results but also there are gaps in the understanding of the ori-

gin of the polar distortion and this needs exploring. The work in this chapter has

also loaned itself to more structures which are generally nowadays frowned upon, in

the fact that lead is highly toxic, but, we have shown that there are materials which

enable suitable band-gaps for light absorption and also very large polar distortions

which can give rise to exceptional charge separation.

Final Remarks

In this thesis we have explored the effects of the sterical with the electronic and al-

though we have explored several structures which unfortunately do not lend them-

selves to commercial viability with toxicity involved (Lead) and extreme cost (Gold)

we have shown that these materials possess some incredible properties which could

support the hunt for a solar light absorber or a material which can assist in the in-

crease in PCE for solar cells. Of course we have been incredibly computationally fo-

cused and my suggestion would be a more comprehensive literature exploration of

materials that could support the d 8 −d 10 splitting of charge on the B-site cation of

a double perovskite and a full exploration of these materials which exhibit some ex-

ceptional electronic properties. For an experimentalist the work in this thesis should

be able to show the link between understanding of the coupling distortions that can

appear in phase transitions and our understanding of the electronic properties.
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A.1 Rb2Au2I6 Phonons

Figure A.1: The combination of both the R−
5 and R−

4 distortions contribute the largest

energy gain out of each of the phonon instabilities.

A.2 Full INVARIANTS Analysis of Structures

Pm3̄m → I4/mmm
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Pm3̄m → C2/m
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Pm3̄m → I4mm (Strain Induced Mechanism)
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B.1 Electronic Density of States: Rb2Au2I6

Figure B.1: Density of states of the Rb2Au2I6 I4/mmm structure. The top figure in-

cludes the Gold atoms in which there electrons sit within the dz2 orbital and bottom

figure includes the gold atom where the electrons sit within the dx2−y2 orbital.
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Figure B.2: Density of states of the Rb2Au2I6 C2/m structure. The top figure includes

the Gold atoms in which there electrons sit within the dz2 orbital and bottom figure

includes the gold atom where the electrons sit within the dx2−y2 orbital.
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B.2 Electronic Density of States: K2Au2I6

Figure B.3: Density of states of the K2Au2I6 I4/mmm structure. The top figure in-

cludes the Gold atoms in which there electrons sit within the dz2 orbital and bottom

figure includes the gold atom where the electrons sit within the dx2−y2 orbital.
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Figure B.4: Density of states of the Rb2Au2I6 P21/c structure. The top figure includes

the Gold atoms in which there electrons sit within the dz2 orbital and bottom figure

includes the gold atom where the electrons sit within the dx2−y2 orbital.
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B.3 Phonon Dielectrics

Dielectric Code

The code below was used to determine the size of the dielectric constant in relation

to the phonon mode frequency:

1 const BigNumber = require(’bignumber.js’);

2 const csv = require(’csvtojson’);

3 const inquirer = require(’inquirer’);

4 const fs = require(’fs’);

5 const { writeFile } = require(’fs/promises’);

6 const { parseAsync } = require(’json2csv’);

7

8 const converter = csv({

9 noheader:true,

10 trim:true,

11 });

12

13 // Helper for easier logging

14 BigNumber.prototype[require(’util’).inspect.custom] = BigNumber.

prototype.valueOf;

15

16 BigNumber.set({

17 DECIMAL_PLACES: 100

18 });

19

20 /**

21 * Models

22 */

23 class Question {

24 constructor({ type, name, message }) {

25 this.type = type;

26 this.name = name;

27 this.message = message;

28 }

29 }
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30

31 /**

32 * Prompts

33 */

34 const get_csv_file_path = async () => {

35 const csv_file_path_question = new Question({

36 type: ’string’,

37 name: ’csv_file_path’,

38 message: ’Please enter the path to your csv:’

39 });

40

41 const { csv_file_path } = await inquirer.prompt([

csv_file_path_question ]);

42

43 if (!csv_file_path) {

44 throw new Error(’No filepath provided’);

45 }

46

47 fs.access(csv_file_path, (error) => {

48 if (error) {

49 throw new Error(‘File not found at path ${csv_file_path}‘);

50 }

51 return;

52 });

53

54 return csv_file_path;

55 };

56

57 const get_atomic_masses = async () => {

58 const first_atomic_mass_label_question = new Question({

59 type: ’string’,

60 name: ’first_atomic_mass_label’,

61 message: ’Enter the first element label:’

62 });

63

64 const first_atomic_mass_question = new Question({
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65 type: ’string’,

66 name: ’first_atomic_mass’,

67 message: ’Enter the first elements atomic mass:’

68 });

69

70 const second_atomic_mass_label_question = new Question({

71 type: ’string’,

72 name: ’second_atomic_mass_label’,

73 message: ’Enter the second element label:’

74 });

75

76 const second_atomic_mass_question = new Question({

77 type: ’string’,

78 name: ’second_atomic_mass’,

79 message: ’Enter the second elements atomic mass:’

80 });

81

82 const third_atomic_mass_label_question = new Question({

83 type: ’string’,

84 name: ’third_atomic_mass_label’,

85 message: ’Enter the third element label:’

86 });

87

88 const third_atomic_mass_question = new Question({

89 type: ’string’,

90 name: ’third_atomic_mass’,

91 message: ’Enter the third elements atomic mass:’

92 });

93

94 const answers = await inquirer.prompt([

95 first_atomic_mass_label_question ,

96 first_atomic_mass_question ,

97 second_atomic_mass_label_question ,

98 second_atomic_mass_question ,

99 third_atomic_mass_label_question ,

100 third_atomic_mass_question
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101 ]);

102

103 const elements = {};

104 elements[answers.first_atomic_mass_label] = new BigNumber(answers.

first_atomic_mass);

105 elements[answers.second_atomic_mass_label] = new BigNumber(answers.

second_atomic_mass);

106 elements[answers.third_atomic_mass_label] = new BigNumber(answers.

third_atomic_mass);

107

108 return elements;

109 };

110

111 const get_volume = async () => {

112 const question = new Question({

113 type: ’string’,

114 name: ’volume’,

115 message: ’Enter the volume:’

116 });

117

118 const { volume } = await inquirer.prompt([ question ]);

119

120 return new BigNumber(volume);

121 };

122

123 /**

124 * Utils

125 */

126 const map_fields_to_dimensions = (fields) => fields.map(({ field1,

field2, field3 }) => ({

127 x: new BigNumber(field1),

128 y: new BigNumber(field2),

129 z: new BigNumber(field3)

130 }));

131

132 const chunk_array = (array, chunk_size) => {
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133 const chunked_array = [];

134 for (let i = 0; i < array.length; i += chunk_size) {

135 const chunk = array.slice(i, i + chunk_size);

136 chunked_array.push(chunk);

137 }

138

139 return chunked_array;

140 };

141

142 const calculate_mass_in_kilograms = (atomic_mass_value) =>

atomic_mass_value.multipliedBy(proton_mass);

143

144 const calculate_um_values_for_dimension = (dimension,

atomic_mass_value) => {

145 const mass_in_kilograms = calculate_mass_in_kilograms(

atomic_mass_value);

146 return dimension.multipliedBy(m0.dividedBy(mass_in_kilograms).

squareRoot());

147 };

148

149 const calculate_the_constant = (volume) => {

150 return m0.dividedBy(volume.multipliedBy(vaccuum.multipliedBy(m4.

multipliedBy(pi).multipliedBy(pi))))

151 };

152

153 /**

154 * /*);

155 * Constants

156 */

157 const m0 = new BigNumber(1);

158 const proton_mass = new BigNumber(’1.6726219236951E-27’);

159 const vaccuum = new BigNumber(’8.854187812812E-12’);

160 const e0 = new BigNumber(’8.854187812813E-12’);

161 const e = new BigNumber(’1.602176634E-19’);

162 const pi = new BigNumber(’3.1415926535’)

163 const m4 = new BigNumber(’4’)
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164

165 /**

166 * Main function

167 */

168

169 const run = async () => {

170 try {

171 const output = [Array(100).fill(null)];

172 // const csv_file_path = await get_csv_file_path();

173

174 // const atomic_masses = await get_atomic_masses();

175 const atomic_masses = {

176 ’Rb’: new BigNumber(’132.90545’),

177 ’Au’: new BigNumber(’196.96657’),

178 ’Cl’: new BigNumber(’35.453’),

179 };

180

181 // const volume = await get_volume();

182 const volume = new BigNumber(’563.68E-30’);

183

184 const the_constant = calculate_the_constant(volume);

185 output.push([’The constant’]);

186 output.push([ the_constant ]);

187

188 const input = await converter.fromFile(’C:/Users/Jordan/Desktop/

Desk/VS/phonon_modes/phonon_modes/BEC_Phonons/BEC_phonons.csv’);

189

190 const bec_fields_input = input.slice(0, 60);

191 const phonons_input = input.slice(60, 1260);

192 const frequencies_input = input.slice(1260);

193

194 const bec_fields = map_fields_to_dimensions(bec_fields_input);

195 const phonons = map_fields_to_dimensions(phonons_input);

196

197 const frequencies = frequencies_input.map(({ field1: frequency })

=> {
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198 const freq = new BigNumber(frequency).multipliedBy(’1E12’);

199 return freq.multipliedBy(freq);

200 });

201

202 output.push([’Frequencies’]);

203 frequencies.forEach((freq) => output.push([ freq ]));

204

205 const chunked_bec_fields = chunk_array(bec_fields, 3);

206 const chunked_phonons = chunk_array(phonons, 20);

207

208 const alpha = chunked_phonons.map((phonon, phonon_index) => {

209 output.push([ ‘Phonon mode ${phonon_index + 1}‘ ]);

210 const unsummed_alpha_values = phonon.map(({ x, y, z }, index) =>

{

211 let atomic_mass_value;

212 if (index < 4) {

213 atomic_mass_value = Object.values(atomic_masses)[0];

214 } else if (index < 8) {

215 atomic_mass_value = Object.values(atomic_masses)[1];

216 } else {

217 atomic_mass_value = Object.values(atomic_masses)[2];

218 }

219

220 const x_um_value = calculate_um_values_for_dimension(x,

atomic_mass_value);

221 const y_um_value = calculate_um_values_for_dimension(y,

atomic_mass_value);

222 const z_um_value = calculate_um_values_for_dimension(z,

atomic_mass_value);

223

224 const bec_matrix = chunked_bec_fields[index];

225

226 const alpha_matrix = bec_matrix.map(({ x: bec_x, y: bec_y, z:

bec_z }) => ({

227 x: bec_x.multipliedBy(e).multipliedBy(x_um_value),

228 y: bec_y.multipliedBy(e).multipliedBy(y_um_value),
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229 z: bec_z.multipliedBy(e).multipliedBy(z_um_value),

230 }));

231

232 output.push([ ’atomic_mass_value’, ’x_um_value’, ’y_um_value’,

’z_um_value’ ]);

233 output.push([ atomic_mass_value , x_um_value, y_um_value,

z_um_value ]);

234

235 const alpha_x = [];

236 const alpha_y = [];

237 const alpha_z = [];

238

239 alpha_matrix.forEach(({ x, y, z }, alpha_index) => {

240 if (alpha_index === 0) {

241 alpha_x.push(BigNumber.sum.apply(null, [ x, y, z ]));

242 } else if (alpha_index === 1) {

243 alpha_y.push(BigNumber.sum.apply(null, [ x, y, z ]));

244 } else if (alpha_index === 2) {

245 alpha_z.push(BigNumber.sum.apply(null, [ x, y, z ]));

246 }

247 });

248

249 return {

250 x: BigNumber.sum.apply(null, alpha_x),

251 y: BigNumber.sum.apply(null, alpha_y),

252 z: BigNumber.sum.apply(null, alpha_z),

253 }

254 });

255

256 const alpha_x = unsummed_alpha_values.map(({ x }) => x);

257 const alpha_y = unsummed_alpha_values.map(({ y }) => y);

258 const alpha_z = unsummed_alpha_values.map(({ z }) => z);

259

260 const x = BigNumber.sum.apply(null, alpha_x);

261 const y = BigNumber.sum.apply(null, alpha_y);

262 const z = BigNumber.sum.apply(null, alpha_z);
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263

264 output.push([ ’alpha_x’, ’alpha_y’, ’alpha_z’ ]);

265 output.push([ x, y, z ]);

266

267 return {

268 x,

269 y,

270 z,

271 };

272 });

273

274 output.push([ ’Dimensions squared multiplied by the constant’ ]);

275

276 const alpha_matrices = alpha.map(({ x, y, z }, index) => {

277 const xx = x.multipliedBy(x).multipliedBy(the_constant);

278 const xy = x.multipliedBy(y).multipliedBy(the_constant);

279 const xz = x.multipliedBy(z).multipliedBy(the_constant);

280 const yx = y.multipliedBy(x).multipliedBy(the_constant);

281 const yy = y.multipliedBy(y).multipliedBy(the_constant);

282 const yz = y.multipliedBy(z).multipliedBy(the_constant);

283 const zx = z.multipliedBy(x).multipliedBy(the_constant);

284 const zy = z.multipliedBy(y).multipliedBy(the_constant);

285 const zz = z.multipliedBy(z).multipliedBy(the_constant);

286

287 output.push([ ‘Phonon mode ${index + 1} after squaring the

dimension then multiplying by the constant‘ ]);

288 output.push([

289 xx.toExponential(20), xy.toExponential(20), xz.toExponential

(20)

290 ]);

291 output.push([

292 yx.toExponential(20), yy.toExponential(20), yz.toExponential

(20)

293 ]);

294 output.push([

295 zx.toExponential(20), zy.toExponential(20), zz.toExponential
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(20)

296 ]);

297

298 return {

299 xx,

300 xy,

301 xz,

302 yx,

303 yy,

304 yz,

305 zx,

306 zy,

307 zz

308 };

309 });

310

311 let results = alpha_matrices.map((alpha_matrix, index) => {

312 const frequency = frequencies[index];

313

314 let xx = alpha_matrix.xx.dividedBy(frequency);

315 let xy = alpha_matrix.xy.dividedBy(frequency);

316 let xz = alpha_matrix.xz.dividedBy(frequency);

317 let yx = alpha_matrix.yx.dividedBy(frequency);

318 let yy = alpha_matrix.yy.dividedBy(frequency);

319 let yz = alpha_matrix.yz.dividedBy(frequency);

320 let zx = alpha_matrix.zx.dividedBy(frequency);

321 let zy = alpha_matrix.zy.dividedBy(frequency);

322 let zz = alpha_matrix.zz.dividedBy(frequency);

323

324 output.push([ ‘Phonon mode ${index + 1} after dividing by the

frequency: ${frequency.toExponential(20)}‘ ]);

325 output.push([

326 xx.toExponential(20), xy.toExponential(20), xz.toExponential

(20)

327 ]);

328 output.push([



APPENDIX B. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES
OF GOLD DOUBLE PEROVSKITES APPENDIX 208

329 yx.toExponential(20), yy.toExponential(20), yz.toExponential

(20)

330 ]);

331 output.push([

332 zx.toExponential(20), zy.toExponential(20), zz.toExponential

(20)

333 ]);

334

335 return {

336 xx,

337 xy,

338 xz,

339 yx,

340 yy,

341 yz,

342 zx,

343 zy,

344 zz

345 };

346 });

347

348 const xx_result = BigNumber.sum.apply(null, results.map(({ xx })

=> xx)).toExponential(20);

349 const xy_result = BigNumber.sum.apply(null, results.map(({ xy })

=> xy)).toExponential(20);

350 const xz_result = BigNumber.sum.apply(null, results.map(({ xz })

=> xz)).toExponential(20);

351 const yx_result = BigNumber.sum.apply(null, results.map(({ yx })

=> yx)).toExponential(20);

352 const yy_result = BigNumber.sum.apply(null, results.map(({ yy })

=> yy)).toExponential(20);

353 const yz_result = BigNumber.sum.apply(null, results.map(({ yz })

=> yz)).toExponential(20);

354 const zx_result = BigNumber.sum.apply(null, results.map(({ zx })

=> zx)).toExponential(20);

355 const zy_result = BigNumber.sum.apply(null, results.map(({ zy })
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=> zy)).toExponential(20);

356 const zz_result = BigNumber.sum.apply(null, results.map(({ zz })

=> zz)).toExponential(20);

357

358 const summed_results_matrix = [

359 [ null, ’X’, ’Y’, ’Z’ ],

360 [ ’X’, xx_result, xy_result, xz_result ],

361 [ ’Y’, yx_result, yy_result, yz_result ],

362 [ ’Z’, zx_result, zy_result, zz_result ]

363 ];

364

365 // results = results.map((res) => res.valueOf);

366 const formatted_results = results.map((res) => Object.values(res).

map((obj) => obj.valueOf()));

367

368 const result = [

369 [ ’XX’, ’XY’, ’XZ’, ’YX’, ’YY’, ’YZ’, ’ZX’, ’ZY’, ’ZZ’ ],

370 ...formatted_results ,

371 ];

372

373 const result_csv_string = await parseAsync(result, {

374 header: false

375 });

376

377 const summed_results_string = await parseAsync(

summed_results_matrix , {

378 header: false

379 });

380

381 const parsed_output = await parseAsync(output, {

382 header: false

383 });

384

385 const csv_string = ‘${parsed_output}\n\n,${result_csv_string}\n\n,

${summed_results_string}‘;

386



APPENDIX B. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES
OF GOLD DOUBLE PEROVSKITES APPENDIX 210

387 await writeFile(’./test.csv’, csv_string);

388

389 } catch (error) {

390 console.log(error);

391 process.exit(1);

392 }

393 };

394

395 run();

The tables below show the dielectric constant based on the size of the phonon mode.

All structures explored were in the I4/mmm space group and the total dielectric con-

stant can be found in the table of dielectric constants found in chapter 4.
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Phonon XX XY XZ YX YY YZ ZX ZY ZZ

1 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0.185289334

3 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0

5 0.065826256 -0.066751265 0 -0.066751265 0.067689272 0 0 0 0

6 0.067690523 0.066751265 0 0.066751265 0.06582504 0 0 0 0

7 4.71E-07 4.70E-07 -6.92E-09 4.70E-07 4.70E-07 -6.91E-09 -6.92E-09 -6.91E-09 1.02E-10

8 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0

10 6.48E-07 6.47E-07 -1.41E-07 6.47E-07 6.46E-07 -1.41E-07 -1.41E-07 -1.41E-07 3.07E-08

11 0 0 0 0 0 0 0 0 0

12 0 0 0 0 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0

15 0.016714544 -0.016510281 0 -0.016510281 0.016308514 0 0 0 0

16 0.016308559 0.016510281 0 0.016510281 0.016714497 0 0 0 0

17 0 0 0 0 0 0 0 0 0

18 5.32E-07 -5.40E-07 0 -5.40E-07 5.47E-07 0 0 0 0

19 0 0 0 0 0 0 0 0 0

20 0 0 0 0 0 0 0 0 0.397327459

21 0 0 0 0 0 0 0 0 0

22 0 0 0 0 0 0 0 0 0

23 0.221115282 -0.235505628 0 -0.235505628 0.25083251 0 0 0 0

24 0.250839193 0.235505628 0 0.235505628 0.22110939 0 0 0 0

25 0 0 0 0 0 0 0 0 0

26 0 0 0 0 0 0 0 0 0

27 0 0 0 0 0 0 0 0 0

28 0 0 0 0 0 0 0 0 0

29 0 0 0 0 0 0 0 0 0

30 0 0 0 0 0 0 0 0 0

31 0 0 0 0 0 0 0 0 0.00131832

32 0 0 0 0 0 0 0 0 0

33 0 0 0 0 0 0 0 0 0

34 0 0 0 0 0 0 0 0 0

35 0 0 0 0 0 0 0 0 0

36 1.664641359 -1.772207919 0 -1.772207919 1.886725263 0 0 0 0

37 1.886703138 1.772207919 0 1.772207919 1.66466088 0 0 0 0

38 0 0 0 0 0 0 0 0 0

39 0 0 0 0 0 0 0 0 0

40 0 0 0 0 0 0 0 0 0

41 0 0 0 0 0 0 0 0 0

42 0 0 0 0 0 0 0 0 0

43 0 0 0 0 0 0 0 0 0

44 0 0 0 0 0 0 0 0 0

45 0 0 0 0 0 0 0 0 0

46 0 0 0 0 0 0 0 0 0

47 2.151816071 -2.292848805 0 -2.292848805 2.443125002 0 0 0 0

48 2.443171648 2.292848805 0 2.292848805 2.151774987 0 0 0 0

49 0 0 0 0 0 0 0 0 0

50 0 0 0 0 0 0 0 0 0

51 0 0 0 0 0 0 0 0 4.5776047

52 3.76E-09 -2.96E-09 0 -2.96E-09 2.33E-09 0 0 0 0

53 0 0 0 0 0 0 0 0 0

54 0 0 0 0 0 0 0 0 0

55 0 0 0 0 0 0 0 0 0

56 0 0 0 0 0 0 0 0 0

57 0 0 0 0 0 0 0 0 0

Table B.1: Dielectric response to phonons for the Cs2Au2Cl6
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Phonon XX XY XZ YX YY YZ ZX ZY ZZ

1 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0.098363636

3 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0

5 0.053749209 0.025181923 0 0.025181923 0.011797927 0 0 0 0

6 0.011795665 -0.025181923 0 -0.025181923 0.053759518 0 0 0 0

7 6.31E-07 6.30E-07 -2.92E-08 6.30E-07 6.29E-07 -2.91E-08 -2.92E-08 -2.91E-08 1.35E-09

8 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0

10 7.62E-07 7.60E-07 -1.34E-07 7.60E-07 7.58E-07 -1.33E-07 -1.34E-07 -1.33E-07 2.35E-08

11 0 0 0 0 0 0 0 0 0

12 0 0 0 0 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0

15 0.007474696 -0.01728446 0 -0.01728446 0.039968526 0 0 0 0

16 0.039965622 0.01728446 0 0.01728446 0.007475239 0 0 0 0

17 0 0 0 0 0 0 0 0 0

18 5.83E-08 -5.82E-08 0 -5.82E-08 5.82E-08 0 0 0 0

19 0 0 0 0 0 0 0 0 0

20 0 0 0 0 0 0 0 0 0.154741334

21 0 0 0 0 0 0 0 0 0

22 0 0 0 0 0 0 0 0 0

23 0.002586668 -0.012635525 0 -0.012635525 0.061722839 0 0 0 0

24 0.061731948 0.012635525 0 0.012635525 0.002586286 0 0 0 0

25 0 0 0 0 0 0 0 0 0

26 0 0 0 0 0 0 0 0 0

27 0 0 0 0 0 0 0 0 0

28 0 0 0 0 0 0 0 0 0

29 0 0 0 0 0 0 0 0 0

30 0 0 0 0 0 0 0 0 0

31 0 0 0 0 0 0 0 0 0.000505491

32 0.040270331 0.259513651 0 0.259513651 1.67238097 0 0 0 0

33 1.672621137 -0.259513651 0 -0.259513651 0.040264549 0 0 0 0

34 0 0 0 0 0 0 0 0 0

35 0 0 0 0 0 0 0 0 0

36 0 0 0 0 0 0 0 0 0

37 0 0 0 0 0 0 0 0 0

38 0 0 0 0 0 0 0 0 0

39 0 0 0 0 0 0 0 0 0

40 0 0 0 0 0 0 0 0 0

41 0 0 0 0 0 0 0 0 0

42 0 0 0 0 0 0 0 0 0

43 0 0 0 0 0 0 0 0 0

44 0 0 0 0 0 0 0 0 0

45 0 0 0 0 0 0 0 0 0

46 0 0 0 0 0 0 0 0 0

47 0 0 0 0 0 0 0 0 0

48 0 0 0 0 0 0 0 0 0

49 6.18E-09 -9.34E-09 0 -9.34E-09 1.41E-08 0 0 0 0

50 0.216756722 -1.47058666 0 -1.47058666 9.97719982 0 0 0 0

51 9.976352896 1.47058666 0 1.47058666 0.216775123 0 0 0 0

52 0 0 0 0 0 0 0 0 0

53 0 0 0 0 0 0 0 0 0

54 0 0 0 0 0 0 0 0 5.63689007

55 0 0 0 0 0 0 0 0 0

56 0 0 0 0 0 0 0 0 0

57 0 0 0 0 0 0 0 0 0

Table B.2: Dielectric response to phonons for the Cs2Au2Br6
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Phonon XX XY XZ YX YY YZ ZX ZY ZZ

1 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0.119289905

3 0.016279312 0.012309169 0 0.012309169 0.009307251 0 0 0 0

4 0.009305581 -0.012309192 0 -0.012309192 0.016282295 0 0 0 0

5 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 0 0

7 1.37E-06 1.41E-06 -2.84E-07 1.41E-06 1.46E-06 -2.94E-07 -2.84E-07 -2.94E-07 5.91E-08

8 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0

10 1.55E-06 1.64E-06 -7.10E-07 1.64E-06 1.73E-06 -7.50E-07 -7.10E-07 -7.50E-07 3.24E-07

11 0 0 0 0 0 0 0 0 0

12 0 0 0 0 0 0 0 0 0

13 0.270783889 0.302815018 0 0.302815018 0.338635121 0 0 0 0

14 0.338613003 -0.302815522 0 -0.302815522 0.270802478 0 0 0 0

15 0 0 0 0 0 0 0 0 0

16 0 0 0 0 0 0 0 0 0

17 0 0 0 0 0 0 0 0 0

18 2.96E-07 -2.54E-07 6.31E-13 -2.54E-07 2.18E-07 -5.42E-13 6.31E-13 -5.42E-13 1.35E-18

19 0 0 0 0 0 0 0 0 0.160447579

20 0 0 0 0 0 0 0 0 0

21 0.118481568 0.072565744 0 0.072565744 0.044443935 0 0 0 0

22 0.044436345 -0.072565626 0 -0.072565626 0.118501421 0 0 0 0

23 0 0 0 0 0 0 0 0 0

24 0 0 0 0 0 0 0 0 0

25 0 0 0 0 0 0 0 0 0.387900022

26 0 0 0 0 0 0 0 0 0

27 0 0 0 0 0 0 0 0 0

28 0 0 0 0 0 0 0 0 0

29 0 0 0 0 0 0 0 0 0

30 0 0 0 0 0 0 0 0 0

31 0 0 0 0 0 0 0 0 0

32 0 0 0 0 0 0 0 0 0

33 5.15290902 2.399876928 0 2.399876928 1.62104046 0 0 0 0

34 1.621032316 -2.399881224 0 -2.399881224 5.152939587 0 0 0 0

35 0 0 0 0 0 0 0 0 0

36 0 0 0 0 0 0 0 0 0

37 0 0 0 0 0 0 0 0 0

38 0 0 0 0 0 0 0 0 0

39 0 0 0 0 0 0 0 0 0

40 3.785596018 1.289321403 0 1.289321403 0.771172747 0 0 0 0

41 0.771176686 -1.28931974 0 -1.28931974 3.785596018 0 0 0 0

42 0 0 0 0 0 0 0 0 0

43 0 0 0 0 0 0 0 0 0

44 0 0 0 0 0 0 0 0 0

45 0 0 0 0 0 0 0 0 0

46 0 0 0 0 0 0 0 0 0

47 0 0 0 0 0 0 0 0 5.870882835

48 0 0 0 0 0 0 0 0 0

49 0 0 0 0 0 0 0 0 0

50 0 0 0 0 0 0 0 0 0

51 0 0 0 0 0 0 0 0 0

52 1.07E-18 3.58E-19 0 3.58E-19 1.19E-19 0 0 0 0

53 3.87E-09 -1.11E-08 0 -1.11E-08 3.18E-08 0 0 0 0

54 0 0 0 0 0 0 0 0 0

55 0 0 0 0 0 0 0 0 0

56 0 0 0 0 0 0 0 0 0

57 0 0 0 0 0 0 0 0 0

Table B.3: Dielectric response to phonons for the Cs2Au2I6



APPENDIX B. TUNING THE OPTOELECTRONIC AND DIELECTRIC PROPERTIES
OF GOLD DOUBLE PEROVSKITES APPENDIX 214

Phonon XX XY XZ YX YY YZ ZX ZY ZZ

1 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0.19839909

3 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0

5 0.046598214 0.060713732 0 0.060713732 0.07910512 0 0 0 0

6 0.07925568 -0.060713733 0 -0.060713733 0.046509693 0 0 0 0

7 8.66E-07 8.65E-07 -3.79E-08 8.65E-07 8.64E-07 -3.79E-08 -3.79E-08 -3.79E-08 1.66E-09

8 0 0 0 0 0 0 0 0 0

9 0 0 0 0 0 0 0 0 0

10 6.89E-07 6.94E-07 -1.97E-07 6.94E-07 6.98E-07 -1.98E-07 -1.97E-07 -1.98E-07 5.61E-08

11 0 0 0 0 0 0 0 0 0

12 0 0 0 0 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0

15 0.032740677 0.026907115 0 0.026907115 0.022112948 0 0 0 0

16 0.022124019 -0.026907115 0 -0.026907115 0.032724291 0 0 0 0

17 0 0 0 0 0 0 0 0 0

18 5.82E-07 -5.93E-07 0 -5.93E-07 6.04E-07 0 0 0 0

19 0 0 0 0 0 0 0 0 0

20 0 0 0 0 0 0 0 0 0.368637484

21 0 0 0 0 0 0 0 0 0

22 0 0 0 0 0 0 0 0 0

23 0.039544349 0.120519589 0 0.120519589 0.367308397 0 0 0 0

24 0.36698208 -0.12051959 0 -0.12051959 0.039579512 0 0 0 0

25 0 0 0 0 0 0 0 0 0

26 0 0 0 0 0 0 0 0 0

27 0 0 0 0 0 0 0 0 0

28 0 0 0 0 0 0 0 0 0

29 0 0 0 0 0 0 0 0 0.004949501

30 0 0 0 0 0 0 0 0 0

31 0 0 0 0 0 0 0 0 0

32 0 0 0 0 0 0 0 0 0

33 0 0 0 0 0 0 0 0 0

34 0.910779677 2.677222321 0 2.677222321 7.869652272 0 0 0 0

35 7.865350986 -2.677222325 0 -2.677222325 0.911277754 0 0 0 0

36 0 0 0 0 0 0 0 0 0

37 0 0 0 0 0 0 0 0 0

38 0 0 0 0 0 0 0 0 0

39 0 0 0 0 0 0 0 0 0

40 0 0 0 0 0 0 0 0 0

41 0 0 0 0 0 0 0 0 0

42 0 0 0 0 0 0 0 0 0

43 0 0 0 0 0 0 0 0 0

44 0 0 0 0 0 0 0 0 0

45 8.17E-09 -8.32E-09 0 -8.32E-09 8.48E-09 0 0 0 0

46 0.944321733 2.885710467 0 2.885710467 10.8183133 0 0 0 0

47 10.82386841 -2.885710477 0 -2.885710477 0.943727237 0 0 0 0

48 0 0 0 0 0 0 0 0 14.17993362

49 0 0 0 0 0 0 0 0 0

50 0 0 0 0 0 0 0 0 0

51 0 0 0 0 0 0 0 0 0

52 0 0 0 0 0 0 0 0 0

53 0 0 0 0 0 0 0 0 0

54 0 0 0 0 0 0 0 0 0

55 0 0 0 0 0 0 0 0 0

56 0 0 0 0 0 0 0 0 0

57 0 0 0 0 0 0 0 0 0

Table B.4: Dielectric response to phonons in the Rb2Au2Cl6


