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a b s t r a c t 

Many researchers have studied non-expert users’ perspectives of cyber security and privacy aspects of 

computing devices at home, but their studies are mostly small-scale empirical studies based on online 

surveys and interviews and limited to one or a few specific types of devices, such as smart speakers. 

This paper reports our work on an online social media analysis of a large-scale Twitter dataset, covering 

cyber security and privacy aspects of many different types of computing devices discussed by non-expert 

users in the real world. We developed two new machine learning based classifiers to automatically create 

the Twitter dataset with 435,207 tweets posted by 337,604 non-expert users in January and February of 

2019, 2020 and 2021. We analyzed the dataset using both quantitative (topic modeling and sentiment 

analysis) and qualitative analysis methods, leading to various previously unknown findings. For instance, 

we observed a sharp (more than doubled) increase of non-expert users’ tweets on cyber security and 

privacy during the pandemic in 2021, compare to in the pre-COVID years (2019 and 2020). Our analysis 

revealed a diverse range of topics discussed by non-expert users, including VPNs, Wi-Fi, smartphones, 

laptops, smart home devices, financial security, help-seeking, and roles of different stakeholders. Overall 

negative sentiment was observed across almost all topics in all the three years. Our results indicate the 

multi-faceted nature of non-expert users’ perspectives on cyber security and privacy and call for more 

holistic, comprehensive and nuanced research on their perspectives. 

© 2022 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

People’s use of the internet has been increasing at a 

ery fast pace in the past decades. A recent report from 

tatista ( Johnson, 2022b ) informed that roughly 62% of the world 

opulation and 94% in Western Europe were using the internet as 

f January 2022. In terms of computing devices they use to access 

he internet, another 2021 report from Statista ( Johnson, 2022a ) 

ound that almost 91% of global users used smartphones, followed 

y 71% using laptops and/or desktop PCs, 30% from smart TVs, 

nd 14% from other smart home devices. The same report also 

howed that most (65%) of global users accessed the internet from 

heir own computing devices, while a significant portion (30%) 

sed work devices. With the wide use of the internet and differ- 
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nt types of computing devices, cyber security and privacy issues 

ave also been increasing, and many internet users have developed 

ome awareness of such issues, especially on phishing and mal- 

are ( Johnson, 2021a ). 

With the increasing use of the internet and computing de- 

ices by global users, and the consequent cyber security and pri- 

acy issues, it is important to understand the perspectives of 

sers regarding such topics. User perspective in this context in- 

ludes the levels of awareness, perception, concerns, decisions, 

ehaviors, and the day-to-day practice of the users in relation 

o cyber security and privacy. Many researchers have conducted 

tudies to better understand users’ perspectives on cyber security 

nd privacy. Related studies have mainly focused on two differ- 

nt types of users – ‘experts’ with a good level of cyber security 

nowledge and ‘non-expert users’ who normally lack cyber secu- 

ity awareness ( Rahman et al., 2021 ). However, most past stud- 

es Kang et al. (2015) ; Wu and Zappala (2018) primarily relied on 

ata self-reported by a relatively small number of recruited human 

articipants, and often qualitative methods were used due to the 

mall scale of the empirical studies ( Rahman et al., 2021 ). Results 

btained from such smaller-scale self-reported data are very useful 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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ut normally cover only a narrow range of topics, and key findings 

an be difficult to generalize to a larger population of users. There- 

ore, working with larger-scale data collected from the wild, e.g., 

eal-world data collected from online social network (OSN) plat- 

orms, can help provide more evidence and insights supplementary 

vidence to past studies ( Andreotta et al., 2019 ). However, filtering 

ut specific cyber security and privacy related data, especially for 

on-expert users, from the massive number of online posts is a 

hallenging task not only because of the sheer volume, but also 

ecause it is not trivial (1) to filter out cyber security and privacy 

elated posts as non-expert users will not always use cyber secu- 

ity or privacy related keywords in their posts and (2) to decide 

hether the author of a post is an expert or a non-expert user or 

n organization. 

Furthermore, there has been a general trend of the focus on the 

omputing devices covered, from more traditional ones such as PCs 

nd smartphones ( Camp, 2009; Kang et al., 2015; Wash, 2010 ) to 

mart and IoT (Internet of Things) devices more recently ( Barbosa 

t al., 2020; Cannizzaro et al., 2020; Chalhoub and Flechais, 2020; 

turgess et al., 2018; Zheng et al., 2018; Zimmermann et al., 2019 ). 

ost related research in the literature arguably focused more on 

ne type of computing device (e.g., smartphones or smart speak- 

rs), therefore does not cover the wider range of computing de- 

ices modern users are using in different contexts of cyber security 

nd privacy. 

We, therefore, decided to do a large-scale analysis of cyber se- 

urity and privacy related user discussions on social media, espe- 

ially those posted by non-expert users that are related to different 

ypes of computing devices (both smart and traditional ones) used 

n a home networking environment. This paper reports our analy- 

is of nearly half a million tweets about non-expert users’ discus- 

ions on Twitter, one of the largest OSN platforms, to provide a 

ore holistic view of their perspectives on cyber security and pri- 

acy. We chose to focus on non-expert users in our study, since 

he rich knowledge and different mental models of cyber security 

xperts make them a less representative user group to study nor- 

al users’ perspectives ( Busse et al., 2019; Camp et al., 2008 ). The

ataset covers three 2-month periods in three years (January and 

ebruary in 2019, 2020 and 2021), allowing us to look at yearly 

rends as well as changes before the first global COVID-19 lock- 

owns and during the COVID-19 pandemic. More specifically, our 

esearch questions (RQs) are defined as follows: 

RQ1 How can we identify cyber security and privacy related 

tweets posted by non-expert users? 

RQ2 What do non-expert users normally discuss online, regard- 

ing their personal perspectives on cyber security and pri- 

vacy? 

RQ3 How did such discussions on Twitter evolve in the past three 

years, including before and during the COVID-19 pandemic? 

RQ4 What was the general sentiment of non-expert users when 

talking about cyber security and privacy on Twitter? 

RQ5 To what extent did the general sentiment of non-expert 

users change in the past three years, including before and 

during the COVID-19 pandemic? 

Based on the above RQs, our main contributions can be sum- 

arized below: 

1. We designed a machine learning based classifier to detect spe- 

cific tweets related to cyber security and privacy with a good 

performance. To the best of our knowledge, past studies have 

focused on topics such as classification of cyber security related 

accounts ( Mahaini et al., 2019 ) or cyber threats ( Dionísio et al.,

2019 ). 

2. We also developed a second machine learning based classifier 

to detect non-expert user accounts with a good performance. 

We were unaware of any work on such classifiers. 
2 
3. By applying topical modeling to our dataset, we identified a 

wide range of topics non-expert users discussed on cyber secu- 

rity and privacy, such as on VPNs, Wi-Fi, smartphones, laptops, 

smart home devices, financial security, and different stakehold- 

ers. 

4. A trend analysis of non-expert users’ discussions on cyber secu- 

rity and privacy across the three years showed some noticeable 

changes of topics, e.g., a substantial increase of VPN use during 

the COVID-19 pandemic compared with before it. 

5. By applying sentiment analysis to the datasets and tweets be- 

longing to different topics, this study noticed a general negative 

sentiment of non-expert users when discussing cyber security 

and privacy on Twitter. 

6. A trend analysis of non-expert users’ sentiment across the three 

years revealed some previously unknown patterns, e.g., the sen- 

timent seemed to have become more polarized over years, with 

the percentage of more neutral posts decreasing year on year. 

The rest of the paper is organized as follows. After briefly intro- 

ucing some related work in Section 2 , the methods we used for 

his study are explained in detail in Section 3 . Section 4 reports re-

ults and findings of the research, followed by Section 5 in which 

urther discussions, limitations of the research and our future work 

re presented. The last section concludes the paper. 

. Related work 

With the growing level of social media activities, online users 

ave been generating massive textual content ( Andreotta et al., 

019 ), and researchers have been increasingly utilizing such 

ser-generated content (UGC) to study different online phenom- 

na ( Yin and Kaynak, 2015 ). However, to the best of our knowl- 

dge, such studies have not attracted sufficient attention from re- 

earchers working on users’ perspectives on cyber security and pri- 

acy. In this section, we introduce some selected works we con- 

ider closely related non-expert users perspectives on cyber secu- 

ity and privacy, and how these have been analysed in OSN plat- 

orms such as Twitter. 

Different aspects of non-expert users’ cyber security behav- 

ors have been studied by researchers, e.g., conscious/unconscious 

ecisions of non-expert users to recognize different types of cy- 

er threats ( Kang et al., 2015; Wu and Zappala, 2018 ), ignoring 

ecessary updates of important software ( Ion et al., 2015 ), pre- 

erring not to use encryption ( Wu and Zappala, 2018 ), hesitance 

bout the use of MFA (multi-factor authentication) ( Das et al., 

020 ), password managers ( Alodhyani et al., 2020 ) and difficulties 

n configuring security settings such as for biometric authentica- 

ion Wolf et al. (2019) . Jones et al. (2021) warned that insecure 

ehaviors of non-expert users such as above lead to many secu- 

ity vulnerabilities. Hasegawa et al. (2022) conducted a qualitative 

nalysis of 445 cyber security related posts by non-expert users 

n a question-and-answer website and found the topics of ques- 

ions ranged from identification and responses to cyber security 

ncidence to usability of security software. We did not see any past 

esearch based on large-scale analysis of online discussions on cy- 

er security and privacy of non-expert users. 

However, some researchers leveraged public data such as those 

n Twitter to study different aspects of user perspectives on cy- 

er security and privacy. For instance, Saura et al. (2021) ex- 

lored the Twitter-verse for cyber security issues commonly 

iscussed by home users in the context of smart living en- 

ironments. Kowalczuk (2018) used a mixed method to ana- 

yze tweets and Amazon reviews of smart speakers users and 

ound enjoyment as the primary reason for using smart speakers. 

riram et al. (2021) conducted a cross-sectional analysis on both 

witter and Reddit data to identify cyber security and privacy con- 
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4 https://www.developer.twitter.com/en/products/twitter- api/academic- research 
5 There were multiple limits for our approved Twitter Academic API account: 1 

app per account, 10 million tweets/month per account, 300 requests / 15 minutes 

per app, 1 request/second per app, and 500 results per response. 
6 https://www.prolific.co/ 
erns of end users of IoT devices. Zubiaga et al. (2018) conducted 

 longitudinal study of tweets between 2009 and 2016 with topic 

nd sentiment analysis to understand the general public’s percep- 

ion of IoT devices. Such research often focused specifically on IoT 

nd smart home devices, so did not cover the wide range of topics 

ncluding devices that often feature in user discussions. 

Some other researchers used public data to monitor and an- 

lyze citizens’ feelings about security, which covers more phys- 

cal aspects such as crime in a neighborhood or a city. For in- 

tance, Chaparro et al. (2020) and Camargo et al. (2016) explored 

witter data to understand behaviors of online users from specific 

eo-locations. Greco and Polli (2021) proposed some methods for 

alculating real-time public perception of cyber security measure- 

ent. Such work does not have a smart home focus. 

Some researchers focused on privacy-related behaviors of on- 

ine users, especially about unintentionally leaking personal in- 

ormation on OSN platforms such as Twitter. For instance, pri- 

acy features were explored by Caliskan Islam et al. (2014) to 

etect users’ online behaviors and Aghasian et al. (2020) to de- 

elop a privacy scoring model for measuring such behaviors. 

hazaei et al. (2018) reported how online users who would like to 

emain private online can be detected, so businesses can respect 

heir privacy preferences. In addition, some researchers also stud- 

ed leakage of personal information via online users’ discussions, 

.g., Sharma et al. (2022) ( Sharma et al., 2022 ) reported that Twit-

er users often unintentionally disclosed personal information on- 

ine while discussing the COVID-19 pandemic, as observed in four 

ountries (Australia, India, the UK, and the US) and in three dif- 

erent periods of the pandemic (before, during and after the lock- 

own) in each country. 

Another related research topic is machine learning based auto- 

atic detection of cyber security related discussions on OSN plat- 

orms such as Twitter Alves et al. (2021) , Dionísio et al. (2019) ,

ittal et al. (2016) . Most of these types of work are often OSINT

open source intelligence) related and have normally a strong tech- 

ical focus, instead of users’ perspectives. 

As reviewed above, although some researchers have leveraged 

ata collected from OSN platforms to study cyber security and 

rivacy-related behaviors of online users, their focus is relatively 

arrow and did not look at a wide range of topics online users 

iscussed over time. This paper aims to fill such a gap. 

. Methodology 

As mentioned in Section 1 , we decided to focus on online dis- 

ussions of non-expert users to better capture their perspectives 

n cyber security and privacy. This required us to develop two 

lassifiers – one ‘CySecPriv’ classifier for detecting tweets related 

o the topic (cyber security and privacy) and one ‘NonExpertUser”

lassifier for detecting the target user group (non-expert users), in 

rder to address RQ1. After developing the two classifiers and test- 

ng their performance, we applied them to a large set of tweets 

ollected using the Twitter API to produce the dataset we worked 

ith. Topical modeling, sentiment analysis, and additional trend 

nalysis were then conducted on the dataset to answer RQs 2–5. 

.1. Classifier selection 

For each of the two classification tasks, we trained and tested 

ve candidate classifiers using a labeled dataset in order to identify 

he best classifier: 1) four traditional machine learning algorithms, 

ncluding logistic regression, support vector machines (SVM) with 

 radial basis function (RBF) kernel, random forest and XGBoost, 

orking with n-gram features, and 2) a BERT-based classifier that 

an extract features via a more automated process. 
3 
The four traditional classifiers based on n-gram features 

ere trained, 5-fold cross-validated, and tested using Scikit- 

earn sckit learn , a popular open-source machine learning package. 

or the BERT-based classifier, we chose the ‘BERT-base’ model with 

10 million parameters, 12 transformer layers, and 12 self-attention 

eads ( Devlin et al., 2018 ), implemented as part of the widely used 

ibrary Huggingface Face . We used Google Colab’s NVIDIA Tesla 

100-PCIE-16 GB GPU’s to run all classifiers. 

According to the results shown in Table 1 , for both types of 

lassifiers (‘CySecPriv’ and ‘NonExpertUser’), the BERT-based algo- 

ithms produced better results. Hence for the later steps we de- 

ided to use the BERT-based classifiers to automatically process our 

ataset. 

.2. Data collection 

We collected tweets using Twitter’s Academic API v2 4 . Due to 

he rate limits of the API 5 , collecting tweets in all 36 months in

019–2021 could take a long time, likely 36 weeks (more than 8 

onths) according to our experiments. Therefore, we decided to 

ollect tweets over a two-month period each year. In order to de- 

ermine which two representative months to select, we considered 

wo factors. Firstly, according to some recent statistics ( Sabanoglu; 

alesforce; Ward, 2022 ), the level of product sales is often the 

ighest in November and December, i.e., at the end of the year 

ust before the Christmas holiday period. If we assume that users 

ould spend some time using new devices during the holiday pe- 

iod, they would more likely to share their experiences and to ask 

uestions on social media in January and February. Secondly, since 

e would like to collect data that can support a comparison of 

nline discussions of English-speaking users before and during the 

OVID-19 pandemic, we looked at the time when the global lock- 

own started worldwide. This seems to be in March 2020 for most 

ountries where English-speaking users lived ( BBC, 2020 ). Based on 

he two factors, we decided to choose January and February as the 

wo-month period, which allowed us to have two years before the 

rst wave of global COVID-19 lockdowns (2019 and 2020) and one 

ear during the pandemic (2021). 

In order to retrieve relevant historical tweets in the past, we 

eeded to use Twitter’s Search API, which required us to use 

ome keywords as search terms. Determining the most appropri- 

te search keywords was not trivial, as non-expert users do not 

se technical terms expert users would use for discussing cyber 

ecurity and privacy-related topics. Hence, we decided to use some 

eneral computing keywords and names of different com puting 

evices non-expert users often use at home. Rather than defining 

uch keywords ourselves, we used the following sources as the ba- 

is to derive such keywords, in order to avoid any biases we may 

ave. 

1. Some keywords selected from an empirical study : We conducted 

an online anonymous survey with 50 participants using the 

Prolific survey platform 

6 , on frequently used keywords by non- 

expert users while searching for cyber security and privacy- 

related queries online. This survey was approved by the Uni- 

versity of Kent’s Central Research Ethics Advisory Group. Out 

of 144 keywords reported by the participants, we selected 23 

ones based on their nature (computing/security-related term), 

and the frequency of use (used by more than one participant). 

We avoided using too broad keywords such as ‘Google’, ‘Inter- 

net’ and ‘Windows’. 

https://www.developer.twitter.com/en/products/twitter-api/academic-research
https://www.prolific.co/
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Table 1 

Performance comparison of different machine learning models for the two classification tasks of our work 

Model Precision Recall F1-Score Model Precision Recall F1-Score 

BERT-based 0.92 0.92 0.91 BERT-based 0.94 0.95 0.94 

Logistic Regression 0.90 0.84 0.87 Logistic Regression 0.83 0.90 0.86 

SVM (RBF kernel) 0.92 0.76 0.83 SVM (RBF kernel) 0.68 1.0 0.81 

Random Forest 0.94 0.61 0.74 Random Forest 0.70 1.0 0.83 

XGBoost 0.90 0.86 0.88 XGBoost 0.73 0.98 0.84 

(a) ‘CySecPriv’ classifier (a) ‘NonExpertUser’ classifier 
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7 https://www.scikit-learn.org/stable/modules/generated/sklearn.feature _ 

extraction.text.TfidfVectorizer.html 
8 https://www.tensorflow.org/text/tutorials/classify _ text _ with _ bert 
9 https://www.github.com/amaiya/ktrain 
2. A number of lists of most used computing devices at homes re- 

ported in the research literature , including: 

• a list of different types of smart home devices shown in Ta- 

ble 3 of ( Huang et al., 2020a ), 

• a list of commonly used smart devices shown in Table I 

of ( Gai et al., 2018 ), 

• a list of smart devices used at home in multi-user scenarios, 

as shown in Table I of ( Huang et al., 2020b ), 

• a list of smart devices shown in Fig. 3 of ( Cannizzaro et al.,

2020 ), and 

• a list of common devices owned by smart home users 

shown in Table 1 of ( Zheng et al., 2018 ). 

3. Commonly used computing devices included in the following re- 

ports from Statista : 

• a 2020 report on market shares of electronic devices used 

by internet users in the UK to go online ( O’Dea, 2021 ), 

• a 2020 report on the average number of devices residents 

have access to in UK households ( Laricchia, 2022 ), 

• a 2020 report on devices used to access Wi-Fi in UK 

homes ( Alsop, 2021 ), and 

• a 2021 report on devices used by global users to access in- 

ternet ( Johnson, 2022a ). 

Based on the above sources and our general knowledge on rel- 

vant keywords and computing devices used by non-expert home 

sers, we derived 37 unique keywords: ‘account’, ‘Amazon Alexa’, 

Amazon Echo’, ‘app’, ‘breach’, ‘e-reader’, ‘Google Home’, ‘iPad’, 

iPhone’, ‘android’, ‘laptop’, ‘smart mobile’, ‘password’, ‘smart TV’, 

tablet’, ‘WiFi’, ‘Bluetooth’, ‘smart camera’, ‘smart watch’, ‘smart 

oorbell’, ‘smart switch’, ‘Chromecast’, ‘smart speaker’, ‘smart hub’, 

smart light’, ‘printer’, ‘smart thermostat’, ‘VPN’, ‘smart kettle’, 

smart refrigerator’, ‘smart washing machine’, ‘smart meter’, ‘smart 

oy’, ‘smart door lock’, ‘smart baby monitor’,‘smart plug’, and 

games console’. 

Using the 37 keywords with Twitter’s Academic Search API, 

e obtained 13.7 million tweets for further processing. We de- 

ided not to collect retweets as they include only repeated discus- 

ions. In other words, our collected data consists of original tweets, 

eplies and quoted tweets (without the quoted original tweet), and 

ther meta-data such as ‘authorId’, ‘userName’, ‘createdAt’, ‘loca- 

ion’, ‘publicMetrics’. 

.3. Data cleaning, tokenization and vectorization 

To facilitate feature extraction for the candidate classifiers, 

e needed to conduct some pre-processing steps, including data 

leaning, tokenization and vectorization. Special characters, hyper- 

inks, references to audio and video files, and tweets without any 

ext but only hashtags and/or mentions were taken out as the first 

tep of data cleaning. Emojis were transferred to their equivalent 

ords or phrases in English using the ‘emot’ library ( Shah, 2022 ). 

For the n-gram-based classifiers, we also applied stop-word re- 

oval and lemmatization to prepare them for tokenization. The 

rocessed data was then tokenized using the BOW (bag of word) 

ethod ( Sethy and Ramabhadran, 2008 ) and vectorized using the 

F-IDF (Term Frequency and Inverse Document Frequency) vector- 
4

zer of the Scikit-learn library 7 to prepare a matrix of TF-IDF fea- 

ures. This TF-IDF matrix is then fed into the four n-gram based 

lassifiers as input features. 

The pre-processing of data differed for the BERT-based classi- 

er since it works in a very different way from the traditional ma- 

hine learning algorithms we used. BERT, a neural network-based 

ncoder technique reported in Devlin et al., 2018 , works with a 

idirectional contextual word embedding modeling method. The 

odel essentially stacks a series of encoder structures based on 

he transformer architecture ( Vaswani et al., 2017 ) and pre-trains 

he model by masking out a certain percentage of the words, 

hich forces the model to learn the words. Deliberate retention 

f special characters such as question marks, exclamation marks, 

nd commas were implemented and no stop-word removal tech- 

iques were used to maintain the BERT model’s original effective- 

ess ( Hofstätter et al., 2020 ) as the model inherently calculates its 

lgorithm by using context-based attention. Once the pre-trained 

odel was loaded, it was fine-tuned with the help of our context- 

pecific pre-processed tweets. This was then fed to the Hugging 

ace transformer library to implement TensorFlow’s BERT-based se- 

uence classification module ( Google, 2022 ) to classify our data. 

After completion of the pre-processing steps, we noticed many 

uplicate tweets in our data, which were possibly bot-generated. 

e decided to remove the duplicate tweets before any further pro- 

essing. Finally, after the pre-processing and deduplication proce- 

ure, we obtained 13.7 million tweets as the raw data for label- 

ng and classification to produce the dataset of cyber security and 

rivacy-related tweets. 

.4. Developing classifiers: BERT-based 

Following common practices Devlin et al. (2018) , Hao et al. 

2019) , we decided to fine-tune the pre-trained BERT model us- 

ng our cyber security-specific dataset. We used the deep learning 

ibrary TensorFlow Keras 8 and ktrain 

9 (a lightweight wrapper for 

ensorflow Keras) to build our classifiers. We did not freeze any 

f the existing pre-trained layers and hence the weights of all lay- 

rs were updated during the backpropagation. Our processed tweet 

ataset was applied to the pre-trained BERT module for fine-tuning 

o get to the final classifiers (see Fig. 1 ). 

The learner object in the ktrain library used the training and 

alidation data to fine-tune the classifier with a small batch size of 

6. The other important parameters for fine-tuning are mentioned 

elow. 

Learning rate: This is an important parameter that controls 

he continually updated error proportion in the model weight at 

he end of each batch of the training examples. A large learning 

ate gives a faster running model, but might produce sub-optimal 

odel weights. Conversely, a smaller learning rate might produce 

 more optimal set of weights but could be very slow to run. 

https://www.scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://www.tensorflow.org/text/tutorials/classify_text_with_bert
https://www.github.com/amaiya/ktrain
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Fig. 1. A diagram showing how the ‘CySecPriv’ and ‘NonExpertUser’ classifiers are constructed. 

Fig. 2. Visually inspect loss plot and select learning rate associated with falling loss. 
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o 10 https://www.cyber.kent.ac.uk/research/cyber _ taxonomy/ 
he ‘ learner rate find ’ module facilitated finding a balanced learn- 

ng rate of ‘5e-5’ (see Fig. 2 ) for both the ‘CySecPriv’ classifier and

NonExpertUser’ classifier. 

epoch number: We experimented on different epoch numbers 

1–20) and noticed the best output was from 2 epochs where there 

as the least amount of gap between the loss in the training and 

alidation dataset indicating a good fit in both the classifiers case. 

.4.1. Cyber security and privacy (‘cysecPriv’) classifier 

To develop a classifier, we first need a labeled dataset. Based on 

ur expert knowledge, we decided to use a number of criteria to 

anually label a tweet as ‘CySecPriv’ or ‘NonCySecPriv’, depending 

n, if the tweet fulfills any of the following points: 
5

1. at least one term from the following established lists of cyber 

security and privacy-related terms: 

• https://www.ncsc.gov.uk/information/ncsc-glossary 

• https://www.bsigroup.com/en- GB/Cyber- Security/ 

Glossary- of- cyber- security- terms/ 

• https://www.getsafeonline.org/glossary/ 

• https://www.niccs.cisa.gov/about-niccs/ 

cybersecurity-glossary 

2. at least one keyword included in the list of terms of the cyber 

security taxonomy reported in ( Mahaini et al., 2019 ) 10 , 

3. at least one hashtag related to any of the above terms, and 

https://www.ncsc.gov.uk/information/ncsc-glossary
https://www.bsigroup.com/en-GB/Cyber-Security/Glossary-of-cyber-security-terms/
https://www.getsafeonline.org/glossary/
https://www.niccs.cisa.gov/about-niccs/cybersecurity-glossary
https://www.cyber.kent.ac.uk/research/cyber_taxonomy/
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4. at least one phrase or sentence that clearly describes a cyber 

security or privacy related topic, i.e., a tweet like ‘my computer 

must have been infected after I downloaded a movie’ 11 . 

The labeling process was completed in two different stages. 

irst, 9,0 0 0 tweets (1,500 from each of the six months in our 

ataset) were randomly selected and labeled by the first author ac- 

ording to the above-mentioned criteria. This led to an imbalanced 

ataset with only 5% of tweets being labeled ‘CySecPriv’. To pro- 

uce a more balanced dataset for training and testing purposes, we 

ollected a set of 18,0 0 0 (3,0 0 0 from each month) tweets based on

 different set of cyber security related keywords (within the scope 

f the first two items of the list 1) and labeled them separately. 

ome tweets (676) in this set were discarded because either they 

ere duplicate tweets or they did not contain any real original 

ontent excepting ‘@mentions’ and/or hashtags. Labeled data from 

oth stages were combined to produce our final labeled dataset 

ith 26,324 tweets, including 14,041 CySecPriv tweets and 12,282 

onCySecPriv tweets. The database is still unbalanced, but not sig- 

ificantly so. Our experiments showed that such a dataset already 

orked relatively well, so we did not apply any over- or under- 

ampling to make the dataset perfectly balanced. 

.4.2. ‘NonExpertUser’ Classifier 

For this classifier, we followed a multi-class approach to label a 

witter account into four different classes based on its meta-data 

username, display name, user profile and location), as shown be- 

ow. 

1. Non-expert user: a user account satisfying both of the following 

criteria: 

(a) the profile is a personal account, indicated by the use of a 

first-person pronoun (i.e., ‘I’, ‘me’) at least once, or a noun 

or a phase representing a person, e.g., a name like ‘Bob’ or 

a relation such as ‘wife’ or ‘son’. 

(b) the profile clearly suggest that the account owner is not an 

expert on cyber security or privacy, e.g., if the profession is 

declared to be ‘actor’, ‘painter’, ‘musician’ or ‘trader’. (There 

might of course be some cases where the candidate does 

not declare themselves to be a security expert, but actually 

are in the offline world.) 

2. Expert: a personal account (following the above criterion 1(a) 

for non-expert users) that used at least one recognized cyber 

security or privacy-related term (as described in the keyword 

list 1 of the ‘CySecPriv’ classifier) to describe their work, educa- 

tion or expertise, e.g., ‘security expert’, ‘cryptographer’, ‘hacker’ 

or a ‘student studying a cyber security course’. 

3. Non-Person: a user account that belongs to an organization, a 

group of people, or a community. 

4. Unknown: when the information in the user profile is insuffi- 

cient to draw any conclusion about the type of account. 

o help facilitate the manual labeling process, we leveraged the 

idely used NER (named entity recognition) module in the Spacy 

ibrary GmbH to automatically detect entities related to persons 

nd organizations. 

To support the training and testing of the non-expert user clas- 

ifier, we sampled 10,200 accounts randomly from the raw dataset 

nd collected their meta-data. The meta-data was pre-processed to 

xclude non-ASCII characters and special characters that are not 

xclamation marks, question marks, full stop signs, double and sin- 

le quotation marks, and to convert emojis into equivalent English 

hrases using the ‘emot’ library. The pre-processed meta-data was 
11 Note that this quoted tweet is an artificially created illustrative example to 

void exposing any real tweet in our dataset for data protection reasons. 

g

6

hen input to the NER module of SpaCy to detect any named enti- 

ies. Taking the NER tags as useful references, the sample accounts 

ere then manually labeled by the first author into the above- 

entioned four classes, leading to 7,860 labeled as non-expert 

sers, 825 as experts, 1,143 as non-person, and 394 as unknown. 

he labeled dataset was highly imbalanced, but we decided not to 

odify (over- or under-sample) it as current research has shown 

vidence ( Aduragba et al., 2020; D’Sa et al., 2020; Madabushi et al., 

020; Oak et al., 2019 ) that some machine learning models such 

s BERT-based ones can still work well with imbalanced data. In 

ddition, although being a multi-class classifier, for our purpose it 

as used more like a binary classifier for detecting one class (non- 

xpert users). For such a binary classifier, the dataset imbalance is 

ess serious: 7,860 vs. 825 + 1 , 143 + 394 = 2 , 362 . 

The labeled data was then fed as input to different candidate 

lassifiers to identify the best performing algorithm. All five classi- 

ers did reasonably well on the imbalanced dataset, although we 

ound that the BERT-based classifier performed much better than 

he four traditional classifiers, as shown in Table 1 . More detailed 

xplanation on the performance metrics of the classifiers are given 

n Section 4 . 

.5. Applying classifiers 

After obtaining the trained and tested ‘CySecPriv’ and ‘Non- 

xpertUser’ classifiers, we applied them sequentially to the pre- 

rocessed dataset of 13.7 million tweets to produce the actual 

ataset for further analysis. The final dataset consists of 435,207 

3.17% of the total tweet dataset) CySecPriv tweets written by 

37,604 non-expert users. Fig. 3 demonstrates the number of 

weets after each step of the data curation and the number of au- 

hors after applying the classifiers. 

Due to the non-perfect accuracy of the classifiers, the dataset 

ust also include a small portion of false positive samples and 

ave missed some false negative samples. Taking this into consid- 

ration, later we will avoid results that can be affected by such 

alse positives, e.g., for topical modeling results, any topics with a 

mall number of tweets may be more affected by false positives so 

ecome less reliable. 

.6. Topic modeling 

Once we had the final dataset, we investigated important top- 

cal areas that attracted non-expert users’ attention (RQ2 and 

Q3). We tried two popular topic modeling algorithms for this 

urpose: latent Dirichlet allocation (LDA) ( Blei et al., 2003 ) and 

on-negative matrix factorization (NMF) ( Kuang et al., 2015 ), both 

aving been widely used and NMF being reported to perform 

etter in some tasks especially for processing shorter texts like 

weets ( Chen et al., 2019 ). We found that LDA provided semanti- 

ally more interpretable results compare to NMF, while NMF was 

enerally faster in processing the outputs. As the interpretability 

f the results is more important than speed for our purposes, we 

ecided to use LDA as the topical modeling method. LDA requires 

he number of topics as an input parameter, so we needed a way 

o determine the best value of the number. We used Gensim 

12 , 

 popular topic coherence model tool, to determine a relevant k 

hile processing all topic modeling cases. In addition, an R pack- 

ge pyLDAvis ( Sievert and Shirley, 2014 ) was used to visualize and 

nterpret the results of LDA. 

The LDA algorithm was used to analyze topics in our final 

atasets in three different ways: (1) tweets in all three years to- 

ether to get the overall picture, (2) tweets in each of the three 
12 https://www.radimrehurek.com/gensim/ 

https://www.radimrehurek.com/gensim/
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Fig. 3. The number of tweets after each step of the data curation process and the number of corresponding authors for the last two steps. 
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e

ifferent years separately to allow yearly trend analysis, and (3) 

019 and 2020 tweets combined vs the 2021 data to study any 

hanges of topics before the global COVID-19 lockdowns and dur- 

ng the pandemic. 

.7. Sentiment analysis 

To address RQ4 and RQ5, we conducted sentiment analysis on 

he final dataset. We experimented with two sentiment analysis 

lgorithms, VADER (Valence Aware Dictionary for Sentiment Rea- 

oning) analysis ( Hutto and Gilbert, 2014 ) that is a popular lexicon- 

ased sentiment analysis library for Twitter-like datasets and ‘bert- 

ase-multilingual-uncased-sentiment’ Town , a BERT-based senti- 

ent analysis algorithm implemented by the NLP Town 

13 for the 

ugging Face library. VADER classifies an input text into three dif- 

erent classes, i.e., ‘positive’, ‘negative’ and ‘neutral’, whereas the 

ERT-based algorithm produces a five-leveled sentiment score (be- 

ween -2 and 2), with -2 being totally negative and 2 totally pos- 

tive 14 . Results produced by the two algorithms are very different, 

o we decided to evaluate their performance against a manually 

onstructed benchmark. 

To decide which sentiment analysis algorithm to use, we con- 

ucted a comparison between them using some ground truth la- 

els for tweets with ‘positive’, ‘negative’ and ‘neutral’ sentiment. 

uch labels were produced by the first author of the paper by man- 

ally inspecting 500 randomly selected samples, which were clas- 

ified as totally positive (2), totally negative (-2) or neutral (0) by 

he BERT-based algorithm. The ground truth labels were compared 

ith the outputs from both sentiment analysis algorithms to cal- 

ulate an agreement rate, i.e., the percentage of the ground truth 

abels match the outputs of a given algorithm, as an accuracy met- 

ic. The results revealed that the BERT-based model achieved an 

greement rate of 71%, 10% higher than VADER that achieved an 

greement score of 61%. The results are aligned with results from 

ast studies conducted by other researchers ( Crocamo et al., 2021; 

emes and Kiss, 2021 ). Therefore, we decided to use the BERT- 

ased algorithm for our sentiment analysis experiments. 
13 https://www.nlp.town/ 
14 The algorithm originally returns a score between 1 and 5. We decided to shift 

he range by -3, so the range become [-2,2] and a negative/positive value means 

egative/positive sentiment, which we consider more interpretable. 
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.8. Qualitative analysis 

In order to gather more insights about some of the important 

opics we observed from our earlier quantitative analysis we de- 

ided to conduct a qualitative analysis. Our methodology follows 

he four-phased approach proposed in ( Andreotta et al., 2019 ). We 

ecided to qualitatively inspect randomly selected tweets belong- 

ngs to six LDA topics, including 1) four cyber security-related 

opics that were frequently discussed in all three years – ‘VP- 

use’, ‘DeviceAccSec’ and ‘WifiPass’, ’HomePrivSec’ and 2) two top- 

cs that appeared only in pre-Covid period (2019-20) or during 

andemic period in 2021 – ‘External Stakeholders’ 2019/2020 for 

019-20 and ‘HelpRelated’ for 2021, as presented in Fig. 6 . We 

andomly extracted 500 tweets from each of the 5 selected top- 

cs. This led to in total 500 × 3 × 4 + 500 × 2 = 7 , 000 tweets for

ualitative analysis. For the analysis itself, we followed the the- 

atic analysis method proposed in ( Braun et al., 2019 ). Important 

eywords from each topic were highlighted and assigned to dif- 

erent codes first. For example, a tweet on forgetting password 

as assigned to a code ‘password’ and a tweet on sharing a pass- 

ord with a family member to ‘sharing behavior’. Eventually, these 

odes were compared and grouped into a number of coherent 

hemes. For example, all Wi-Fi related codes such as ‘WiFi neigh- 

our/family/friends’, ‘Wi-Fi awareness’, ‘Wi-Fi password’, ‘Wi-Fi De- 

ice’, ‘Wi-Fi Issue/solution/help’ were grouped in the theme ‘Wi-Fi 

elated security’. 

. Results 

In this section, we report detailed results of our work, in- 

luding detailed performance comparison results of the ‘CySecPriv’ 

nd ‘NonExpertUser’ classifiers based on different machine learn- 

ng methods, and quantitative and qualitative analysis results after 

pplying the BERT-based classifiers to our Twitter dataset. 

.1. Performance of ‘CySecPriv’ and ‘NonExpertUser’ Classifiers (RQ1) 

Identifying privacy and security related tweets posted by non- 

xpert users was our first research question. To that extent, we 

eveloped a classifier to first determine the cyber security na- 

ure of a tweet, and then a second classifier to identify the au- 

hor as a non-expert user. The following paragraph explains the 

erformance success of our classifiers. According to the results 

n Table 1 a, we can see that the BERT-based classifier performed 

he best, so we decided to use it for our analysis. This classi- 

er achieved a precision score of 0.90, a recall score of 0.93 and 

https://www.nlp.town/
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Table 2 

The yearly trend of CySecPriv tweets and non-expert (NE) authors of such tweets (2019–2021), showing 

a substantially increased level in 2021 (during the COVID-19 pandemic) compared with 2019 and 2020 

(before the first wave of global COVID-19 lockdowns), in both relevant tweets and non-expert authors 

involved. 

Year(s) #(Initial Processed Tweets) #(CySecPriv Tweets) #(NE CySecPriv Tweets) (%) 

2019 4,690,397 274,279 90,539 (2.5%) 

2020 4,439,719 284,006 110,881(2.5%) 

2021 4,589,582 356,455 233,787 ( 5.09% ) 

2019-21 13,719,698 914,740 435,207 (3.17%) 

(a) CySecPriv tweets posted by non-expert users 

Year(s) #(CySecPriv Authors) #(NE CySecPriv Authors) 

2019 202,917 90,539 (45%) 

2020 186,964 87,513 (47%) 

2021 247,417 180,325 ( 73% ) 

2019-21 560,272 337,604 (60%) 

(b) The number of non-expert authors 
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n F1-score of 0.92, a reasonably high score to classify and la- 

el our tweets. We compared our results to other similar stud- 

es using BERT-based classifiers to evaluate our model. We noticed 

hat, in general, BERT-based models achieved an F1-score between 

.83 and 0.95 ( Dionísio et al., 2019; Ghourabi, 2021; Husain and 

zuner, 2021; Kalepalli et al., 2020; Mozafari et al., 2020; Sriram 

t al., 2021 ). Similarly good performance results were observed 

or the ‘NonExpertUser’ classifier. As shown in Table 1 b, the best- 

erforming classifier is also the BERT-based one, which achieved 

n F1-score of 0.94 when it is used to predict non-expert users 

versus the other three classes). 

As mentioned in the previous section, after applying the two 

lassifiers to the 13.7 million raw tweets, we obtained 435,207 

weets written by non-expert users. Among all the CySecPriv 

weets authored by non-expert users, we noticed a sharp (more 

han doubled) increase both in the absolute number and the rela- 

ive percentage of CySecPriv tweets from 2019 and 2020 to 2021, 

s shown in Table 2 . If we look at the proportion of non-expert

sers in the total CySecPriv authorship, who posted at least one 

ySecPriv tweet, we can also see a similar increase from 2019 and 

020 to 2021, doubled in the absolute number and increased by 

2.2% (vs 2019) and 55.3% (vs 2020) in the relative percentage. The 

ncrease during the COVID-19 pandemic (2021) may be attributed 

o the increased use of digital technologies at home due to the 

lobal lockdowns that led to more cyber security and privacy chal- 

enges and concerns for non-expert users. 

.2. Non-expert users’ cyber security and privacy related discussions 

nd trend analysis (RQ2 and RQ3) 

Having identified the relevant tweets, we explored the results 

sing topic modeling to understand the types of discussions non- 

xpert users were engaged in on Twitter. We examined the top- 

cs discussed both quantitatively and qualitatively. The quantitative 

nalysis involved the entire curated dataset while the qualitative 

xploration considered a representative subset of data (see Sub- 

ection 3.8 ). In the following two sub-subsections, we discuss the 

esults of both investigations, in greater detail. 

.2.1. Quantitative analysis 

Our LDA analysis investigated the datasets from the following 

hree different angles: 

I analysis of the whole dataset, 

II analysis of data over time (yearly), and 

III comparison of data in the first two years (January 2019 to 

February 2022, before the first wave of global COVID-19 lock- 
8 
downs) and during the pandemic (January and February of 

2021). 

These separate analyses led to discovery of different patterns, 

.g., the third analysis let us see how ‘Help-related’ tweets became 

 major topic of non-expert users’ online discussion on Twitter in 

021, much more so than before the COVID-19 pandemic. Similarly, 

he second analysis highlighted the trend in certain topics such as 

he continuous increasing use of ‘VPN-related’ queries over time, 

hich may not be explained by the COVID-19 pandemic alone. Re- 

ults of all these analyses are discussed with greater details below 

nd shown in Figs. 4 , 5 and 6 . 

(I) Analysis of the whole dataset: 

The results depicted in Fig. 4 demonstrate common discussion 

reas of non-expert Twitter users pertaining to cyber security and 

rivacy. Interestingly and unexpectedly, the top topic turned out to 

e the use of VPNs (‘VPNuse’, 21%), which is followed by device 

ccount security (‘AcctPrivSec’, 13%), laptop security (‘LaptopSec’, 

0%), Wi-Fi and password security (9.2%), and cyber security and 

rivacy matters at home (‘HomePrivSec’, 8.6%). In addition, cyber 

ecurity and privacy matters related to different computing devices 

s also an important cluster of topics: iPhone (‘iPhoneSec’, 8%), gen- 

ral devices (‘DevicePrivSec’, 7.3%), Android (‘AndroidPrivSec’, 6.3%) 

nd mobile apps (‘AppPrivSec’, 6%). Considering the second most 

sed topic ‘AcctPrivSec’ is also device-related, it may be the case 

hat device-related discussions are even more common than those 

elated to the top-most topic ‘VPNuse’. Note that the boundary be- 

ween different topics is not clear-cut, so there are often overlaps 

etween different discussions, e.g., a tweet in our dataset about 

ow to use an IP camera and access details through VPN could 

ome either under ‘DevicePrivSec’ or ‘VPNUse’. 

(II) Analysis of data over the three years: 

Fig. 5 gives a compact view of the top topics calculated for each 

ear along with the percentage of tweets in each topic. As in the 

ase of the overall results, the top-most topic for all the three years 

emains ‘VPNuse’. Inspecting the overlaps between different topics 

uantitatively and qualitatively (see Section 4.2.2 for the latter), we 

bserved that the ‘VPNuse’ topic overlaps heavily with other top- 

cs, indicating VPNs were used in many different contexts. For ex- 

mple, ‘VPN’ as a keyword was mentioned in 35% of tweets on the 

HelpRelated’ topic in 2021 and 16% of the total tweets of the ‘Wifi- 

ass’ topic in 2020. While the topic distributions across the three 

ndividual years look similar, there are some noticeable differences. 

or instance, the percentage of the ‘WifiPass’ topic decreased from 

0.4% in 2019 to 9.5% in 2021, substituted with broader discussions 

n new topics such as ‘HomePrivSec’ (3.6%), ‘InternetSec’ (2.2%) 

nd ‘HelpRelated’ (2.7%). 
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Fig. 4. Topics derived from the full dataset (2019-21). 

Fig. 5. Topic distribution for each of the three individual years (2019-2021). 

Fig. 6. Topic distributions in 2019-20 (before the first wave of global COVID-19 lockdowns) and in 2021 (during the COVID-19 pandemic). 
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(III) Comparison of tweets before and during the COVID-19 pan- 

emic: 

The topic modeling results presented in Fig. 6 show statistics of 

opics before the first wave of global COVID-19 lockdowns (2019- 

0) and during the pandemic (2021). It is evident from the fig- 

re that, several topics appeared to be common in both periods, 

.g., ‘VPNuse‘, ‘LaptopSec’, ‘AccPrivSec’, ‘iPhoneSec’, and ‘WifiPass’, 

ndicating that the nature of the frequently discussed topics be- 

ore and during COVID period have not changed much. However, 

e can also notice that, there are topics which are different, e.g., a 

umber of new topic emerged during the pandemic period, includ- 

ng ‘HelpRelated’ (2.7%) containing tweets about peoples’ query, 

elp or advice related tweets, and ‘ScamProtectThreat’ (8.8%) relat- 

ng to different types of scams and security threat people encoun- 

ered and ways to protect themselves. These may be attributed 

o more cyber security and privacy issues encountered by non- 

xpert users due to an increased level of digital activities during 

he COVID-19 pandemic. There is a notable increase in the topic 

rea of ‘VPNuse’ during the 2021 pandemic period, which sug- 
c

9 
ests that non-expert users’ use of VPN may have increased during 

his period. Another major trend emerged is that non-expert users 

ere concerned by and engaged with discussions of a wide range 

f topics, such as cyber security and privacy issues of both tra- 

itional computing devices and ‘smarter’ devices, networking be- 

aviors and authentication techniques such as passwords, privacy 

nhancing techniques and tools such as VPNs, seeking help and 

upport on different privacy and cyber security related topics, Wi- 

i-related topics, financial security involving external stakeholders, 

yber security specific to home, mobile device security and web 

rowser security. Evidences of these discussions could be found in 

opics across the years. 

.2.2. Qualitative analysis 

As mentioned in Section 3 , we used thematic analysis to code 

he selected six topics for our qualitative analysis, which resulted 

n seven different themes and provided further insights into the 

opic categories. These details are discussed below. Although we 

ollected topics generated by LDA, after manually going through 
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he data we observed several overlaps in the topics. For exam- 

le, we had 500 records on help-related topics but after the the- 

atic analysis we found 1,852 tweets that could be assigned to the 

heme of ‘Help and support needed’ and otherwise were in either 

AcctPrivSec’, ‘VPNuse’, ‘ExtStakeHolder’ or ’WifiPass’ in the LDA re- 

ults. Such overlap were envisaged due to the automatic nature of 

nalysis done in LDA topic modeling. 

(I) Help and Support Needed: A number of queries and discus- 

ions (222 tweets, 12% of 1852 help-related ones) on laptops, desk- 

ops, tablets and routers involved cyber security problems about 

asswords and user authentication, where non-expert users ex- 

ressed their inability to cope with the requirements of multi- 

le password changes and the use of OTPs (one-time passwords). 

sers sought help on virus-related problems, and their inability to 

istinguish between scams and genuine requests from legitimate 

arties sometime indicating people’s general awareness of scam 

essages, but also their lack of technical skills to recognize scams 

nd consequently help themselves. There were a number of dis- 

ussion (333 tweets, 18% of 1,852) involving questions and advice 

elated to Wi-Fi security especially about secure Wi-Fi in public 

laces from a user perspective, and also seeking help on forgot- 

en passwords, broken Wi-Fi security, how to stop neighbors from 

reaking into Wi-Fi, handling security notifications, etc. Cyber se- 

urity related questions regarding web browsers on PCs were an- 

ther major area of discussions, often about seeking advice on how 

o clear caches and cookies, how to deal with adware and how to 

se private browsing. VPN-related questions covered a big portion 

482 tweets, 26% of 1,852) involving questions on downloading and 

etting up VPNs, different operational problems, seeking help on 

hat type of VPNs to install, etc. 

(II) Awareness on Password Protection: User authentication, and 

asswords particularly, have been prominent topics of cyber se- 

urity related discussion for a long time ( Zimmermann and Ger- 

er, 2020 ). 11% of the total data we analyzed (826 of 7,0 0 0) were

assword-related discussions. For the tweets we analyzed in this 

tudy, we noticed that only a very small number of tweets (32, 

.9% of 826) referred to modern authentication schemes based on 

iometrics or multi-factor authentication (MFA). Wi-Fi security is 

 major topic (490 tweets, 60% of 826), where non-expert users 

xpressed the risks associated with leaked Wi-Fi passwords and 

heir worry or fear of such passwords being compromised. Pass- 

ord managers (PMs) appeared to be a popular sub-topic as well. 

weets on PMs covered both positive and negative aspects, cover- 

ng areas such as browser-based PMs or dedicated software tools, 

dvice on the best PMs, open-source and commercial PMs, selec- 

ive use of PMs, and how to use PMs. A very small number of 

weets (16, 1.9% of 826) advised using PMs as a good cyber se- 

urity habit or voiced doubts on their usefulness. Tweets involving 

eneral passwords were mainly about how users were frustrated 

o remember difficult passwords, unable to cope with managing 

asswords for multiple devices or expressed distrust of stakehold- 

rs who manage PMs. In line with the discussions in some recent 

tudies ( Zimmermann and Gerber, 2020 ), we noticed that, non- 

xpert users in general were not enthusiastic about more modern 

uthentication methods such as MFA, which may be attributed to 

he substantial efforts needed for setting things up, compared to 

he simplicity of using more traditional knowledge-based methods 

uch as textual passwords. 

(III) Wi-Fi related security: 1852 (26% of 7,0 0 0) tweets asked for 

elp and advice on locating Wi-Fi access points, (re)configuring 

i-Fi settings, connecting and disconnecting different devices to 

nd from Wi-Fi access points, and cyber security issues of Wi- 

i routers (e.g., compromised routers). Some tweets under this 

heme discussed ways of hacking into neighbors’ Wi-Fi (e.g., for 

sing neighbors’ Wi-Fi illegally to watch paid TV programs) and 

ow to protect themselves from this kind of attacks. Another as- 
10 
ect discussed under this topic is the behavior of some non-expert 

sers in sharing their Wi-Fi passwords with trusted people such 

s guests, friends and roommates, without any heed to potential 

ecurity problems. Granting important user credentials to trusted 

eople may seem harmless, and it is one of the usual way of shar- 

ng Wi-Fi access points at home, but it can potentially open up 

ossibilities of insecure storage, extension of admin privileges (un- 

ess a separate guest account is used). Some interesting tweets in 

ur set talked about how people took photographs of wi-Fi creden- 

ials wherever they visited and their phone was full of these de- 

ails from friends and families. Overall, it seemed that while some 

on-expert users had some understanding of cyber security issues 

nvolving the use of Wi-Fi, many of them had either a low level of 

wareness or were unsure of how to protect themselves from po- 

ential cyber security problems. Setting up an auto-connect, time- 

imited guest account could solve this problem but unfortunately 

ot all Wi-Fi provider offers this choice and if on offer, they are 

uite complicated to follow up. 

(IV) Privacy: Privacy as a topic was discussed by a number of 

2,206, 32% of 7,0 0 0) non-expert users. Privacy concerns around 

mart home devices, such as Amazon Echo, Google Nest, smart 

ocks, smartwatches, smartphones and smart TVs, are one of the 

ain reasons behind privacy-related discussions, with a major- 

ty of (1,876, 85% of 2,206) all tweets were attributed to discus- 

ions related to these areas. Users expressed their mistrust, frus- 

ration and awareness or unawareness about data collection, stor- 

ge and transfer to third parties from these devices. Keywords such 

s ‘scared’, ‘panic’, ‘trust’ and ‘annoy’ made a regular appearance 

ithin these tweets. On a positive side, users also discussed or ad- 

ised others on how to improve privacy of these devices. A num- 

er of (318, 14% of 2,206) tweets were related to possible data 

reaches, trust in data collectors, data leaking, data theft, secure 

ata storage and transfer. Webcams and laptop privacy also caught 

any users’ attention, with some of them discussing about privacy 

lters for laptops and webcam privacy covers. Several tweets men- 

ioned or asked about how VPNs could help enhance privacy and 

hether it is worth using it for that purpose. 

(V) External stakeholders: This was an interesting topic cover- 

ng a wide range of discussions. Such tweets referred to different 

takeholders who are in some way responsible for cyber security 

nd privacy of users. The stakeholders mentioned include govern- 

ents, companies and other third parties who were not part of 

he non-expert users’ operational environments but impacted the 

ay their cyber security and privacy related issues were generated 

nd handled. The activities and impacts of governmental bodies are 

ne of the frequently discussed sub-topics. These include govern- 

ental apps snooping on phones and devices, diminishing trust of 

sers on governments handling of their personal data, outdated se- 

urity certificates on governmental websites, and also low-quality 

nformation on governmental websites such as mis-spelling ‘Smart 

eters’ as ‘Spy meters’. Many users were very vocal about compa- 

ies not caring about their privacy and data security, tracking user 

evices to collect personal data covertly, and even pre-installing 

pyware on user devices. 

(VI) Smartphones and other smart devices: A lot of discussions 

1,876, 26% of 7,0 0 0) in our samples were related to iPhone and 

ndroid smartphones and other smart devices. Many discussions 

ocused on Android’s lack of security (e.g., such devices being 

ulnerable to malware or spyware), and ways to protect against 

uch security problems. Although many posts were positive about 

Phone security, others placed their mistrust in a growing level of 

ecurity mishaps and vulnerabilities in iPhone. Location tracking 

sing the phone was also discussed sometimes as a good feature 

or locating lost phones but was also labeled as a harmful feature. 

mart speakers such as Amazon Alexa are one of the frequently 

entioned smart devices under this topic, and tweets were on dis- 
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Fig. 7. Sentiment analysis results for each of the three years (2019-21). 
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ussions of data privacy, security updates, third party involvement 

n data sharing, and following appropriate security behaviors while 

sing smart speakers. 

(VII) VPN related discussion: As mentioned in Section 4.2.1 , VPN 

as the most discussed topic as shown in the quantitative anal- 

sis, so it was not surprising that we encountered many tweets 

2,006, 29% of 7,000) under this topic in our qualitative analysis. 

ost discussions on VPNs revolved around people trying to get 

elp to download, install, or configure VPNs at home. Various op- 

rational issues and general advice on type of VPNs to use or pur- 

hase, need of VPNs in different scenarios and the use of VPNs for 

atching and streaming different programs to avoid privacy issues 

ere also quite popular. The use of VPNs to avoid or override local 

estrictions on specific data or resource use was a popular topic, 

oo. Many of these tweets (489, 24% of 2,006) advised on the what, 

ow and why’s of VPNs, responded to work-related queries, and 

ome also expressed distrust of VPNs. 

.3. Sentiment analysis of non-expert users’ discussions on cyber 

ecurity and privacy and trend analysis (RQ4 and RQ5) 

Having identified the topical areas non-expert users were in- 

erested, we investigated their sentiment with relation to these 

opics. As mentioned in Section 3 , we used an off-the-shelf BERT- 

ased sentiment analysis classifier for this purpose. We exam- 

ned each of the topics individually to understand the underly- 

ng sentiment tones of users, which turned out to be overwhelm- 

ngly negative for all topics, as depicted in Fig. 7 (data normal- 

zed to be presented as percentage) and negative in general across 

he three years. Some topics have a relatively higher percentage 

f tweets with a ‘strongly positive’ score, e.g., tweets belonging 

o the topics ‘VPNuse’ and ‘HomePrivSec’. By manually inspect- 

ng some tweets under these topics, we noticed that many tweets 

re about suggesting devices or apps that users felt happy about, 

nd some are about users expressing appreciation on being able 

o understand the workings of a technology or to remember their 

orgotten passwords. Two example topics tweets with a nega- 

ive sentiment talked about are Wi-Fi access points being hacked 

y neighbors and vulnerabilities of PMs. Two topics, ‘InternetSec’ 

nd ‘LaptopSec’, have the higher percentage (over 70% across all 

hree years) of tweets with a ‘strongly negative’ score. Our results 

howed a sharp contrast to the results reported in ( Sriram et al., 

021 ), which studied Twitter data to determine users’ sentiment 

owards IoT in general and found the users sentiments to be more 

ositive towards cyber security and privacy. 

. Further discussions, limitations and future work 

To summarize the results reported in the previous section, the 

ood performance of the two classifiers enabled us to extract a 
11 
arge number of cyber security and privacy-related tweets posted 

y non-expert users in three consecutive years (January and Febru- 

ry of 2019-21). Topical modeling analysis of the extracted tweets 

ed to insights about a wide range of topics non-expert users were 

iscussing before the global COVID-19 lockdowns and during the 

andemic. The biggest topic is about the use of VPNs, which was 

nexpected because the topic has not been extensively studied in 

he research literature (more details are given below). Comparing 

opics in 2019-20 and 2021, we noticed a substantial increase in 

on-expert users’ discussions on many topics including VPN, lap- 

ops, mobile phones, and device accounts. Sentiment analysis of 

he extracted tweets led to the discovery of an overall and consis- 

ent negative sentiment for all topics across all three years. How- 

ver, we found that non-expert users’ opinions seemed to have be- 

ome more polarized during the COVID-19 pandemic (2021), i.e., 

he neutral sentiment became much thinner compared with before 

he global lockdowns (2019-20). Another noticeable pattern we ob- 

erved is that most discussions of non-expert users were about 

raditional computing devices such as laptops, tablets, and smart- 

hones rather than smart home devices, suggesting that over- 

ocusing on cyber security and privacy of smart home devices 

ay miss the likely fact that traditional computing devices re- 

ain the center of home networking at most households. 

.1. Need of research on non-technical aspects of the use of VPNs 

The fact that VPN-related discussions form the biggest topic in 

ur data can be related to the reported increased usage of VPNs, 

specially during the COVID-19 pandemic ( Johnson, 2021b ). Among 

ll such discussions about VPNs, typical sub-topics include privacy, 

alware, the legality of use, bypassing geolocation control (based 

n IP addresses), hardware- and software-based VPNs, and work- 

ased tweets. The extensive discussions on VPNs are aligned with 

he results reported in ( Busse et al., 2019 ), which reported that 

PNs are often mentioned in cyber security and privacy advice and 

mong general practices of non-expert users. Despite the impor- 

ance of VPNs, current research on VPNs is more about technical 

spects, and human factors are much less studied. Studies that did 

enture into human factors of VPNs focused on limited areas such 

s the information disclosed while using VPNs ( Molina et al., 2019 ), 

ser awareness of VPN ( Jayatilleke and Pathirana, 2018; Karaymeh 

t al., 2019 ), and user attitudes towards adopting VPNs ( Namara 

t al., 2020; Sombatruang et al., 2020 ) (note that ( Namara et al., 

020 ) focused mainly on expert users). We believe more research 

s needed to study a wide range of aspects regarding the use 

f VPNs by non-expert users, especially in complicated contexts 

uch as working from home, bringing own devices to work, and 

ther hybrids (e.g., work-life, multi-user and multi-device) envi- 

onments . 
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.2. Meeting the cyber security help needs of non-expert users 

Another noticeable phenomenon we observed is that many dis- 

ussions of non-expert users, either about traditional computing 

evices, smart devices, or other digital platforms and tools, were 

ften about seeking help and advice and expressing frustration 

bout cyber security and privacy. Such discussions formed one of 

he topics in 2021 (during the COVID-19 pandemic), indicating that 

orking and studying from home led to an increased level of cyber 

ecurity and privacy concerns and problems. Many of these tweets, 

ave negative sentiment, suggesting that non-expert users largely 

truggled with getting their problems solved without help. Accord- 

ng to our analysis, non-expert users often referred to Google for 

upport on cyber security and privacy problems, however, as re- 

orted in a recent study ( Turner et al., 2021 ), googling often did

ot work appropriately for getting such advice. We call for more 

esearch on understanding difficulties non-expert users are fac- 

ng with getting the help they need and on better methods for 

roviding such help . 

.3. Cyber security and privacy related issues from the connected 

ome networking ecosystem with multiple devices and multiple users 

A third key finding of our study is about non-expert users’ dis- 

ussions on their usage of multiple devices and their interactions 

ith multiple other users in the home context. Some discussions 

n multiple devices are less surprising, e.g., interactions between 

obile phones and smart devices, but some others were less ex- 

ected, e.g., security issues of Bluetooth pairing between different 

omputing devices. Regarding multi-user aspects, we noticed dis- 

ussions that pointed to scenarios where cyber security and pri- 

acy issues were caused by or related to the presence of multiple 

sers at home. Example scenarios include non-expert users shar- 

ng their Wi-Fi access points and password details with secondary 

nd temporary users such as house guests and friends, and some 

sers discussing how to illegally break into neighbors’ Wi-Fi ac- 

ess points. Past studies on such multi-user aspects we are aware 

f ( Ahmad et al., 2020; Bernd et al., 2020; Huang et al., 2020b;

arky et al., 2020 ) were all smaller-scale empirical studies. One 

ossible future research direction on multi-user and multi-device 

cenarios is to investigate how personal and sensitive data flow 

etween different computing devices and possible users. The 

ubject of personal and/or sensitive data is an important topic not 

nly because it is an element in understanding and maintaining 

he privacy of data, but also because the sensitivity of the personal 

ata alters depending on the context it is used, the source it is 

erived from and the stakeholder which uses it and evolve with 

ime ( Saglam et al., 2022 ). A detailed study of these areas can help

nderstand user behaviors and identify new interventions. 

.4. Limitations 

Our study demonstrated that using real-world data from OSN 

latforms can offer a much richer dataset and cover a wider range 

f topics discussed by people in the wild than empirical studies 

ased on a smaller number of participants in settings such as sur- 

eys, interviews, and focus groups. However, using online social 

edia analysis along also has its own limitations, e.g., it is more 

assive and depends on what people discussed online. There could 

e more issues at play in the real world that would not be cap-

ured through online postings. It is also difficult to study more 

pecified topics or specific interventions when studying the sheer 

olume of data. The diversity of the data also means there can be 

oo many factors affecting the results, so it can be difficult to con- 

uct causal analysis. As a result, we believe that mixed methods, 

hich combine both larger-scale OSN analysis and smaller-scale 
12 
mpirical studies, will be more appropriate for studying user per- 

pectives on cyber security and privacy. For instance, as suggested 

n ( Joseph et al., 2021 ), the larger set of macro results obtained via

n OSN analysis study could be followed by complementary em- 

irical studies that focus on more specific aspects revealed by the 

SN analysis. 

Secondly, we have used the months of January and February of 

ach year to conduct this study, which might not be representative 

nough of the whole year. In future studies, we would endeavor to 

nclude a more representative set of data to give us more informa- 

ive results and coverage. 

Last but not the least, we would like to point out that our study 

s heavily based on the two machine learning classifiers and the 

utomated analysis tools for topical modeling and sentiment anal- 

sis. Such tools are not perfect and can produce both false positives 

nd false negatives, and the high volume of data made a manual 

nspection of results infeasible, so we relied on a limited level of 

ualitative analysis. The manual labeling process we did could also 

uffer from subjectivity, since we had to rely on some subjective 

udgments when applying pre-defined criteria to label the data. 

he keywords we used to extract the original 13.7 million tweets 

ay not be representative enough, so we may have missed some 

elevant tweets. All such problems are common for all online so- 

ial media analysis studies, which further justifies the need to have 

ome follow-up smaller-scale empirical studies to validate and ex- 

end the findings reported in our study. 

. Conclusion 

Using a large-scale Twitter dataset in January and February in 

hree consecutive years (2019-21) and two BERT-based classifiers 

o automatically detect cyber security and privacy-related tweets 

osted by non-expert users, this paper reports interesting results 

bout non-expert users’ discussions on cyber security and privacy, 

ia topic modeling and sentiment analysis. Past studies have used 

lassifiers to filter cyber security related tweets, but this study 

ocused on cyber security and privacy related tweets posted by 

on-expert users and investigated the identified tweets both qual- 

tatively and quantitatively. Our analysis comprehensively covers 

hree different perspectives, i.e., overall analysis across the three 

ears covered, yearly analysis, and a comparative analysis of tweets 

osted before and during the COVID-19 pandemic. 

We observed that non-expert users discussed a wide range 

f topics, covering many different types of computing devices, 

ith more discussions on more traditional computing devices than 

mart ones. The results also showed noticeable changes in non- 

xpert users’ discussions on cyber security and privacy before the 

lobal COVID-19 lockdowns (2019-20) and during the pandemic 

2021), e.g., an increased level of more polarized sentiment in 

021, a focus on help-related tweets relating to cyber security and 

rivacy, and the increased use of specific cyber security tools such 

s VPNs. The study endeavours to inform researchers about various 

opics for future research, e.g., more research on the use of VPNs 

y non-expert users, helping non-expert users on cyber security 

nd privacy, and cyber security and privacy issues arising from the 

se of multiple devices in the home without ignoring traditional 

evices, and cyber security and privacy risks related to different 

oles and interactions of multiple users of a home network. These 

opics should be studied via more data-driven research and also 

ore diverse empirical studies. 
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