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Abstract 
 

This thesis reports the synthesis of a series of organophosphorus and organosulfur 

molecules designed to mimic the hydrogen bond accepting capacity of the P=O moiety 

common within all organophosphorus chemical warfare agents. The association of these 

molecules towards a series of non-specific low molecular weight hydrogen bond 

donating receptors and their hydrolysis in the presence of a base is investigated. The 

development of predictive methodologies for both hydrogen bond accepting simulants 

and for the reactivity of these molecules for the development of novel detection and 

remediation technologies; through the combination of low-level computational 

modelling, experimentally derived values, and exhaustive parameter searches. Here, it 

is also shown how that association constants derived from these non-specific hydrogen 

bonded complexes can be used as a parameter within predictive models for simulant 

reactivity. Finally, this thesis also reports the synthesis of a series of hydrogen bond 

donor-acceptor amphiphilic salts and their co-formulation with a series of organic 

molecules. The self-associative and physical chemical properties of these compounds 

are investigated in the solid and solution state. The potential for these amphiphilic salts 

to uptake their co-formulants is also investigated to assess their potential as 

environmental pollutant capture agents.  
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Chapter 1 – Introduction  
 

1.1  Supramolecular Chemistry 
 

Supramolecular chemistry is a fast-growing interdisciplinary field of research that in 

comparison to other branches of chemistry is still relatively young.4 Supramolecular chemistry 

investigates “chemistry beyond the covalent bond”, and has the objective of reproducing 

complex systems such as those found in nature.5 Jean-Marie-Lehn first coined the term 

‘supramolecular’ in 1969 and defining supramolecular chemistry as “chemistry beyond the 

molecule” through “highly complex chemical systems interacting by non-covalent intermolecular 

forces”.6  As a result of these early investigations Charles Pedersen,7 Donald Cram,8 and Jean-

Marie Lehn9 were awarded the Nobel Prize in 1987 for their investigation and development of 

molecules which exhibit structure-specific interactions of high selectivity. 

Research into to molecular chemistry has undergone substantial development since its 

initiation in 1828 by Friedrich Wöhler, who contributed to the foundation of modern chemistry 

through the successful synthesis of urea using ammonium cyanate, displacing vital force theory 

(Scheme 1.1).10,11  At the time this was ground breaking due to the belief that it was not possible 

to synthesise organic molecules from inorganic materials, thus disproving vitalism and 

consequently  led the way for the development of other organic molecules in a similar way.  

 

Scheme 1.1 – The synthesis of urea by Friedrich Wöhler's using ammonium cyanate.10 
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It was in 1913, that the American chemist Gilbert Newton Lewis formulated the idea of 

covalent bonding through the theory of ‘valence’, whereby ‘the chemical bond consists of a pair 

of electrons held jointly by two atoms’12,13 Here Lewis used dot and cross diagrams (Figure 1.1.1) 

to explain this theory.12 The term covalent bond was later introduced by Irving Langmuir in 

1919.14  

 

Figure 1.1.1 – An example of a dot and cross diagram using a water molecule depicting the theory 

of valence proposed by Gilbert Newton Lewis. 

Supramolecular chemistry is centered around the investigation of non-covalent 

interactions between molecules. Examples of these non-covalent interactions are electrostatic 

interactions (such as hydrogen bonds), van der Waals forces (vdW), and π-π interactions (Figure 

1.1.2) and further discussed in section 1.2. These reversible forces facilitate the production of 

self-assembling systems,15 biological processes,16 such as DNA, as well as the construction of 

complex materials and molecular machines (an area which won the Nobel prize in Chemistry in 

2016).17  

 

Figure 1.1.2 – Examples of non-covalent interactions. a) hydrogen bonding between two water molecules 

– red dashed line represents the hydrogen bond, b) cartoon representation of van der Waals forces – red 

dashed line represents van der Waals forces and c) examples of one type of π-π interactions (displaced 

conformation shown). 
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These fundamental principles of supramolecular chemistry were recognised long before 

the term was first coined.6 In 1873 when Johannes Diderik van der Waals introduced the idea of 

intermolecular bonds;18 he was developing a theory that accounted for the properties 

demonstrated by real gases. It was from this work that the idea of supramolecular chemistry 

began, although it would not be named this until 1969. Following van der Waals theory, Emil 

Fisher in 1894 proposed the lock and key principle to understand the interactions between 

enzymes and substrates,19 where it was stated that a substrate of a specific shape would fit into 

a cavity of enzymes using non-covalent interactions through complimentary geometries and 

resultant interactions, in the same way a specific key fits into a lock. This principle became the 

fundamental basis for understanding the design of pharmaceuticals20 and is now more 

commonly referred to as host guest chemistry (Figure 1.1.3).21 

 

Figure 1.1.3 – An illustration of the “lock and key” principle used by Emil Fisher for the understanding of 

enzyme and substrate interactions, more commonly known as host guest complexes.  

  Following the work by Fisher and van der Waals, research into understanding non-

covalent bonds was pursued, and in 1961 Charles Pedersen discovered the first crown ether, 

dibenzo-18-crown-6 (DB-18-C-6 - Figure 1.1.4 a)22 which he found to solubilise sodium and 

potassium salts in aprotic solvents, he followed this up by publishing articles discussing to the 

design and development of a further 50 crown ethers containing between 9 and 60 atoms.23,24 

Subsequently, James Christensen used Pedersen’s crown ethers to study the thermodynamics 
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of cation macrocyclic interactions, which further influenced their later work on molecular 

recognition.25,26   

Jean-Marie Lehn6 and Donald Cram27 continued to build upon this ground breaking 

discovery with the development of more sophisticated novel macrocyclic molecules displaying 

cavities which were able to bind low molecular weight organic molecules, primarily alkali metal 

cations where the size of the cavity reflected its selectivity for certain alkali metal cations, where 

the cryptate shown in  Figure 1.1.4 c had better selectivity for K+ ions over Li+ and Na+.4 Although, 

Lehn and Crams research concentrated on alkali metal cation co-ordination, Jean-Marie Lehn, 

when giving his Nobel prize lecture, brought the scientific communities attention to the 

unexplored area of anion coordination chemistry, indicating its relevance from both a chemical 

and biological standpoint. This work also contributed to the understanding of ion transport 

within biological membranes.6 

 

Figure 1.1.4 – Evolution of crown ethers following Charles Pedersen’s discovery, a) DB-18-C-6,22 b) 

Charles Pedersen’s crown ether complex with K+ cation,3 c) A cryptate developed by Jean-Marie Lehn4 

and d) a spherand developed by Donald Cram.24 

The area of supramolecular chemistry received further global recognition in 2016 with 

the Nobel prize in chemistry being awarded to Sir J. Fraser Stoddart, Jean-Pierre Sauvage and 

Bernard L. Feringa for their design and synthesis of molecular machines. Molecular machines 

have the potential to be used in the development of new materials, sensors, and energy storage 

systems. The first step towards these molecular machines was by Jean-Pierre Sauvage in 1983, 

who successfully designed and synthesised what is now called a catenane, where two 
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macrocycles are linked together to form an interlocked ring (Figure 1.1.5 a).28,29 Following 

Sauvage’s success, in 1991 Sir Fraser Stoddart developed a rotaxane. Here he threaded a 

molecular ring onto a thin molecular axle with stoppers on each end, and demonstrated that the 

ring was able to move along the axle when an external stimulus was applied such as changes in 

pH, solvent, and light (Figure 1.1.5 b).30,31 Finally, in 1999 Bernard Feringa became in the first 

person to develop a molecular motor  (a single molecule with paddle units that are connected 

by a carbon-carbon double bond), which utilised molecular rotor blades that spin continuously 

in the same direction which resulted in the development of a nano-car (Figure 1.1.5 c).32 The 

Nobel prize committee commented that molecular machinery is now at the same stage that 

electric motors were in the 1830s, where scientists developed spinning wheels and cranks, 

which led on to the invention of washing machines and fans. This shows the potential for these 

molecular machines to be the start of a new generation of inventions.  

 

Figure 1.1.5 – Examples of the molecular structures produced by Sir J. Fraser Stoddart, Jean-Pierre 

Sauvage and Bernard L. Feringa.  a) catenane,30 b) rotaxane33 and c) a nano-car.32 a and b reproduced 

from ref. 27 and 30 with permission from Royal Society of Chemistry. c reproduced from ref. 32 with 

permission from Wiley. 

1.2 Non-covalent interactions 

Covalent and non-covalent interactions differ considerably. Covalent bonds are formed 

when partially occupied orbitals of interacting atoms overlap, and a pair of electrons are shared 

by these atoms and determine the primary structure of a given molecule.34 Non-covalent 

interactions are formed as a result of the electron distribution between two or more molecules. 
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Intermolecular interactions promote the process of self-association which results in extended 

structure formation such as dimers, trimers or polymers etc.35 Intramolecular interactions are 

interactions between different functional groups within a singular molecule.  

There are many different types of non-covalent interactions, examples of which include: 

ion-ion interactions, vwD forces, dipole-dipole interaction, halogen bonding, π-π interaction, 

and lastly the hydrogen bond, which can be considered a combination of both electrostatic and 

covalent due to the partial covalent nature of these bonds.36 Ion-ion interactions are an 

attractive force of two ions of opposite charges, as shown with sodium chloride for example 

where the attraction is between Na+ ion and the Cl- ion; this interaction is the strongest, 

exhibiting energies to that of weak covalent bonds in a range of 100 to 350 kJ mol-1 (Figure 1.2.1 

a).37 vdW forces are some of the weakest non-covalent interactions with bond energies < 5 kJ 

mol-1,38 vdW forces are caused by the fluctuating polarizations of nearby particles resulting in a 

temporary shift in electron density, these fluctuations may cause the electron density to 

temporarily shift to one side of the nucleus. This shift then creates a transient charge whereby 

a nearby atom can be attracted or repelled (Figure 1.1.2 b); dipole-dipole interactions are 

formed between two permanent dipoles, with interactions that have the tendency to align 

molecules in such a way that it increases attraction with an exhibited energy range between 5 

and 50 kJ mol-1 (Figure 1.2.1 b)39; ion-dipole interactions form as a result of the electrostatic 

attraction between an ion and neutral molecule that has a dipole, for example the interaction 

between Na+ and a water molecule, where the sodium ion and oxygen atom are attracted to 

each other and the sodium ion and hydrogen are repelled, the energy range for this type of 

interaction is typically between 50 and 200 kJ mol-1 (Figure 1.2.1 c).40 Halogen bonding is a non-

covalent interaction where the halogen atom is acting as the electron acceptor. This interaction 

geometrically is similar to that of a hydrogen bond; however, it is affected more by steric due to 

the larger size of halogens. These bonds exhibit a bond energy with a range  between 1-45 kJ 

mol-1.  
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Figure 1.2.1 – Examples of non-covalent interactions. a) ion-ion interactions using sodium 

chloride as an example, b) dipole-dipole interactions using acetone as an example and c) ion-

dipole interactions using the interaction between Na+ and water as an example. Dashed line 

represents non-covalent interaction. 

When considering the non-covalent interactions between aromatic units’ π-π 

interactions come into effect, these interactions can be further broken down into more specific 

categories: π - π, cation/anion- π and polar- π interactions. π-π interactions occur between 

aromatic ring systems through the electropositive and electronegative regions that are 

generated due to the lateral overlapping of p-orbitals in π-conjugated systems. This type of 

interaction is weaker than those previously mentioned with typical energies between 5 and 40 

kJ mol-1. The alignment of these aromatic rings is relative to the π electron density, with partial 

positive charges around the periphery, and partial negative charges above both aromatic 

faces.41,42 Between these ring systems there are known to be three ways that the ring systems 

stack: displaced (slip-stacked) (Figure 1.2.2 a), edge to face (Figure 1.2.2 b) or sandwich (Figure 

1.2.2 c).43 The sandwich conformation is the least favourable of the three due to the high 

electrostatic repulsion from the electrons within the π-orbitals. Cation-π interactions involve the 

positive charge of a cation interacting with the electrons within the π system (Figure 1.2.2 d), 

and can result in a very strong interaction (bond energy between 1 and 20 kJ mol-1),44 this type 

of interaction has potential applications in areas such as chemical sensors, and is of great 

interest within biological systems. Anion- π interactions are very similar to cation- π interactions, 

whereby the anion sits above an electron poor π system usually due to the presence of electron 
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withdrawing substituents on the π-conjugated system this type of interaction has a bond energy 

of around 5-10 kJ mol-1 (Figure 1.2.2 e).44 The final non-covalent π interaction is polar- π 

interactions where molecules with permanent dipoles, such as water, interact with the 

quadrupole moment of a π system (Figure 1.2.2 f). These interactions are weaker than a 

conventional hydrogen bond and are commonly involved in protein folding and crystallinity of 

solids with both hydrogen bonding and π systems. Any molecule that contains a hydrogen bond 

donor (HBD) will favourably interact with electron rich π-conjugated systems.  

 

Figure 1.2.2 - Representation of π-π interactions: a) displaced (slip stacked); b) edge to face; c) 

sandwich; d) cation-π interactions using benzene and a potassium ion as an example; e) anion-

π interactions using pyridine and a chloride ion as an example, and f) polar-π interactions using 

benzene and water as an example.  

The final type of non-covalent interactions is the hydrogen bond, which has been 

studied in great depth since its discovery,45–47 and is at the centre of a lot of research within 

supramolecular chemistry. Hydrogen bonds are formed between an electropositive hydrogen 

atom and an electronegative atom. Hydrogen bonds typically have bond lengths ranging 

between 1.2-4.0 Å (strong to weak)39 with a broad energy range of between 4-165 kJ mol-1 and 

can have covalent character as well as electrostatic.48 In comparison to a covalent bond, non-

covalent interactions are significantly weaker. However, with non-covalent interactions there is 
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an additive effect of all interactions, which can be strong enough to stabilise larger structures 

and complexes. Hydrogen bonds can be influenced by a multitude of factors, which include: i) 

the electron-withdrawing/donating properties of any functional groups associated with the 

principle hydrogen bond donating or accepting site; ii) bond angle; iii) reactant concentrations;49 

iv) temperature;50 iii) chemical environment;51 and v) pressure.52 Host/guest complexes form 

predominantly due to intermolecular hydrogen bonds, containing a complementary range of 

hydrogen bond donor (HBD) and acceptor groups (HBA). The HBDs are primarily an 

electronegative element such as nitrogen, oxygen or sulphur with a hydrogen atom attached. 

This bond therefore becomes polarised resulting in a partial negative charge on the atom bound 

to the hydrogen and a positively charged hydrogen atom. Hydrogen bonds can be formed 

between a HBD and HBA on the same molecule (intramolecular) or between HBD and HBA on 

different molecules (intermolecular). The geometry of hydrogen bonded complexes traditionally 

known to adopt one of the following six and are illustrated in Figure 1.2.3: a) linear; b) bent; c) 

donating bifuricated; d) accepting bifuricated; e) trifuricated and e) three centred bifuricated.53 

 
 

Figure 1.2.3 – Hydrogen bond complex geometries. a) linear; b) bent; c) donating bifuricated; d) 

accepting bifuricated; e) trifuricated and f) three-centred bifuricated.53 

 The hydrogen bond angle is optimised at 180° when considering single donor-

acceptor complexes (Figure 1.2.3 a).54 It was suggested by Pimentel and McClellan the even small 

deviations from linearity will result in an approximate 10 % decrease in binding energy.55 
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However, when considering double acceptor systems, bifurcated angles are of preference (Figure 

1.2.3 c),56 as this is more energetically stable than a linear conformations.57 On the other hand, 

the more molecular species that are involved within the self-assembly process there are more 

variables to consider, such as the formation of the thermodynamically more favoured six-

membered ring as there is the least amount of strain on the hydrogen bond angles in this 

conformation versus smaller membered rings.58 The geometry of a hydrogen bond isn’t the only 

contributor to its strength, there needs to also be consideration for what functional groups are 

attached to the HBD and HBA, as they can result in a decrease in strength due to partial charge 

repulsion of increase the binding strength due to attraction of partial charges of the opposite 

sign.53 These are classed as secondary interactions and either decrease the binding strength due 

to repulsions from partial charges of the same sign (Figure 1.2.4 - Examples of secondary hydrogen 

bond interactions between two neighbouring groups a) repulsions (↔) from a mixed donor/acceptor 

arrangement and b) attractive interactions (-----) between an all donor and all acceptor 

arrangement.53Figure 1.2.4) or increase by virtue of attraction between opposite charges, as 

shown in Figure 1.2.4.53  

 

Figure 1.2.4 - Examples of secondary hydrogen bond interactions between two neighbouring groups a) 

repulsions (↔) from a mixed donor/acceptor arrangement and b) attractive interactions (-----) between 

an all donor and all acceptor arrangement.53 

1.3 Non-covalent interactions found within nature 
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Supramolecular architectures take inspiration from nature where non-covalent 

interactions are fundamental for the stabilisation of three-dimensional structure of large 

molecules such as the secondary, tertiary and quaternary structures of proteins59 and nucleic 

acids and the formation of the DNA double helix.60 These are often complex 3D structures 

formed by non-covalent interactions that catalyse chemical reactions within the body.61  

There are four different classifications of protein structure; the primary structure of a 

protein consists of a chain of amino acids which are held together by peptide bonds. The specific 

property of each amino acid is determined by the presence of differing R groups, these R groups 

vary and can be hydrophobic or hydrophilic and charged or neutral.62 The hydrophobic effect 

provides the primary thermodynamic drive for the overall structure of proteins in water, 

however, between side groups within this chain of amino acids, hydrogen bonding can occur, 

here the hydrogen bonds role is to provide the majority of the directional interactions, which 

underpin the rigidity of the structure and provide specificity in both molecular recognition and 

protein folding. Proteins contain many sites capable of being a HBD and a HBA, with groups such 

as the carbonyl and amide groups on the peptide backbone,63 as well as polar functional groups 

(hydroxyls, acids, amides, and amines) found on several of the amino acid side chains.64 These 

primary structures undergo a self-assembly process forming secondary structures, such as α-

helixes, β-sheets and β-coils (Figure 1.3.1 b) these structures are stabilised by hydrogen bonds 

between the carbonyl oxygen on the peptide backbone and the amide nitrogen contained in the 

hydrophobic core.65,66  

Tertiary structures are the general three-dimensional organisation of a polypeptide 

chain in space, formed through the self-assembly of secondary structures through non-covalent 

interactions, such as hydrogen bonding, ionic interactions, sulfonate bridges and hydrophobic 

interactions, and are stabilised by the internal hydrophobic interactions between the non-polar 

amino acid side chains and external hydrogen bond and ionic bond interactions67 The final 

protein structure is the quaternary structure, assembled via either multiple folded protein 
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subunits or co-factors, this structure is predominantly driven by the hydrophobic effect, and 

further stabilised by a range of non-covalent and covalent interactions such as hydrogen bonds, 

vdW, and disulphide bridges and can be driven by the hydrophobic effect (Figure 1.3.1 d).68–73 

An example of a quaternary structure is an antibody; an intrinsic structure designed to detect 

foreign particles within the body and defend against them.74 

 

Figure 1.3.1 - Cartoon representations of the different protein structures. a) the primary structure – a 

chain of amino acids; b) the two secondary structures i) alpha helices and ii) beta sheets; c) tertiary 

structure formed from the self-assembly of secondary structures and d) the quaternary structure, 

assembled via either multiple folded protein subunits or co-factors.  

One of the most well studied examples of non-covalent interactions found naturally, is 

the double helix structure of deoxyribonucleic acid (DNA), whose structure was discovered by 

Rosalind Franklin, James Watson, and Francis Crick in 1953. Here, two antiparallel repeating 

strands of nucleotides interact to form a double helix (Figure 1.3.2 c);75 held together through 

the formation of hydrogen bonds between complimentary bases such as adenosine (A) and 

thymine (T) forming one base pairing through the formation of two hydrogen bonds (Figure 1.3.2 

a) and cytosine (C) and guanine (G) forming another base pair with three hydrogen bonds - 

commonly known as Watson-Crick base pairing (Figure 1.3.2 b).75,76 The number of hydrogen 

bonds between base pairs can have a large effect on the DNAs stability, as there is an additive 
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strength of hydrogen bonds which therefore means DNA with a higher GC content than AT 

results in a higher stability due to the strength provided from the one extra hydrogen bond 

within the base pair.77 However, it is not solely down to hydrogen bonding that provides 

structural stability to DNA, the hydrophobic nitrogenous bases that are located on the interior 

on the helix are sequestered away from the aqueous and polar environment within cells. This 

also allows for the hydrophilic phosphate head groups to be exposed and interact with water 

increasing the solubility within aqueous and polar environments. Furthermore, the negatively 

charged phosphate head groups can also ionically interact with cations found within the cellular 

environment such as Na+, Ca2+ and Mg2+ which also increased structural stability. 

 

 

Figure 1.3.2 – Hydrogen bond complexes found within DNA. a) Adenine and thymine complex through the 

formation of two hydrogen bonds; b) cytosine and guanine complex through the formation of three 

hydrogen bonds and c) a cartoon representation of DNA showing antiparallel base pairing base pairs 

shown in a and b.  

1.4 Supramolecular complex formation 
 

A supramolecular complex (or host/guest complex) is composed of two or more molecules 

or ions that are held together using non-covalent interactions as previously discussed, but the 
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principal non-covalent interaction is hydrogen bonding. The binding between a host and a guest 

molecule is usually specific to two molecules concerned, and it is the formation of these 

complexes that is at the centre of molecular recognition.  

The selective recognition and sensing by selective coordination via hydrogen bond donating 

receptors has attracted considerable research interest within the supramolecular community 

for its importance within both biological and environmental areas.78–82 This area of research can 

be broken down into three areas cation coordination and anion coordination and neutral guest 

coordination. The premise of this thesis is around anion and neutral guest coordination and will 

be covered in more depth in sections 1.4.2 and 1.4.3.  

1.4.1 Cation coordination  
 

The sensing of cations has gained the attention of many scientists, not just chemists, but 

also biologists and environmental scientists. There are several metal ions that play a vital role in 

our daily physiological life. These include but are not limited to sodium (Na+ ) potassium (K+ ), 

calcium (Ca2+), copper (Cu+ and Cu2+) and zinc (Zn2+). However, some metal ions such as lead 

(Pb2+), cadmium (Cd2+) and mercury (Hg2+) are toxic and cause serious health and environmental 

problems.44 Therefore, detection of these cations is highly desirable. There are numerous 

analytical methods that can detect cations; however, they are expensive, and some equipment 

does not allow for remote testing. Methods for cation recognition based on fluorescent sensors 

offers the advantage of sensitivity and selectivity, and you can use these sensors remotely using 

optical fibres with the sensor at the tip of the fibre.83,84  

Sousa and co-workers reported two naphthalene-based chemosensors for the detection 

of alkali metal ions (Figure 1.4.1.1), where the orientation of the attached naphthalene changed 

the fluorescence upon complexation of alkali metal halides, 1 resulted in a decrease in 

fluorescence quantum yield, whereas 2 resulted in an increase in quantum yield.85 Subsequently, 

fluorescent chemosensor design based on macrocycles has attracted a lot of attention from 
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scientists. Pillararenes have gathered much attention due to their broad applications such as 

artificial transmembrane channels,86 controlled delivery systems87 and the extraction and 

absorption of materials.88 Thus, pillararene-based fluorescent chemosensors for cations also 

achieved a rapid development.89,90 Huang and co-worked designed and synthesised an 

anthracene appended 2:3 copillar[5]arene in 2015, which was used as a selective fluorescent 

chemosensor for Fe3+, as it was found that only this cation quenched the fluorescence in DMSO 

and other cations tested had no effect on the fluorescence.89   

 

Figure 1.4.1.1 – Chemdraw structures of the naphthalene based sensors 1 and 2 synthesised by Sousa 

and co-workers for sensing alkali earth metals.  

 More recently, Pinkesh and co-workers developed a novel calix[4]arene with a lower rim 

linked 1-aminoanthracene unit through an amide linkage (3, Figure 1.4.1.2).91 This compound 

was found to bind two cations (La3+ and Cu2+) as well as the anion Br-, the fluorescence of this 

compound was not found to significantly change upon the addition of multiple other cations and 

anions. They demonstrated that 3 could be used as a paper based fluorescent sensor for these 

ions with detection limits of 0.88 nM, 0.19 nM and 0.15 nM for La3+, Cu2+ and Br- respectively. 

Their binding constants were also determined using fluorescent emission titration data and 

reported binding constants of 10.21 x 108 M-1 for La3+, 7.04 x 108 M-1 for Cu2+ and 7.96 x 108 M-1 

for Br-.91 Highlighting that this compound could be used as a selective fluorescent probe.  



16 | P a g e  
 

 

Figure 1.4.1.2 – Lower rim modified calix[4]arene reported by Pinkesh and co-workers.91 

1.4.2 Anion coordination  
 

Anion receptor chemistry is an area within supramolecular chemistry that involves the 

design of molecules that can recognise, respond to and/or sense a species that carries a negative 

charge.92 Anions are fundamental in most processes that occur naturally. Chloride anions are 

important for the control of water within mucus membranes, it is a lack of this anion within 

mucus that results in the genetic disease cystic fibrosis.93 Anions also play an integral part of 

enzyme substrate complexes as well as forming the phosphate backbone of DNA. Anions can 

also be found within ground water and soils which provide information on their quality and 

anthropogenic pollution. This is particularly true for nitrates and phosphates which are integral 

for plant growth, but they can also cause damage through their widespread use in fertilisers and 

pesticides, which can poison organisms in both contaminated earth and from surface run offs 

into water systems. There are two types of synthetic anion receptor, charged and neutral, with 

the latter being the inspiration for the receptors used within this thesis and will primarily be 

discussed.  
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This area of research currently receives a vast amount of research interest due to the 

importance of anion transport within biological systems such as transport across cell 

membranes and lipid bilayers,93–96 but also for their potential use for therapeutics in treating 

diseases caused my dysregulation of anions such as chloride with cystic fibrosis93 and iodide 

thyroid cancer.96,97  This area of supramolecular chemistry has several applications, such as: the 

separation of anion mixtures;98–100 organocatalysis100,101 and for the production of anion sensors 

(Figure 1.4.2.1).94,102  

 

 

Figure 1.4.2.1 – Cartoon representation of an anion sensor. Indicating the complementary interaction 

between an anion analyte and a receptor binding pocket. The linker which is capable of reporting this 

binding event converts the receptor into a sensor. In this cartoon, an ‘‘off-on’’ response is depicted from 

binding an anion. 

 

To develop a receptor that is selective towards a specific analyte, multiple interactions 

between a host and a guest in a complementary manner must be considered. There are several 

strategies that can be followed in the design of artificial receptors with optimal selectivity 

toward a particular ion when considering neutral, hydrogen bond receptors. The receptor may 

contain a variety of functionalities, such as amides, ureas, and hydroxyl groups, which must be 

organised to complement the size and shape of the analyte.103 The topology of the receptor is 

of importance in determining the overall receptor-ion interactions, here intramolecular 



18 | P a g e  
 

hydrogen bonding can play a key role in the stabilisation of structures and also in modulating 

the receptor-anion binding affinity.104 This effect explained the higher affinity for pyridine-2,6-

dicarboxamide based receptors compared to their isophthaloyldiaminde congeners (4 and 5, 

Figure 1.4.2.2).104,105 This is due to the intramolecular amide proton to pyridine nitrogen 

hydrogen bonding locks the molecule into a ‘pocketlike’ structure, forcing all HBD and HBA to 

face inwards, resulting in optimised anion binding; this theory was supported by solid state 

structural analysis by Gale and co-workers.104,106–108 

 

Figure 1.4.2.2  – Structures of compounds 4 and 5 reported be Sessler and co-workers.104,105 

1.4.2.1 Charged receptors for anion binding  
 

Simmons and Park in 1968 reported the first example of a synthetic anion receptor (6, 

Figure 1.4.2.3) binding an anion.109 This was a charged receptor and was designed around a 

tripodal ammonium bridge. This receptor was shown to favourably bind chloride anions over 

bromide and showed no indication of binding with iodide anions in a 50% TFA solution.109 This 

work is also an early example of using nuclear magnetic resonance (NMR) to monitor binding 

events. X-ray crystallography by Marsh and co-workers in 1975 showed that the protons on the 

ammoniums NHs faced inwards towards the chloride anion, although full elucidation of the 

structure was not complete.110  
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Figure 1.4.2.3 – The first synthetic anion receptor 6, synthesised by Simmons and Park.109  

 

Additional molecular receptor designs include the tripodal, this model exhibits three 

arms to which ligating groups can be attached and tailored, it is because of this that this design 

provides control of binding properties such as complex stability and its selectivity. The selectivity 

of these receptors are greatly related to the rigidity of its arms and its cavity size.111–114 Tripodal 

topologies have been shown to demonstrate some advantages over monopodal and bipodal: (i) 

tripodal ligands often bind metal ions very strongly due to the enhanced chelating effects; and 

(ii) the steric bulkiness of tripodal ligands is highly tuneable which allows for controlled reactivity 

to metal ions. As a result of these benefits, the design and development of artificial tripodal 

receptor system represent an active area in supramolecular chemistry.114–116 

Lehn and co-workers subsequently designed variety of macro bicyclic and macro tricyclic 

ammonium based receptors (cryptands) which optimized the anion fit within the charged cavity 

for stronger binding (Figure 1.4.2.4).117 Scmidtchen and co-workers then designed and 

synthesised a series of cages with quaternary ammonium groups that were capable of binding 

anions within the cage through electrostatic interactions; the selectivity towards an anion was 

increased by altering the alkyl chain length between the ammonium centres (Figure 1.4.2.4).118 

The disadvantage to using a charged receptor is that any anion will have to compete with 

counter ions of the receptor, and it is for this reason that zwitterionic or neutral anion receptors 

started to be developed. 
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Figure 1.4.2.4 – Examples of macrocyclic anion receptors. a) amine based cryptand produced by Lehn and 

co-workers117 and b) ammonium cage produced by Scmidtchen and co-workers.118  

1.4.2.2 Neutral receptors for anion binding. 
 

The first neutral hydrogen bonding anion receptor (7, Figure 1.4.2.5) was reported in 

1986 by Pascal and co-workers.119 This receptor utilises the previously discussed tripodal capsule 

design, binding an anion through the formation of three hydrogen bonds from the amide NHs. 

This receptor was found to bind fluoride in a DMSO-d6 solution using tetrabutylammonium 

fluoride. Anion binding was determined by 1H and 19F NMR spectroscopic studies.119 This early 

work was then followed by polyamine macrocycles120,121 (8, Figure 1.4.2.5) and cages,122–124 

whereby the protonated forms can act as anion receptors in both organic and aqueous media. 

 

Figure 1.4.2.5  – Early neutral anion receptors. a) The first reported neutral receptor by Pascal and co-

workers119 and b) an example of a polyamine macrocycle reported by Lehn and co-workers.124 
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Urea and thiourea units are currently used within anion receptor design due to their 

ability to act as hydrogen bond donors.125,126 They became more prevalent in this area following 

work on urea-anion interactions by Wilcock and Hamilton, with a variety of receptors reported 

using one or more urea units.127,128 Anion receptors containing these groups have been shown 

to act as selective receptors in both polar and non-polar solvents.113,128–130 The hydrogen atoms 

on the nitrogen atoms within the urea or thiourea binding site are capable of forming parallel 

orientated hydrogen bonds, this enables complementarity with oxygen atoms within oxo anions 

molecular structure, thus resulting in the formation of an eight-membered ring (Figure 1.4.2.6 

a). Bifurcated hydrogen bonds between these units and a spherical anion can form six 

membered rings upon complexation (Figure 1.4.2.6 b).103 

 

Figure 1.4.2.6  – Hydrogen bonding motifs of urea and thiourea units, a) parallel orientated forming an 

eight membered ring with oxo anions and b) bifurcated hydrogen bonds forming a six-membered ring 

with spherical anions. 

The first urea receptors reported within literature were simple diphenyl ureas (9-11 

Figure 1.4.2.7).103,131 These receptors are planar, and the size of the substituent directly attached 

to the aromatic unit does not induce any steric hindrance for hydrogen bond formation. 

However, the electron withdrawing NO2 substituent increased the acidity of the urea group and 

as a result its hydrogen bond donating properties.103,131,132 There are numerous articles of anion 

binding using a diphenylurea133,134 or a diphenylthiourea135,136 as they are the simplest 

symmetrical receptor, with the parent structure being modified through different R groups on 

the aromatic ring.103 The strength and the stability of the hydrogen bonds formed are heavily 
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influenced by the acidity of the receptor (HBD) and the basicity of the anion (HBA), therefore, 

the most electronegative anions such as fluorine and oxygen form the strongest hydrogen bonds 

compared to carboxylates and oxoanions.103 However, with sufficiently basic anions, 

deprotonation of the urea/thiourea NH can occur, and in the case of fluoride the deprotonation 

will result in the formation of the stable HF2
- anion, which could then be bound by the 

deprotonated receptor.131,137,138  

 

Figure 1.4.2.7  – The first urea anion receptors reported, 9 = bis(2-nitrophenyl)urea, 10 = bis(4-

nitrophenyl)urea and 11 = bis(5-nitrophenyl)urea, as reported by Panunto and co-workers.131 

Gunnlaugasson and co-workers also observed that the addition of a highly basic anion 

in a polar solvent induced complete thiourea deprotonation.139 Fabbrizzi and co-workers 

reported a detailed study of this proton transfer from the urea group to F- through a series of 

spectrophotometric titrations with oxoanions and halides in acetonitrile, their published results  

detailed that the decrease in anion basicity is also the resulting decrease in stability constant 

observed.132 The acidity of the thiourea or urea group is influenced by the directly attached 

substituents, resulting in those receptors with aromatic substituents forming stronger 

complexes than those receptors with alkyl groups on either both sides of the urea or one due to 

the increased NH acidity. The use of a thiourea over a urea group results in a higher acidity as 

thiourea is more acidic than urea (thiourea pKa = 21.1, urea pKa = 26.9 in DMSO).140 This enables 

thioureas to form a stronger hydrogen bond, however, this also enables these receptors to be 

more easily deprotonated, which further increased with increasing receptor acidity. 
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Wu and co-workers have reported a tetra-urea receptor (12, Figure 1.4.2.8 a) which in 

the solid state was found to coordinate with phosphate anions. Intriguingly, in the solid state 

this compound was shown to form a triple helix like structure, where three ligands enfold around 

two PO4
3- anions (Figure 1.4.2.8 b and c); here six urea groups bind to the phosphate anion 

through the formation of twelve hydrogen bonds. This complex was also studied in the solution 

state through 1H NMR titrations in a DMSO-d6 solution and also found that the most prevalent 

species was a 3:2 host:guest aggregate.141 

 

Figure 1.4.2.8 – Tetra urea receptor 12 produced by Wu and co-workers. a) chemdraw structure of 

receptor 12, b) side view of x-ray single crystal structure of triple helical phosphate anion complex – grey 

dashed line represents hydrogen bonding. Hydrogens and nitro groups omitted for clarity and c) space 

filling representation of the complex.141 b and c reproduced from ref. 141 with permission from Wiley, 

copyright 2011. 

The inclusion of additional hydrogen bonding groups to a receptor, in theory should 

increase the stability of any complexes formed, work by Gale and co-workers studied 

diindolylurea and thiourea receptors (13 and 14, Figure 1.4.2.9) in a DMSO-d6 and water solution 

with anions using NMR. They concluded that these receptors were selective towards oxo-anions, 

and in particular H2PO4
- with similar observations for the carbazolylurea analogue.142  
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Figure 1.4.2.9 - Diindolylurea and thiourea receptors produced by Gale and co-workers.142 

 

In a further body of work by Gale and co-workers, utilising a urea moiety to design 

transmembrane anionphores, the ortho-phenylene bis ureas 15a-c and 16a-d (Figure 1.4.2.10) 

were used. These compounds (15a-c and 16a-d) displayed high intrinsic anionphoric activity at 

low transporter loading, with 15a and 15b being the most active when based on halogenated 

scaffolds. All compounds were found to mediate chloride-iodide exchange in Fisher rat thyroid 

cells when tested with the halide sensor YFP=H148Q/I152L (YFP-FRT cells), which resulted in a 

decay of YFP fluorescence.143  

 

Figure 1.4.2.10 – Structures of bis urea transmembrane anionphores by Gale and co-workers a) 

compounds 15a-c and b) compounds 16a-d.143  

 

Anion receptors typically use NH and OH groups as their principal hydrogen bond donor 

groups, although the focus of the work discussed here has been NH groups. More recently new 
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motifs and scaffolds for anion binding have been developed, arylboronic acids and 

phosphazanes144 are emerging inorganic anion receptors. Arylboronic acids have demonstrated 

their ability to form covalent adducts with basic anions such as fluoride and hydroxide with the 

acidic boron centre. Work by Martinez and Yatsimirsky145 showed that not only do arylboronic 

acids form covalent adducts but they also interact with anions through hydrogen bonding via 

the B(OH)2 hydroxyl groups; using both 1H and 11B NMR binding studies in both DMSO-d6 and 

CD3CN solutions they found that less basic anions such as chloride, bromide, hydrogen sulphate 

and acetate hydrogen bonded complexes were found to dominate in a DMSO solution compared 

to a covalent adduct dominating in the same solvent for fluoride and dihydrogen phosphate.145 

1.4.3 Neutral guest coordination  
 

The ability to design molecular receptors that can recognise neutral or charged species 

with a high selectivity is one of the main aims within supramolecular chemistry.146,147 Such a 

binding between uncharged host and uncharged guests is especially interesting, this is because 

there are no strong binding forces such as full positive or negative charges involved. Host/guest 

binding must therefore be due to several (multiple) weak attractive interactions of the hydrogen 

bond, dipole-dipole or hydrophobic type.148 Utilization of hydrogen bonding groups in the 

scaffold of a receptor to complex neutral molecules requires precise design. This is in 

comparison to the molecular structures used for cation or anion recognition where ionic forces 

are sometimes included to make a strong and stable complex. Recognition of neutral molecules 

with biological significance such as urea (and its derivatives),149,150 biotin,151 carboxylic acids152 

and amino acids153 have potential biomedical and clinical applications.154 

Calix[4]pyrroles are readily used as receptors for anions, however, in 1996 work by 

Sessler and co-workers demonstrated that this macrocycle was not only able to bind anionic 

substrates such as chloride and fluoride but also neutral substrates. They studied the binding of 

a range of alcohols and amines with calix[4]pyrrole using 1H NMR in benzene-d6.155 They 
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observed that when increasing the bulk around the HBA oxygen atom there was a decrease in 

binding constant, with methanol displaying the strongest binding with a Ka of 12.7 ± 1.0 M-1 with 

ethanol and benzyl alcohol displaying Ka values around 10 M-1. For amide substrates they 

demonstrated higher association for secondary formamide (N-formyl glycine ethyl ester, Ka = 

13.3 ± 1.0 M-1) than for tertiary amines such as DMF (Ka = 11.3 ± 0.8 M-1), DMF was also shown 

to bind more strongly than N,N-dimethylacetamide (Ka = 9.0 ± 0.9 M-1).155   

Calixarenes are known for inclusion properties of neutral molecules due to their unique 

three-dimensional shapes.156,157 Lhoták and co-workers noted that during their complexation 

studies of bis(N’-p-nitrophenylureido)calix[4]arenes (18) and bis(ureido)calix[4]arenes (19) that 

the binding of anions in more polar solvents, such as DMSO-d6, is diminished and the interactions 

with DMSO were observed instead of the intended anion binding.156 NMR titration studies 

conducted in CD3Cl showed that 18 would bind DMSO with an association constant of 33 M-1 

whereas, 19 bound DMSO with a binding constant of 5 M-1.156 

 

Figure 1.4.3.1 – Structure of compounds 18 and 19 as synthesised by Lhoták and co-workers.156 

 

Goswami and co-workers developed a fluorescent macrocycle (17, Figure 1.4.3.2) as an 

artificial receptor for urea, with a potential use for clinical identification of diabetes, kidney or 

thyroid diseases.158 Urea is typically a difficult to recognise by synthetic receptors due to weak 
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intermolecular forces of attraction and weak solubility in organic solvents such as chloroform. 

However, urea does contain both hydrogen bond donor and acceptor sites which can be utilised 

in the formation of supramolecular complexes. This receptor was shown to encircle a urea 

molecule, which formed a 1:1 complex in CDCl3 that was monitored through the downfield 

change in chemical shift of the urea NHs. Goswami and co-workers also observed a noticeable 

quenching of fluorescence (approximately 50%) of the macrocycle upon the addition of urea.158  

 
Figure 1.4.3.2 – The structure of the 1:1 macrocycle:urea complex (17) synthesised by Goswami and co-

workers.158 

A lot of studies involving hydrogen bonding are typically conducted in an organic 

solvent, this in part is due to the scaffolds used which are easier to handle in this media, but it 

is also because hydrogen bonds in water are generally weaker as both the donor and acceptor 

are solvated, thus the water must be displaced from both components and therefore, binding 

affinities are usually small.159 A supramolecular chemistry aim is to mimic biological recognition 

not only to gain further insights and understanding, but also for biomedical applications. To 

develop molecular recognition for biomedical applications, the solvent of choice needs to water. 

However, the design and synthesis of water soluble systems can be challenging but is becoming 

more recognised.159–161  

A bicyclic hexaurea (20) synthesised by Davies and co-workers, has proved to be 

successful in the binding of glucose – a biologically important target with the potential for 

applications within diabetes management, a current health crisis.162 This bicyclic structure is very 
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complimentary to glucose and modelling has shown that it binds to glucose through 10 hydrogen 

bonds as well as CH-π interactions with a binding affinity of approximately 18600 M-1 in D2O 

using 1H NMR titration techniques, and further confirmed using isothermal titration calorimetry 

(ITC). Not only did this compound show high binding but also selectivity for glucose and closely 

related substrates (Methyl β-D-glucoside, glucuronic acid and xylose with Ka values of 7,900, 

5,300 and 5,800 M-1 respectively).162 This compound showed such promise, the rights to this 

glucose receptor were bought by a pharmaceutical company, Novo Nordisk, who specialise in 

diabetes.162  

 

Figure 1.4.3.3 - a) Chemical structure of glucose receptor 20, polar groups are displayed in red, 

hydrophobic groups in blue and water solubilising groups in green. b) the molecular modelling structure 

of 20 showing the hexaurea binding site (side-chains omitted for clarity) and hydrogen bonding depicted 

as yellow dashed lines.162 Reproduced from ref. 162 with permission from Nature Research, Copyright 

2019. 

 

1.5 PhD aim and objectives. 
 

1.5.1 PhD aim 
 

To be able to use low molecular weight organic receptors to develop novel technologies for 

chemical detection, capture and remediation.  
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1.5.2 PhD objectives 
 

Chapter 2 aims to use association constants derived from non-specific hydrogen bonded 

complexes and computationally determined parameters to produce a predictive model for 

improved chemical warfare agent simulant selection. Chapter 3 aims to investigate the 

hydrolytic breakdown of potential chemical warfare agent simulants o produce predictive 

models for the hydrolytic breakdown of chemical warfare agents using exhaustive parameter 

searches. Finally, chapter 4 aims to synthesise and elucidate the physicochemical properties of 

supramolecular self-associating amphiphiles (SSAs) and their ability to uptake and capture 

environmental pollutants. 
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Chapter 2 – Development of chemical warfare agent simulants 
using association constant prediction.  
 

2.1 Introduction 
 

Chemical warfare agents (CWAs) are extremely toxic synthetic chemicals that can be dispersed 

as a gas, liquid, or an aerosol.163 They have a lethal or incapacitating effect on humans and other 

organisms. Compounds are categorised as CWAs based on their properties, high toxicity, 

imperceptibility to senses, their rapidity of action after dissemination and their persistency. 

These CWAs are usually used during periods of conflict to indiscriminately incapacitate the 

opposition and are listed in the Chemical Weapons Convention (CWC).163 Poisonous compounds 

have been integral parts of human evolution, with some of the earliest mention of chemical 

weapons being part of the Greek myth of Hercules, who poisoned his arrows with venom from 

hydra monster as well as in the Iliad and the odyssey it was alluded to the use of poisoned 

arrows.164 During the Peloponnesian war between Athens and Sparta, Spartan forces placed a 

lighted mixture of wood, pitch, and sulphur under the walls hoping that the noxious smoke 

would incapacitate the Athenians.165  

The use of poisonous chemicals from plants is also widely documented throughout the 

Middle Ages, although it wasn’t until the 19th century that mass production and deployment of 

chemical agents in warfare started.166 World War 1 saw the beginning of the modern era of 

chemical warfare,166 with the use of gases such as chlorine and phosgene, and most notably 

bis(2-chloroethyl) sulphide, commonly known as sulphur mustard or HD (Figure 2.1.1), which 

caused over 100,000 deaths and 1.2 million casualties.166 During World War 2, Zyklon B 

(hydrogen cyanide gas) was used by the Nazis to kill millions of Jews in concentration camps.167 

Since then, there have been several chemicals designed and synthesised for the purpose of 

chemical warfare with the development of the organophosphorus (OP) G-series (German-type) 

nerve agents (NAs),166 the V-series,168 and the Russian series of nerve agents, Novicok.169  
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Figure 2.1.1 – Structures of some modern era CWAs, a) phosgene, b) chlorine, c) hydrogen cyanide and 

d) sulphur mustard (HD). 

There are various classes of these compounds with pronounced physicochemical, 

physiological, and chemical properties, they can be classified by their volatility, chemical 

structure, and their use. When classifying based on volatility, CWAs can be deemed to be 

persistent or non-persistent. Volatile agents such as phosgene and chlorine are non-persistent, 

whereas the less volatile agents such as sulphur mustard are considered persistent. Non-

persistent CWAs are those that when released disperse quickly leaving no liquid contamination; 

persistent CWAs are those which evaporate slowly, and give off a vapour, which results in the 

agent being dangerous until all the agent has been evaporated or decontaminated to render it 

ineffective. Most CWAs can be classified as follows: organophosphorus (OP), organosulfur, 

organofluoride, and arsenicals. Although the most common classification is based on their use 

and physiological effects as follows: Nerve agents (these agents vary from non-persistent agents 

like sarin to persistent agents such as VX), vesicants (also called blistering agents- these agents 

are classified as persistent), blood agents or cyanogenic agents (non-persistent), choking 

agents/pulmonary agents (non-persistent), riot control agents (such as tear gas – which are non-

persistent), and psychomimetic agents. The focus of some of the work within this thesis is based 

around nerve agents (chapter 2 and 3) so only they will be discussed further.  

In 1936, G. Schrader and co-workers associated with I. G. Farbenindustrie (Leverkusen, 

Germany) prepared tabun (GA), closely followed by sarin (GB) in 1938 and then soman (GD) in 

1944, with cyclosarin (GF) being later developed in 1948. These compounds then became open 

knowledge to the world after WW2 (Figure 2.1.2).170 During the 1950s, VX was first prepared 
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whilst trying to synthesise new insecticides. VX is more potent and stable than sarin, with a lethal 

dose (LD50) in the ranges from as little as 10 mg in dermal exposure cases to 25-30 mg through 

inhalation.171 Whereas, sarin has an LD50 of 1700 mg.172  The low volatility of VX makes it more 

stable than other nerve agents like sarin that are quite volatile. 

 

 

Figure 2.1.2 – Structures of the G series of nerve agents, a) sarin (GB), b) soman (GD), c) tabun (GA) and 

d) cyclosarin (GF). 

  Nerve agents (NAs) represent one of the most lethal classes of CWAs, with the lethal 

dose of sarin at approximately 28-35 mg/m3/min, which is around 43 times more lethal than 

phosgene with a lethal dose around 1,500 mg/m3/min.173 NAs have rapid and severe effects on 

both humans and animals, they can cause death within minutes up to a few hours depending on 

the concentration of exposure.174 This is due to their ability to block the action of the critical 

central nervous system enzyme, acetylcholinesterase (AChE), this enzyme is responsible for the 

breakdown of the neuron transmitter acetylcholine which is found in post-synaptic membranes 

and neuromuscular junctions.170,175  NAs are a class of OP compounds, it is this phosphoryl unit 

that can irreversibly bind to the catalytic site of AChE, followed by a dealkylation step known as 

‘aging’, resulting in the loss of enzyme function and a build-up of acetylcholine (scheme 1).173,176–

178 Acute cholinergic syndrome associated with sarin occurs when AChE is inhibited by 75-80%,179 

the symptoms include: constriction of pupils, involuntary urination and defecation and most 

critically is paralysis of respiratory muscles which leads to death by asphyxiation.163  
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Scheme 1 – Binding and subsequent aging of an OP CWA to the enzyme AChE, resulting in the loss enzyme 

function.174 The leaving group of the CWA is represented as X, in the case of GB, GD and GF X is fluorine, 

in the case of GA this leaving group is CN.   

The simplicity of their production makes this type of CWA very attractive as a weapon 

for terrorists. This has been highlighted through the Tokyo subway attacks in 1995,180 where 

5,500 people were injured with remarkably only 14 fatalities. However, this number is 

dramatically lower than what could have been due to the inefficient dispersal method (pouches 

placed on the subway and pierced with the end of an umbrella),181 with the same perpetrators 

behind a sarin attack nine months prior killing 8 people and injuring 500 people in Matsumoto. 

More recently, there have been large scale attacks using sarin in Syria in 2013,182 with further 

small scale uses within Malaysia in 2017 with the assassination of Kim Jong-nam with the nerve 

agent VX,183 and the UK in 2018 with the poisoning of Sergei Skripal in Salisbury with a Russian 

nerve agent Novicok,169,184 with the same agent being used again in 2020 in Germany on the 

Russian opposition leader, Alexei Navalny.185  

In response to the serious national and global threats that CWAs pose, intense efforts 

into research for novel sensitive and selective detection methods is of high global 

importance.1,166,174,186–188 Due to the nature of nerve agents, there are very strict legal restrictions 

placed upon their access, therefore, comparatively innocuous, and readily available molecules 
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are used within research, as simulants. It is these OP simulants (some commonly used simulants 

are presented in Figure 2.1.3) that are typically the only option for developing novel detection 

methodologies to help combat OP CWA release. However, no single simulant can mimic all 

properties of an OP CWA without inheriting the undesirable toxicity of the live agent itself, 

therefore, simulants can only provide an estimate measure of a CWAs behaviour in the 

conditions measured, as they are unable to provide the exact behaviour.1,163,166,173,174 Therefore, 

it is vital to consider the properties of any chosen simulant when developing novel OP CWA 

detection, decontamination or remediation technologies.189–192  

 

Figure 2.1.3 – Structures of some of the most commonly used OP CWA simulants. 

In order to detect the presence of an OP CWA there are a range of commercially 

available detection equipment, such as the handheld detector AP2C, individual chemical agent 

detectors and automatic chemical agent detection alarms are capable of accomplishing diverse 

detection tasks. However, these techniques possess several limitations, such as low specificity, 

poor sensitivity, and inability to detect and differentiate all CWAs. Therefore, new technologies 

are needed.193 Recently, supramolecular chemistry has demonstrated it could fill this role with 

many exciting reports and applications for chemical sensing.1,166,193 These results strongly 

suggest that these sophisticated approaches may generally become more appropriate 

alternatives for existing detection systems for chemical agents.  This has included the 
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development of fluorescent194 and luminescent sensors,195–197 as well as supramolecular 

organogels capable of acting as both as a sensor and a decontamination method.198–200 

 Anzenbacher and co-workers reported the first example of a fluorescent chemosensor 

for phosphate recognition.201 This sensor was able to give a fluorescent turn on response in the 

presence of the hydrolysis products of sarin, isopropyl methyl phosphonate (IMP) and methyl 

phosphonate (MP). Seven fluorescent tripodal sensors with a 1,3,5-triethylbenzene core (21-27, 

Figure 2.1.4) were found to form 1:1 complexes in DMSO-d6 10% water with anions through Job 

plot analysis.201 They also reported that when conducting fluorescent titrations that the sensors 

had a dramatic increase in fluorescence when in the presence of strongly bound anions such as, 

MP, IMP, fluoride, and dihydrogen phosphate, with Ka values ranging from 1.7 x 103 to 4.3 x 105 

M-1. The ability of these sensors to distinguish MP and IMP over other anions were analysed 

through linear discriminate analysis (LDA) and reported that the sensors gave a fingerprinted 

response for IMP and MP over anions tested.201,202  

 

Figure 2.1.4 – Structures of 21-27, synthesised by Anzenbacher and co-workers.201 
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 Lanthanide ions have been previously shown to bind organophosphates.201,203,204 

Lanthanide complexes are suited for use as chemical sensors due to their characteristically 

narrow excitation and emission bands and their intense fluorescence. Jenkins and co-workers 

used Eu3+ ions in combination with molecularly imprinted polymers (MIPs) to create a soman 

sensor.205,206 They reported that when the sensor was exposed to pinacolyl methylphosphonate 

(PMP - soman hydrolysis product, see Figure 2.1.3) there was a significant increase of one of the 

Eu fluorescence bands (609 nm). Although the response time was limited to the diffusion of the 

analyte into the MIP, which in this study was reported to be 30 minutes.201,205,206  

 Sfrazzetto and co-workers obtained the first fluorescent uranyl-receptor for the 

supramolecular recognition of DMMP, through the functionalisation of a uranyl-salen backbone 

with bodipy (Figure 2.1.5 inset), a strong fluorophore.207,208 Binding constants were measured 

through fluorescence titrations and demonstrated a Ka value of 1.86 M-1.208 This receptor 

demonstrated a strong turn-on fluorescence response (Figure 2.1.5), showing selectivity even 

when in the presence of acetone and other analytes207,208  

 

Figure 2.1.5 – Fluorescence response of the bodipy uranyl-salen complex (shown inset) to DMMP.208 

Reproduced from ref. 208 with permission from Bentham Science. 

In a large body of work, Gale and co-workers reported several neutral 

ureas/thioureas209–211 or polyureas that are capable of recognising the CWA soman and other 
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OP species. The recognition of these species is related to the formation of hydrogen bonds 

between the urea/thiourea host and the OP guests. They utilised the 1,3-diindolylureas and 

thioureas (compounds 28-32, Figure 2.1.6) based on their ability to selectively coordinate to 

phosphate anions in polar conditions, through hydrogen bonding interactions.209 Job plot 

analysis of 28 with GD demonstrated 1:1 complex stoichiometry, and rather unexpectedly 30 

with GD resulted in the formation of a 2:1 (host:guest) complex. DFT modelling of 31 with GD 

indicated the formation of a 1:1 complex through the formation of four hydrogen bonds 

between the receptor and GD (Figure 2.1.6); three to the P=O oxygen and one from an indole 

NH to the fluorine atom. It was also noted that this modelling was conducted using gas phase 

measurements and may not be representative of solution state binding, highlighting that the 

NH-F hydrogen bond was not noted from their experimental data.209  

 

Figure 2.1.6 – a) structures of 28-31 as reported by Gale and co-workers, b) DFT modelling of 28 with 

soman.209 Reproduced from ref. 209 with permission from the Royal Society of Chemistry, copyright 2012. 

 Supramolecular gels are a class of gels that are able to form a gel through the formation 

of non-covalent interactions between monomeric units resulting in fibre formation.212 Stimuli-

responsive supramolecular gels have potential applications as sensors, due to their ability to 

change physical properties in the presence of specific analytes.213,214 The sensing of OP CWAs by 
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these systems is due to the possibility of the CWA or simulant to form or disrupt hydrogen bonds, 

which leads to the disassembly of the gel structure, this is due to the CWA or simulant being 

able to disrupt the self-association processes that form the gel fibre network. Following their 

work on OP CWA recognition through hydrogen bond formation, Gale and co-workers 

developed a new OP CWA sensing system using a supramolecular gel formed from bis and tris 

ureas (Figure 2.1.7) that had previously been shown to gelate in organic solvents. They reported 

that the gel formation of 35 was perturbed by the greatest extent to the presence of the OP 

CWA simulant, DMMP, with the gel formation delayed by four minutes upon DMMP addition. 

Analogous experiments were conducted utilising the NA, soman. The results from these studies 

showed that soman behaved in a similar way to that of DMMP, however, lower concentrations 

of soman were needed to completely stop gel formation.215  

 

Figure 2.1.7 – Bis and tris ureas 32-35 synthesised by Gale and co-workers.215 

 Further work led to the production of a simple electrical sensing system, where the 

disruption of the organogels in the presence of the CWA soman, and simulants dimethyl methyl 

phosphonate (DMMP) and diethyl chlorophosphate (DCP) resulted in the completion of a simple 

electrical circuit switching on a LED. This study also highlighted the importance of simulant 

choice, and that not all simulants are appropriate for all studies. They noted that the simulant 

DCP didn’t result in the most comparable results to that of the live agent itself, due to the 

enhanced reactivity of chloride leaving group of DCP.200  

 In addition, the same group developed a further series of responsive supramolecular 

organogels, that not only disclose the presence of CWA liquid and vapours through a naked eye, 
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observable colour change of red to yellow (Figure 2.1.8) but also as the potential use as a 

decontamination tool. The gels red colour came from the use of an oximate decontaminate 

which reacts with the CWA as it diffuses through the gel. When the decontaminate is loaded in 

high concentrations it has the potential to give local decontaminate release when the adsorption 

limits are reached and oximate is released from the organogels matrix.198  

 

 

Figure 2.1.8 – Experimental set up of Gale and co-workers responsive supramolecular organogels, 

highlighting the colour change from red (left) to yellow after being exposed to a simulants vapour (right) 

from the well placed within the vial.198 Reproduced from ref. 198 with permission from the Royal Society 

of Chemistry. 

 A number of macrocycles have been synthesised that contain a hydrophobic cavity that 

are able to coordinate non-polar cargo molecules, which has the potential to be compared to 

the active site of enzymes, and in the area of CWA detection partially inspired by AChE.207 

Recognition of CWAs by cyclodextrins (CDs) has been demonstrated by a few research groups, 

with α-CDs binding sarin and β-CD binding soman.216,217 Work by Cragg and co-workers 

combined both experimental and computational methods to study the inclusion of soman within 

the hydrophobic cavity of β-CDs and made comparisons to the binding behaviour of other 

commonly used OP CWA simulants.191 The authors presented an experimentally derived 

association constant of 2075 ± 75 M-1 in D2O for GD with a β-CD and confirmed a 1:1 complex 

stoichiometry through Job plot analysis. A combination of semi-empirical and DFT modelling 

methods were carried out to further study the inclusion of soman within the cavity, these 
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researchers confirmed soman recognition in this instance occurred through both hydrophobic 

effects and the formation of hydrogen bonds (Figure 2.1.9) However, they also reported that 

the closest structural simulant PMP (hydrolysis product of soman) having a binding constant of 

230 ± 26 M-1. Further highlighting the importance of simulant choice within studies, with other 

simulants tested showing binding constants of values less than 120 M-1.191 The discrepancy of 

binding constants determined for GD and simulants highlight the importance of appropriate 

simulant selection and also the need for more effective simulants for development of new CWA 

recognition technologies 

 

Figure 2.1.9 – Computational model of the inclusion of soman into a β-CD cavity. Dashed lines represent 

hydrogen bonds.191  Reproduced from ref. 191 with permission from the Royal Society of Chemistry. 

Sambrook and co-workers also demonstrated the inclusion of soman into water soluble 

p-sulfonatocalix[n]arenes (SCX-n) where n = 4 or 6.189 Here they compared the binding behaviour 

of soman and OP simulants with both SCX-4 and SCX-6. The formation of 1:1 complexes were 

confirmed through Job plot analysis and association constants determined through 1H NMR 

titrations. The binding of soman within SCX-6 was weaker than that of SCX-4 (<10 M-1 compared 

to 75 M-1 ± 2) hypothesised to be due to non-optimal size match between SCX-6 and soman. 

They also reported that there is little difference between the binding affinity of the cavity for OP 

simulants versus soman.189 
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 In addition, Ward and co-workers have recently reported the use of coordination cages 

to act as hosts for a range of OP CWA simulants and providing a luminescent response.218 For 

these studies they utilised a cage with a bis(pyrazolyl-pyridine) ligand along each edge and a 

M(II) ion at each vertex, where M = Co or Cd (Figure 2.1.10). The central cavity of these cages 

had a volume of approximately 400 Å3, therefore, using Rebeks 55% rule219 the optimal guest 

size is expected to be around 220 Å3.  

 

Figure 2.1.10 - An image to illustrate the structure of the cage by Ward and co-workers. a) a sketch 

showing the ligand arrangement along the cage edges, and b) a space-filling view of the cage. 218 Image is 

reproduced from ref 218 from the Royal Society of Chemistry. 

Association constants were determined using conventional 1H NMR titration techniques 

in CD3CN, D2O and H2O; The highest Ka value reported was for the OP simulant DIMP in D2O with 

a value of 390 ± 80 M-1 (Figure 2.1.11).218 DIMP has a volume of 193 Å3, which out of all the 

simulants used has a volume nearest to the 220 Å3 using Rebeks 55% rule,219 indicating this is the 

most optimal guest. For luminescence studies, the Co(II) ions were replaced for Cd(II) due it its 

non-quenching properties of the luminescence of the naphthyl groups of the cage, this is due to 

the d10 configuration of Cd(II), enabling for a water soluble isostructural cage that could provide 

a luminescent response upon binding of OP CWA simulants. They reported that upon titration 

of the phosphate guest there was a steady decrease in luminescence, which demonstrated the 
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potential for the use of such supramolecular technologies as luminescent CWA sensing 

systems.218   

 

Figure 2.1.11 – Crystal structure of the Co(II) cage host with DIMP guest. a) the host cage showing the 

DIMP guest (space-filling) and b) showing how the DIMP P O group interacts with the H-bond donor 

pockets at the fac tris-chelate vertices. Colour code P = green, O = red,  N = blue and C = grey.218  

Reproduced from ref. 218 with permission from the Royal Society of Chemistry. 

The work in this chapter aims to utilise the experimentally determined association 

constants (Kass) derived from neutral hydrogen bond thioureas 36-39 (Figure 2.1.12) with a range 

of potential OP CWA simulants 40-61 (Figure 2.1.12). It is hypothesised that these values will 

allow insight into a simulant’s principal hydrogen bonding site. This work also looks to determine 

whether these experimentally derived Kass values can be correlated with values attained from 

computational modeling for to develop a predictive model for appropriate CWA simulant 

selection.   

The work detailed in this chapter has been published within the following peer-reviewed 

journal article: 

1. R. J. Ellaby, E. R. Clark, N. Allen, F. R. Taylor, K. K. L. Ng, M. Dimitrovski, D. F. Chu, D. P. 

Mulvihill and J. R. Hiscock, Org. Biomol. Chem., 2021, 19, 2008–2014. 
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Figure 2.1.12 – Chemical structures of the 23 compounds discussed in this chapter. Compounds 36-39 

are the non-specific hydrogen bond donating receptors and compounds 40-61 are the potentially OP 

CWA simulants studied.  

2.2 Synthesis 
 

 Compounds 36-38 were synthesised through the reaction of the appropriate 

isothiocyanate with the corresponding amine. After purification the pure products were 

obtained as white solids in yields of 74%, 84%, and 73%. Compound 39 was synthesised through 
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the reaction of acetone with pyrrole. After purification the pure product was obtained as a white 

solid in a yield of 57%. 

 The compounds 40-45 were synthesised by the reaction of diethylchlorophosphate with 

the appropriate alcohol in chloroform at room temperature. After purification the pure products 

of 40, 41, 43-45 were obtained as colourless oils in yields of 65%, 90%, 64%, 82% and 85% 

respectively, the pure product of 42 was obtained as a yellow oil in a yield of 80%. 

The compounds 51-55 were synthesised by the reaction of p-toluene sulfonylchloride 

with the appropriate alcohol in chloroform at room temperature. After purification the pure 

products of 51, 53-55 were obtained as white solids in yields of 59%, 96%, 72%, 86% respectively. 

the pure product of 52 was obtained as a pale-yellow solid in a yield of 80%. 

The compounds 56-61 were synthesised by the reaction of methylsulfonyl chloride with 

the appropriate alcohol in chloroform at room temperature. After purification the pure products 

56, 58, 59 were obtained as pale white solids in yields of 99%, 61% and 52% respectively. Pure 

product of 57 was obtained as a pale-yellow solid in a yield of 91%. Pure products of 60 and 61 

were obtained as yellow oils in yields of 94% and 70% respectively.  

2.3 Association constant determination 
 

It was hypothesised that neutral HBD receptors 36–39 (Figure 2.1.12) would form a 

hydrogen bonded complex with potential OP CWA simulants (40–61) and because of the 

designed structural simplicity of 36-39, the strength of the resulting complex formed would 

depend on the properties relating to the principal HBA group. The experimentally derived 

association constants (Kass) relating to these hydrogen bonded complexation events could 

potentially provide information relating to the simulants’ 40-61 principal HBA site, which 

corresponds to the unit mimicking the P=O group of a specific OP CWA. As simulants 51-61 
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contain two HBA units (S=O), there is the potential for two 1:1 complex binding modes, whereas 

as simulants 40-50 only contain one HBA unit (P=O) as illustrated in Figure 2.3.1.   

 

Figure 2.3.1 - Possible binding modes hypothesised for the 1:1 complexes formed between 36 with a) 51–

61, b) 51–61, c) 40–45. Hydrogen bonding angles for these binding modes are shown in blue. 

A single crystal X-ray structure was obtained and refined by Dr Jennifer Ruth Hiscock for 

receptor 36 in DMSO and demonstrates the formation of a 1:1 complex with DMSO (Figure 

2.3.2).1 The complex consists of one hydrogen bond from each of the thiourea NH groups to the 

S=O HBA group of the DMSO solvent molecule. It is therefore logical to hypothesise that 

analogous hydrogen bonded complexes may be formed between 36-39 and simulants 40–50, 

which contain a single oxygen atom acting as the principal HBA. However, as shown in Figure 

2.3.1 when considering simulants 51–61, the formation of hydrogen bonds may be permitted to 

one (Figure 2.3.1 a) or both atoms (Figure 2.3.1 b). 
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Figure 2.3.2 - Single crystal X-ray structure of 1 binding a single DMSO solvent molecule through the 

formation of two hydrogen bonds. Disorder associated relating to the DMSO molecule and CF
3
 moiety 

have been omitted for clarity. Colour scheme: grey = carbon; white = hydrogen; green = fluorine; blue = 

nitrogen; yellow = sulfur.1 

 

NMR spectroscopy is an important tool that has been routinely used to characterise 

non-covalent interactions within the solution state. Examples of these interactions 

characterised using this method include halogen bonding,220 π- π stacking221 and hydrogen 

bonding.222–224 To gain an understanding of strength of the receptor:simulant interaction, a 

series of 1H NMR titration studies were conducted in a CD3CN solution, following the downfield 

change in chemical shift of the thiourea/pyrrole NH upon the increasing concentration of the 

simulant with respect to the receptor 38-39,  an example of the change in NH chemical shift 

demonstrated in Figure 2.3.3. These solvent conditions allowed for the direct observation of the 

HBD N-H resonances in a non-competitive solvent environment and to maximise any 

complexation events. All experimental data attained were fitted to a 1:1, 2:1 and 1:2 host:guest 

binding isotherm using Bindfit v0.5,225,226 the errors associated with these fittings were 

compared and supported the formation of a 1:1 host:guest complex formation. 
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Figure 2.3.3 – Change in chemical shift of NH resonances of 37 (host) upon the addition of compound 45 

(guest).  

Job plots were also conducted to confirm the stoichiometry of the formed host:guest 

complex, however, these data gave inconclusive results, with a typical example of these data 

illustrated in Figure 2.3.4. Although this is in line with an article published by Thordarson and 

Hibbert stating how that Job plots may not always be suitable for supramolecular host:guest 

systems.227 Concerns over the validity of the Job plot had previously been raised by Connors,228 

Thordarson225 and Schneider and Yatsimirsky229, it was only work that work by Jurczak and co-

workers230 which in the words of Thordarson and Hibbert “spelled the death of the Job plot as a 

useful tool in the analysis of supramolecular complexation events”.227 Jurczak and co-workers 

demonstrated through a series of simulations of various 1:2 equilibria cases that the observed 

maxima (ꭓmax) may or may not result in the expected maxima around 0.33; indicating that the 

ꭓmax can be misleading.230 The message that they put across from these studies was that “Job 

plots are exceptionally poor indicators of stoichiometry in supramolecular host-guest chemistry” 

It was also noted that this method still has valid use in the study of inorganic complexes.230 



48 | P a g e  
 

 

Figure 2.3.4 – Example of job plot analysis conducted, here showing the results of receptor 36 and 

simulant 55. 

 Initially, 1H NMR titrations were conducted with a small percentage of simulants, this 

was to identify a lead receptor with the results detailed in Table 2.1. These results demonstrate 

the most acidic thiourea receptor 36 to be the lead receptor, as it was the only receptor found 

to produce association constants that span the ≥ two orders of magnitude necessary to validate 

our hypothesis. As the receptor acidity decreases, the ability to determine an association 

constant using this method also decreases, with no association constants able to be determined 

with the macrocyclic 39. This is because as the substitution onto the benzene ring of the receptor 

goes from electron withdrawing to electron donating, the acidity of the thiourea NHs become 

less acidic, and therefore the hydrogen bonding strength is diminished. Association constants 

with values less than 10 have not been included as these values are too small to accurately be 

quantified.  
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Table 2.1 - Association constants (M-1) calculated for 36–39 with potential simulants in a CD3CN solution 

at 298 K, obtained through the fitting of 1H NMR titration data to a 1:1 host: guest binding isotherm using 

Bindfit v0.5.225226 

No. 36 37 38 39 

40 36 (± 6 %) < 10 19 (± 11 %) < 10 

41 17 (± 1 %) 20 (± 5 %) 27 (± 9 %) b 

43 < 10 24 (± 4 %) < 10 b 

45 < 10 32 (± 7 %) < 10 a 

51 22 (± 6 %) a a a 

53 < 10 19 (± 6 %) b a 

55 106 (± 8 %) a b a 

a - Data could not be fitted to either a 1:1, 2:1 or 1:2 binding isotherm. b - Peak overlap prevented binding 

constant determination. 

Using the lead receptor 36, the data set was expanded for all simulants and the results 

of these are summarised in Table 2.2. Having achieved a full data set for 36, we can see that 

there are a range of Kass values, ranging from 11 M-1 to 106 M-1, with 11 of the 22 simulants 

demonstrating a Kass of 10 or less, these values will be excluded from further work (as these 

values are too small to state these constants with accuracy), with the dataset now being reduced 

to a total of 10 potential simulants. 
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Table 2.2 - Association constants (M-1) calculated for 36 with 40–61 in a CD3CN solution at 298 K, obtained 

through the fitting of 1H NMR titration data to a 1:1 host: guest binding isotherm using Bindfit v0.5.225,226 

No. K (M-1) No. K (M-1) 

40 36 (± 6 %) 51 22 (± 6 %) 

41 17 (± 1 %) 52 < 10 

42 < 10 53 < 10 

43 < 10 54 48 (± 11 %) 

44 < 10 55 106 (± 8 %) 

45 < 10 56 41 (± 8 %) 

46 11 (± 1 %) 57 64 (± 5 %) 

47 52 (± 6 %) 58 46 (± 9 %) 

48 < 10 59 76 (± 6 %) 

49 < 10 60 < 10 

50 < 10 61 < 10 

 

In summary, it has been shown that the use of simple neutral thioureas can be used to 

determine a range of Kass values in the non-competitive solvent system CD3CN, and that the 

initial hypothesis of the most acidic thiourea allowing for the determination of a complete data 

set was true, with 36 producing the final data set over the less acidic, 37-39. It has also been 

demonstrated the potential binding modes expected for these simulants as 51-61 have two HBA 

acceptor sites there is the potential for hydrogen bonding to occur between the HBD NHs and 

either one or two of the HBA oxygen atoms. A single crystal of 36 with DMSO demonstrated the 

predicted binding modes between receptor and simulants.  
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2.4 In-silico modelling  
 

Computational modelling has previously been used to model and predict the properties 

and 3D conformation of compounds and allows for the study of hydrogen bonded complexes 

through the prediction of hydrogen bond formation. One method for visualising whether a 

molecular interaction will occur is through the use of electrostatic potential analysis, mapping 

the electronegative and electropositive areas across a molecule.231 Electrostatic potential 

analyses are essential theoretical tools for deriving non-covalent interactions.232 In 2004, work 

conducted by Hunter showed that low level theoretically derived electrostatic potential maps 

(ESPMs Figure 2.4.1), using energy minimised semi-empirical AM1 modelling methods found 

that Emax (most electropositive) and Emin (most electronegative) surface values that correlate well 

with experimentally derived data.233 Where the Emax represents the principle HBD group and Emin 

represents the principle HBA group. Further work by Sathyamurthy and co-workers investigated 

the concept of intramolecular interactions in the form of hydrogen bonding, using the 

topological properties of electron density.234 The results from their studies demonstrated that 

the electron density at the hydrogen bond critical point increases linearly with increasing 

stabilisation energy, from weak to strong hydrogen bonds.234  

 

Figure 2.4.1 – An electrostatic potential map calculated for the CWA soman, using energy minimised semi-

empirical PM6 modelling methods. 
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 ESPMs were calculated for compounds 36-61, and the CWAs sarin and soman using 

energy minimised semi-empirical PM6 calculations using Spartan’16 software (Figure 2.4.1). 

AM1 modelling methods previously used by Hunter were substituted for PM6 modelling 

methods in line with work by Stewart.235 The results from these studies demonstrate that the 

calculated Emax values of the receptors 36-38 correspond to the HBD NHs, and Emin values of the 

simulants 40-61 correlate with their principle HBA site. This corresponds with the fact that 

hydrogen bonds are mainly electrostatic interactions, and therefore, we would expect to see a 

HBA site to be the most negative surface point and the HBD site to be the most positive.  These 

values are overviewed in Table 2.3. 

Table 2.3 - Emax and Emin values (kJ mol-1) calculated for 40-61 using energy minimised semi-empirical PM6 

modelling methods with Spartan ‘16 software.  

 

 

 

 

 

 

 

 

 

As it is possible that 51–61 could adopt one of two 1:1 binding modes with 36 (Figure 

2.3.1), the potential for one of these binding modes prevailing within the solution state was 

No. Emax (kJmol-1) Emin (kJmol-1) No. Emax (kJmol-1) Emin (kJmol-1) 

40 195.91 -323.65 52 329.31 -290.66 

41 159.77 -322.43 53 262.22 -336.50 

42 170.70 -320.59 54 223.55 -360.05 

43 120.71 -356.94 55 235.78 -357.85 

44 81.05 -385.97 56 371.31 -281.06 

45 77.78 -389.84 57 355.94 -292.00 

46 110.29 -383.65 58 304.57 -320.56 

47 173.87 -385.75 59 386.40 -277.91 

48 84.88 -374.75 60 272.44 -350.32 

49 100.74 -378.20 61 267.26 -343.14 

50 72.83 -389.35 sarin 154.00 -373.00 

51 316.35 -311.10 soman 153.00 -375.00 
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further explored computationally using higher level DFT (M06-2X/6-311 g(d,p)) calculations 

(PCM = acetonitrile, Gaussian16) by Dr Ewan Clark and are summarised in Table 2.4.236–238 The 

geometries of 41, 44, 45, 46, 51–56, 60, 61, sarin and soman with receptor 36, were optimised 

individually and as interacting pairs in both 1 oxygen binding (O1) and 2 oxygen binding (O2) 

configurations. These calculations confirmed the possibility of both binding modes for the 

sulfonyl species (Figure 2.4.2). However, as was expected no stable two oxygen binding modes 

were found for the phosphonyl species (Figure 2.4.2). 

 

Figure 2.4.2 - Possible 1:1 binding modes found by DFT (M06-2X/6-311 g(d,p)) calculations for: a) 36:54 

where a single hydrogen bond is formed to each of the S=O HBA groups and; a) 36:53 where two hydrogen 

bonds are formed to one the S=O HBA groups and c) 36:41 where the complex formed is stabilised not 

only through the formation of two hydrogen bonds to the central P=O accepting group but also through 

π-π stacking interaction between the aromatic ring systems of both the host and guest. Colour code: grey 

= carbon; white = hydrogen; turquoise = fluorine; blue = nitrogen; yellow = sulphur. Grey dashed line 

indicates hydrogen bonding. 
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Table 2.4- Relative energies of binding modes compared to free species. Mode 1 is binding 

through the single, primary H-bond acceptor atom.  Mode 2 is bonding through two O acceptor 

atoms. Mode 3 is binding via fluoride.  Mode 4 binding through the nitro functionality. a - Oxygen 

except where otherwise specified b -  Fluorine, c - Sulfur. 

Guest species 
Binding 
Mode 

Total 
Energy 
Binding  
(kJmol-1) 

NBO Charges on H-Bond Acceptorsa 

1 2 3 4 5 

sarin 
1 -51.2 -1.107 -0.876 -0.582b   

2 -56.3      

3 -57.9      

soman 
1 -53.0 -1.109 -0.878 -0.582c   

2 -58.0      

3 -62.8      

41 
1 -58.0 -1.116 -0.860 -0.859 -0.823  

2 -84.6      

44 1 -67.8 -1.138 -0.880 -0.866   

45 
1 -59.6 -1.130 -0.862 -0.862 -0.858  

2 -53.7      

46 
1 -63.0 -1.127 -0.860 -0.848   
2 -59.0      

51 
1 -81.5 -0.939 -0.939 -0.735   

2 -69.2      

52 
1 -74.4 -0.937 -0.936 -0.734 -0.413 -0.413 
2 -70.5      

4 -37.1      

53 
1 -84.2 -0.942 -0.942 -0.737   

2 -65.8      

54 
1 -57.8 -0.962 -0.961 -0.767   

2 -59.0      

55 
1 -49.2 -0.959 -0.959 -0.755   
2 -52.8      

60 
1 -41.1 -0.962 -0.961 -0.771   

2 -61.0      

61 
1 -58.9 -0.959 -0.958 -0.759   

2 -55.5      

 

The binding energies calculated are significant (−41.1 to −84.6 kJ mol−1) for both sulfonyl 

and phosphonyl species, however, no clear preference for O1 or O2 binding was found for the 
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sulfonyls. These calculations did confirm the viability of both O1′ and O2′ binding modes for the 

sulfonyl species. However, as expected no stable O2′ binding modes were found for the 

phosphonyl species (see Figure 2.3.1 d). From the binding energies calculated, it can be 

hypothesised that the binding mode with the lowest energy will be the most preferable, 

although both binding modes are possible, for the purposes of these studies, the binding mode 

for any further studies was taken as the one with the lowest energy.  

Having confirmed the binding modes for a selection of compounds, we then sought to 

expand the data for the remaining compounds. However, even though DFT (M06-2X/6-311 

g(d,p)) is a proficient computational model for systems such as these as it can account for non-

covalent interactions but is quite computationally expensive.239 It has been shown previously 

that low-level calculations such as those previously mentioned can supply useful guest-only 

parameters for predicting trends in Kass without substantial computational overhead. Reducing 

the size of the calculations requires far less computational time; additionally, Spartan ‘16 can 

run on a conventional desktop making this approach accessible to a wider chemical audience. 

The range of parameters output by default for PM6 calculations is limited, and therefore to 

expand the scope of searchable parameter space, DFT (B3LYP/6-3G1*) calculations were also 

performed using Spartan ‘16.233,235,240 These analogous parameters obtained were found to be 

consistent with those values produced from both the PM6 and M06-2X/6-311 g(d,p) 

calculations, for full parameter comparisons see appendix figures S126-S138. As a result, a list 

of 19 computationally derived parameters (P), which are detailed in Table 2.5, were derived for 

each potential simulant/OP CWA as well as when in a 1:1 complex with 36.  

The computational method chosen for each parameter was justified based on the 

comparisons made between both low level methods and the high level DFT calculations, and 

where a low level method gave a better comparative value it was that method that was selected 

for that parameter determination. In order to estimate the accessibility of the principle HBA site 
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towards supramolecular coordination, the area of the ESPM within 1/8th of the Emin for the 

principle HBA group was used as a weighting factor for the Emin. This area is displayed in red on 

the ESPMs and is hereafter termed the ‘steric weighting factor’ (SWF) for ease of reference. The 

SWF was considered for either one or two sulfonate oxygen atoms of 51-61, in line with the DFT 

modelling results. A second weighting factor was also derived which is in relation to how 

electropositive the P or S atom is, where the area of the ESPM within 1/8th of the Emax was used 

as a weighting factor for the Emax. This area is displayed as blue on the ESPMs and has been 

termed the ‘steric accessibility factor’ (SAF) for ease of reference. This list comprises of easily 

accessible parameters, which also haven’t been filtered, this is to avoid assuming a parameters 

relevance and for the potential to bias certain parameters in exhaustive parameter searches 

(discussed in section 2.6). These parameters were then combined and used along the 

experimentally derived association constant data (Table 2.2) to produce initial predictive models 

for the determination of association constants.  
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Table 2.5 - List of parameters (P) used to produce association constant predictive models and 

computational method used to derive each parameter. 

Parameter Parameter description SI Unit 
Derivation method 

PM6 B3LYP – 6-31G* 

P1 Emin kJ/mol  × 

P2 Emax kJ/mol  × 

P3 Molecular volume Å
3
 ×  

P4 Molecular area Å
2
 ×  

P5 Solvent accessible area Å
2
 ×  

P6 Polar surface area Å
2
 ×  

P7 % Polar surface area Å
2
 ×  

P8 Polarizability C m-2 ×  

P9 Steric weighting factor (SWF) Å
2
 ×  

P10 Steric accessibility factor (SAF) Å
2
 ×  

P11 HOMO eV  × 
P12 LUMO eV  × 
P13 Energy kJ  × 
P14 Electrostatic charge C  × 
P15 Additive N···O Bond length Å  × 
P16 Log P N/A ×  

P17 Dipole moment D  × 
P18 Additive NH···O bond length Å

2
  × 

P19 
Bond angle difference from 

optimal 180° °  × 

 
N/A = non-applicable. ‘×’ identifies the computational modelling method used to generate the values for 

a particular parameter (P). 

 In summary, it was shown that the Emax and Emin values on a ESPM correlate well with 

the HBD/HBA sites and have used computational modelling methods to derive a list of 19 

parameters for each simulant to be used for the development of predictive models. It was also 

shown that lower level computationally modelling using Spartan’16 software could be used to 

create similar outputs to that of more computationally extensive methods such as DFT M06-

2X/6-311 g(d,p). This will allow for a more accessible approach for a wider chemical audience to 

use similar methods for further development of predictive models.  
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2.5 Development of a single parameter predictive model  
 

Comparisons between the parameters detailed in Table 2.5 and the experimentally 

derived association constants found in Table 2.2 were initially conducted manually, here it was 

found that a correlation between the hydrogen bond angle between 36 and the simulants 40-

61 and Kass values. This correlation is illustrated in Figure 2.5.1. These parameters were chosen 

initially as the hydrogen bonding angles can be correlated to hydrogen bonding strength, with 

the optimal hydrogen bonding angle being 180°. To aid interpretation of the correlation, the 

hydrogen bond angles have been represented as the sum of the difference from the optimal 

180° hydrogen bonding angle; as there are two HBD NHs the hydrogen bond angle from both 

NHs were considered, and noted as hydrogen bond angle 1 and 2 to distinguish between each 

NH.241,242 From Figure 2.5.1, there are three trends established, one for the phosphoryl species 

and two for the sulfonyl species. The two trends found for the sulfonyl species correspond with 

the two different classes of sulfonate molecules used within this study, those that contain a 

substituted toluene group (51-55) and those that contain a substituted methyl group (56-61). 
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Figure 2.5.1 - One parameter association constant (Kass) prediction. Red = phosphoryl species; blue = 

toluene substituted sulfonyl species; black = methyl substituted sulfonyl species; green = predicted OP 

CWAs; orange shaded section = Kass ≤ 10 M−1. 

The limitation of the experimental association constant determination methodology 

used is ≈10 M−1, therefore those Kass values that fall within this limitations were considered 

unsuitable when included into a model such as this and should be treated with caution. It was 

hypothesised that when a complex is formed that incorporates a single HBA atom, that a 

decrease in the hydrogen bonding angle away from the optimal 180°, the hydrogen bonding 

strength will increase, this is as the host (36) and the guest (40-61) move closer together; this 

results in a correlation with a positive gradient, as demonstrated for the phosphoryl species as 

shown in red in Figure 2.5.1. This hypothesis is supported also by the predicted binding modes 

as illustrated previously in Figure 2.3.1, where the phosphoryl species will have a more trigonal 

pyramidal bonding angle, moving more towards angles around 120°, which is further highlighted 
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by the highest Kass value for a phosphoryl species was 51.82 M-1 with hydrogen bonding angles 

of 126.8°.  

 However, for those complexes formed where there are two HBA oxygen atoms, the 

hydrogen bonding angles will more towards the optimal 180° into a more linear geometry, this 

will in turn result in a correlation with a negative gradient, which was observed for both sulfonyl 

species (black and blue trends, Figure 2.5.1). It is hypothesised that we observe two trends for 

the sulfonyl species due to the additional R-group specific interactions of the toluene and methyl 

substituted compounds. Where the toluene substituted compounds demonstrating an overall 

larger deviation away from 180° when compared to the methyl substituted sulfonyls, which 

resulted in the splitting of the two species when correlated with association constants, although 

both display the same trend. To identify any lead simulants for OP CWAs, the Kass values for sarin 

and soman were predicted (green, Figure 2.5.1), these values were predicted using the trend 

shown for the phosphoryl species, the prediction resulted in Kass values of 22 and 13 M-1 for sarin 

and soman respectively. Comparison of these values identified that the most appropriate 

simulants for sarin are 41 and 51, with 45 and 46 being identified as the most appropriate 

simulants for soman. 

 In summary, here we have shown that the hydrogen bonding angle of complexes formed 

between 36 and 40-61 determined using easily accessible computational modelling; resulting in 

three trends that correspond to the species of compounds studied. Further to this, using this 

model four lead simulants have been identified for sarin and soman.  

2.6 Exhaustive parameter search 
 

To enable to elucidate further predictive models for association constant that contains 

more than one parameter, as the energetics relating to association vary rarely depend on one 

molecular property. It has been shown that an exhaustive, high throughput parameter search 

can allow for the identification of predictive models, through using this methodology it also 
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eliminates the data set being swayed by human preference as it is a build study, whereby each 

parameter is assigned a number.243 R data analysis software244 was used to complete an 

exhaustive search of all potential parameter combinations for direct and inverse correlations of 

up to three parameters (equations (1) and (2)) where P0 is the experimentally derived 

association constants. These searches were limited to compounds that have a Kass > 10, this was 

to be able to identify a single linear correlation. The use of the multiplication operator was 

chosen in line with previous work conducted by Hiscock and co-workers243 to enable the 

weighting of specific parameters within the output. The script used for this work was written by 

Dr Dominique Chu, with execution of the script and data analysis conducted by me. 

𝑃଴ = 𝑃௫
௔ ×  𝑃௬

௕   
                         |𝑎| + |𝑏| = 2            Equation 1 

 
 𝑃଴=𝑃௫

௔× 𝑃௬
௕ × 𝑃௭

௖   
         |𝑎| + |𝑏| +  |𝑐| = 3     Equation 2 

Using these equations all possible combinations of parameters were explored and 

ranked through R2 analysis. This allows for a complete unbiased approach to model 

development as no parameter favoured over another. The top 10 fits from these data from each 

equation was ranked and those models can be found within the appendix (Figures S189-S208). 

This approach unfortunately did not result in the identification of any viable predictive models, 

with the highest ranked three parameter combination model returning a R2 value of 0.6002, and 

the highest ranked two parameter combination model returning a R2 value of 0.4715. However, 

this method did allow for insight into which parameters appeared most often in these models 

and are therefore likely to be the most influential in these binding events and should 

consequently be considered for future model development (see Table 2.6) into binding which 

could be utilised for other predictive model development. It also allowed for the conclusion that 

three parameter combinations allow for the identification of more appropriate models than two 

parameters.  
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 The occurrence of each parameter within the top fits for both two and three parameter 

combinations indicated that there are some parameters that indicate energetic significance 

towards binding. The total occurrences have been summarised and can be found in Table 2.6. 

From this analysis it was found that the three parameters that occur the most are P10 (SAF), P14 

(electrostatic charge at the HBA), and P11 (HOMO energy), appearing a total of 17, 9 and 8 times 

across the 20 fits examined.  The predominant occurrence of P14 is not too surprising as it would 

be expected that the electrostatic charge on the HBA atoms would contribute to the 

electrostatic component of hydrogen bonding, the same argument can be applied to the 

occurrence of P11 (HOMO), as the HOMO is associated with the lone pairs on the HBA oxygen 

atom, and as hydrogen bonding can have covalent character it could potentially be involved in 

the covalent contribution to hydrogen bonding. The most interesting result is that of P10 and 

how frequently it appears within these top fits, as P10 describes the area surrounding the 

exposed electrophilic site and not the HBA oxygen atom. However, upon further investigation 

of these trends, it showed an inverse trend with P10 whereby the larger the exposed electrophilic 

site the smaller the resulting binding constant. Therefore, this parameter is reporting about the 

steric bulk surrounding the P or S atom, and subsequently are the attached substituents are 

folded towards the HBA oxygen atom. From this we can deduce that in this case that P10 is acting 

as a proxy for the steric bulk surrounding the HBA atoms.  
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Table 2.6 - The total number of occurrences by a single parameter appears in the top 10 models, as 

identified through comparative R2 analysis, obtained from an exhaustive search of P1–P19 with equation 

(1) and (2). 

P Equation 1 Equation 2 Total 

 P1 
1 2 3 

 P2 
0 0 0 

 P3 
0 0 0 

 P4 
0 0 0 

 P5 
0 0 0 

 P6 
0 1 1 

 P7 
0 0 0 

 P8 
0 0 0 

 P9 
0 0 0 

 P10 
8 9 17 

 P11 
4 4 8 

 P12 
0 0 0 

 P13 
0 0 0 

 P14 
4 5 9 

 P15 
2 2 4 

 P16 
0 0 0 

 P17 
0 3 3 

 P18 
1 4 5 

 P19 
0 0 0 

 

In summary, it has been shown that exhaustive parameter searches can be used to 

determine relevant parameters for the development of predictive models, however in this case 

it did not result in the identification of an appropriate model, and that the use of simple 
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electrostatic models for hydrogen bonding are not sufficient in this instance; it is hypothesised 

that models that focus on the parameters highlighted here to be more influential on association 

constant will allow for the elucidation of a model for the prediction of association constants of 

OP simulants and CWAs in the future.   

 

2.7 Toxicity considerations 
 

Work conducted in this section was collected in collaboration with Dr Nyasha Allen and Dr Daniel 

Mulvihill, with Dr Nyasha Allen conducting the biological experiments. 

It is vital that any potential simulants do not replicate the toxicity demonstrated of OP 

CWAs, therefore the potential simulants 40-61 were screened against a commonly used model 

species Schizosaccharomyces pombe (S. pombe) was used to gain an insight into the potential 

toxicity of 40-61 towards eukaryotic cells within a biological environment.245,246 S. pombe was 

used as it is a unicellular yeast cell which has many genes orthologous to human genes (~ 

70%).247 It has become a model system for the study of basic cell principles for the understanding 

of more complex organisms such as humans.248 S. pombe is non-pathogenic and can be easily 

grown within a laboratory setting.249  

 The growth of S. pombe was monitored using optical density measurements at 600 nm 

(OD600) both in the presence of 40-61 and without over the course of 45 hours. The compounds 

and the controls were added as an aqueous 5% ethanol solution to a suspension of cells (density 

= 0.5x10⁶ cells/mL) in EMMG media, this was done to aid the solubility of compounds 40-61. The 

growth curves can be found in the appendix, The percentage inhibition of growth for 40-61 has 

been illustrated in Figure 2.7.1, here for simplicity the rate of growth when compared to the 

aqueous 5% ethanol solution control was split into three zones, less than 16% inhibition of 

growth (shown in green), between 16% and 50% inhibition of growth (shown in blue) and greater 

than 50% inhibition of growth shown in red. 
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Figure 2.7.1 - S. pombe toxicity screening % cellular growth (recorded as maximum OD600) reached at 

stationary phase in the presence of 5–12, 16–26 (3.3 mM) relative to controls after 45 hours. Data shown 

represents an average of three experiments. Green – cell growth impeded by <16% over the course of 45 

hours; Blue - cell growth impeded by 16–50% over the course of 45 hours; Red – cell growth impeded by 

50% over the course of 45 hours. Control = 5% aqueous ethanol solution. Error = standard error of the 

mean. 

These screening results show that, at 3.3 mM the simulants 40, 44, 45, 51–55, 57, 60 

and 61 have no significant impact on cell growth, and therefore demonstrating little/no toxic 

effects, while simulants 41, 42, 44, 46, 47, 56, 58 and 59 show a degree of toxicity that will 

warrant further investigation prior to any use as a simulant for testing outside of a laboratory 

setting. The lead simulants that were identified to mimic complex formation for soman and sarin 

were shown to reduce the growth of S. pombe by 22.1%, 17.8%, 7.6%, 9.3%, 22.3% and 6.5% for 

41, 43–46, and 51 respectively over the period of 45 hours relative to control samples. This 

indicates that the lead simulants 43, 45 and 51 potentially pose no significant toxicity risk to 

eukaryotic organisms (although this would require further testing to confirm these preliminary 

screening result), while the simulants 41, 44 and 46 would require further investigation to 
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determine their toxicity risks. It is worth noting that simulants 52, 54 and 57 showed growths of 

greater than 100% when compared to the controls, this is hypothesised to be either because the 

s. pombe cells were able to utilise the compounds to grow better or as bacteria can rapidly adapt 

to different environments and utilise their environment to improve growth.250,251 A further 

hypothesis is that it has been shown that exposing bacteria to sublethal concentrations of 

antimicrobials can improve growth which may be due to the development of resistance and 

increased nutrient uptake, leading to increased growth and reach higher ODs than the control 

sample, therefore, in this case the compounds could have been dosed at a concentration 

whereby there was an initial affect, however, the S.pombe cells were able to bypass these effects 

and overcompensate in growth. However, to confirm either hypothesis further tests would be 

needed that go beyond the scope of the screening study. Nevertheless, full pharmacodynamic 

and pharmacokinetic studies should be undertaken before these simulants are considered safe 

to handle without the use of personal protective equipment.  

2.7 Conclusions  
 

In this chapter, the association constants for a series of hydrogen bonded complexes 

have been experimentally determined and modelled using a range of computational methods. 

Through the combination of low-level computational modelling and exhaustive parameter 

searches it has allowed for the production of a first-generation predictive model with the hope 

to aid with OP CWA simulant selection, for use in the development of defensive technologies 

relating to OP CWA sensing through complexation. This first generation model identified four 

lead simulants for sarin and soman: 41 and 51 (for sarin), and 45 and 46 (for soman). We have 

also screened all compounds 40-61 for any toxic effects against S. pombe, with lead simulants 

43, 45 and 51 posing no significant toxicity risk to eukaryotic organisms but would need more in 

depth testing before being deemed non-toxic to these organisms. Additionally, we hypothesise 
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that the single parameter relationships identified here maybe developed in the future towards 

the identification of binding modes in solution. 
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Chapter 3 – The development of predictive models for OP 
simulant reactivity 
 

3.1 Introduction 
 

As discussed in the previous chapter chemical warfare agents (CWAs) are extremely toxic 

synthetic chemicals that can be dispersed as a gas, liquid, or an aerosol.163 They have a lethal or 

incapacitating effect on humans and other organisms.95,252 In the event of their release, 

decontamination methods are important for the elimination or reduction of the health hazards 

posed by these substances on people.95,252 Decontamination is defined as the process of 

removing or neutralising chemical agents from people, equipment and the environment.253 

 Prior to 1969, sea-dumping was a simple approach to “destroy” munitions and materials 

that remained after the First and Second World Wars.253 Waste burning in open pits and burying 

were also pursued as alternative disposal methods.253 In the case of burying, the very slow 

corrosion of containments led to the subsequent slow release of toxic compounds which 

resulted in localised contamination of soil and groundwater, and therefore, it represents long-

term environmental threat. Both sunken and buried munitions might explode which would 

cause a sudden release of nerve agents.253 The standard methods of decontamination are either 

high temperature incineration (an example is shown in Scheme 3.1) or chemical hydrolysis with 

high concentrations of base or sodium hypochlorite, all of which are destructive and can 

potentially result in the release of hazardous by-products such as HF as demonstrated in Scheme 

3.1.95,252–254 The release of these hazardous by-products can be also be very damaging to the 

environment. 

 

Scheme 3.1 – A scheme demonstrating the incineration of sarin.  
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 While incineration is attractive as an approach for the destruction of CWAs, there were 

concerns from the possible dangers from emissions of incineration facilities.255,256 This led to the 

examination of alternative technologies for nerve agent destruction. NAs can react with water, 

and therefore hydrolysis is an alternative method of detoxification.257 Soman and sarin are 

soluble in water and their hydrolysis under different pH conditions have been carefully 

studied.253,258–260 Hydrolysis of these agents proceeds by a nucleophilic SN2 attack on the P atom 

(Scheme 3.2 a); the hydrolysis rate is both temperature and pH-dependent,253,259 A decrease in 

temperature has also facilitated in the persistency of NAs, through slowing down the rate of 

hydrolysis.256 This reaction gives the nontoxic products isopropyl methylphosphonic acid (IMPA) 

in the case of sarin and pinacolyl methylphosphonic acid in the case of soman (Scheme 3.2 b).253 

The hydrolysis of tabun gives phosphoric acid as a final product; under both neutral and basic 

conditions, hydrolysis occurs through the formation of O-ethyl-N,N-dimethylamidophosphoric 

acid and cyanide; under an acidic environment hydrolysis gives ethylphosphoryl cyanidate and 

dimethylamine (Scheme 3.2 c).253  

 

Scheme 3.2 – Hydrolysis schemes of a) sarin, b) soman and c) the basic and acidic hydrolysis routes of 

tabun.  
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The neutralisation of NAs through base hydrolysis is currently a method used for NA 

decontamination, with sodium hydroxide (NaOH) added to facilitate the neutralisation.261 The 

hydrolysis of soman at room temperature and in neutral conditions (pH 6) is slow, it can take up 

to 60 hours to completely hydrolyse; however, when at pH 10.8 it has been shown to completely 

hydrolyse in 1.8 minutes.261,262 As an acid product is formed, the pH decreases, and the rate of 

hydrolysis is also subsequently decreased; therefore, excess base is required to maintain the 

same reaction rate.253,261 

To avoid the use of excess base or other reagents,253 catalysis underpinned by molecular 

recognition strategies has been investigated as a route to promote the hydrolysis of bound OPs 

to safe products. However, investigating strategies to remediate or sense live CWAs is extremely 

challenging due to the acute toxicity of these species. While significant progress has been made 

using simulants of lower toxicity and greater ease of handling, their behaviour invariably differs 

from that of live agents.202,253 Work conducted by Snurr and Mendonca, has demonstrated that 

density functional theory (DFT) can be used to study the mechanism of OP hydrolysis. This work 

resulted in the development of a quantitative structure activity relationship (QSAR) model that 

enables the identification of appropriate OP CWA simulants for decontamination purposes.263 

Within the field of supramolecular chemistry, the use of CWA simulants to develop 

technologies is well documented and the use of supramolecular chemistry for detection 

purposes also were discussed in Chapter 2.166,202 The use of supramolecular chemistry for 

decontamination and remediation purposes has focussed on strategies to both immobilise the 

agent and subsequently trigger its breakdown.202 In the 1980s, Desire and Saint-Andre reported 

the catalysed hydrolysis of soman by a β-CD.264 They postulated the following mechanism: 

formation of the β-CD:soman complex, followed by phosphonylation of the CD and subsequent 

hydrolysis and dephosphonylation (Scheme 3.3).264 The breakdown of GD appears to be 

effectively catalysed by the presence of β-CD, and a strong complex is suggested with a 
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dissociation constant (Kd) = 5.3 x 10-4 M for the S enantiomer of soman. However, they did note 

that when the CD was fully phosphonylated it no longer accelerates agent breakdown and 

therefore, it is not truly catalytic. 

 

Scheme 3.3 – The mechanism postulated by Desire and Saint-Andre for the β-CD catalysed hydrolysis of 

soman. 

 
Work by Costero, Martinez-Máñez, Gale and co-workers utilised hydrogen bond donor 

molecules (13, 62 and 63, Figure 3.1.1) that have been previously described by Gale and co-

workers and reported them as organocatalysts for the increased hydrolysis rate of the NA 

simulants diisopropyl fluorophosphate (DFP) and diethyl cyanophosphate (DCNP).166,209 They 

confirmed the formation of hydrogen bonded complexes in an acetone-d6 solution using both 

Job plot and 1H NMR titration methods.209  

 

Figure 3.1.1 – Structures of the diindolylureas used by Costero, Martinez-Máñez, Gale and co-

workers.209  
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To screen the receptors for their ability to catalyse hydrolysis of CWA simulants, an 

acetone:water solution (80:20) was used, and while rate constants for the reactions were not 

reported, they reported the change in hydrolysis rate, and in all cases the hydrolysis rate was 

found to be greater in the presence of a receptor than without.209 Whereby some of the 

receptors reported a 50% enhancement of hydrolysis rate with only a 0.001 molar equivalent of 

catalyst.209 They hypothesised that the binding of the simulant resulted in the increased 

electrophilicity of the phosphorus centre, thus making it more susceptible to nucleophilic attack 

(Figure 3.1.2).209 They also reported that there were greater catalytic effects with those 

receptors that contain a greater number of HBD groups (62 and 63).209 This further supported 

their hypothesis that the catalytic mechanism includes simulant complexation. 

 

Figure 3.1.2 – Catalytic cycle proposed involving 13, 62 and 63 with DCNP. The cycle involves 1) 

complexation of DCNP with 13, 62 and 63, 2) enhancement of the electrophilic character of the P atom 

due to coordination, 3) nucleophilic attack of water, and 4) formation of the corresponding less toxic 

organophosphate hydrolysis product. 



73 | P a g e  
 

In addition, work by Gale and co-workers265 have shown that simple tripodal compounds 

(64-66, Figure 3.1.3) containing amino acids can not only bind to OP CWA agents, but also 

enhance the rate of their hydrolysis.265 Using buffered stock solutions of 2,2-bis(hydroxymethyl)-

2,2’,2”-nitrilotriethanol (bis-tris) at pH 6.1 or 7.1 and 21-23 °C, the hydrolysis of bis(4-

nitrophenyl) phosphate (BNPP) was monitored through UV-Vis spectroscopy.265 They reported 

that the presence of 64-66 increased the formation of hydrolysis product p-nitrophenolate 

compared to the absence of 64-66. Compound 64 was shown to be the most active and was 

subsequently tested for its effectiveness against GD, with GD hydrolysis monitored through both 

1H and 31P NMR under the same conditions used to  test 64 with BNPP. They reported that after 

16 hours, approximately 50% of GD remained with 100 mol% of 64.265 Association constants 

could only be reported for 66 with PMP and DMMP with a Kass of 14 M-1 reported for PMP, and 

DMMP showing no interactions.265 Complexes incorporating 64, 65 or BNPP couldn’t be 

determined due to compound solubility and protonation issues.265  

 

 

Figure 3.1.3 – Chemical structures of the tripodal compounds synthesised by Gale and co-workers.265 

 

In further work, this research group also demonstrated the use of responsive 

supramolecular organogels for not only sensing the presence of OP CWAs, but also CWA 

encapsulation and decontamination.266–268 These responsive supramolecular gels were 
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previously discussed in Chapter 2.1, page 39 and therefore, will not be discussed in further detail 

here. While organogels formed from gelators that can act as destructive agents to trigger the 

decomposition of the CWA are known, it is also possible to immobilise reactive decontaminants 

within an organogel matrix to form a multicomponent material from simple precursors.268  

Further to this, work by Holder, Blight and co-workers examined the immobilisation of 

the nerve agent VX using a composite material made from a catalytical metal organic framework 

(MOF) within a polymer sponge network (Figure 3.1.4).269 Here the authors combined a 

previously reported styrene based poly high internal phase emulsions (pHIPEs) capable of 

swelling and trapping a range of OP NA and mustard CWAs,270 with the tendency of zirconium 

MOFs to function as catalysts for OP CWA hydrolysis.271 In this work, they prepared a composite 

material made from a styrene or vinyl based pHIPE and a zirconium-808 MOF, with a 25 wt.% 

loading of MOF relative to the monomer weight. The authors chose this MOF due to both its 

activity for OP hydrolysis but also because it contains a commercially available linker, which 

makes this a more cost effective MOF for scale up. It was reported that the hydrolysis of the OP 

simulant dimethyl p-nitrophenyl phosphate (DMNP) was significantly increased when in the 

presence of the composite material in a 0.45 M N-ethylmaleimide (NEM) buffer and 

THF/H2O/D2O (2:1:1) solution.269  
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Figure 3.1.4 – Graphical abstract of the design of the composite materials reported by Holder, Blight and 

co-workers for the catalytic degradation of VX.269 Reprinted with permission from ref. 268 Copyright 2020 

American Chemical Society 

They also noted that the MOF performed better when it was added as a powder, 

allowing for more optimal dispersion, and also that there was minimal hydrolysis of the simulant 

in the absence of the composite material. Hydrolysis data for the live agent VX was obtained, 

with the composite material triggering hydrolysis with a one hour half-life in a THF/H2O solution, 

VX could also be degraded neat with a catalyst loading of 0.18% relative to VX; with nearly 100% 

hydrolysis of VX reported after two weeks at an ambient humidity, compared to only 50% 

without the catalyst.269 It was noted that potentially the contents of a standard barrel (208 L) of 

VX could be absorbed, immobilised, and degraded by 4.5 kg of composite material.269  

Nitschke and co-workers demonstrated the capability of a M4L6 cage to catalytically 

accelerate the hydrolysis of the CWA simulant and pesticide, dichlorvos.272 Control experiments 

and experiments containing other binding guests, such as cyclooctane, were shown to not 

accelerate hydrolysis, this was believed to be because the other guest blocked the cavity within 

the cage.272 Using NMR, a host:guest complex between the cage and dichlorvos was found, 

although on the NMR timescale it was observed to undergo rapid exchange between bound and 
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unbound states. The hydrolysis products, dimethyl phosphoric acid (DMP) and 

dichlorovinylmethyl phosphoric acid (DVMP) are hypothesised not to be bound within the cage 

due to there being no change in chemical shift when in the presence of the cage.272  

Furthermore, Ward and co-workers have demonstrated that supramolecular cages can 

be used for catalysing the hydrolysis of organophosphates upon binding within the cage cavity 

and on the exterior surface of the cage.273,274 Here the authors used OP CWA simulants, 

dichlorvos, di(isopropyl)chlorophosphate (DICP), 4-nitrophenyl dimethyl phosphate (4-NDP) and 

its isomer 2-nitrophenyl dimethyl phosphate (2-NDP) and a M8L12 cage (Figure 3.1.5), that 

contains a Co(II) ion at each vertex and a bis(pyrazolyl-pyridine) bridging ligand on each edge.274 

Association constants between the simulants and the cage were attempted, but there were clear 

signs of breakdown during the 1H NMR experiment, with estimated Kass values to be of the order 

of 10 M-1 at 298 K for dichlorvos with a 1:1 binding isotherm.274 Due to the issues with the 1H 

NMR titration method, estimate binding constants using a molecular docking program GOLD 

was used, which provides a quantitative prediction of guest binding within the cavity of the cage 

in water.275,276 This produced the predicted binding constants of 31 M-1, 14 M-1, and 310 M-1 for 

dichlorvos, 2-NDP and DICP respectively.274 The crystal structure of the inclusion of dichlorvos 

into the cage cavity is illustrated in Figure 3.1.5. The hydrolysis of these simulants was measured 

using 31P NMR in D2O at 298 K buffered to a pD in a range of 7.7-9.0 using borate buffer, in the 

presence and absence of the cage.274 The observed hydrolysis rate constant for dichlorvos in the 

absence of the cage was found to be 1.0 x 10-6 s-1 at a pD of 7.7 at 298 K, under the same 

conditions and with the presence of 0.68 mM of cage as a catalyst, the formation of hydrolysis 

product was found to be an order of magnitude faster at a rate of 1.4 x 10-5 s-1, with similar 

behaviour observed for the other simulants tested, with the exception of DICP which proved 

more difficult to analyse, this is due to the generation of chloride which has an inhibiting effect 

on cage-based hydrolysis,277 and therefore this was not pursued further.274 To confirm whether 

the guests need to be bound within the cavity of the cage for catalysis to occur, a control 
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experiment where the cavity was blocked by a strongly binding but unreactive guest; within this 

study the authors used cycloundecanone.274 The authors reported no significant change in 

reaction rate for dichlorvos and 2-NDP, demonstrating that binding of the guests within the 

internal cavity is therefore not necessary for hydrolysis catalysis.274 This is hypothesised to be 

because the exterior of the cage also displays the same hydrophobic components as the interior, 

therefore even at the exterior of the cage there is a higher local concentration of hydroxide 

ions.274  

 

Figure 3.1.5 – Crystal structure of dichlorvos encapsulated with a M8L12 cage (in wireframe, with Co(II) ions 

shown as orange spheres) containing a molecule of dichlorvos in the cavity (shown as space filled). Colour 

code: Co = orange, Cl = green, P = purple, O = red, C = black, N = blue).274 

The use of cyclodextrins,191,217,278,279 calixarenes,189,280 molecular baskets,281–283 tubes,284 

MOFs285,286 and cages272–274 as well as anion receptors209,211,265 have been shown to bind and 

detoxify NAs. Cavitands have also been shown to bind NAs. In these cases, the recognition of 

the NA followed by a reaction of a functional group close to the binding site is crucial for their 

mode of action. As VX has a pKa of 8.6 in water at 25°C, the use of cation receptors can be used 

to recognise the protonated amino groups. Isaacs287,288 introduced cucurbiturils and acyclic 

analogues that could be used as VX scavengers. Kubik and co-workers then investigated their 
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effects on VX degradation.289 This would typically proceed through the hydrolysis of either the 

P-S or P-O bond, through a slow reaction with a half-life of 31 minutes at pH 13 and 25°C.289 They 

reported that the cucurbiturils resulted in a third reaction pathway; this pathway differs to the 

other pathways, as the hydroxide is added to the phosphorus atom and is followed by the 

release of thiolate or ethoxide (Scheme 3.4), with a C-S cleavage in one step.289 Here the nitrogen 

atom attacks the carbon next to the sulphur atom and the nucleophilic substitution results in 

the formation of N,N-diisopropylaziridium ion (DIAZ) and the O-ethyl methyl phosphonothioate 

anion (EMPT).289 The presence of these species was hypothesised using 31P NMR and confirmed 

through ESI-MS.289 Under basic conditions (pD ~ 10.0) the cucurbit[7]uril was shown to facilitate 

the complete hydrolysis of VX at room temperature in 30 minutes.289 It was noted by the authors 

that these conditions and the alkylating properties of the DIAZ void its use for in vivo 

applications, however its applications could lie in the decontamination of exposed surfaces.289  

 

Scheme 3.4 – The third hydrolysis pathway of VX demonstrated by Kubik and co-workers.289 

 

All the examples described here rely on access to the nerve agent itself or an appropriate 

simulant to enable effective development of new technologies. Therefore, the work in this 

chapter aims to assess the reactivity of potential OP CWA simulants (40-61 Figure 3.1.6) in the 

presence of a base (NaOH) using 1H NMR and to use that data to develop predictive models 

using the association constants (Kass) derived in Chapter 2 between OP CWA simulants 40-61 

with compound 36 and the values derived from computational modelling (also as detailed in 

Chapter 2) to determine whether Kass can be used as a parameter to predict simulant reactivity. 

Other physical properties of these compounds are also investigated to help aid OP CWA simulant 
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selection.  These models could then be used as an accessible method to initially develop new 

remediation technologies without the need to access the live agents and aid with appropriate 

simulant selection. 

The work detailed in this chapter has been published in the following journal:  

R. J. Ellaby, D. F. Chu, A. Pépés, E. R. Clark and J. Hiscock, Supramol. Chem., 2021, 33, 309–317.

 

Figure 3.1.6 – Chemical structures of the 23 compounds discussed in this chapter. 
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3.2 Synthesis 
 

The synthesis of compounds 36 and 40-61 are as detailed in Chapter 2 (2.2 synthesis, 

page 43)  

3.3 Assessing the reactivity of simulants 
 

The identification of simulants that effectively mimic the reactivity of OP CWAs to allow 

the development of more effective decontamination agents is also of high importance. There 

are several commercially available OP CWA decontamination solutions/systems, these include 

the US army developed skin decontamination M258 kit,290 which is a two phase system that 

contains two packets to be used one after the other; Packet 1 contains a towelette impregnated 

with phenol (10 wt %), ethanol (72 wt %), NaOH (5 wt %), ammonia (≈1 wt %), and water (12 wt 

%), whilst Packet 2 contains a towelette impregnated with chloramine-B and a sealed glass 

ampoule filled with zinc chloride.95,290 A second decontamination solution is DS2 which consists 

of diethylenetriamine (70 wt %), ethylene glycol monomethyl ether (28 wt %), and NaOH (2 wt 

%).95,291 Super topical bleach (calcium hypochlorite (93 wt %) and NaOH (7 wt %)), when supplied 

as a solid or slurry with water is also deemed useful for OP CWA decontamination.291,292 All of 

these systems/solutions (with the partial exception of super topical bleach) have in common the 

presence of an alcohol, NaOH, and H2O. Here the hydroxide ion acts as a nucleophile which 

attacks the electrophilic phosphorus centre, which is common to all members of this class of OP 

CWAs, this neutralises/reduces the toxic effects of these agents.173,257,293 When considering the 

library of potential simulants 40-61, the electrophilic centre that is analogous to that of the OP 

CWA is either the comparable P=O phosphorus or O=S=O sulphur atom. 

Initially a series of studies were conducted in DMSO-d6 to assess compounds 40-61 

hydrolytic stability upon the addition of D2O. The proportion of D2O added was calculated to be 

the maximum amount of water that could be added before any compound start to precipitate 
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out of solution, to ensure compound solubility throughout the duration of the studies but to 

also ensure there was the maximum amount of water to study a compound’s stability in the 

presence of water. Even though some compounds could be studied with increased amounts of 

D2O present, to ensure the same conditions for every compound, the amount was selected 

based on the least water soluble compound. The spectra from these results can be found in the 

appendix Figures S209-S225, and an example of the data collected is illustrated in Figure 3.3.1. 

 

Figure 3.3.1 - Stacked 1H NMR spectra (DMSO-d6:D2O (70:30)), showing the results of compound 43 

hydrolysis over 14 hours. Results indicate 0 % breakdown. 

In order to evaluate the reactivity of these potential OP CWA simulants 40-61 (see 

Scheme 3.5) in the presence of NaOH. A series of 1H NMR spectroscopy studies (n=3) were 

conducted at 291 K in a methanol-d4:D2O 70:30 solution with either one or five equivalents of 

NaOH, whereby the relative proportions of simulant and hydrolysis product were monitored 

through integration with respect to time. These solvent conditions were chosen to allow for 

compound solubility throughout the duration of the study. The experimental conditions were 

optimised to consist of five equivalents of NaOH, which allowed for a more accurate study of 

the breakdown of these potential simulants under these conditions and a summary of those 
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results can be found in Table 3.1. The results of those reactions using one equivalent of NaOH 

are detailed within the appendix (see Figures S226-S235). As a range of reaction rates were 

observed for compounds 40-61 under these conditions, it was not possible to calculate an 

experimental hydrolysis rate constants for all the simulants tested. Therefore, the percentage 

(%) simulant breakdown after 6 hours has been used as a comparative simulant reactivity value 

in order to create this dataset. Through using this approach, it allowed for the inclusion of all 

values generated from these studies for all the potential simulants 40-61. Additionally, where 

an experimental rate constant was able to be calculated (40-43, 46, 51-55, 57, 59 and 60) all 

reactions were found to follow first order kinetics apart from that of compound 57 which was 

found to obey second order kinetics (fit with R2 = 0.9924) with respect to the simulant, however 

the fit for first order kinetics was 0.9218 and chemically is expected to be first order over second 

order kinetics.  

 

 

Scheme 3.5 Reaction of OP simulants a) 40-50, b) 51-55, c) 56-61 in the presence of the base NaOH. 
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Table 3.1 - Summary of average data (n=3) obtained from the reaction of potential OP CWA simulants 40 

– 61 (10 mM) in the presence of 5 equivalence of NaOH (50 mM) in a methanol-d4:D2O 70:30 solution at 

291 K. Error = standard error of the mean. 

OP CWA 
simulant 

Simulant breakdown after 6 
hours (%) 

Rate order  Experimental rate constant (s
-1

) 

40 92.8 (± 2.19) 1
st

 0.42 

41 47.9 (± 3.06) 1
st

 0.22 

42 100 (± ≤ 0.01) 1
st

 0.46 

43 17.6 (± 0.01) 1
st

  0.08 

44 5.3 (± 0.23) a n/a 

45 52.5 (± 0.01) a n/a 

46 10.4 (± 0.01) 1
st

 0.05 

47 0 (± ≤ 0.01) - - 

49 0 (± ≤ 0.01) - - 

49 0 (± ≤ 0.01) - - 

50 0 (± ≤ 0.01) - - 

51 55.7 (± 2.24) 1
st

 0.26 

52 57.4 (± 0.06) 1
st

 0.27 

53 1.5 (± 0.05) 1
st

 0.01 

54 5.0 (± 0.36) 1
st

 0.02 

55 8.2 (± 0.52) 1
st

 0.04 

56 100 (± ≤ 0.01) b 1.18 

57 80.9 (± 0.16) 2
nd

  0.37c 

58 100 (± ≤ 0.01) b n/a 

59 2.1 (± 0.16) a  n/a 

60 66.5 (± 1.00) 1
st

 0.31 

61 94.1 (± 1.28) 1
st

 0.44 

a – Rate order could not be assigned. b – Rate of reaction could not be obtained due to speed of reaction. 

c – Reaction rate units = M-1.s-1, n/a – non applicable.  
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 In summary, the reactivity of compounds 40-61 have been assessed using 1H NMR in the 

presence of the base NaOH, with reaction conditions designed to mimic that of commercially 

available decontamination solutions and then optimised to allow for more accurate 

determination breakdown rates for this set of compounds. It was also determined that to allow 

for the inclusion of the whole data set that the use of the % breakdown after 6 hours would 

allow for this and could be used as a benchmark for the rate constant.  

 

3.4 Predicting simulant reactivity  
 

The script used within this section was written by Dr Dominique Chu, data collection and analysis 

were conducted by myself.  

Organocatalysis by (thio)ureas is generally considered to arise from enhanced 

reactivity/electrophilicity of the substrate induced by hydrogen bonding with the catalyst, and 

the catalyst efficacy is typically correlated with hydrogen bonding complexation strength of the 

substrate with the (thio)urea moiety.294–298 Therefore, it is plausible to hypothesise that the 1:1 

association constants, derived using the non-specific hydrogen bond donating receptor 36 

(results and experimental methods are detailed in Chapter 2.3 page 44 - however, for ease of 

reference are detailed in Table 3.2) could potentially be used as a predictor of reaction centre 

electrophilicity when the principal hydrogen bond accepting group is directly joined to the 

electrophilic centre. Thus, we further hypothesise these association constants could be used in 

the prediction of reaction rates. 
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Table 3.2 -  Association constants (M-1) calculated for 40–61 in a CD3CN solution at 298 K,1 obtained 

through the fitting of 1H NMR titration data to a 1:1 host: guest binding isotherm using Bindfit v0.5.225,299 

No. K (M-1) No. K (M-1) 

40 36 (± 6 %) 51 22 (± 6 %) 

41 17 (± 1 %) 52 < 10 

42 < 10 53 < 10 

43 < 10 54 48 (± 11 %) 

44 < 10 55 106 (± 8 %) 

45 < 10 56 41 (± 8 %) 

46 11 (± 1 %) 57 64 (± 5 %) 

47 52 (± 6 %) 58 46 (± 9 %) 

48 < 10 59 76 (± 6 %) 

49 < 10 60 < 10 

50 < 10 61 < 10 

 

To investigate this hypothesis, an exhaustive parameter search was conducted for the 

parameters detailed in  

Table 3.3.1 Here the experimentally derived association constants of compounds 40-61 

with receptor 36 (Table 3.2) were included as well as parameters derived using computational 

modelling (detailed in Chapter 2.4, page 51). This list of parameters includes a mix of both 

thermodynamic and kinetic parameters, with the results detailed within this chapter for rate 

constants being kinetic parameters and the parameters such as the HOMO and LUMO detailed 

in chapter 2 are thermodynamic, so caution when comparing the two is required. Here, we 

utilised R data analysis software300 to determine both direct and inverse predictive models, using 

equations 1 and 2, applying the same methods as previously detailed in Chapter 2.6 page 60.  
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𝑃଴ = 𝑃௫
௔ × 𝑃௬

௕   
                 |𝑎| + |𝑏| = 2            Equation 1 

 

 
𝑃଴=𝑃௫

௔× 𝑃௬
௕ × 𝑃௭

௖  
 |𝑎| + |𝑏| +  |𝑐| = 3    Equation 2 

 
Table 3.3 - List of parameters (P) used to produce potential simulant predictive models. P1 – P20 are 

previously published data sets.1  

P Parameter description SI Unit 

P0 Breakdown after 6 hours % 

P1 Association constant M-1 

P2 E
min

 kJ mol-1 

P3 E
max

 kJ mol-1 

P4 Molecular Volume Å
3
 

P5 Molecular Area Å
2
 

P6 Solvent accessible area Å
2
 

P7 Polar surface area Å
2
 

P8 % Polar surface area Å
2
 

P9 Polarizability  

P10 Steric weighting factor (SWF) Å
2
 

P11 Steric accessibility factor (SAF) Å
2
 

P12 HOMO eV 

P13 LUMO eV 

P14 Energy kJ 

P15 Electrostatic charge C 

P16 Additive N...O hydrogen bond length Å 

P17 Log P N/A 

P18 Dipole moment D 

P19 Additive N-H...O hydrogen bond length Å 

P20 Additive hydrogen bond angle difference from 180° ° 

N/A – non-applicable 
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To take into account the limitations of the experimentally derived data (P0 and P1), five 

datasets were produced as follows: (1) all data generated for all parameters and potential 

simulants listed in Figure 3.1.6 and Table 3.3; (2) exclusion of association constant (P1) from the 

complete data set (1); (3) exclusion of Kass values less than 10 M-1 from the P1 data set, because 

these values are known to fall outside of experimental limitations; (4) exclusion of percentage 

breakdown data from P0, where potential simulant breakdown was found to be < 10 % over 6 

hours, as these values are believed to fall outside of experimental limitations due to inherent 

integration errors; and (5) the exclusion of both P1 < 10 M-1 and P0 < 10 %.  

This approach allowed for the determination of the importance of an experimental 

association constant value in the prediction of a simulant’s reactivity. The models produced 

using these exhaustive search methods for datasets 1-5 and equations 1 and 2 were then ranked 

according to their R2 values. From this ranking, the ten best fitting models from each equation 

were selected. This resulted in the production of 20 models of best fit for each dataset, creating 

a total of 100 models, which can be found within the appendix (see pages S282-S381). Using 

these 100 models, the frequency of each parameter was examined to identify those parameters 

that are the most relevant for the prediction of a simulants reactivity, the summary of these 

results of this are detailed in Figure 3.4.5 - Figure 3.4.5.  

 From data set one, the occurrence of each parameter for each equation was calculated 

and can be found in Figure 3.4.1. Here we observe that the parameter P13 (LUMO) appears the 

most frequently with 20 occurrences. The frequency of this parameter is not surprising given 

the partial covalency of a hydrogen bond, and how this orbital is directly involved in the reaction 

process. The second most occurring parameter is P5 (molecular area), with a total of 7 

occurrences. It is interesting to note, that without considering any experimental limitations that 

association constant appears in three of the top 20 models for this data set.  
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Figure 3.4.1 - The frequency of parameter occurrences in the top 10 models, produced by an exhaustive 

search of fits for data set 1, ranked by R2 analysis for each parameter to: i) Equation 1 (black); and ii) 

Equation 2 (red). 

 In order to ascertain whether the experimentally derived Kass values are an important 

parameter to consider for the development of these models, data set 2 was created to observe 

which parameters occur most frequently with the exclusion of Kass values. From this data set 

(Figure 3.4.5) we observe that the same parameters appear in both data sets, with the exception 

of the P3 no longer occurs. P13 is observed to still be the most frequent parameter, and P5 the 

second most frequent. Three of the 11 parameters that appear in both models have an increase 

in occurrence, these parameters are P2, P5 and P19. From this data set we observe no significant 

differences when excluding Kass as a parameter.  
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Figure 3.4.2 - The frequency of parameter occurrences in the top 10 models, produced by an exhaustive 

search of fits for data set 2, ranked by R2 analysis for each parameter to: i) Equation 1 (black); and ii) 

Equation 2 (red). 

It was due to these observations that data set 3 was created and studied, in order to 

consider the experimental limitations of the Kass values (the exclusion of Kass values <10 M-1). 

From this data set we saw an overall increase in R2 values (see appendix Figures S302 – S321). A 

summary of the parameter occurrences is summarised in Figure 3.4.5. From these models we 

observe the reappearance of P1 (Kass) with a total of 11 occurrences, an increase in 8 from data 

set 1. The parameter P13 is still the most frequent parameter, however, the total number of 

occurrences have dropped from 20 to 16 in this data set. We also observe that all but five 

parameters (P10, P14, P16, P17 and P18) occur at least once. Where we have previously seen P5 as 

the second most frequent parameter in this data set this is no longer the case and the number 

of occurrences dropped to only the once across the 20 models studied from this data set. From 
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this data set we observe the importance of considering the limitations of experimentally derived 

data in the formation of these models.  

 

 

Figure 3.4.3 - The frequency of parameter occurrences in the top 10 models, produced by an exhaustive 

search of fits for data set 2, ranked by R2 analysis for each parameter to: i) Equation 1 (black); and ii) 

Equation 2 (red). 

 Due to the observation of how important it is to consider experimental limitations; it 

was concluded that the limitations of the percentage breakdown of compounds in the presence 

of NaOH also be considered. Here those compounds which a percentage breakdown of 10% or 

less were excluded and these percentages are rather small takes into account the error found 

from the triplicate results, and integration of NMR spectra. This new data set forms data set 4 

(Figure 3.4.4). From this data set we see a different picture to that previously seen, here P1 

appears a total of zero times, and no parameter appears more than 10 times across the 20 
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models examined in this data set. P13 is still the most frequent parameter with a total of 9 

occurrences, with P6 the second most frequent parameter with a total of 8 occurrences.  

 

 

Figure 3.4.4 - The frequency of parameter occurrences in the top 10 models, produced by an exhaustive 

search of fits for data set 2, ranked by R2 analysis for each parameter to: i) Equation 1 (black); and ii) 

Equation 2 (red). 

 Data set 4 further highlighted the importance of experimental limitation considerations, 

as when you compare data set 1 to data set 2, they tell a different story on which parameters 

are significant in the prediction of simulant reactivity. With this in mind, and the findings from 

data set 3, both experimental limitations were considered together to give data set 5, which 

excluded Kass values <10 M-1 (data set 3) and percentage breakdown of <10 % (data set 4), the 

frequency of parameter occurrences for this data set are summarised in Figure 3.4.5, and the 20 

models studied from this data set can be found in the appendix (Figures S362-S381). Here we 
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now observe that P1 is the most significant parameter, with a total of 21 occurrences, with P8 the 

second most observed parameter with a total of 5 occurrences, which is quite a large different 

in frequency in comparison to P1. Interestingly, in this dataset, P13 only occurs twice and only in 

models from equation 2, whereas, in data sets 1-4 it was deemed a significant parameter with 

the most occurrences in each data set, so is curious that within this dataset it only occurs twice. 

 

 

Figure 3.4.5 - The frequency of parameter occurrences in the top 10 models, produced by an exhaustive 

search of fits for data set 5, ranked by R2 analysis for each parameter to: i) Equation 1 (black); and ii) 

Equation 2 (red). 

When comparing all five data sets, the parameters P2, P3, P4, P7, P8, P9, P10, P11, P14, P16, 

P17, P18, P19 and P20 (see Table 3.3) all occur ≤ 10 times within the 100 models. Therefore, it is 

unlikely that these are significant parameters to include for the construction of a predictive OP 

CWA simulant breakdown model. These 100 models also indicate that P13 (LUMO) should be 
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considered a significant parameter with a total of 64 occurrences overall; although, this is not 

surprising as this orbital is directly involved within the reaction process. To our surprise, the 

parameter with the second highest number of occurrences is P1 (the experimentally derived 

association constant), with a total of 35 occurrences over the 80 models where this parameter 

was included within the initial datasets (Figure 3.4.5 a, c, d, and e). Furthermore, the occurrences 

of this parameter were shown to increase when the experimental limitations of the Kass 

determination are considered, with 3 occurrences with data set 1 (Figure 3.4.1) to 11 

occurrences in data set 3 (Figure 3.4.3) and 21 occurrences in data set 5 (Figure 3.4.5). This 

highlights the importance of considering the experimental limitations of the data for the 

development of these predictive models.  

In addition, where the experimental limitations are considered for the percentage 

simulant breakdown, but not for the association constant parameters, we see the occurrence of 

P1 drop to zero as highlighted in Figure 3.4.5 d, this supports further the importance of including 

such limitations within these datasets. After screening, the 20 models with the highest R2 values 

came from data set 5 (Figure 3.4.5 e) which considers the experimental limitations placed on 

both the reactivity and association constant data. Within these models, the association constant 

parameter (P1) occurs a total of 21 times. Consequently, it is believed that this result confirms 

that experimental association constants for hydrogen bonded complex formation can be utilised 

in the construction of predictive reactivity models for the identification of OP simulants.  

When assessing the top 20 models produced, as ranked by R2 analysis (data set 5) those 

models produced that used Equation 2 reported higher R2 values than those that used Equation 

1. It was also noted that within the other data sets (1-4) that those models produced from 

Equation 2 ranked higher by R2 than those from Equation 1. The three models that reported the 

highest R2 values (R2 = 0.9596, 0.9359 and 0.9204 respectively) have been identified as the 

current lead predictive models and are shown in Figure 3.4.6. The parameters that are included 

within these models are: i) Figure 3.4.6 a – P1 (association constant), P4 (molecular volume) and 
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P8 (% polar surface area); ii) Figure 3.4.6 b – P1 (association constant), P4 (molecular volume) and 

P13 (LUMO); iii) Figure 3.4.6 c – P1 (association constant), P11 (SAF) and P13 (LUMO).  From these 

three models the deduction that P1 and P13 are significant parameters to consider, P1 appears in 

all three models and P13 in two of the three. We also observe that although P4, P8 and P11 

occurred less than 10 times in total across the 100 models, it highlights than even those 

parameters not deemed significant can still have an overall impact in conjunction with these 

significant parameters. With the third model (Figure 3.4.6 c) including P11 (SAF) this compares 

with P13, and this is the electrostatic surface potential of the molecule around where the LUMO 

orbital sits, therefore, these parameters are similar as they represent the same area of the 

compounds, just from different perspectives. 
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Figure 3.4.6 – The top three predictive models for simulant breakdown, defined through the ranking of R2 

values (from highest to lowest), obtained from fitting datasets 1-5 to Equations 1 and 2. The models shown 

in a-c were generated from dataset 5 and Equation 2. 
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In summary, it has been detailed how the use of exhaustive parameter searches can be 

utilised to not only identify what parameters could be significant to producing predictive models 

but also for producing a predictive model. In this case, we have found three predictive models 

for potential OP CWA simulant breakdown in the presence of five equivalents of NaOH, in a 

methanol-d4:D2O 70:30 solution at 291 K. It is hoped that the development of such predictive 

methodologies will enable the production of next-generation OP CWA decontamination 

technologies that rely on nucleophilic breakdown reaction mechanisms specifically. 

Additionally, the importance of considering experimental limitations on both association 

constant and reactivity datasets has been shown using these exhaustive search methods. 

3.5 Physical property considerations 

Further to a simulants breakdown rate, there may be other physical properties required 

to make its use practical in exercises such as live testing scenarios. The choice of simulant is 

therefore often a compromise between competing demands, for example the simulant might 

have to be readily available in advance of live experiment and thus require medium/long term 

storage. Considering possible practical requirements, we explored several physical properties 

for the simulants. In order to measure the stability of compounds 40-61, a vial of each compound 

was left sealed on the bench and monitored over the period of one month using 1H NMR, and 

the percentage breakdown of the compounds determined through comparative integration; for 

measuring the hydrolytic stability, the compounds were dissolved in DMSO-d6:H2O (70:30) 

solution and monitored over 14 hours at 291 K for any indication of breakdown. These solvent 

conditions were chosen to aid compound solubility. The results of these studies are detailed in 

Table 3.4. Compounds 46-50 were not studied as they are already commonly used simulants 
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Table 3.4 – A summary of the storage stability and the hydrolytic stability of compounds 40-61. 

No. 
Storage 

breakdown (%) 

Hydrolytic 

breakdown 

(%) 

No. 
Storage 

breakdown (%) 

Hydrolytic 

breakdown 

(%) 

40 0 0 54 2 0 

41 0 0 55 0 0 

42 0 0 56 0 0 

43 0 0 57 0 0 

44 0 0 58 0 0 

45 0 0 59 0 0 

51 0 0 60 0 0 

52 0 0 61 0 0 

53 0 0    

 

From the results detailed in Table 3.4, this shows that these compounds are stable under 

these experimental conditions, and as such could be prepared for testing in advance and stored 

at room temperature, removing the need for refrigerated storage, which can add extra costs 

when planning a decontamination method testing scenario. In addition, for those simulants that 

are liquid at room temperature, viscosity, density, and surface tension measurements were 

carried out, this was to give an indication as to how a simulant will behave on surfaces, these 

studies were conducted in triplicate (n=3) at 298 K, the average of these results are summarised 

in Table 3.5. These type of properties would be considered when investigating how a simulant 

would interact with different surfaces, how it could move across those surfaces which in turn 

would impact how you would treat a contaminated surface.  
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Table 3.5 – A summary of the average results (n=3) of density, surface tension and viscosity measurements 

for compounds 40-61. All measurements were recorded at 298 K.  

No. 
Density 

(g.cm-3) 

Surface 
tension 

(mN.m-1) 

Viscosity 

(mPa) 
No. 

Density 

(g.cm-3) 

Surface 
tension 

(mN.m-1) 

Viscosity 

(mPa) 

40 1.39 18.0 4.8 54 a a a 

41 1.17 23.2 6.2 55 1.31 28.6 6.8 

42 1.83 26.1 15.5 56 a a a 

43 1.30 25.9 4.1 57 a a a 

44 1.06 27.2 5.5 58 a a a 

45 1.19 24.4 0.8 59 a a a 

51 a a a 60 1.45 32.0 2.8 

52 a a a 61 1.12 22.7 12.2 

53 a a a     

a = not a liquid under experimental conditions.  

 
3.6 Conclusions  
 

In this chapter, the breakdown rates of potential OP CWA simulants 40-61 have been 

investigated in the presence of five equivalents of NaOH. Although rate constants were not able 

to be calculated for all compounds, comparative breakdown rates were used and resulted in the 

identification of three models for the prediction of OP CWA simulant reactivity, through the use 

of exhaustive parameter searches. It is hoped that in conjunction with the predictive model 

development demonstrated in Chapter 2 that it will allow for a more accessible approach to 

assessing a potential OP CWA simulants suitability. The importance of considering experimental 

limitations in the formation of predictive models was also investigated and it was demonstrated 

through the use of R2 analysis that when these limitations are considered, the resulting models 

produced are of a better fit. It has also been demonstrated that the use of experimentally 

derived association constants can be used to predict a simulants reactivity. In addition, a variety 
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of the physicochemical properties of potential OP CWA simulants have been studied to support 

the breakdown data attained. It is hoped that this data will aid simulant selection for 

decontamination technology development. It is hoped that the use and development of 

structure activity relationships, achieved using similar, predictive methodologies to those 

detailed within, will allow for progressively more effective identification of appropriate 

simulants to aid in the development of novel decontamination technologies and combat the 

global threat posed by OP CWAs. 
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Chapter 4 – The use of supramolecular self-associating 
amphiphiles (SSAs) as molecular capture agents in solution. 
 

4.1 Introduction 
 

An amphiphile is a term to describe a chemical compound that possesses two distinctly 

covalently bound constituents, which demonstrate different affinities for a solvent within the 

same system, such as hydrophobic and hydrophilic components.301 Depending on the nature of 

the hydrophilic group, amphiphiles can be categorised as anionic, cationic, zwitterionic or 

neutral (67-70, Figure 4.1.1).302 Anionic amphiphiles contain a negative charge, with common 

head groups being carboxylates, sulphates, sulfonates and phosphates. An example of an 

anionic amphiphile is sodium dodecyl sulphate (67, Figure 4.1.1).303 This is a water-soluble 

surfactant at room temperature and commonly used in medicated shampoos. This compound 

also exhibits antimicrobial activity against Gram-positive bacteria and is used as a preoperative 

skin cleanser.304 Cationic amphiphiles contain a positively charged head group, common 

examples of cationic head groups are amines or ammonium ions,305 such as benzalkonium 

chloride used as an antimicrobial preservative (68, Figure 4.1.1), due to its broad spectrum 

bactericidal activity.306 It is worth noting here that the counter ions in both anionic and cationic 

amphiphiles are non-amphiphilic in nature. Zwitterionic amphiphiles exhibit high polarity and 

carry both a positive and negative charge on the same molecule that are bridged through alkyl 

chains or other spacers,306 but overall are neutral molecules, cocamidopropyl betaine (69, Figure 

4.1.1) is an example of a zwitterionic amphiphile that is used as a surfactant in bath products, or 

as an emulsifier in cosmetic products.306 Neutral amphiphiles do not carry a charge, their 

amphiphilic nature is derived from the attached functional groups and its acidity, an example of 

a neutral amphiphile is sorbitan laurate which is used as a food additive/emulsifier (70, Figure 

4.1.1).306 The hydrophobic component usually consists of a hydrocarbon chain, however, there 
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are exceptions such as aromatic rings and trifluoromethyl functional groups,307–309 these are 

sufficiently hydrophobic to act as a barrier against substances that are water soluble.310,311 

 

Figure 4.1.1 – Examples of amphiphiles; 67) anionic (sodium dodecyl sulphate), 68) cationic (benzalkonium 

chloride), 69) zwitterionic (cocamidopropyl betaine) and 70) neutral (sorbitan laurate).  

 One feature of amphiphiles is that while at a low concentration they will predominantly 

occur as monomers, when that concentration is increased, they can interact and start to self-

assemble/aggregate, and depending on the solvent system, temperature, pressure, and the pH 

to form a variety of different aggregated species. The aggregates formed are restricted to 

maximise preferential intermolecular interactions and minimise non-preferential interactions 

with other species present within the solution. Examples of these structures include micelles, 

reverse micelles, lipid bilayers or vesicles as illustrated in Figure 4.1.2.312,313  Micelles (Figure 

4.1.2 a) form in polar solvents, here the hydrophilic head group interacts with the water 

molecules whilst the hydrophobic tails are sequestered away from the aqueous solvent creating 

a hydrophobic core. Reverse micelles (Figure 4.1.2 b) are the opposite to micelles, they form in 

non-polar solvents, where the hydrophobic tail interacts with the solvent and the polar head 

groups are oriented towards the centre, creating a hydrophilic core. The structure of the 

amphiphile itself directly affects the result of the aggregate produced; for examples 
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phospholipids with a single hydrocarbon chain will preferentially form micelles whereas, 

phospholipids that contain multiple hydrocarbon chains, preferentially form a bilayer (Figure 

4.1.2 c)314 or vesicles (Figure 4.1.2 d).315 This is because of the increased steric hindrance which 

occurs with multiple alkyl chains attached to a single phosphate head group.316  

 

Figure 4.1.2 - Cartoon representation of possible amphiphilic aggregate formations. a) micelle, b) reverse 

micelle, c) bilayer and d) vesicle.  

Supramolecular chemists have taken inspiration from nature and developed amphiphilic 

molecules that can form supramolecular complexes, termed supra-amphiphiles. These supra-

amphiphiles are amphiphiles which are designed to incorporate intermolecular interactions 

within the self-association events of non-covalent interactions and dynamic covalent 

bonds.317,318 The driving force that aids the complex formation are reversible non-covalent and 

dynamic covalent interactions such as: hydrogen bonds,319 electrostatic interactions,320 host 

guest recognition,321 charge transfer interactions322 and  imine323 and boronic ester bonds.324 

Alterations to these interactions alter the amphiphilicity of the molecules and as such can result 

in supra-amphiphiles with unique properties, including stimuli responsive and controllability of 

both the self-assembly and disassembly processes.325  

 An example includes work by Wang and co-workers studied the self-assembly of an 

amphiphilic zinc porphyrin derivative, which can be controlled to form spherical aggregates, 

upon the addition of different sized guests such as 4,4′- bipyridine and 2,4,6-tri(pyridin-4-yl)-

1,3,5-triazine. These spherical aggregated were constructed through a combination of π-π 
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stacking interactions and hydrogen bonding.326 Other work conducted by Zhang and co-workers 

utilised wedge shaped perylene bisimides that were able to form spherical aggregates in polar 

solvents.327  

 Klymchenko and co-workers designed a fluorescent nanoparticle based on cross linked 

calixarene micelles. These amphiphilic calixarenes (Figure 4.1.3) consisted of four alkyne groups 

and were found to self-assemble into micelles with a hydrodynamic diameter of 7 nm confirmed 

through dynamic light scattering (DLS), whereby the hydrophilic rim was turned towards the 

water and free to cross link with cyanine dyes. These structures were explored for applications 

in bioimaging, where it was found they were rapidly internalised into HeLa cells and shown as 

stable bright dots (Figure 4.1.3), and predominantly distributed in endosomes and lysosomes, 

whereas there was no fluorescence of these cells shown without these structures present.    

 

Figure 4.1.3 – Fluorescent amphiphilic calixarene produced by Klymchenko and co-workers. 1) Concept of 

calixarene micelles crosslinking cyanine dyes and 2) Fluorescence confocal imaging of HeLa cells incubated 

with fluorescent micelles. A) Control cells without micelles; B) cells incubated with non-cross-linked or C) 

cross-linked CX/Cy3L micelles. Green corresponds to plasma membrane staining with WGA-Alexa 

Fluor488 (50 nm), while red corresponds to the micelles.328 Image reproduced from ref. 327 with 

permission from Wiley and Sons copyright 2016. 

Kabanov and co-workers developed utilised the electrostatic interactions between a 

single-tail cation surfactant and an ionic head group (71 Figure 4.1.4), which when combined 

they formed a micelle-like aggregations with low polydispersity under electroneutral 
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conditioins.329 This unique self-assembly behaviour, combined with the wide variety of available 

surfactant components make these systems promising in addressing various theoretical and 

practical problems, particularly in pharmaceuticals, where block copolymers and polyelectrolyte 

complexes are already being intensively investigated as drug and gene delivery systems.329   

Kunitake and Kimizuka utilised melamines and isocyanuric acid derivatives as complimentary 

building blocks to form double and single chain supra-amphiphiles using extended hydrogen 

bonding arrays (72 and 73, Figure 4.1.4).330–332 

 

 

 

Figure 4.1.4 – Supra-amphiphiles 71-73. 

Supra-amphiphiles can be formed also through dynamic covalent bonds such as imine 

and disulphide bond formation, where these bonds are reversible under certain conditions,333 

which are comparable to non-covalent interactions.334 The physicochemical properties and the 

applications of a supra-amphiphile are determined by topology. Apart from single-chain head-

to-tail supra-amphiphiles, there are other forms: a) multi-chain head-to-tail, here there are 

multiple tails are present on either solely the hydrophilic, solely the hydrophobic or both 

components;310 ii) bola-forms, where two hydrophilic headgroups can be covalently linked by 

one or two hydrophobic alkyl chains,332,335 commonly utilised in solubilisation and drug or gene 

delivery vehicles;302 and finally iii) polymeric supra-amphiphiles, which are constructed from 
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either non-covalent or dynamically covalent bound polymeric segments of two or more.336 This 

type of supra-amphiphile is frequently used in cancer therapies and the formation of surfactants 

and nanocarriers.337 

Finally, Faustino and co-workers investigated the surfactant properties of a series of 

hydrogen bond donating anions containing a urea-spacer-carboxylate/sulfonate motif (Figure 

23).338–340 Here the authors reported a correlation between the critical micelle concentration 

(CMC) and the amino acid residues 74-78, whereby the CMC increased with increasing number 

of carbons on the side chain of the amino acid. It was also reported that the substitution of the 

carboxylate group for either a phosphate (79), sulfonate (80) or sulfate (81) group resulted in a 

decrease in CMC in the following order: CO2
- > PO4

2- > SO3
- > SO4

-. They hypothesised that this 

was due to the increased polarisation of the surfactants that contain sulphur or phosphorus 

atoms within their polar head groups. Faustino and co-workers also reported that compounds 

with increased (82) and branched (83) alkyl chains resulted in the lowest calculated CMC values 

of ≤ 3.04 x 10-2 mol dm-3, this was attributed to the steric hindrance from the closely connected 

hydrocarbon chain, which prevented micellisation. 

 

Figure 4.1.5 - The urea-spacer-carboxylate/sulfonate/phosphate motifs (74-83) synthesised by Faustino 

and co-workers. 
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 Taking inspiration from Faustino’s work, Hiscock and co-workers developed a series of 

novel ‘Supramolecular Self-associating Amphiphiles’ (SSAs), these SSAs incorporate the 

urea/thiourea spacer sulfonate motif with an alkyl ammonium counter cation. The general 

structure of these SSAs is shown in Figure 4.1.6 and it incorporates an anionic HBA group; a 

urea/thiourea HBD/HBA unit and a hydrophobic region. Through stepwise modifications of the 

R groups of the hydrophobic region they were able to alter the acidity of the urea/thiourea NHs.  

 

Figure 4.1.6 – The general structure of SSAs developed by Hiscock and co-workers.  

As can be seen from the general structure in Figure 4.1.6, SSAs contain two possible HBA sites 

(the urea/thiourea moiety and the sulfonate moiety), but only contains one HBD site (the 

urea/thiourea unit), it is the competitive nature of these substituents that gives rise to a 

‘frustrated’ system. As a result of this there are at least four different self-associated hydrogen 

bonding motifs that can be adopted (Figure 4.1.7); a) (thio)urea-anion dimer; b) (thio)urea-anion 

stacking; c) anti-(thio)urea-(thio)urea stacking and d) syn-(thio)urea-(thio)urea stacking.242 It has 

been shown that these binding motifs can be manipulated through alteration of the physical 

state, chemical composition, solvent environment and through changes of the cationic unit. 

Changes in the HBD acidity through modifications of the R and X groups resulted differing 

hydrogen bond lengths and angles, which in turn affected the angle of dimerisation.341 In 

addition, the increased acidity of the NHs gave rise to the more optimal urea-anion hydrogen 

bond formation. Changes in the cationic unit also gives rise to differing binding modes; when in 
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the presence of a weakly coordinating cation such as tetrabutylammonium (TBA) it was found 

to predominantly form urea-anion dimers, however, when using more strongly coordinating 

cations such as potassium and sodium, the same binding mode was prevented, resulting in the 

urea-urea binding mode instead. Further to this, the self-association properties of these 

compounds were studied in the solid state, gas phase, solution state and in silico.222  

 

Figure 4.1.7 – Possible self-associated hydrogen bonded motifs for SSAs. a) dimer; b) tape; c) (thio)urea-

(thio)urea anti-stacking; d) (thio)urea-(thio)urea syn-stacking.242 

More recently Hiscock and co-workers focused on the synthesis and self-associated 

properties of a series of intrinsically fluorescent SSAs (Figure 4.1.8). Here they reported how the 

solvent environment played a vital role in the size of formed aggregate, with predominantly 

dimeric species observed in DMSO. However, when the percentage of water was increased, a 

greater percentage of larger aggregates were observed. These larger structures were studied 

through a combination of dynamic light scattering (DLS), 1H NMR, tensiometry (to determine the 

CMC) and directly visualised through a combination of transmission and fluorescence 

microscopy.342 These larger aggregates in aqueous solutions were shown to have a 
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hydrodynamic diameter of 100-550 nm.243 In addition to dimeric species (< 10 nm) being present 

in the solution state (DMSO) they were also found to exist in both the gas phase and the solid 

state. These were identified through high-resolution electrospray ionisation mass spectrometry 

(ESI-MS) and single-crystal X-ray diffraction techniques (XRD) respectively. In order to elucidate 

structure-activity relationships (SARs) electrostatic potential maps were used to calculate 

surface energy maximum (Emax) and minimum (Emin) values using semi-empirical PM6 modelling 

methods. These calculated values were found to correlate well with both the dimerisation 

constants derived from the 1H NMR studies and the CMC values.222,341 Hiscock and co-workers 

concluded that it could be possible to predict the surfactant properties of this class of SSA (Figure 

4.1.8) by measuring the dimerisation constant and using by simple computational techniques.222 

The SSAs have also been shown to have antimicrobial activity against clinically relevant gram-

negative and gram-positive bacteria,243,342,343 and further investigated the antimicrobial 

properties of their library of SSAs, and their potential to be used as drug delivery vehicles3 and 

potential to enhance the efficacy of commonly used antimicrobials and anti-cancer agents.344,345  

 

Figure 4.1.8 – Chemical structure of intrinsically fluorescent SSAs 84-87 synthesised by Hiscock and co-

workers. TBA = Tetra butyl ammonium 222,243,341 

 More recently, further work by Hiscock and co-workers have further illustrated the use 

of these amphiphilic molecules, whereby, it was demonstrated that when in a saline solution 
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SSAs can form gel fibres. This work shows how the solvent environment can be used to control 

self-association events and the resulting material formation. Here a para-substituted 

benzothiazole SSA 87 (Figure 4.1.8) , was shown to form a hydrogel in an aqueous salt solution, 

with both the physicochemical and morphological properties reliant on the salt present.342 The 

stability of the of these gelated materials was found to be dependent on several salt solution-

based factors such as pH, ionic strength, and cation size. Due to the intrinsic fluorescent nature 

of 87, Hiscock and co-workers were able to visualise the fibrous networks formed (Figure 

4.1.9).342 These gels were further investigated to demonstrate whether they kept their 

antimicrobial properties against  both model Gram-positive and Gram-negative bacteria. In 

addition to this, the hydrogel formed with 87 in aqueous NaCl was also found to support the 

incorporation of the antibiotic ampicillin, with the activity of the ampicillin shown to be 

conserved. The diffusive release of ampicillin was also achieved at concentrations that can 

inhibit the growth of both model bacteria.342 

 

Figure 4.1.9 – Refined fluorescence microscopy image of the hydrogel observed for 87. Image reproduced 

from reference 341, with permission from the Royal Society of Chemistry.342  
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The increasing global occurrence of organic micropollutants such as pesticides and 

pharmaceuticals in water resources has raised many concerns with regards to the potential 

negative effects on both aquatic ecosystems and human health.202,346–349 The typical absorbent 

material used is activated charcoal, however, this suffers from slow uptake of pollutants350,351 

and it also isn’t particularly very good for the uptake of hydrophilic pollutants.352 To regenerate 

spent activated charcoal is also quite energy intensive and doesn’t fully restore to 100 % 

performance.353  

Supramolecular chemistry has been applied to this problem with work by Alsbaiee and 

co-workers utilised β-CD for their ability to encapsulate and form stable host:guest complexes. 

Here they cross linked β-CD with rigid aromatics (tetrafluoroterephthalonitrile) forming a 

mesoporous polymer of β--CD with a high surface area.348 They found that this polymer was able 

to rapidly adsorb a variety of organic pollutants, which included plastic components, 

pharmaceuticals, pesticides, and aromatic carcinogens. This polymer was reported to have 

adsorption rate constant of 15-200 times greater than other non-porous β-CDs and activated 

charcoal, as well as the ability to be regenerated multiple times with mild washing with no loss 

of performance.348 

More recently, work by Fernando, Mako and co-workers have reported a water-soluble 

pillar[5]arene with pendent cationic groups that was able to bind a variety of analytes within the 

pillararene core with Kass values of 103-1010 M-1 reported (Figure 4.1.10).354 These pillararenes 

were then able to be removed from the solution with their encapsulated guest using cationic 

exchange resins, allowing for pollutant removal from water.354 
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Figure 4.1.10 – Pillar[5]arene synthesised by Fernando, Mako and co-workers, showing the uptake of a 

pollutant into the hydrophobic core.354 Image reproduced from ref. 353 with permission from Taylor and 

Francis.   

The work in this chapter aims to build upon the current capabilities of the SSA 

technology investigating whether these agents can be used as environmental clean-up agents 

within aqueous systems. Here the physicochemical properties of three novel SSAs (90-93, Figure 

4.1.11) and the generation of a new series of SSA co-formulations, using SSAs 88-93 and co-

formulants 94-96 (co-formulations a-l, Figure 4.1.12) are investigated following flow chart 

illustrated in Figure 4.1.13. Tetrabutyl ammonium (TBA) was used as the counter cation as it is 

weakly coordinating and therefore, won’t be competitive when investigating any self-

association events. It is hypothesised that the spherical aggregates formed by SSAs in aqueous 

conditions could capture pollutants within its core, the proof-of-concept of pollutant uptake is 

to be studied through a series of quantitative 1H NMR, DLS and zeta potential studies, to 

investigate the self-associative processes by these SSAs and co-formulations.  

The work detailed in this chapter has been published within the following peer-reviewed 

journal article: 

1. L. J. White, J. E. Boles, K. L. F. Hilton, R. J. Ellaby and J. R. Hiscock, Molecules, 2020, 25, 

4126. 

2. R. J. Ellaby, L. J. White, J. E. Boles, S. Ozturk and J. R. Hiscock, Org. Biomol. Chem., 2022, 
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Advance article. 

 

 

Figure 4.1.11 – Chemical structures of the 5 compounds (88-92) and 3 co-formulants (93-95) discussed 
in this chapter. TBA = tetrabutylammonium 



113 | P a g e  
 

 

  

Figure 4.1.12 – Chemical structures of the 12 co-formulations (a-l) discussed in this chapter. TBA = 
tetrabutylammonium 
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Figure 4.1.13 – Physicochemical property flow chart for the characterisation of SSAs.  

4.2 Synthesis 
 

Compound 88 synthesised through the reaction of 4-nitrophenylamine with triphosgene in ethyl 

acetate, followed by the addition of TBA aminomethane sulfonic acid ((AMS) Scheme 4.1 a). This 

was subsequently reduced with hydrazine hydrate and Pd/C in ethanol (Scheme 4.1 b) and the 

pure product was obtained as a brown solid in a yield of 84 %. Compound 89 was synthesised 

through the reaction of diethylphenyldiamine with triphosgene in chloroform. This was followed 

by the addition of TBA AMS (Scheme 4.1 a). After purification the pure product was obtained as 

a purple solid in a yield of 89%. Compounds 90 and 91 were synthesised through the reaction of 

the appropriate amine with triphosgene in ethyl acetate. This was followed by the addition of 
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TBA AMS. After purification the pure products were obtained as white solids in yields of 64 and 

81 % (Scheme 4.1 a).  

 Compound 92 was synthesised through the deprotection of 91 in dichloromethane with 

trifluoroacetic acid. After purification the pure product was obtained as a white solid in a yield 

of 80 % (Scheme 4.1 c).  

 Co-formulations a-d were prepared by dissolving the appropriate SSA (88-90, 92) in 

methanol, followed by the addition of one equivalence of 93. Co-formulations e-g were 

prepared by dissolving the appropriate SSA (88-90, 92) in methanol, followed by the addition of 

one equivalence of 94. Co-formulations i-l were prepared by dissolving the appropriate SSA (88-

90, 92) in methanol, followed by the addition of one equivalence of 95. 

 

Scheme 4.1 – The synthesis of compounds 88-92. a) compounds 89-91, b) compound 88 and c) compound 

92.  

4.3 Solid state: single crystal X-ray diffraction  
 

Single-crystal XRD is routinely used as a non-destructive analytical technique in the field 

of supramolecular chemistry for the characterisation of crystalline materials. Crystal structures 
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have been previously obtained for 88 and 89.3,341 With SSAs 88 and 89 shown to dimerise 

through urea-anion hydrogen bond formation. Interestingly, SSA 89, has also been shown to be 

present as a zwitterion when it was previously co-formulated with salicylic acid, where the 

tertiary amine group of SSA 89 was protonated (Figure 4.3.1 a).3 This zwitterion was also found 

to dimerize in an identical fashion to the anion form of 89 (Figure 4.3.1 b).3 It is reasonable to 

expect that there is a potential for SSAs 88 and 90 to also form a zwitterion when co-formulated 

with a species with functionalities capable of protonating the aromatic amino moiety such as 

carboxylic acids. However, to date we have been unable to attain single crystal X-ray structures 

to confirm this. 

 

Figure 4.3.1 –Single crystal X-ray structure obtained by slow evaporation of a methanol solution 

containing co-formulation of SSA 89 and salicylic acid. Here SSA 89 was obtained as a zwitterion that is 

involved in a complex hydrogen-bonded network. This network includes (a) urea-anion dimer formation 

and (b) hydrogen-bonded network formed between the water molecules through the urea, anion, and 

amine functionalities of the SSA. Here, the TBA counter cation and salicylic acid has been omitted for 

clarity. Grey = carbon, blue = nitrogen, red = oxygen, yellow = sulfur, white = hydrogen, red dashed lines 

= hydrogen bonds Hydrogen bond lengths and angles are detailed in the appendix (Table S75).3 

The crystallography data discussed in this chapter was obtained and refined by Dr 

Jennifer Ruth Hiscock. Novel single-crystal X-ray structures of 90 were obtained from a two-

week crystallisation process through slow evaporation of ethyl acetate solutions containing the 
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compound 90. The crystal structure obtained for 90 shows the formation of a urea-anion dimer. 

The structure is stabilised through the formation of four hydrogen bonds from each HBD urea 

NH to a different oxygen atom contained within the sulfonate moiety as illustrated in Figure 

4.3.2. Hydrogen bond distances and angles observed for 90, can be found within the appendix 

(Figure S572 - CCDC 2108071) 

 

Figure 4.3.2 – Single crystal X-ray structure obtained for SSA 90. a) showing the anionic dimer formed 

through the formation of four hydrogen bonds and b) two dimers of 90 bridged through water molecules.  

Here, the TBA counter cation have been omitted for clarity. Grey = carbon, blue = nitrogen, red = oxygen, 

yellow = sulfur, white = hydrogen, red dashed lines = hydrogen bonds. 

This binding mode of 90 is in an identical fashion shown by previous SSAs 88 and 89. The 

interior angle of dimerisation calculated for 90 was 22.9° and 21.9°. Surprisingly, this is rather 

different to the interior angle of dimerisation shown with both 88 (180°)341 and 89 (180°), and 

quite far away from the optimal angle of 180°.3 This difference in the interior angle of 

dimerisation is hypothesised to be due to a combination of crystal packing forces and the 

difference in solvent used for the crystallisation process, for 90 ethyl acetate was used whereas 

for 88 and 89 a 5% EtOH solution was used as the solvent. These self-associated complex 

formation events of 88-90 have shown that the resulting structures are planar in nature.  

In summary, it has been shown that a novel single crystal X-ray structure for compound 

90, forms urea-anion dimers within the solid state similar to that of the previously published 88 
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and 89. The interior angles of dimerisation of these dimers do differ however, it is similar to 

angles exhibited by published para-nitro substituted SSAs. It is hoped that in the future that 

crystals of good enough quality for analysis for compounds 91 and 92 can be attained and 

analysed. It is hypothesised that 92 may form end-on urea-anion interactions, which has been 

previously demonstrated for SSAs that contain a carboxylate moiety, however, as 92 also 

contains a sulfonate group this could form more complex structures within the solid state, with 

a combination of binding modes. 

4.4 Solution state studies 
  

When investigating the self-association processes in solution, the solvent environment 

must be considered unlike the solid state. The solution state introduces solvent-solute 

interactions. These interactions apply influence on molecular self-association events and the 

resulting aggregate, micelle355 or inverse micelle formation processes.356 This is generally 

observed in solvents that contain HBD or HBA groups, for example water or DMSO, as they can 

form competitive interactions with the solvent molecules.357 There is competition between the 

intermolecular forces between the solute and solvents and those between the solute molecules. 

Which must be disrupted to allow for the formation of any hydrogen bonded self-associated 

complexes. The solvent environment of the system can dictate the conformation of any 

extended aggregates formed.222 Increasing the strength of the intermolecular interactions 

present between the molecular species will enhance the stabilisation of the extended 

aggregates. 
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4.4.1 Quantitative 1H NMR studies 
 

Solution state NMR spectroscopy has the following limitations: sensitivity, natural 

abundance of the isotope and the solubility of the molecule, if a molecule is not in solution, it 

cannot be seen using technique. These limitations of sensitivity and natural abundance can be 

averted through using a concentrated sample and a nucleus with a high natural abundance, such 

as using a proton NMR experiment versus a carbon NMR experiment.358 Quantitative 1H NMR 

(qNMR) is a technique which allows for the comparison of the compound with an internal 

standard in order to calculate the proportion of molecules within the solution. This technique 

utilises an inherent property of NMR; that the magnitude of each NMR signal is proportional to 

the number of nuclei responsible for that specific peak.359 Therefore, by using an internal 

standard at a known concentration and a known concentration of the compound, it is then 

possible to calculate the percentage of molecules present the solvent. If the observed 

percentage is lower than 100%, they are categorised as being ‘NMR silent’ and it then becomes 

outside the limitations for this technique. Consequently, if the compound becomes ‘NMR silent’ 

it will be a results of the compound self-associating into an aggregate that adopts solid-like 

characteristics and can therefore, no longer be seen by solution state NMR due to the restriction 

in tumbling of the compound as it becomes larger and adopts more ‘solid like properties’, in 

order to observe these larger aggregates through 1H NMR magic angle spinning or solid state 

NMR could be used. For the purposes of these studies, we are investigating the proportion of 

compound that are involved in the formation of these larger aggregates and is why these 

methods were not utilised here. 

In order to gain an understanding of the self-associated interactions at the molecular 

level of 88-92 and co-formulations a-l, a series of 1H qNMR studies were utilised in either a 

DMSO-d6 or D2O solution. The internal standard chosen for the qNMR studies in DMSO-d6 was 

dichloromethane in a 1 % w/v (5 μL). This was chosen due to the miscibility of DCM with DMSO 
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as well as the corresponding proton peak for DCM (5.76 ppm) does not overlap any of the peaks 

attributed to the compounds, which allows for effective signal integration. DCM is also not likely 

to get involved in any molecular self-association events, and therefore is a spectator molecule. 

For the D2O qNMR studies, an internal standard of ethanol was chosen, in a 5% w/v (25 μL), 

again this solvent was chosen due to solvent miscibility and peak position allowing for effective 

integration. When studying co-formulations i-j an internal standard of acetonitrile in a 1 % w/v 

(5 μL) was chosen instead of ethanol, this was chosen as this will allow for effective integration 

of compound signals as ethanol (that is typically used as the internal standard for aqueous 

conditions), peaks overlap the peaks for 95. These conditions will also replicate the solvent 

conditions for other studies carried out that will be discussed in this chapter.  

To ensure that the entirety of the NMR signal was collected, the relaxation time was 

increased to 60 seconds as a shortened signal collection time can result in a percentage of the 

signal to be lost. The limitations of this experimental technique include i) the absence of any 

self-associated species at concentrations below the NMR spectrometer detection limits cannot 

be quantified; and ii) when performing this experiment in a D2O solvent results in the absence 

of those signals attributed to the N-H groups due to proton exchange. 

In a DMSO-d6 solution, compounds 88 - 91, co-formulations a, b, and i - k showed no 

discernible loss of signal from solution through comparative integration with the internal 

standard DCM signal, an example of this is illustrated in Figure 4.4.1.1  for compound 90. As no 

loss was observed within this 1H NMR experiment, this suggests that should there be any larger 

species present they are at concentrations too low to be detected using this method.  
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Figure 4.4.1.1 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 90 (112 mM) in DMSO-d6/ 1.0 % 

DCM. Comparative integration indicated 0 % of sample has become NMR silent (anionic component of 

SSA*, TBA*). 

However, for compound 91 and co-formulations c – h and l in a DMSO-d6 solution we 

observe a comparative loss of signal, which indicates the presence of larger self-associated 

species in solution which a representative spectrum of 92 demonstrating this ‘loss’ of compound 

is shown in Figure 4.4.1.2 where a loss of 33% and 28 % was demonstrated for the anionic 

component of SSA and the TBA respectively, demonstrating 1:1 loss ratio of anion and cation. A 

summary of the results from in a DMSO-d6 solution can be found in Table 4.4.1.1. 

 

Figure 4.4.1.2 – A zoomed in 1H NMR spectrum with a delay (d1 = 60 s) of compound 92 (112mM) in DMSO-

d6/ 1.0 % DCM. Comparative integration indicated 33 % of the anionic component of SSA (*) and 28 % of 

the TBA (*) has become NMR silent. 
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 From Table 4.4.1.1 we observe that for 92 and all co-formulations with this compound all 

exhibit a ‘loss’ in DMSO-d6, this is hypothesised to be due to the addition of an extra HBD/HBA 

site added via the carboxylate moiety, which could allow for an increased propensity for 

extended aggregate formation. Furthermore, from co-formulation l we observe evidence of 

protonation events as the carboxylate moiety of 92 has the capacity to protonate co-formulant 

95, resulting in co-formulation l being the only co-formulation with 95 to show a ‘loss’ and 

therefore, the presence of larger self-associated aggregates, with a 1:1 loss ratio of 92:95. 

Table 4.4.1.1 - Overview of the results from quantitative 1H NMR studies in a DMSO-d6. Values given in % 

represent the observed proportion of compound that became NMR silent. 

Compound/ 

Co-formulation 
Loss of anion Loss of cation Loss of co-formulant 

88341 0 0 N/A 

893 0 0 N/A 

90 0 0 N/A 

91 0 0 N/A 

92 33 28 N/A 

a3 0 0 0 

b3 0 0 0 

c 47 51 43 

d 40 47 86 

e 50 53 68 

f 57 55 67 

g 60 62 67 

h 65 72 70 
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i 0 0 0 

j 0 0 0 

k 0 0 0 

l 51 70 45 

N/A – not applicable 

In addition to this, we observe that all co-formulations that contain 94, the only charged 

co-formulant studied, demonstrate an apparent loss, which all are around the same percentage 

(67-70% loss of 94 demonstrated). It is hypothesised that due this co-formulant containing three 

sulfonate moieties and a hydroxyl moiety, all of which are HBA/HBD groups which increases the 

ability of SSAs to form hydrogen bonded structures with this co-formulant.  

 Furthermore, for all co-formulations where a loss in DMSO-d6 was identified, it was 

noted that the percentage loss of anion:cation:co-formulant was in a 1:1:1 ratio, with the 

exception of co-formulation d, where a 1:1:2 ratio loss was observed, this is interesting and is 

hypothesised to demonstrate the capability of an SSA to uptake other molecules within their 

self-associated structures, which will be discussed in Chapter 4.5.1. 

When we move into an aqueous solution, we observe that a greater proportion of 

compounds and co-formulations exhibit an apparent ‘loss’ of compound than was observed in 

DMSO, however, those that exhibited a loss in both solvent systems demonstrated a greater loss 

in DMSO when compared to D2O (see Table 4.4.1.2). This is hypothesised to be attributed that 

for these cases a less polar organic solvent environment is required in order to stabilise these 

larger self-associated structure, which in comparison previous studies of SSAs, it is the more 

hydrophilic solvent systems that we primarily observe the presence of these larger 

structures.3,222,243,341,343,345 However, with co-formulations e, and i, we observe no discernible 

loss of compound in D2O, which when considering these SSAs by themselves (89 and 90) they 

show a loss, indicating that in this specific co-formulation the hydrophilic solvent environment 
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may be too competitive for the stabilisation of any larger self-associated structures. Therefore, 

compounds in this solvent system were further studied via 1H DOSY NMR to establish the size of 

any structures in solution, and to observe how all three components diffuse through solution 

(see Chapter 4.4.2 Proton DOSY NMR studies for further details). A summary of the qNMR results 

obtained in D2O can be found in Table 4.4.1.2. 

Table 4.4.1.2 - Overview of the results from quantitative 1H NMR studies in D2O. Values given in % 

represent the observed proportion of compound that became NMR silent.  

Compound 
Loss of 
anion 

Loss of cation 
Loss of co-
formulant 

88341 0 0 N/A 

893 65 21 N/A 

90 21 11 N/A 

91 50 42 N/A 

92 13.5 15.7 N/A 

a3 52 55 86 

b3 41 43 81 

c 3 3 14 

d 2 18 3 

e 0 0 0 

f 0 0 0 

g 10 11 25 

h 38 40 23 

i 0 0 0 

j 0 0 0 
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k 7 7 2 

l 31 30 7 

N/A – not applicable 

Upon comparison of these data attained in D2O with these data from studies in DMSO-

d6 for co-formulation d, we observe quite different results, whereby an almost 0% loss of anion 

and co-formulant was noted in D2O in when compared to 40% and 86% loss observed in DMSO-

d6 for the anionic component and co-formulant respectively. This is hypothesised to be due to 

the D2O solvent being too competitive and reduces the stability of the larger self-associated 

structures and therefore, the apparent loss seen is vastly reduced in D2O. This hypothesis is 

further supported from the comparison of loss of anion in co-formulation e-h in DMSO-d6 with 

the loss of anion of the same co-formulations in D2O. Here we observe a similar drop in observed 

loss, as in D2O we observe losses of between 0% and 38%, whereas in DMSO-d6 the loss of anion 

is between 50% and 60%.  

In contrast, for co-formulations a and b, we observe a large proportion of co-formulant 

is NMR silent (86 and 81% respectively), here is it hypothesised that the larger self-associated 

aggregates formed by the SSAs have been able to uptake the co-formulant 93, resulting in the 

25-50% increase in loss of co-formulant to anion/cation. This property of SSAs is further 

investigated in Chapter 4.5.1.  

In summary, a series of quantitative 1H NMR studies were carried out in both an organic 

environment (DMSO-d6) and aqueous environment (D2O), in order to observe the presence of 

any larger self-associated species. It was observed that these species were present in both 

solvents however, although more compounds exhibited a loss in aqueous conditions, it was in 

DMSO-d6 where the same compounds showed a greater proportion of compound involved in 

the formation of these self-associated species. It is hypothesised that this is due to the aqueous 

conditions may be to competitive for the stabilisation of these larger self-associated species for 
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the co-formulations. For co-formulations i and j they didn’t demonstrate any observable 

presence of these species in either solvent and will be further discussed in the remainder of this 

chapter.  

4.4.2 Proton DOSY NMR studies 
 

Proton NMR DOSY studies are utilised in order to calculate the hydrodynamic radius of 

a complex in solution. The 1H NMR DOSY experiment reports the diffusion coefficients for 

individual resonances in a 1H NMR spectrum, the solvation sphere can then be calculated 

through using the Stokes-Einstein equation (Equation 3). 

 

  

One limitation of this experiment is that this calculation assumes that the 

compound/particle are spherical in shape. However, this is not always the case as illustrated in 

Figure 4.4.2.1 and how their resulting dH value would be calculated. It is because of this limitation 

that all sizes calculated using this method should be treated as an estimate and not an exact 

size. Furthermore, the hydrodynamic diameter can only be determined if the compounds are 

fully observable in the solution. Herein, the majority of the 1H NMR DOSY  experiments carried 

out are in a DMSO-d6 solution, in line with the qNMR studies. In addition, where there was no 

apparent ‘loss’ of compound in the EtOH:D2O (1:19) solution a 1H NMR DOSY experiment was 

carried out to estimate the size of the structures in that solution.  
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Figure 4.4.2.1 – Types of different aggregates and how their corresponding hydrodynamic diameter would 

be calculated, highlighting the limitation of the Stokes-Einstein equation. a)  a spherical molecule with 

tails, showing how the tails are also included in the calculation of the dH, b)  multiple molecules, but the 

dH is assumed to be the collective size rather than individual, c) a non-spherical molecule, but the dH 

assumes it is spherical. 

In order to establish the size of the particles for those compounds that did not exhibit a 

‘loss’ within the qNMR (Chapter 4.4.1), whereby, there is no evidence of larger self-associated 

aggregates. Proton NMR DOSY experiments were conducted to calculate the hydrodynamic 

diameter of the anionic and cationic and co-formulant components as illustrated in Figure 

4.4.2.2,  a summary of the hydrodynamic diameters calculated can also be found in Table 4.4.2.1. 

When considering the size of the molecules in solution the hydrodynamic diameters for the SSAs 

are ≤ 1.62 nm which suggests the presence of monomeric or hydrogen bonded dimeric species 

only, as also observed in the solid state. 



128 | P a g e  
 

 

Figure 4.4.2.2 - 1H NMR DOSY of compound 91 (112 mM) in DMSO-d6 0.5 % H2O, conducted at 298.15 K. 

The signals corresponding to the SSA anionic component are shown in blue, and the TBA counter cation 

are shown in red. 
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Table 4.4.2.1 – Summary of the hydrodynamic diameters calculated for compounds 88-92 and co-

formulations a-l in DMSO-d6 at 298 K. Hydrodynamic diameters suggest the presence of lower order 

dimeric species. 

Compound/Co-formulation 

Hydrodynamic diameter (nm) 

Anion TBA Co-formulant 

88341 1.15 1.08 N/A 

893 1.43 1.32 N/A 

90 1.23 1.18 N/A 

91 1.56 1.26 N/A 

92 a a N/A 

a3 1.59 1.43 1.15 

b3 1.62 1.39 1.12 

c a a a 

d a a a 

e b 0.78 1.20 1.24 

f b 0.97 1.19 1.28 

g a a a 

h a a a 

i 1.57 1.37 0.86 

i c 0.11 0.14 0.11 

j 1.45 1.25 0.81 

j c 0.11 0.11 0.13 

k 1.45 1.03 0.70 

l a a a 

a – Experiment not conducted due to the presence of larger aggregates in DMSO-d6 quantitative 1H NMR 

studies, b – Experiment ran in a D2O:EtOH (1:19) solution and c – Experiment ran in a D2O solution. 
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The results generated from these studies support the theory that the TBA cation is not 

strongly coordinating to the SSA anion of coformulant (where applicable) in solution, as 

illustrated in Figure 4.4.2.2 the TBA cation diffuses at a different rate to that of the sulfonate-

urea anionic moiety of 91. As 88-90 and 92 all contain TBA as the counter cation within their 

molecular structure, the same trend is observed for these compounds, whereby the TBA is 

diffusing at a different rate to the anionic component of the SSA as detailed in Table 4.4.2.2 and 

Appendix Figures S445-S453. However, when we consider the co-formulations we generally see 

that the co-formulant also isn’t strongly co-ordinating to the anion or cation of the SSA, as 

depicted in Figure 4.4.2.2, the exception to this has been displayed with co-formulation e in 

aqueous conditions, and co-formulation i in DMSO-d6, where the co-formulant diffuses at a 

similar rate (~0.9 – 0.2 x 1010 difference) as either the cation or the anion respectively, as shown 

in Figure 4.4.2.3.  
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Table 4.4.2.2 - Overview of diffusion coefficients (m2s-1) for compounds 88-92 and co-formulations a-l 

DMSO-d6 at 298 K. Errors for diffusion constants are no greater than ± 1 x 10-13 m2s-1.  

Compound/Co-formulation 
Diffusion Coefficient (m

2
s

-1
) 

Anion TBA Co-formulant 

88
1
 1.53 x 10

-10
 1.66 x 10

-10
 N/A 

89
2
 1.50 x 10

-10
 1.71 x 10

-10
 N/A 

90 1.23 x 10
-10

 1.86 x 10
-10

 N/A 

91 1.41 x 10
-10

 1.74 x 10
-10

 N/A 

92 A a N/A 

a
2
 1.38 x 10

-10
 1.53 x 10

-10
 1.91 x 10

-10
 

b
2
 1.36 x 10

-10
 1.57 x 10

-10
 1.95 x 10

-10
 

c a a a 

d a a a 

e
b
 4.00 x 10

-10
 2.60 x 10

-10
 2.51 x 10

-10
 

f
b
 3.21 x 10

-10
 2.61 x 10

-10
 2.42 x 10

-10
 

g a a a 

h a a a 

i 1.40 x 10
-10

 1.59 x 10
-10

 2.56 x 10
-10

 

ic 4.54 x 10
-10

 3.48 x 10
-10

 4.48 x 10
-10

 

j 1.51 x 10
-10

 1.75 x 10
-10

 2.70 x 10
-10

 

j
c
 4.45 x 10

-10
 4.46 x 10

-10
 3.72 x 10

-10
 

k 2.06 x 10
-10

 2.12 x 10
-10

 3.15 x 10
-10

 

l a a a 

a - experiment not conducted due to the presence of larger aggregates in DMSO-d6 and D2O quantitative 
1H NMR experiment, b – ran in a D2O:EtOH (1:19) solution and c – ran in a D2O solution.  
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Figure 4.4.2.3 - 1H NMR DOSY indicating examples of same diffusion rates of a) co-formulation e (11.2 

mM) in D2O/EtOH 19:1, conducted at 298.15 K and b) co-formulation I (11.2 mM) in D2O at 298 K. Anionic 

component highlighted in blue, TBA counter cation highlighted in red, co-formulant in green, however, in 

the case of b) the co-formulant and anionic component are shown blue to avoid confusion as the peaks 

all appear at the same diffusion rate and there isn’t a clear separation in the components as seen in a). 

Some peaks in each case have not been integrated due to peak overlap.  

This could be hypothesised to be due to potential cation exchange, in the case of co-

formulation e for example, HPTS dye (compound 94) is a sodium salt, and as it has been 

previously reported that sodium has a stronger coordination than TBA with SSAs and other 

hosts,341,360 the sodium and TBA could undergo cation exchange resulting in the sodium salt of 

the SSA and the HPTS TBA salt, although it has not been shown with other co-formulations with 

compound 94. In the case of co-formulation i where the anion and the co-formulant (compound 

95) diffuse at the similar rates, this indicates that there potentially a strong co-ordination 

between the two constituents or they are of the same size. However, as we can see from  Table 
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4.4.2.1, the size of the anionic component and co-formulant are of the same size, therefore it is 

more plausible to be due to this than a strong coordination between the two constituents. This 

hypothesised to be because when you consider the polar environment of this particular 

experiment (D2O), there is the potential for both the SSA anion and compound 95 to be 

protonated, giving rise to either an SSA zwitterion or where the protonated form of the co-

formulant becomes the counter cation, with all of these potential combinations in equilibrium 

with each other in the solution. This hypothesis is under investigation in order to determine 

what interactions are observed between all constituents of the SSA in these conditions. 

In summary, DOSY 1H NMR studies of solutions containing 89-91, and co-formulations 

a, b, i, j and k  at 298 K are indicative of small low-order dimeric species with a dH < 1.7 nm to be 

present for all compounds in a solution of DMSO-d6 0.5 % H2O and also for co-formulations e, f, 

i and j  in aqueous conditions. There is also evidence to confirm this hypothesis that for co-

formulations e and  i there is exchange of cations within the system, whether that be through 

the formation of a SSA sodium salt, or through protonation events, of which further investigation 

to confirm this hypothesis is required. These investigations could include observations within 

the solid state such as using single crystal XRD (although with considerations to crystal packing 

forces) will offer some insight as to whether cation exchange has occurred within these systems.   

4.4.3 1H NMR self-association studies 
 

A series of 1H NMR dilution studies were performed in order to explore the strength of 

the hydrogen bonded self-associative interactions. For these studies only those compounds 

which did not indicate the presence of larger self-associated species were studied, this is 

because we have identified that all the compound is present under these solvent conditions.  

The dilution studies were conducted for compounds 90 and 91 and co-formulations i 

and j in DMSO-d6 with 0.5 % H2O. The results of the dilution studies of compounds 88 and 89 

have already been reported.3,341 Samples of 90 and 91 and co-formulations i and j were prepared 
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in series, with an aliquot of the most concentrated ( 112 mM – exception of co-formulation j, 

the most concentrated  11.2 mM) undergoing serial dilution. This solvent system allowed for 

the observation and characterisation of the self-associative complexation events. The downfield 

change in chemical shift of the corresponding HBD NH resonances of 90 and 91 and co-

formulations i and j with increasing compound concentration was monitored. The data obtained 

from the 1H NMR self-association studies performed with 90 and 91, and co-formulations i and 

j were fitted to mathematical binding isotherm models using BindFit v0.5, quantifying the 

strength of the hydrogen bonded self-association complexes formed.226 The data was processed 

under the assumption of the compounds forming low order complex species as evidenced from 

the 1H NMR DOSY results. Here, the data was fitted to both dimerization/equal K (EK) and 

cooperative equal K (CoEK) models. Both of these models assume one component, one-

dimensional homogenous aggregation.361 The EK model assumes all sell-association constants 

are identical for subsequent events, whereas the CoEK model assumes the first association event 

is different from all of the subsequent association events.362 These binding isotherms were first 

explored by Meijer and co-workers who investigated the effect that temperature and 

concentration had on the binding strength of self-assembled arrangements, presenting 

quantitative information about cooperative and isodesmic self-assembly systems.363,364  

Here as SSAs are not one component, we are able to use the results from the 1H NMR 

DOSY studies which indicate that the TBA counter cation is weakly co-ordinating and therefore, 

the interactions by the anionic component are one component investigations. This is also true 

for co-formulations i and j, whereby here we have three components in solution, however, as 

noted from the 1H NMR DOSY studies in DMSO-d6 this also indicates that there are no 

competitive interactions between all three components, allowing for the elucidation of self-

association constants. However, these data obtained for co-formulations i and j must be treated 

with caution as there could be additional molecular host guest interactions which would cause 
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these data not to meet the criteria needed to conform to these binding isotherms.  An example 

of the data obtained for 90 is illustrated in Figure 4.4.3.1.  

 

Figure 4.4.3.1 -  Graph illustrating the 1H NMR down-field change in chemical shift of urea N-H resonances 

with increasing concentration of compound 90 in DMSO-d6 0.5 % H2O (298 K). 

The association constants of 90 and 91, and co-formulations i and j calculated by fitting 

these dilution data to both the CoEK and EK binding isotherms are overviewed in Table 4.4.2.1. 

The associated errors of these derived values suggest these compounds best fit the 

(dimerisation) EK binding isotherm (Kdim) in preference to the CoEK binding isotherm. This adds 

further validates the presence of lower-order anionic dimers in a DMSO-d6 0.5 % H2O solution 

(Chapters 4.4.1 Quantitative 1H NMR studiesand 4.4.2 Proton DOSY NMR studies). 

  



136 | P a g e  
 

Table 4.4.3.1 - Self-association constants (M−1) calculated for 90 and 91, and co-formulations i and j in a 

DMSO-d6 0.5 % H2O solution at 298 K. These constants were obtained from the fitting of 1H NMR dilution 

data and refined to EK and CoEK models using Bindfit v0.5.226 

Compound/  
Co-formulation 

Model 

EK (M-1) CoEK (M-1) 

Ke Kdim Ke Kdim ρ 

88a 341 3.6  
(± 1.5 %) 

1.8  
(± 0.7 %) 

4.6  
(± 8.3 %) 

2.3  
(± 4.1 %) 

0.9  
(± 13.4 %) 

893 1.19  
(± 0.99 %) 

0.59  
(± 0.50 %) 

8.93  
(± 2.12 %) 

4.46  
(± 1.06 %) 

0.33  
(± 5.69 %) 

90 7.28 
(± 1.21 %) 

3.64 

(± 0.61 %) 
3.20 

(± 9.46 %) 
1.60 

(± 4.73 %) 
1.77 

(± 12.97 %) 

91 3.16 X 10-3 
(± 0.66 %) 

1.58 X 10-3 

(± 0.33 %) 
-1.71 X 10-3  
(± -7.40 %) 

-8.55 X 10-4 
(± -3.70 %) 

-0.23 
(± -5.81 %) 

ia 32.01 X 10-2  
(± 0.83 %) 

1.00 X 10-2 

(± 0.42 %) 
-3.53 

(± -3.42 %) 
-1.76 

(± -1.71 %) 
0.68 

(± 1.58 %) 

ja 1.81 x 10-2 
(± 4.02 x 10-3%) 

9.05 x 10-3 

(± 2.01 x 10-3%) 
17.83 

(± 8.91 %) 
8.92 

(± 4.46 %) 
0.38 

(± 11.74 %) 

a - Possibility of more complex binding events than are being modelled. 

 

When comparing the fit of 1H NMR dilution data for SSAs 89 – 91 to both the EK and 

CoEK binding isotherms, lower fitting errors were observed consistently for the (dimerization) 

EK over the CoEK model. This is consistent with previous observations made for >80 SSAs studied 

to date.3,222,243,341 The appropriateness of the EK model is further highlighted with compound 91 

and co-formulation i as the CoEK model cannot fit the data suitably, resulting in an output of 

negative values, which for the study of binding events the appearance of a negative value 

indicates inappropriate model choice. The binding events for these compounds and co-

formulations studied are relatively low (< 10 M-1), and when we compare the addition of the 
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carboxylate, which increasing the number of HBD/HBA sites of the SSA, we actually see a 

decrease in dimerisation constant, ~4 M-1 to < 0.1 M-1, which indicates that the addition of this 

extra functionality has decreased the likelihood of lower order self-associated species 

formation. When considering compounds 89 – 91, we can see that the pyridine functionality of 

91 allows for the highest dimerisation constant, followed by the primary amine functionality of 

89 with a dimerisation constant roughly half of that demonstrated with 91, and with the 

increased steric bulk of the diethyl groups of 90 resulting in the lowest dimerisation constant of 

these three SSAs.  

In summary, in order to quantify the strength of the hydrogen bonded self-associated 

complexation events undertaken by the anionic component of an SSA, a series of 1H NMR 

dilution experiments were performed. Upon comparison of the errors relating to the derived 

association constants, it was concluded that all compounds best fit to the EK binding isotherm. 

The results from this study show 89 - 91 and co-formulations i and j produce a value that is 

indicative of lower-order anionic dimeric formation (Kdim < 10 M- 1 ). These observations are in 

agreement with the interpretations of the previously discussed 1H NMR DOSY studies (Chapter 

4.4.2 Proton DOSY NMR studies) 

4.4.4 Dynamic light scattering studies 
 

Dynamic light scattering (DLS) analyses are routinely used in chemical and biological 

laboratories for the detection of aggregates in solutions of macromolecules.365 This well-

established, non-invasive standardised technique is based on the Brownian motion of dispersed 

particles, the principle that particles are constantly colliding with solvent molecules. Such 

collisions produce a constant amount of transferable energy, which in turn induces the 

movement of a particle. This energy transfer has a greater effect on particles smaller in size than 

those that are larger.366 When these particles are irradiated with visible monochromatic light, 

the intensities of the then scattered light fluctuates in a time-dependent manner due to the 
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continuously changing distances between the particles, analyses of these intensities allow for 

the determination of the diffusion coefficient (D). The hydrodynamic diameter can be calculated 

using the Stokes-Einstein equation (Equation 3) as discussed in Chapter 4.4.2 when relating to 

the calculation of the hydrodynamic diameter within DOSY NMR experiments. 

There are limitations of this technique to be considered when acquiring particle 

measurements which include: i) a lower size limit of 1 nm in diameter, this value is defined by 

the signal-to-noise ratio as small particles do not scatter a sufficient amount of light, which 

results in a poor measurement signal; ii) an upper size limit of 1000 nm in diameter, whereby 

particles larger than this can be attributed to the onset of sedimentation or consolidation of 

smaller aggregates iii) the dH is the calculated on the assumption that particles are spherical.367 

However, as discussed in Chapter 4.4.2, dispersed particles can be non-spherical, dynamic and 

solvated/hydrated, therefore DLS can only provide an indicative size of a particle, colloid or 

aggregated species.368 Furthermore, the data produced within this study are intensity 

distributions, weighted by size. This is because the compounds discussed within this chapter are 

novel, refractive index calculations have yet to be investigated, therefore, number or volume 

distribution information could not be attained. 

In this study the average intensity particle size distribution for compounds 90-92, and 

co-formulations a-l was investigated in a solution of EtOH:H2O (1:19) and DMSO using DLS and 

compared with previously published results for 88, 89 and co-formulations a and b.3,341  These 

solvent systems were chosen as the monomeric units of SSAs have previously been shown to 

self-associate to form either spherical aggregates or dimeric species under these conditions. 

3,243,341 Here the addition of the EtOH in the aqueous system was required to aid compound 

solubility and allow effective measurement comparison for the entire SSA library to date. These 

studies were only carried out for those compounds and co-formulations where a ‘loss’ of 
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compound was observed through the qNMR studies as previously discussed (Chapter 4.4.1) 

giving the evidence for the presence of larger self-associated species in solution.  

Extended self-associated aggregates (peak maxima > 50 nm in diameter) were all shown 

to form with compounds 88-92 and co-formulation a-l at a concentration of 5.56 mM in an 

aqueous solution of EtOH:H2O (1:19) and also in DMSO. At concentrations of 0.56 mM and 5.56 

mM, a broad range of aggregate sizes with a peak maxima from 105 nm – 5339 nm were 

observed, as overviewed in Table 4.4.1 and Table 4.4.2, with a polydispersity index (PDI %) range 

of 3.94 – 40.5 %. Prior to these DLS studies being undertaken, the samples underwent an 

annealing process (heating to 40 C and cooling back to 25 C) to ensure any self-associated 

aggregates present had achieved a thermodynamic minimum. 
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Table 4.4.1 Peak maxima obtained from an average intensity particle size distribution of 88-92 and co-

formulations a-l obtained at 0.56 mM and 5.56 mM in an H2O:EtOH (19:1) system by DLS. An annealing 

process was applied in which the samples were heated to approximately 40 °C before being allowed to 

cool to a measurement temperature of 25 °C. Conc = concentration. 

Compound/ 
Co-

formulation 

Concentration 
(mM) 

Peak 
Maxima 

(nm) 

Polydispersity 
(%) 

Compound/ 
Co-

formulation 

Concentration 
(mM) 

Peak 
Maxima 

(nm) 

Polydispersity 
(%) 

88341 5.56 342 - c 5.56 
301.00  
(± 45.51) 

31.49 
(± 0.99) 

 0.56 459 -  0.56 208.90  
(± 3.29) 

25.36  
(± 0.41) 

893 5.56 159  
(± 5.37)  

26  
(± 1.06)  

d 5.56 543.82  
(± 25.82) 

28.09  
(± 0.72) 

 0.56 
129  

(± 2.43)  
24  

(± 0.25)  
 0.56 

379.05  
(± 30.41) 

27.79 
 (± 0.90) 

90 5.56 
178.85  
(± 3.41) 

26.92  
(± 1.01) 

g 5.56 
302.91  
(± 8.79) 

26.63  
(± 0.47) 

 0.56 
202.32  
(± 1.67) 

23.28  
(± 0.79) 

 0.56 
312.79  

(± 24.85) 
27.36  

(± 0.57) 

91 5.56 
189.07  
(± 1.06) 

12.61  
(± 0.34) h 5.56 

358.15  
(± 7.48) 

25.26  
(± 0.83) 

 0.56 151.13  
(± 1.22) 

24.41  
(± 0.72) 

 0.56 301  
(± 10.12) 

26.27  
(± 0.63) 

92 5.56 323.30  
(± 9.06) 

25.13  
(± 0.27) 

k 5.56 336.81 
 (± 10.96) 

26.13  
(± 0.26) 

 0.56 
272.45  
(± 5.40) 

25.50  
(± 0.30) 

 0.56  
695.33  

(± 52.30) 
37.94  

(± 0.78) 

a3 5.56 
1317  

(± 82.37)  
29  

(± 0.88)  
l a a a 

 0.56 
226  

(± 17.18)  
28  

(± 0.65)  
 0.56  

696  
(± 54.93) 

25.55 
(± 1.32) 

b3 5.56 
768  

(± 23.23)  
27  

(± 0.72)      

 0.56 105  
(± 6.19)  

28  
(± 1.14)  

    

a – result not reported due to poor correlation function.  

 

As discussed in Chapter 4.4.2 some of the SSAs and coformulations studied here 

exhibited a ‘loss’ in DMSO-d6, in order to determine the size of these aggregates in solution, DLS 

studies were carried out in filtered DMSO. Some SSAs exhibit structures that exceed the 

limitations of the experiment dH > 1000 nm. These structures are attributed to amalgamations 

of smaller structures. 
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Some of the DLS studies carried out, the average peak maxima have not been 

determined due to a poor correlation function, these correlation functions can be found within 

the appendix (pages 315-346). As these studies were conducted at concentrations that match 

the qNMR studies in order to investigate the size of particles at that concentration, it is worth 

noting that it becomes difficult to therefore compare 88 and 92, however, we can compare all 

the co-formulations studied as they are the same concentration (11.2 mM and 1.12 mM). For 

co-formulations a-l we can see that they all form extended self-associated aggregates (peak 

maxima > 50 nm in diameter), with the greatest peak maxima value of 5339.09 (co-formulation 

f), however, this value should be treated with caution as with any value greater than 1000 nm 

as this exceeds the limits of the experiment conducted.  The peak maxima observed for the co-

formulations studied are observed to be larger than what was observed in H2O, it is hypothesised 

that these larger structures are in part due to the amalgamation of aggregates and not the true 

size of an aggregate. 
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Table 4.4.2 - Peak maxima obtained from an average intensity particle size distribution of 88-92 and co-

formulations a-l obtained at 11.2 mM and 1.12 mM in an DMSO solution by DLS (88 and 92 were ran at a 

different concentration to match the concentration of samples used in the qNMR studies. An annealing 

process was applied in which the samples were heated to approximately 40 °C before being allowed to 

cool to a measurement temperature of 25 °C. Conc = concentration. 

Compound/ 
Co-

formulation 

Concentration 
(mM) 

Peak 
Maxima 

(nm) 

Polydispersity 
(%) 

Compound/ 
Co-

formulation 

Concentration 
(mM) 

Peak 
Maxima 

(nm) 

Polydispersity 
(%) 

88341 5.56 396 - f 11.2 
5339.09  

(±1206.18) 
25.08  

(± 0.77) 

 0.56 342 -  1.12 
221.28  

(± 26.24) 
27.25  

(± 1.02) 

92 112.0 
454.67  

(±15.44) 
26.45  

(± 1.29) 
g 11.2 

708.49  
(± 16.02) 

20.51  
(± 0.86) 

 11.2 
171.15  
(± 8.91) 

25.34  
(± 1.14) 

 1.12 
600.15  

(± 29.72) 
24.71  

(± 1.27) 

c 11.2 a a h 11.2 
501.48  

(± 21.09) 
 

 1.12 a a  1.12 a a 

d 11.2 a a i 112 
965.76  

(± 21.09) 
26,25  

(± 2.61) 

 1.12 a a  a a a 

e 11.2 a a l 112 
2113.14  

(± 277.68) 
34.55  

(± 1.23) 

 1.12 a a  11.2 a a 

a – result not reported due to poor correlation function.  

 

In summary, DLS studies conducted at concentrations of 0.56 mM and 5.56 mM show a 

broad range of aggregate sizes from 105 nm – 1317 nm were observed in an aqueous solution 

of EtOH:H2O (1:19). With extended self-associated aggregates (> 50 nm) shown to be present 

for all compounds at a concentration of 5.56 mM. Within an aqueous environment at 5.56 mM, 

all compounds have a prevalence to form higher-order self-associated aggregates with a dH 

between 100-550 nm. Finally, in a DMSO solution a broad range of aggregate sizes from 171 nm 

– 5339 nm were observed, with all compounds and coformulations studied showing a 
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prevalence of higher-order self-associated species at the concentrations the qNMR studies 

conducted (1.12 mM – 112 mM). These results have also demonstrated that there are self-

associated species that are larger in size formed in a DMSO solution than in aqueous conditions.  

4.4.5 Surface tension and critical micelle concentration studies 
 

The amphiphilic nature of surfactant molecules is responsible for their self-association 

properties. It is the balance of hydrophobic and hydrophilic effects that drives the monomers to 

self-assemble, resulting in the formation of energetically favourable structures. A common 

example of these aggregate formations are micelles, where a polar head group seeks to interact 

with an aqueous medium, and the hydrophobic tail is sequestered internally to the structure.369 

Here critical micelle concentration (CMC) is calculated by determining the surface tension of a 

compound in solution through serial dilutions. At low concentrations, the presence of molecules 

at the surface disrupts the cohesive energy of the solvent and consequently lowers the surface 

tension (Figure 4.4.5.1). As the molecular concentration increases, the surface interface then 

becomes saturated by these surface active molecules (Figure 4.4.5.1 b), the surface tension is 

found to then no longer decrease with increasing molecular concentration.370 The CMC is 

determined to be the concentration above which any extra addition of compound will form 

larger self-associated structures within the bulk of the solution (micelles, reverse micelles, 

vesicles, aggregations) as shown in Figure 4.4.5.1 c.371,372 
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Figure 4.4.5.1 – A cartoon representation of CMC determination. a) Surfactant gathers at the surface, b) 
surface becomes saturated and c) proposed aggregate formation. 372  

 

Williams and co-workers in 1955 determined that within dilute solutions only small 

particles were present however, at higher concentration, both small and large colloidal 

structures present were in equilibrium.372 Self-associated aggregates are now known to be 

present in dilute solutions below the CMC value as they are in a dynamic equilibrium with the 

structures at the unsaturated surface.373 It is only with the further addition of solute molecules 

that we can recognise and detect the aggregation of spherical units by measuring surface 

tension against concentration.222,374 There are several factors that affect the reproducibility of 

CMC determination which includes the presence of other surface-active substances,375 the 

presence of electrolytes376 and any variation of temperature377 or pressure.378  

The CMC and corresponding surfactant properties for 88-92 and co-formulations a-l in 

an EtOH:H2O (1:19) solution were observed using the methods analogous with those reported 

by Costas and co-workers (Chapter 6 page 160).370 The CMC and surface tension (obtained at 

CMC) values were calculated using a plot of surface tension versus concentration and taken at 

the point of which the surface tension is found to no longer decrease with the further addition 

of compound,370 as shown in the example tensiometric profiles in Figure 4.4.5.2, with the results 
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overviewed in Table 4.4.5.1. All compounds and co-formulations exhibit a CMC above 5.56 mM 

the concentration that was used for the DLS studies and observed the presence of larger 

structures. This confirms the previous statement that self-associated aggregates of > 10 nm in 

diameter are present in dilute solutions before the CMC is reached.222 Some compounds and co-

formulations CMC could not be determined due to compound solubility (88, co-formulations a, 

b, d, e, f, and h).  

 

 

Figure 4.4.5.2 - Calculation of CMC (20.53 mM) for compound 92 in an EtOH:H2O 1:19 mixture using 

surface tension measurements. Linear relationship between concentration and surface tension. Red 

points indicate where the CMC has been reached as there is no longer a change in surface tension with 

increasing concentration. 
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Table 4.4.5.1 – A summary of the CMC and surface tension (obtained at CMC) measurements for 

compounds 88-92 and co-formulations a-l in a solution of EtOH:H2O (1:19) at 25 C. 

Compound/ 
Co-formulation 

CMC 
(mM) 

Surface 
tension at 

CMC 
(mN/m) 

Compound/  
Co-formulation 

CMC  
(mM) 

Surface 
tension at 

CMC 
(mN/m) 

88341 a N/A e a N/A 

893 35.27 32.21 f a N/A 

90 14.55 58.92 g 44.13 51.60 

91 17.64 35.72 h a N/A 

92 20.53 62.91 i 21.38 44.69 

a3 a N/A j 22.30 44.90 

b3 19.87 37.95 k 22.04 44.83 

c 16.10 56.89 l 22.45 51.63 

d a N/A 
   

a – could not be determined, N/A – not applicable. 

Compound 90 was the only compound where a CMC was able to be calculated for all 

corresponding co-formulations and displayed an increase in CMC when co-formulated with 93-

95, the addition of 94 to 90 displaying the largest increase in CMC, from 14.55 mM to 44.13 mM, 

with a decrease in surface tension at the CMC. Here this illustrates that the presence of a 

coformulant is disrupting the surfactant properties of the amphiphile.  

In summary, it has been shown that compounds 88-92 have surfactant properties, with 

compound 90 displaying the lowest CMC value indicating that this would be the best surfactant. 

Upon co-formulation with compounds 93-95 the trend in data differs for each compound,  there 

appears to be a difference in whether it displays an increase or decrease in CMC, for example 

co-formulations made with 90, show an increase in CMC when co-formulated, decreasing the 
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surfactant properties of the SSA. However, when we compare this to the values obtained for 89 

and its corresponding co-formulations, we see a decrease in CMC.  

4.4.6 Zeta potential Studies 
 

Zeta potential, which is also termed the ‘electrokinetic potential’ is a frequently used 

technique to define the stability of colloid particles or aggregates within a solution.368 Guidelines 

for the classification zeta potential values for colloidal are common in literature, especially 

within pharmaceutical journals when investigating drug delivery systems.368 It is noted that a 

measurement more positive than +30 mV or more negative than -30 mV is considered stable, a 

value smaller than this suggests aggregate instability and an inclination for the particles to 

flocculate.379 However, although these values can provide a good indication of colloid/aggregate 

stability, there are occasions, where this isn’t the case, such as with liposomes, where a zeta 

potential value of between -10 to -40 mV are considered stable,379 therefore, this highlights how 

environmental conditions are an important factor for this technique. 

In order to elucidate the stability of the larger higher-order self-associated aggregates 

observed at by DLS (Chapter 4.4.4), present at the CMC (Chapter 4.4.5) and those that became 

‘NMR silent’ in the quantitative 1H NMR studies (Chapter 4.4.1), zeta potential measurements 

were obtained for compounds 88-92 and coformulations a-d, g, h, k, and l. Table 4.4.6.1 gives 

an overview of the zeta potential results obtained.  
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Table 4.4.6.1 - Summary of zeta potential at 5.56 mM for compounds 88-92 and co- formulations a-l. Data 

obtained in a 5% EtOH:H2O solution at 298 K. 

Compound/  
Co-formulation 

Zeta Potential  
(mV) 

Compound/  
Co-formulation 

Zeta Potential  
(mV) 

88341 -30.2 e a 

893 -65.2 f a 

90 -0.95 g -5.35 

91 -68.16 h -39.14 

92 -45.45 i a 

a3 -51.8 j a 

b
3
 -42.7 k -18.51 

c -11.15 l -15.32 

d -7.42   

a- experiment not conducted due to the absence of larger self-associated species in 

qNMR studies.  

The zeta potential measurements obtained from solutions containing 88, 89, 91, 92 and 

co-formulations a, b, and h, all showed evidence of stable aggregate formation with zeta 

potential values > ±30 mV. Compound 91 showed the formation of the most stable aggregate 

formation with a value of -68.16 mV, this compound is the protected carboxylate, and if we 

compare to compound 92 when the carboxylate is deprotected the compound becomes slightly 

less stable and the value drops to -45.45 mV, this could be due to the ability of this compound 

to have a different binding mode due to the carboxylate moiety, however, as we have currently 

been unable to achieve crystals of good enough quality for this compound to study how in the 

solid state how this extra functionality effects its binding mode. When compound 92 is co-
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formulated, the aggregates formed become less stable, indicated that the co-formulations are 

destabilising the structures formed. When we compare this to compound 90, we observe an 

increase in stability of aggregates, from -0.95 mV for 90, to -11.15 mV (co-formulation c), -5.35 

mV (co-formulation g) and -18.51 mV (co-formulation k), here the presence of a co-formulant 

is able to stabilise the structures formed, although these values still represent an unstable 

aggregate.  

In summary, elucidation of the stability of those higher-order structures observed at 

5.56 mM in the DLS studies; present at the CMC and those that became ‘NMR silent’ in the 

quantitative 1H NMR studies were conducted through measurement of the zeta potential value 

under analogous experimental conditions. All SSAs studied showed evidence of stable aggregate 

formation, and co-formulations a, b and h also showed stable aggregate formation. Co-

formulations formed with compound 95 only formed unstable aggregates.  

4.5 Co-formulant uptake studies  
 

The fluorescence microscopy images obtained of co-formulations a and b as shown in 

Figure 4.5.1, indicate the presence of intrinsically fluorescent aggregated species, thus leading 

us to form the following hypothesis that SSAs could be used to uptake other molecules, 

alongside the potential use as drug delivery vehicles3 or themselves as an antimicrobial243,343 or 

anti-cancer agents.345 However, poor data quality resulting from the very nature of the system 

itself prevented any further analysis of this system using these microscopy methods, so with this 

in mind a combination of the following techniques were used to characterise the molecular 

association processes present within this and other systems to be discussed herein. The 

fluorescence microscopy imaging was conducted by Dr Lisa White and Professor Dan Mulvihill 

in a 5% EtOH solution at 298 K. To test this hypothesis, co-formulations a-l were studied further, 

however, rather than as previous where the co-formulant was added to a solution of SSA and 

dried down to form one solid mixture, here the SSA and co-formulant were kept separate and 
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added together prior to conducting 1H qNMR, DLS and Zeta potential measurements which were 

taken 20 minutes after mixing 1 equivalent of co-formulant solution to an SSA solution. These 

studies were carried out in an aqueous environment, in order to observe the stability of any 

larger self-associated aggregates, as DMSO is not compatible with the Zeta potential cell. These 

studies in this solvent environment also lends itself to the potential end use of removal of 

pollutants from water, therefore, proof of concept in this environment is preferential over 

organic solvent systems.   

 

Figure 4.5.1 – Fluorescence microscopy images obtained of co-formulations a and b, indicating 

fluorescent aggregated species. The samples were illuminated using LED light sources (Cairn Research Ltd, 

Faversham, UK) with DC/ET350/50x excitation and DC/457/50m emission filters (Chroma, Bellows Falls, 

VT). Images obtained by Dr Lisa White and Professor Dan Mulvihill.  
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4.5.1 1H NMR studies  
 

 A series of quantitative 1H NMR studies were conducted over a time period of 24 hours 

after the addition of one equivalent of the co-formulant to the SSA, due to the time taken for 

the experiment the first time point is 20 minutes post the addition of the co-formulant solution, 

the subsequent time points are 12 hours and 24 hours to observe if over time the loss of signal 

relating to the co-formulant changes over time, which could indicate the uptake of the co-

formulant by the SSAs into the larger self-associated aggregates they are known to form. These 

experiments were conducted in a 5% EtOH/D2O solution, with the exception of co-formulations 

i-l which were conducted in a D2O solution with the addition of 5 μL of acetonitrile, this was to 

allow for accurate comparative integration of both internal standard and compound peaks. This 

is the same internal standard used in previous qNMR studies (Chapter 4.4.1). All co-formulants 

were also studied individually in the same solvent system to ensure that they themselves do not 

exhibit the formation of larger self-associated species, and that any ‘loss’ of signal is due to the 

uptake of the co-formulant by the SSA, of which no co-formulant showed a loss of signal 

indicating that there are no larger aggregated species present in solution. A summary of the data 

collected using qNMR is summarised in Table 4.5.1. Here we can see that there is a loss of co-

formulant in every experiment conducted. The results also show that the amount of co-

formulant signal lost stays relatively the same from the first 1H NMR to the 1H NMR 24 hours 

after the solutions were mixed, this is indicative of co-formulant uptake by the SSAs.  
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Table 4.5.1 - Overview of the results from timed quantitative 1H NMR studies. Values given as a percentage 

represent the observed proportion of co-formulant that became NMR silent. 

Co-formulation 
Percentage loss of co-formulant (%) 

20 minutes 12 hours 24 hours 

a 62 59 59 

b 87 84 84 

c 38 41 42 

d 60 60 60 

e 62 62 62 

f 66 65 63 

g 50 50 50 

h 73 72 72 

i 10 10 11 

j 18 18 18 

k 14 16 15 

l 23 26 30 

 

 Interestingly, for co-formulations e, f, i and j they demonstrate a completely different 

result to that of previous qNMR studies, where they demonstrated a 0% loss, whereas, within 

these studies they exhibited a loss of 62%, 63%, 11% and 18% respectively after 24 hours. This 

difference shows that the mode of which the SSA is mixed (a 1:1 mixture dried down then 

studied or mixed as two separate solutions) with a co-formulant impacts the type of structures 

formed in aqueous conditions and provides a proof of concept that these SSAs could potentially 

uptake environmental pollutants. From these data we can also see that for nearly all compounds 
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there is also an increase of apparent ‘loss’ of compound within these studies compared to the 

original qNMR studies (for ease of reference a comparison of these values can be found in Table 

4.5.2), this implies that even for those that previously showed formation of these larger species, 

a greater proportion of co-formulant is now involved and is hypothesised that the SSA has taken 

up the co-formulant within their self-associated aggregate. There was only one co-formulation 

which showed a loss less than the previous studies which was co-formulation a, where the 

previous qNMR study indicated a ‘loss’ of 86% versus a ‘loss’ of only 59% in this study, the 

reasons for this difference has not yet been determined, but this warrants further investigation 

into why this difference is observed. It is also worth noting how these studies show that within 

20 minutes the uptake processes are completed, as the proportion of loss doesn’t largely change 

between the time points studied. Therefore, any future studies to further investigate SSAs could 

be contained to the initial 20-minute time period.  

 When investigating which SSA, on the whole is the better SSA for use as an uptake agent, 

although all SSAs show some form of uptake, it was noticed that 90 shows the lowest uptake of 

each co-formulant when comparing each set of co-formulant data, for example for the data with 

93 as a co-formulant, we observe co-formulation c shows the lowest loss of co-formulant at 42% 

(90 + 93), when compared to the other values of 50% 60%, and 84% for co-formulations a, b 

and d respectively. This trend is also seen when observing the loss of co-formulant 94. 

Interestingly, when we consider co-formulant 95 we do observe some uptake, however, the 

proportion of co-formulant taken up by the SSAs are in proportion to the amount of SSA involved 

in the formation of larger self-associated aggregates (1:1 ratio of anion and co-formulant). From 

this we can deduce that this type of co-formulant, a neutral amine -which is more basic than the 

other two co-formulants studied here - is the least susceptible to SSA uptake, whereas, when 

we look at the co-formulants that contain a sulfonate or carboxylate moiety, we observe greater 

uptake. Therefore, those co-formulants with a more acidic moiety are ideal for this type of SSA 

technology. Further work to investigate this observation through the inclusion of more co-
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formulants would be needed to verify this. It can be conducted that on the whole 89 and 92 are 

the best SSAs for co-formulant uptake, as for each co-formulant studied they demonstrate the 

largest loss.  

Table 4.5.2 – A comparison of the observed percentage (%) ‘loss’ of co-formulant in qNMR studies 

conducted, and the difference between the qNMR studies conducted in Chapter 4.4.1 and the timed 

qNMR studies conducted within this section. 

Co-formulation qNMR  Uptake qNMR Difference 

a 86 59 -27 

b 81 84 +3 

c 14 42 +28 

d 3 60 +57 

e 0 62 +62 

f 0 63 +63 

g 25 50 +25 

h 23 72 +19 

i 0 11 +11 

j 0 18 +18 

k 2 15 +13 

l 7 30 +23 

 

In summary, through the use of quantitative 1H NMR studies over a 24-hour period, it 

has been shown that SSAs can uptake other molecules within their self-associated aggregates, 

with the majority showing an increase in loss of the co-formulant used compared to the original 

qNMR studies in Chapter 4.4.1. It has also been shown that the amount of compound ‘loss’ 
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happens within the first 20 minutes of mixing the two solutions together, as the percentage 

‘loss’ was consistent between all three time points. These studies also indicate that as a proof-

of-concept SSAs can potentially be used as scavenger agents in aqueous conditions, as even 

when a solution of co-formulant (which was shown not to form larger self-associated species) is 

added to a solution of SSA, a proportion of the co-formulant after 20 minutes becomes NMR 

silent, which is indicative of uptake by the SSA self-associated structure.  

4.5.2 Dynamic light scattering and Zeta potential studies  
 

 In order to determine the size and stability of those larger species that are NMR silent, 

DLS and Zeta potential studies were carried out as previously discussed in Chapter 4.4.4 and 

Chapter 4.4.6. However, where these studies differ to previous is that the co-formulant is kept 

in a separate solution to the SSA, here both solutions were annealed, allowed to cool, then 

mixed within the cuvette ensuring a 1:1 ratio of SSA and co-formulant and then allowed to 

equilibrate for 20 minutes prior to DLS/Zeta potential measurements in order to study the sizes 

seen at the first time point within the NMR studies. A summary of the DLS and Zeta potential 

measurements of co-formulations a-l can be found in Table 4.5.3.  
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Table 4.5.3 – A summary of DLS and Zeta potential measurements for co-formulations a-l conducted after 

20 minutes after mixing the respective co-formulant with the appropriate SSA, giving a final concentration 

of 5.56 mM. 

Co-
formulation 

Peak maxima 

(nm) 

Polydispersity 

(%) 

Zeta 
Potential 

(mV) 

a 564.26 (± 17.04) 26.08 (± 0.76) -17.69 

b 1136.25 (± 176.29) 24.10 (± 4.04) -16.11 

c 281.04 (± 10.23) 26.78 (± 0.48) -32.21 

d 1063.01 (± 37.10) 36.63 (± 2.39) -17.99 

e 367.91 (± 20.78) 26.70 (± 0.79) -23.20 

f 1263.50 (± 65.32) 24.19 (± 0.78) -46.86 

g 246.05 (± 6.16) 24 (± 0.49) -24.40 

h 741.64 (± 161.55) 38.94 (± 9.32) -32.99 

i 585.26 (± 21.66) 25.69 (± 0.88) -14.54 

j 1676.44 (± 233.64) 24.52 (± 2.60) -40.43 

k 353.26 (± 13.40) 23.86 (± 0.42) -27.90 

l 623.21 (± 55.52) 26.85 (± 0.79) -32.48 

 

 From Table 4.5.3 it is observed that the sizes of the larger self-associated aggregates were 

found to correlate well with the size of aggregates observed within Chapter 4.4.4 Dynamic light 

scattering studies for co-formulations c and k. For co-formulation a, where in the qNMR studies 

we saw a decrease in ‘loss’ of signal for, this is also mirrored within the DLS studies where the 

size of aggregates are around 564 nm compared to the amalgamation of aggregates at 1317 nm 

seen in Chapter 4.4.4. For co-formulations b, d, h, the sizes observed here are larger than what 
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was previously seen, although with these sizes are indicative of amalgamations of the self-

associated aggregates rather than the size of one aggregate. Due to a poor correlation function 

observed for l in previous studies the sizes can’t be compared at this concentration, however, it 

can be noted that it was observed that the size of 623 nm within this study are within error to 

that observed for the same co-formulation at 0.56 mM previously. Co-formulation g shows sizes 

similar in both studies, however, fall outside the error of each other, but are shown to be within 

50-60 nm between them, with an observed size of 246 nm observed in this study compared to 

303 nm shown previously.  No comparisons can be made for co-formulations e, f, i, j with 

previous data, as these co-formulations were not studied using this technique due to no 

apparent ‘loss’ in the qNMR discussed in Chapter 4.4.1. From these results it demonstrates that 

even when the co-formulant is added to a solution of annealed SSA that the aggregates are not 

disrupted, although it does demonstrate that the aggregates form more noticeable 

amalgamations that previously seen. 

 When we consider the stability of the aggregates seen within these uptake studies, it is 

observed that co-formulations c, f, h, j and l formed stable aggregates (> ±30 mV), and co-

formulations a, b, d, e, g, i, k didn’t form stable aggregates. Comparison of these results with 

previously attained results (Chapter 4.4.6) shows that for those where a comparison can be 

made, it was observed that the aggregates were more stable (co-formulations b, c, d, g, k, and 

l), however, it is worth noting that for co-formulations d, g and l they are still deemed to be 

unstable. Co-formulation h demonstrated a stability comparable to previous studies with values 

of -33 mV and -39 mV respectively. Only one co-formulation demonstrated a stability less stable 

than what was previously observed which was co-formulation a, although this may not be 

surprising given that the amount of SSA/Co-formulant involved in the formation of these 

aggregates is less and also the size of these aggregates are also smaller, so it could be expected 

for the aggregates to be less stable. As with the DLS data discussed, no comparisons can be made 

for co-formulations e, f, i and j as they were not previously studied using this technique.  
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 In summary, it has been shown that the method by which an SSA is exposed to a co-

formulant can give results that are comparable to previous studies or in the case of those co-

formulations that showed larger sizes, as a result of the amalgamation of these aggregates. With 

the only exception being that of co-formulation a, where the size was smaller than previously 

observed, but in line with qNMR studies where the observed ‘loss’ was less than previous. From 

the Zeta potential studies, these aggregates have been shown to produce more stable or just as 

stable aggregates, with co-formulation a again being the only exception. 

4.6 Conclusions  
 

 In conclusion, the synthesis and characterisation of three novel SSAs (compounds 90-

92) and ten novel SSA co-formulations (co-formulations c-l) have been discussed through the 

study in the solid and solution state. Solution state studies confirmed the presence of larger self-

associated aggregates in aqueous conditions (5% EtOH) for all compounds and co-formulations, 

with the exceptions of compound 88, co-formulations e, f, i and j, which were further studied 

using DLS and zeta potential measurements. In the organic solvent DMSO compound 88, 89, 90, 

91 and co-formulations a, b, i, j and k showed no ‘loss’ in qNMR studies and further studied 

using 1H DOSY NMR to determine the size of the particles present in solution which the sizes 

observed were indicative of lower order species such as dimers. The strength of the association 

was then determined through a series of dilution studies. The surface tension and critical micelle 

concentration was determined for all compounds and co-formulations were solubility allowed.  

In order to determine whether SSAs could be used as uptake agents, a series of timed 

qNMR, DLS and zeta potential measurements were carried out; to determine if whether over a 

timed period there is a difference in the observed amount of co-formulant signal ‘lost’ and 

therefore, deemed to have been taken up by the SSA into self-associated aggregates, with the 

size and stability of these aggregates also studied. The stability of the aggregates through this 

method were on the whole more stable using this method of combining SSA and co-formulant, 
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the sizes also reflected this as they either were larger (amalgamations of aggregates) or of similar 

in size that originally observed.  

 It is hoped that through this proof-of-concept study that SSAs can be used as uptake 

agents for other molecules, more specifically environmental pollutants from water. To further 

this work, the library of SSA co-formulations will be expanded to include more environmental 

pollutants and studied within the solution state as discussed here. Additional studies into 

whether an SSA can release the co-formulant after uptake would need to be studied which 

would further expand the use of SSAs into uptake and release agents.  
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Chapter 5 – Final Conclusions 
 

This thesis has focused on the development of a range of OP CWA simulants and 

strategies for their detection and remediation, it has also focused on strategies that enable the 

cleanup of small molecules from an aqueous environment. The determination of association 

constants for a series of hydrogen bonded complexes experimentally and modelled using a 

range of computational methods. In addition, association constants were determined 

experimentally through a series of 1H NMR titration studies at 298 K in CD3CN. It was through 

the combination of these methods and exhaustive parameter searches that a predictive model 

to aid the choice of OP CWA simulant for novel detection technologies through complexation 

events was explored. Furthermore, a variety of physicochemical properties were investigated to 

further explore the properties of any potentially OP CWA simulant. Any biological toxicity of 

these compounds was considered and screened using S. pombe. It was found that the majority 

of the compounds discussed pose no significant toxicity to these eukaryotic organisms that these 

yeast cells are a model for. 

Additionally, the breakdown of these compounds has been investigated in the presence 

of a base. Comparative breakdown rates determined and used in order to elucidate predictive 

models for OP CWA simulant reactivity, through the predictive methodologies developed for 

association constant determination. This will allow for a more accessible approach in the 

development of novel OP CWA remediation technologies, and through the development of 

these models the importance of considering experimental limitations was highlighted and allows 

for an improved predication of a potential simulants’ reactivity.   

Finally, the self-associative properties of five structurally related compounds and their 

co-formulations with three co-formulants were studied in organic and aqueous conditions and 

confirmed the presence of larger self-associated aggregates in both conditions. These 

aggregates were further investigated through a range of solution state methodologies such as 
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DLS, Zeta potential (aqueous conditions only) and CMC determination (aqueous conditions 

only). Lower order species such as dimers were also confirmed through a series of 1H NMR DOSY 

studies, and self-association constants determined through a series of dilution studies. The 

potential for these molecules to be used as uptake agents was examined through a series of 

timed quantitative 1H NMR, DLS and zeta potential studies, in order to observe whether not only 

could these aggregates be used to uptake other molecules but also over a time frame how this 

observed uptake may differ. These studies provided the proof-of-concept that these molecules 

can uptake other molecules and will provide a basis for further exploration into the area of SSAs 

as environmental organic pollutant uptake in aqueous systems. 
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Chapter 6 – Experimental procedures 
 

6.1 General information 
 

General remarks: A positive pressure of nitrogen and oven dried glassware were used for all 

reactions. All solvents and starting materials were purchased from known chemical suppliers or 

available stores and used without any further purification unless specifically stipulated. The 

NMR spectra were obtained using a Jeol ECS-400, Bruker AV2 400 MHz or AVNEO 400 MHz 

spectrometer. The data was processed using Topspin software. NMR Chemical shift values are 

reported in parts per million (ppm) and calibrated to the centre of the residual solvent peak set 

(s = singlet, br = broad, d = doublet, t = triplet, q = quartet, m = multiplet). Self-association 

constant calculation: Self-association constants were determined using Bindfit v0.5 

(http://app.supramolecular.org/bindfit/). All the data can be accessed online using the 

hyperlinks provided.  

Infrared spectra were obtained using a Shimadzu IR-Affinity-1 model Infrared 

spectrometer. The data are analysed in wavenumbers (cm -1 ) using IRsolution software. The 

melting point for each compound was measured using Stuart SMP10 melting point apparatus 

which has a temperature range from ambient to 200 °C, compounds which exhibit a melting 

point greater than 200 are displayed as > 200 °C.  

High-resolution mass spectrometry was performed using a Bruker microTOF-Q mass 

spectrometer and spectra recorded and processed using Bruker’s Compass Data Analysis 

software. Sample preparation: Approximately 1 mg of each compound was dissolved in 1 mL of 

methanol. This solution was further diluted 100-fold before undergoing analysis where 10 μL of 

each sample was then injected directly into a flow of 10 mM ammonium acetate in 95 % water 

(flow rate = 0.02 mL/min). 
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6.1.1 General information Chapter 2 
 

Proton NMR titration studies: Firstly, a solution of the appropriate receptor (1.5 mL, 0.01 M) 

was prepared; of this solution 0.5 mL was placed in an NMR tube. The remaining 1 mL of the 

receptor solution was used to prepare a 0.15 M solution of the appropriate guest. The guest-

receptor stock solution was titrated into the NMR tube and a 1H NMR taken before/after each 

addition of the stock solution. 

Job Plot analysis method: Two solutions were produced; the first solution was a 3 mL, 0.01 M 

solution of the receptor and the second was a 3 mL, 0.01 M solution of the simulant. Of the 

receptor solution 0.5 mL was added to an NMR tube. The amount of receptor solution was then 

decreased by 0.05 mL and the amount of simulant solution increased by 0.05 mL for each 

successive NMR tubes until a 9:1 simulant:receptor ratio was reached. A 1H NMR spectra was 

taken for each of the ten NMR tubes and calibrated to the solvent peak. The data was then used 

to produce a job plot, in accordance with the methods described by Job.380 

Schizosaccharomyces pombe studies: Biological screening was carried out using 96 well plates 

and the Thermo Scientific™, Multiskan™ GO Microplate Spectrophotometer or CLARIOstar high 

performance plate reader with optical density reading taken at 600 nm every 15 minutes for 45 

hours. A Neubauer Improved Bright-Line Cell Counting Chamber Hemocytometer was used in all 

cell density measurements.  

Semi-empirical PM6 modelling methods: Computational calculations to identify primary 

hydrogen bond donating and accepting sites were conducted in line with studies reported by 

Hunter using Spartan 16’.62 Calculations were performed using semi-empirical PM6 methods, 

after energy minimisation calculations, to identify Emin and polarizability values. PM6 was used 

over AM1 in line with research conducted by Stewart.235 To estimate the accessibility of the 

principle HBA site towards supramolecular coordination, the area of the ESPM within 1/8th of 

the Emin for the principle HBA group, and has been termed the ‘steric weighting factor’ (SWF) for 
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ease of reference. The SWF was considered for either one or two sulfonate oxygen atoms for 

51-61. 

 Low level B3LYP/6-31-G* modelling methods: After energy minimisation calculations for 

compounds 40-61, sarin and soman, along with complexes of 36 and compounds 40-61, sarin 

and soman, in the gas phase using Spartan ’16. Data from these calculations were compared to 

that of the semi-empirical PM6 calculations to determine which calculation method should be 

used for each parameter.  

High Level DFT modelling methods: Each individual compound was pre-optimised in the gas 

phase at the PM6 level381 using Spartan ‘1618 before further geometry optimisation at the M06-

2X level382 and the 6-311g(d,p) basis set381 using Gaussian16383 with a PCM solvent model for 

acetonitrile. All structures were confirmed as energy minima by frequency analysis. Adducts 

were modelled by combining the appropriate M06-2X geometries.  For each compound, initial 

geometries for appropriate coordination modes to 36 were chosen and allowed to freely 

optimise. Initial geometries for coordination via single oxygen atom (P=O or S=O), or via two 

oxygen atoms simultaneously (RO-P=O or O=S=O) were considered for 41, 44, 45, 46, 51-55, 60, 

61, sarin, soman; for 44, the optimised geometry precluded a 2-oxygen coordination mode and 

so only the 1-oxygen mode was considered. Given the potential for the partial negative charge 

on fluorine in sarin and soman to engage in hydrogen bonding, an additional mode of association 

with the receptor via both the fluorine and P=O simultaneously (F-P=O association mode) was 

allowed to optimise for these systems. From these results, energies of complex formation could 

be determined by assessing the energy change for the reaction: 

 
𝑅𝑒𝑐𝑒𝑝𝑡𝑜𝑟 36 + 𝐵𝑖𝑛𝑑𝑒𝑟 → 𝐶𝑜𝑚𝑝𝑙𝑒𝑥 
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6.1.1.1 Biological experimental  
 

Preparation of amino acid solution: Adenine (5.63 g, 41.66 mmol), leucine (5.63 g, 41.00 mmol), 

histidine (5.63 g, 36.26 mmol) and uracil (5.63 g, 46.07 mmol) were dissolved into distilled H2O 

(500 mL), autoclaved then allowed to cool to room temperature. 

Preparation of agar plates and initial cell growth: Yeast extract (10 g) and glucose (60.0 g, 
333.03 mmol) were dissolved in distilled H2O (2000 mL) to create a YES solution. This stock 
solution was then divided equally into five bottles. Agar (6 g) was then dissolved into each 400 
mL YES media stock solution. The bottles were autoclaved then allowed to cool to room 
temperature and to each stock solution was added the pre-prepared amino acid solution (8 
mL). This solution was then immediately poured into sterile Petri dishes under sterile 
conditions. The plates were then left to set and stored at 4 °C. Prototroph 
Schizosaccharomyces pombe cells were then streaked onto the agar plates under sterile 
conditions, sealed using Parafilm then grown at 25 °C for two days. EMMG (Edinburg minimal 
media with glutamic acid) media preparation: EMM powder without nitrogen (27.30 g) and L-
glutamic acid monosodium salt hydrate (3.38 g, 19.99 mmol) were dissolved in distilled H2O 
(1000 mL). The EMMG media was then poured into bottles, autoclaved, and allowed to cool to 
room temperature before use. Preparation of 96 well plates for S. pombe toxicity screening: 
EMMG media (20 mL) was inoculated in a sterile Falcon using single colonies from the YES 
plate and incubated overnight at 25 °C with shaking. The cell density was calculated using a 
haemocytometer on the following day and the number of generation times were calculated 
using  

Equation 6.1.1. The cell suspension was then diluted using Equation 6.1.2 to reach a cell density 

of 2x10⁶ cells/mL when grown for a further 20 hours. After 20 hours a final dilution with EMMG 

media was carried out to produce a cell suspension with a density of 0.5x10⁶ cells/mL when 

grown for a further 20 hours. Once the suspension had reached a cell density of 0.5x10⁶ cells/mL, 

an aliquot of the suspension (120 µL) was added to each well of the 96 well plate. 

Number of generation times =  
Incubation time

Generation time
 

 

Equation 6.1.1 Equation to calculate the number of generation times, calculated by dividing the time the 

culture is growing in EMMG media by the number generation time. Our cell suspensions were grown over 

20 hours (incubation time) and the generation time was 4. 
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Volume of suspension needed or dilution = 

1000 × ቂቀ
ୈୣୱ୧୰ୣୢ ୴୭୪୳୫ୣ (୫୐) × ୈୣୱ୧୰ୣୢ ୡୣ୪୪ ୢୣ୬ୱ୧୲୷ (ୡୣ୪୪ୱ/୫୐

ଶ౤౫ౣౘ౛౨ ౥౜ ౝ౛౤౛౨౗౪౟౥౤ ౪౟ౣ౛౩
ቁ ÷ Current densityቃ    

 

Equation 6.1.2: The dilution equation to calculate the volume of suspension needed to inoculate a specific 

volume to a specific concentration after a specific period of time. The desired volume used was 20 mL, 

the desired cell density as stated in text and the number of generation times was calculated using  

Equation 6.1.1. 

A 10mM stock solution of each compound to be tested was prepared in a sterile 1:19 

Ethanol: Distilled water mixture no longer than 2 hours before the start of the toxicity screening 

experiment. An aliquot (60 µL) of an appropriate compound stock solution was then added to a 

single well on the pre-prepared 96 well plate. Each experiment was repeated three times. A 

baseline for cell growth in the absence of compounds was obtained through the addition of an 

aliquot of a sterile 1:19 Ethanol:Distilled water mixture (60 µL) to twelve wells of the 96 well 

plate, to ensure stable growth. The 96 well plates were then sealed using Parafilm and incubated 

in a plate reader at 25°C with shaking. An absorbance reading at 600 nm was taken every 15 

minutes for 45 hours. 

6.1.2 General information Chapter 3 
 

Hydrolytic stability studies: Stock solutions of the appropriate simulant (10 mM) were made up 

in DMSO-d6:D2O (70:30) at 291 K. With a reaction timer started upon the addition of D2O. A 1H 

NMR experiment was then completed for each sample every 2 hours thereafter. The mono 

hydrolysis product was the sole species observed as the result of simulant breakdown under 

these conditions. 

Reactivity studies using sodium hydroxide: For the reactivity studies stock solutions of the 

appropriate simulants (10mM) were made up in MeOD-d4:D2O (70:30) at 291 K, one equivalent 

of NaOH (10 mM) or five equivalents of NaOH (50 mM) was added. A 1H NMR experiment was 
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then completed for each sample every 2 hours thereafter. The mono hydrolysis product was the 

sole species observed as the result of simulant breakdown under these conditions.  

Viscosity studies: Only simulants that are a liquid at 298 K were studied. Each simulant was 

loaded onto the base plate of a Anton Par modular compact rheometer (MCR302) and trimmed 

to the CP60-1 plate. Each experiment was run in triplicate, with three intervals within each run, 

at a d(gamma)/dt = 0-100 1/s logarithmic (sheer rate). The plateau of each viscosity 

measurement was used to calculate the average viscosity for each sample.  

Surface tension studies: Measurements were undertaken using a Biolin Scientific Theta 

Attension optical tensiometer. The data was processed using Biolin OneAttension software. A 

Hamilton gas tight syringe was used for the measurements. A succession of 3 droplets were 

measured for each sample and an average for these measurements reported. 

6.1.3 General information Chapter 4 
 

DLS and zeta potential studies: DLS and Zeta Potential studies were carried out using a Malvern 

Zetasizer Nano ZS or Anton Paar LitesizerTM 500 and processed using KalliopeTM Professional.  

DLS sample preparation: All vials used for preparing the samples were clean and dry. All solvents 

used were filtered to remove any particulates that can interfere with the results obtained. 

Samples of different concentrations were obtained through serial dilution of a concentrated 

solution. All samples underwent an annealing process, in which they were heated to 40 °C before 

being allowed to cool to 25 °C. A series of 9 or 10 runs were recorded at 25 °C.  

Zeta potential sample preparation: All vials used for preparing the samples were clean and dry. 

All solvents used were filtered to remove any particulates that may interfere with the results 

obtained. All samples underwent an annealing process in which the various solutions were 

heated to approximately 40 °C before cooling to room temperature, allowing each sample to 
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reach a thermodynamic minimum. The final zeta potential value given is an average of the 

number of experiments conducted at 25 °C.  

Single Crystal X-ray Studies: A suitable crystal of each compound was selected and mounted on 

a Rigaku Oxford Diffraction Supernova diffractometer. Data were collected using Cu Kα radiation 

at 100K or 293K as necessary due to crystal instability at lower temperatures. Structures were 

solved with the ShelXT or ShelXS structure solution programs via Direct Methods and refined 

with ShelXL by Least Squares minimisation. Olex2 was used as an interface to all ShelX programs.  

Tensiometry Studies: Tensiometry measurements were undertaken using a Biolin Scientific 

Theta Attension optical tensiometer. The data was processed using Biolin OneAttension 

software. A Hamilton gas tight syringe was used for all measurements. Sample preparation: All 

the samples were prepared in an 5% EtOH solution. All samples underwent an annealing process 

in which the various solutions were heated to approximately 40 °C before being allowed to cool 

to room temperature, allowing each sample to reach a thermodynamic minimum. All samples 

were prepared through serial dilution of the most concentrated sample. Three surface tension 

measurements were obtained for each sample at a given concentration, using the pendant drop 

method. The average values were then used to calculate the critical micelle concentration 

(CMC). 

6.2 Synthetic procedures  
 

Compound 36: A solution of 4-(trifluoromethyl)phenyl isothiocyanate (1.57 g, 7.16 mmol) and 

4-(trifluoromethyl)aniline (0.90 mL, 7.16 mmol) in pyridine (4 mL) was stirred at room 

temperature overnight. The pyridine solution was then added to water (30 mL) to precipitate a 

white solid. This solid was collected by filtration and washed with water and then dried to give 

the final product as a white solid (1.92 g, 5.26 mmol) in a yield of 73.5 %. 1H NMR: (400 MHz, 

298 K, DMSO-d6): δ: 7.72 (dd, J1= 8.80 Hz, J2 = 16.40 Hz, 8H), 10.37 (s, 2NH). This compound has 
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been previously synthesised by Gale and co-workers.384 The 1H NMR data provided was found 

to match these previously published data.  

Compound 37: A solution of phenyl isothiocyanate (1.45 g, 10.74 mmol) and aniline (0.98 mL, 

10.74 mmol) in pyridine (4 mL) was stirred at room temperature overnight. The pyridine solution 

was then added to water (30 mL) to precipitate a white solid. This solid was collected by filtration 

and washed with water and dried to give the final product as a white solid (2.07 g, 9.06 mmol) 

in a yield of 84.4 %. 1H NMR: (400 MHz, 298 K, DMSO-d6): δ: 7.12 (t, J = 7.40 Hz, 2H), 7.33 (t, J = 

8.28 Hz, 4H), 7.47 (d, J = 7.52 Hz, 4H), 9.80 (s, 2NH). This compound has been previously 

synthesised by Gale and co-workers.384 The 1H NMR data provided was found to match these 

previously published data.  

Compound 38: A solution of benzyl isothiocyanate (1.24 mL, 9.33 mmol) and benzylamine (1 mL, 

9.33 mmol) in pyridine (4 mL) was stirred at room temperature overnight. The pyridine solution 

was then added to water (30 mL) to precipitate a white solid. The white solid was then collected 

by filtration and washed with water and dried to give the pure product (1.74 g, 6.79 mmol) in a 

yield of 72.8 %. 1H NMR: (400 MHz, 298 K, CDCl3): δ: 4.66 (s, 4H), 7.25-7.34 (m, 12H). 1H NMR: 

(400 MHz, 298 K, CD3CN): δ: 4.69 (br s, 2H), 6.77 (br s, 2NH), 7.24-7.35 (m, 10H). This compound 

has been previously synthesised by Lui and co-workers.385 The 1H NMR data provided was found 

to match previously these published data. Proton NMR was also obtained in CD3CN (Figure S4) 

to allow for accurate integration.  

Compound 39: Acetone (5.00 mL, 67.15 mmol) was added to pyrrole (1.00 mL, 14.04 mmol), 

followed with a few drops of HCl. The solution was left to stir for 30 minutes. A yellow precipitate 

formed which was collected by filtration, washed with methanol and then dried to give the final 

product as a white solid (0.858 g, 2.00 mmol) in a yield of 57.1 %. 1H NMR: (400 MHz, 298 K, 

CDCl3): δ: 7.00 (s, 4NH), 5.90 (d, J = 2.72 Hz, 8H), 1.51 (s, 24H). This compound has been 
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previously synthesised by Chauhan and co-workers.386 The 1H NMR data provided was found to 

match these previously published data.  

Compound 40: Diethyl chlorophosphate (0.45 mL, 3.08 mmol) was added to a stirring solution 

of 3,5-(trifluoromethyl)phenol (0.47 mL, 3.08 mmol) and triethylamine (0.43 mL, 3.08 mmol) in 

chloroform (10 mL). The mixture was then allowed to stir at room temperature overnight. The 

organic phase was then washed with an aqueous 0.3M NaOH solution (30 mL). The organic layer 

was then taken to dryness to give this final product as a colourless oil (0.73 g, 2.00 mmol) with 

a yield of 64.9 %. 1H{31P} NMR: (400 MHz, 298 K, CDCl3): δ: 1.32 (t, J= 7.08 Hz, 6H), 4.22 (q, J = 

7.12 Hz, 4H), 7.64 (br s, 3H); 13C{1H} NMR: (100 MHz, 298 K, CDCl3): δ: 16.0 (d, J = 6.49 Hz, CH3), 

65.3 (d, J = 6.12 Hz, CH2), 118.7 (sept, J = 3.61 Hz, ArCH), 120.8 (m, ArCH), 122.6 (q, J = 271.42 

Hz, CF3), 133.3 (q, J = 33.94 Hz, ArC), 151.4 5 (d, J = 6.31 Hz, ArC). IR (film): ν = (cm-1): 831 (P-O 

stretch), 1275 (P=O stretch); HRMS (C12H13F6O4P) (ESI+ ): m/z: act: 367.0652 [M + H]+, cal: 

367.0534 [M + H]+.  

Compound 41: Diethyl chlorophosphate (0.59 g, 3.08 mmol) was added to a stirring solution of 

4-(trifluoromethyl)phenol (0.50 g, 3.08 mmol) and triethylamine (0.43 mL, 3.08 mmol) in 

chloroform (10 mL). The mixture was then allowed to stir at room temperature overnight. The 

organic phase was then washed with an aqueous 0.3M NaOH solution (30 mL). The organic layer 

was then taken to dryness to give the final product as a colourless oil (0.83 g, 2.78 mmol) in a 

yield of 90.3 %. 1H{31P} NMR: (400 MHz, 298 K, CDCl3): δ: 1.39 (t, J= 7.08 Hz, 6H), 4.26 (q, J = 7.08 

Hz, 4H), 7.36 (d, J = 8.56 Hz, 2H), 7.64 (d, J = 8.64 Hz, 2H); 13C{1H} NMR: (100 MHz, 298 K, CDCl3): 

δ: 16.0 (d, J = 7.22 Hz, CH3), 64.9 (d, J = 5.77 Hz, CH2), 120.2 (d, J = 5.05, ArCH), 122.5 (q, J = 

270.08 Hz, CF3), 127.1 (q, J = 3.61 Hz, ArCH), 127.2 (q, J = 33.22 Hz, ArC), 153.2 (dd, J1 = 1.59 Hz, 

J2 = 6.50 Hz, ArC); IR (film): ν = (cm-1 ): 820 (P-O stretch), 1277 (P=O stretch). HRMS (C11H14F3O4P) 

(ESI+): m/z: act: 299.0762 [M + H]+, cal: 299.0660 [M + H]+.  
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Compound 42: Diethyl chlorophosphate (0.52 mL, 3.59 mmol) was added to a stirring solution 

of 4-nitrophenol (0.50 g, 3.59 mmol) and triethylamine (0.50 mL, 3.59 mmol) in chloroform (10 

mL). This mixture was then allowed to stir at room temperature overnight. The organic phase 

was then washed with an aqueous 0.3M NaOH solution (30 mL). The organic layer was then 

taken to dryness to give the pure product as a clear yellow oil (0.86 g, 2.86 mmol) in a yield of 

79.7 %. 1H NMR: (400 MHz, 298 K, CDCl3): δ: 1.31 (t, J = 7.08 Hz, 6H), 4.19 (q, J = 7.08, 4H), 7.31 

(d, J = 9.20 Hz, 2H), 8.18 (d, J = 9.16, 2H). This compound has been previously synthesised by 

Kuei and co-workers.387 The 1H NMR data provided was found to match previously these 

published data.  

Compound 43: Diethyl chlorophosphate (0.77 mL, 5.31 mmol) was added to a stirring solution 

of phenol (0.5 g, 5.31 mmol) and triethylamine (0.74 mL, 5.31 mmol) in chloroform (10 mL). The 

mixture was then allowed to stir at room temperature overnight. The mixture was then allowed 

to stir at room temperature overnight. The organic phase was then washed with an aqueous 

0.3M NaOH solution (30 mL). The organic layer was then taken to dryness to give the pure 

product as a colourless oil (0.77 g, 3.37 mmol) with a yield of 63.5 %. 1H{31P} NMR: (400 MHz, 

298 K, CDCl3): δ: 1.34 (t, J = 7.08 Hz, 6H), 4.20 (q, J = 7.08 Hz, 4H), 7.14 – 7.22 (m, 3H), 7.33 (t, J 

= 8.58 Hz, 2H). This compound has been previously synthesised by Katritzky and co-workers.388 

The 1H NMR data provided was found to match previously these published data.  

Compound 44: Diethyl chlorophosphate (2.20 mL, 15.0 mmol) in pyridine (1.20 mL, 15.0 mmol) 

was added to a stirring solution of cyclohexanol (1.00 g, 9.98 mmol) in dichloromethane (10 

mL).The solution was stirred at 0 ℃ then allowed to warm up to room temperature overnight. 

The reaction was then quenched with methanol (50 mL) and concentrated in vaccu. The 

resulting white solid was then dissolved in ethyl acetate (50 mL) and washed with 1M HCl (50 

mL), saturated NaHCO3 solution (50 mL). The organic layer was then taken to dryness to give a 

colourless oil (1.93 g, 8.17 mmol) with a yield of 81.7 %. 1H{31P} NMR (298 K, CDCl3, 400 MHz): δ; 
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1.24-1.99 (m, 18H), 4.11 (q, J = 7.08, 4H), 4.34-4.41 (m, 1H). This compound has been previously 

synthesised by Kang et al.389 The 1H NMR data provided was found to match previously these 

published data.172 

Compound 45: Diethyl chlorophosphate (0.97 mL, 6.74 mmol) was added to a stirring solution 

of butanol (0.50 g, 6.74 mmol) and triethylamine (0.94 mL, 6.74 mmol) in chloroform (10 mL). 

The mixture was then allowed to stir at room temperature overnight. The organic phase was 

then washed with an aqueous 0.3M NaOH solution (30 mL). The organic layer was then taken to 

dryness to give the pure product as a colourless oil (1.21 g, 5.74 mmol) in a yield of 85.2 %. 

1H{31P} NMR: (400 MHz, 298 K, CDCl3): δ: 0.93 (t, J = 7.36 Hz, 3H), 1.32 – 1.46 (m, 8H), 1.63 – 1.70 

(m, 2H), 4.02 – 4.13 (m, 6H); 13C{1H} NMR: (100 MHz, 298 K, DMSO-d6): δ: 13.9 (CH3), 16.4 (CH2), 

18.6 (CH2), 32.2 (d, J = 6.54 Hz, CH3), 63.5 (d, J = 5.80 Hz, CH2), 67.0 (d, J = 5.95 Hz, CH2); IR (film): 

ν = (cm-1): 802 (P-O stretch), 1275 (P=O stretch); HRMS (C8H19O4P) (ESI+): m/z: act: 211.1142 [M 

+ H]+ , cal: 211.1099 [M + H]+.  

Compound 51: p-Toluene sulfonylchloride (0.588 g, 3.08 mmol) was added to a stirring solution 

of 4-(trifluoromethyl)phenol (0.75 g, 4.62 mmol) and triethylamine (0.43 mL, 4.62 mmol) in 

chloroform (10 mL). The mixture was then allowed to stir at room temperature overnight and 

then washed with an aqueous 0.3M NaOH solution (30 mL). The organic layer was then taken to 

dryness under reduced pressure to give the pure product as a white solid (0.58 g, 1.82 mmol) in 

a yield of 59.1 %. 1H NMR: (400 MHz, 298 K, CDCl3): δ: 2.44 (s, 3H), 7.10 (d, J = 8.36 Hz, 2H), 7.32 

(d, J = 8.00 Hz, 2H), 7.55 (d, J = 8.52 Hz, 2H), 7.70 (d, J = 8.40 Hz, 2H). 13C{1H} NMR: (100 MHz, 

298 K, CDCl3): δ: 21.7 (CH3), 122.9 (ArCH), 122.2 (q, J = 270.81 Hz, CF3), 127.0 (q, J = 3.61 Hz, 

ArCH), 128.5 (ArC), 129.2 (q, J = 33.22 Hz, ArC), 129.9 (ArCH), 132.0 (ArC), 145.8 (ArC), 151.9 

(ArC); IR (film): ν = (cm-1): 849 (S-O stretch), 1184 and 1352 (S=O stretch); HRMS (C14H11F3O3S) 

(ESI+): m/z: act: 339.0286 [M + Na]+, cal: 339.0279 [M + Na]+.  
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Compound 52: p-Toluene sulfonylchloride (0.69 g, 3.59 mmol) was added to a stirring solution 

of 4-nitrophenol (0.50 g, 3.59 mmol) and triethylamine (0.50 mL, 3.59 mmol) in chloroform (10 

mL). This mixture was allowed to stir at room temperature overnight, then washed with an 

aqueous 0.3M NaOH solution (30 mL), and the organic layer was then taken to dryness to give 

the pure product as a pale yellow solid (0.84 g, 2.88 mmol) in a yield of 80.2 %. 1H NMR: (400 

MHz, 298 K, CDCl3): δ: 2.50 (s, 3H), 7.21 (d, J = 9.20 Hz, 2H), 7.38 (d, J = 8.04 Hz, 2H), 7.76 (d, J = 

8.40 Hz, 2H), 8.22 (d, J = 9.20 Hz, 2H). This compound has been previously synthesised by Wei 

and co-workers.390 The 1H NMR data provided was found to match these previously published 

data.  

Compound 53: p-Toluene sulfonylchloride (1.01 g, 5.31 mmol) was added to a stirring solution 

of phenol (0.50 g, 5.31 mmol) and triethylamine (0.74 mL, 5.31 mmol) in chloroform (10 mL) 

and, stirred at room temperature overnight. The solution was then washed with an aqueous 

0.3M NaOH solution (30 mL), and the organic layer was then taken to dryness to give the pure 

product as a white solid (1.27 g, 5.10 mmol) in a yield of 96.0 %. 1H NMR: (400 MHz, 298 K, 

CDCl3): δ: 2.42 (s, 3H), 7.00 (d, J = 8.16 Hz, 2H), 7.31 (t, J = 7.36 Hz, 1H), 7.38 (t, J = 7.12 Hz, 2H), 

7.46 (d, J = 7.96 Hz, 2H), 7.72 (d, J = 8.32 Hz, 2H). This compound has been previously synthesised 

by Gibson and co-workers.391 The 1H NMR data provided was found to match these previously 

published data.  

Compound 54: p-Toluenesulfonyl chloride (2.85 g, 15.00 mmol) in pyridine (1.20 mL, 15.00 

mmol) was added to a stirring solution of cyclohexanol (1.00 g, 9.98 mmol) in dichloromethane 

(10 mL). The solution was stirred at 0 ℃ and allowed to warm to room temperature overnight. 

The reaction was then quenched with methanol (50 mL) and concentrated in vaccu. The 

resulting white solid was then dissolved in ethyl acetate (50 mL) and washed with 1M HCl (50 7 

mL), saturated NaHCO3 solution (50 mL). The organic layer was taken to dryness to give a 

colourless oil (1.82 g, 7.16 mmol) with a yield 71.6 %. 1H NMR (298 K, CDCl3, 400 MHz): δ; 0.85-
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1.81 (m, 12H), 2.46 (s, 3H), 4.49 – 4.55 (m, 1H), 7.34 (d, J = 7.96 Hz, 2H), 7.34 (d, J = 8.32 Hz, 2H). 

This compound has been previously synthesised by Wei and co-workers.390 The 1H NMR data 

provided was found to match those previously published data.  

Compound 55: p-Toluene sulfonylchloride (1.29 g, 6.74 mmol) was added to a stirring solution 

of butanol (0.62 mL, 6.74 mmol) and triethylamine (0.94 mL, 6.74 mmol) in chloroform (10 mL). 

This mixture was allowed to stir at room temperature overnight, then washed with an aqueous 

0.3M NaOH solution (30 mL), and the organic layer was then taken to dryness to give the pure 

product as a colourless oil (1.32 g, 5.78 mmol) in a yield of 85.8 %. 1H NMR: (400 MHz, 298 K, 

CDCl3): δ: 0.85 (t, J = 7.40 Hz, 3H), 1.29-1.39 (m, 2H), 1.59-1.66 (m, 2H), 2.45 (s, CH3), 4.03 (t, J = 

6.74 Hz, 2H), 7.35 (d, J = 8.00 Hz, 2H), 7.79 (d, J = 7.79 Hz, 2H). This compound has been 

previously synthesised by Wei and co-workers.390 The 1H NMR data provided was found to match 

these previously published data.  

Compound 56: To a stirring solution of 3,5-bis(trifluoromethyl) phenol (1.00 g, 4.34 mmol) in 

chloroform (10 mL) and trimethylamine (0.86 ml, 6.17 mmol), was added methylsulfonyl 

chloride (0.34 mL, 4.34 mmol). The solution was stirred at room temperature for three hours, 

washed with an aqueous 0.3M NaOH solution (30 mL), and the organic layer taken to dryness to 

give a white solid (1.31 g, 4.25 mmol) with a yield of 98.5 % . 1H NMR (298 K, CDCl3, 400 MHz): 

δ; 3.31 (s, 3H), 7.79 (s, 2H), 7.89 (s, 2H). This compound has been previously synthesised by 

Seayad and co-workers.392 The 1H NMR data provided was found to match previously these 

published data.  

Compound 57: Methylsulfonyl chloride (0.13 mL, 1.58 mmol) was added to a stirring solution of 

4-trifluoromethyl phenol (0.26 g, 1.58 mmol) in chloroform (10 mL) and trimethylamine (0.22 

ml, 1.58 mmol). The solution was stirred at room temperature for three hours, washed with an 

aqueous 0.3M NaOH solution (30 mL), and the organic layer taken to dryness to give a pale 

yellow solid (0.35 g, 1.44 mmol) with a yield of 91.2 %, melting point 49-51 ℃. 1H NMR (298 K, 
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CDCl3, 400 MHz): δ; 3.23 (s, 3H), 7.44 (d, J = 8.52 Hz, 2H), 7.73 (d, J = 8.52 Hz, 2H); 13C{1H} NMR: 

(100 MHz, 298 K, CDCl3): δ: 37.8 (CH3), 122.2 (q, J = 270.84 Hz, CF3), 122.6 (ArCH), 127.5 (q, J = 

3.69 Hz, ArCH), 129.37 (q, J = 32.93 Hz, ArC), 151.3 (ArC). IR (film): ν = (cm-1 ): 851 (S-O stretch), 

1175 and 1364 (S=O stretch).  

Compound 58: Methylsulfonyl chloride (0.56 mL, 7.19 mmol) was added to a stirring solution of 

4-nitrophenol (1.00 g, 7.19 mmol) in chloroform (10 mL) and trimethylamine (0.50 ml, 3.56 

mmol). The solution was stirred at room temperature for three hours, washed with an aqueous 

0.3M NaOH solution (30 mL), and the organic layer taken to dryness to give a white solid (0.94 

g, 4.35 mmol) with a yield of 60.5 %. 1H NMR (298 K, CDCl3, 400 MHz): δ; 3.23 (s, 3H), 7.50 (d, J 

= 9.20 Hz, 2H), 8.34 (d, J = 9.16 Hz, 2H). This compound has been previously synthesised by 

Tokuyama and co-workers.393 The 1H NMR data provided was found to match previously these 

published data.175 

Compound 59: Methylsulfonyl chloride (0.82 mL, 10.63 mmol) was added to a stirring solution 

of phenol (1.00 g, 10.63 mmol) in chloroform (10 mL) and trimethylamine (0.50 ml, 3.56 mmol). 

The solution was stirred at room temperature for three hours, washed with an aqueous 0.3M 

NaOH solution (30 mL), and the organic layer taken to dryness to give a white solid (0.96 g, 5.56 

mmol) with a yield of 52.3 %. 1H NMR (298 K, CDCl3, 400 MHz): δ; 3.16 (s, 3H), 7.31 – 7.38 (m, 

3H), 7.45 (t, J = 7.28 Hz, 2H). This compound has been previously synthesised by Seayad and co-

workers. 392 The 1H NMR data provided was found to match previously these published data.  

Compound 60: Methylsulfonyl chloride (0.78 mL, 10.10 mmol) in pyridine (0.82 mL, 10.10 mmol) 

was added to a stirring solution of cyclohexanol (1.00 g, 9.98 mmol) in dichloromethane (10 mL). 

The solution was stirred at 0 ℃ and allowed to warm to room temperature. The reaction was 

then quenched with methanol (50 mL) and concentrated in vaccu. The resulting white solid was 

then dissolved in ethyl acetate (50 mL) and washed with 1M HCl (50 mL), saturated NaHCO3 

solution (50 mL). The organic layer was then taken to dryness to give a yellow oil (1.68 g, 9.42 
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mmol) with a yield of 94.4 %. 1H NMR (298 K, CDCl3, 400 MHz): δ; 1.29-2.03 (m, 10H), 3.02 (s, 

3H), 4.72 (m, 1H). This compound has been previously synthesised by Martín and co-workers.394 

The 1H NMR data provided was found to match previously these published data.  

Compound 61: Methylsulfonyl chloride (1.56 mL, 20.20 mmol) in pyridine (1.64 mL, 20.20 mmol) 

was added to a stirring solution of butanol (1.00 g, 13.4 mmol) in dichloromethane (10 mL). The 

solution was stirred at 0 ℃ and allowed to warm to room temperature. The reaction was then 

quenched with methanol (50 mL) and concentrated in vaccu. The resulting white solid was then 

dissolved in ethyl acetate (50 mL) and washed with 1M HCl (50 mL), saturated NaHCO3 solution 

(50 mL) organic layer taken to dryness to give a yellow oil (1.43 g, 9.39 mmol) with a yield of 70.1 

%. 1H NMR (298 K, CDCl3, 400 MHz): δ; 0.89 (t, J = 7.36 Hz, 3H), 1.37 (m, 2H), 1.67 (m, 2H), 2.93 

(s, 3H), 4.17 (t, J = 6.56 Hz, 2H). This compound has been previously synthesised by Li and co-

workers.395 The 1H NMR data provided was found to match previously these published data. 

Compound 88: This compound was synthesised on a 2 mmol scale in line with our previously 

published method.341 1H NMR (400 MHz, 298.15 K, DMSO-d6): δ: 0.93 (t, J = 7.28 Hz, 12H), 1.26 

- 1.35 (m, 8H), 1.52 - 1.60 (m, 8H), 3.14 - 3.18 (m, 8H), 3.81 (d, J = 5.80 Hz, 2H), 4.63 (s, 2H), 6.17 

(t, J = 5.68 Hz, 1H), 6.45 (d, J = 8.68 Hz, 2H), 6.99 (d, J = 8.64 Hz, 2H), 8.22 (s, 1H). 

Compound 89: This compound was synthesised on a 2 mmol scale in line with our previously 

published method.15 1H NMR (400 MHz, 298.15 K, DMSO-d6): δ: 0.92-1.06 (m, 18H), 1.29 - 1.35 

(m, 8H), 1.56 - 1.59 (m, 8H), 3.15 - 3.27 (m, 12H), 3.84 (d, J = 5.80 Hz, 2H), 6.22 (t, J = 5.56 Hz, 

1H), 6.59 (d, J = 9.00 Hz, 2H), 7.14 (d, J = 9.00 Hz, 2H), 8.34 (s, 1H). 

Compound 90: Aminomethanesulfonic acid (0.22 g, 2.0 mM) was dissolved in 

tetrabutylammonium hydroxide in methanol (2.0 mL, 2.0 mM) and taken to dryness. 

Triphosgene (0.30 g, 1.0 mM) was added to 4-aminopyridine (0.39 g, 2.0 mM) and triethylamine 

(1.83 mL, 6.0 mM) in ethyl acetate (30 mL) and left to stir at RT under an inert atmosphere for 4 

hours. Tetrabutylammonium aminomethanesulfonate (2.0 mM) was dissolved in ethyl acetate 
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(10 mL) and added to a stirring solution of the isocyanate in ethyl acetate (30 mL), refluxed at 

60 C under an inert atmosphere overnight. The resultant precipitate was recrystallised with 

ethyl acetate to give a white solid with a yield of 63.5 % (0.60 g, 1.27 mM). Melting point: > 200 

°C ;  1H NMR (400 MHz, 298.15 K, DMSO-d6): δ: 0.93 (t, J = 7.28 Hz, 12H), 1.26 - 1.35 (m, 8H), 1.53 

- 1.61 (m, 8H), 3.14 - 3.18 (m, 8H), 3.87 (d, J = 5.88 Hz, 2H), 6.67 (s, 1H), 7.33 (d, J = 6.36 Hz, 2H), 

8.27 (d, J = 6.24 Hz, 2H), 9.22 (s, 1H); 13C{1H} NMR (100 MHz, 298.15 K, DMSO-d6): δ: 13.6 (CH3), 

19.7 (CH2), 23.5 (CH2), 56.3 (CH2), 58.0 (CH2), 112.3 (ArCH), 147.9 (ArC), 150.0 (ArCH), 154.5 

(C=O); IR (film): ν = 3275 (NH stretch), 1694, 1244, 1167, 878; HRMS for the sulfonate-urea ion 

(C7H8N3O4S-) (ESI- ): m/z: act: 230.8784 [M]- cal: 230.2185 [M]-.  

Compound 91: Aminomethanesulfonic acid (0.22 g, 2.0 mM) was dissolved in 

tetrabutylammonium hydroxide in methanol (2.0 mL, 2.0 mM) and taken to dryness. 

Triphosgene (0.30 g, 1.0 mM) was added to tert butyl-4-aminobenzoate (0.39 g, 2.0 mM) in ethyl 

acetate (30 mL) and left to stir at 60 C under an inert atmosphere for 4 hours. 

Tetrabutylammonium aminomethanesulfonate (2.0 mM) was dissolved in ethyl acetate (10 mL) 

and added to a stirring solution of the isocyanate in ethyl acetate (30 mL), refluxed at 60 C 

under an inert atmosphere overnight. The organic phase was then twice washed with H2O (20 

mL) and the organic layer taken to dryness to give a brown oil with a yield of 80.5 % (0.92 g, 1.60 

mM). Melting Point: 68 °C; 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.94 (t, J = 7.28 Hz, 12H), 1.26 

- 1.34 (m, 8H), 1.50 - 1.61 (m, 17H), 3.15 - 3.19 (m, 8H), 3.88 (d, J = 5.84 Hz, 2H), 6.63 (s, 1H), 

7.47 (d, J = 8.76 Hz, 2H), 7.76 (d, J = 8.76 Hz, 2H), 9.15 (s, 1H); 13C{1H} NMR (100 MHz, 298 K, 

DMSO-d6): δ: 13.5 (CH3), 19.2 (CH2), 23.06 (CH2), 27.9 (CH3), 55.9 (CH2), 57.5 (CH2), 79.8 (C), 116.5 

(ArCH), 123.4 (ArC), 130.0 (ArCH), 144.9 (ArC), 154.2 (C=O), 164.8 (C=O); IR (film): ν = 3280 (NH 

stretch), 1695, 1219, 1157, 858; HRMS for the sulfonate-urea ion (C13H15N2O6S-) (ESI-): m/z: act: 

164.0026 [M - H]2-, cal: 164.0107 [M - H]2-. 
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Compound 92: Trifluoroacetic acid (2 mL) was added to a stirring solution of compound 3 (0.20 

g, 0.39 mM) in dichloromethane (5 mL) and left at RT for 30 minutes. Sodium hydroxide (6 M) 

was added dropwise until a neutral pH was reached. The resultant precipitate removed by 

filtration to give the pure product as a white solid with a yield of 79.5 % (0.16 g, 0.31 mM). 

Melting point: 90 °C ; 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.93 (t, J = 7.28 Hz, 12H), 1.26 - 

1.35 (m, 8H), 1.53 - 1.60 (m, 8H), 3.14 - 3.18 (m, 8H), 3.87 (d, J = 5.84 Hz, 2H), 6.58 (s, 1H), 7.46 

(d, J = 8.72 Hz, 2H), 7.80 (d, J = 8.76 Hz, 2H), 9.15 (s, 1H), 12.49 (s, 1H); 13C{1H} NMR (100 MHz, 

298 K, DMSO-d6): δ: 13.6 (CH3), 19.2 (CH2), 23.1 (CH2), 56.2 (CH2), 57.5 (CH2), 115.9 (ArCH), 129.7 

(ArCH), 133.2 (ArC), 141.4 (ArC), 157.8 (C=O), 170.0 (C=O); IR (film): ν = 3278 (NH stretch), 1697, 

1220, 1163, 881;  HRMS for the sulfonate-urea ion (C9H7N2O6S-) (ESI-): m/z: act: 164.0107 [M - 

H]2- cal: 164.0370 [M- H]2- . 

Co-formulation a: This compound was synthesized in line with our previously published 

method.3 1H NMR (400 MHz, 298 K, DMSO-d6): δ 0.93 (t, J = 7.28 Hz, 12H), 1.26-1.35 (m, 8H), 

1.52-1.60 (m, 8H), 3.13-3.18 (m, 8H), 3.82 (d, J = 5.84 Hz, 2H), 6.21 (t, J = 5.52 Hz, 1H), 6.55 (d, J 

= 8.68 Hz, 2H), 7.05 (d, J = 8.72 Hz, 2H), 7.39-7.45 (m, 2H), 7.73 (t, J = 8.48 Hz, 1H), 7.90 (d, J = 

9.28 Hz, 1H), 8.32 (s, 1H), 8.75 (s, 1H). 

Co-formulation b: This compound was synthesized in line with our previously published 

method.3 1H NMR (400 MHz, 298 K, DMSO-d6): δ 0.94 (t, J = 7.28 Hz, 12H), 1.04 (t, J = 7.00 Hz, 

6H), 1.26-1.36 (m, 8H), 1.53-1.61 (m, 8H), 3.14-3.27 (m), 3.82 (d, J = 5.80 Hz, 2H), 6.19 (t, J = 5.24 

Hz, 1H), 6.58 (d, J = 8.96 Hz, 2H), 7.13 (d, J = 8.96 Hz, 2H), 7.35-7.41 (m, 2H), 7.66 (t, J = 8.20 Hz, 

1H), 7.83 (d, J = 7.2 Hz, 1H), 8.32 (s, 1H), 8.45 (s, 1H). 

Co-formulation c: Coumarin-3-carboxylic acid (0.08 g, 0.4 mM) was added to compound 90 (0.20 

g, 0.4 mM) in methanol and taken to dryness to give a white solid with a yield of 100 % (0.27 g, 

2.0 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.94 (t, J = 7.32 Hz, 12H), 1.27 - 1.36 (m, 8H), 

1.53 - 1.61 (m, 8H), 3.14 - 3.19 (m, 8H), 3.88 (d, J = 5.84 Hz, 2H), 6.79 (s, 1H), 7.35-7.45 (m, 4H), 
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7.73 (t, J = 8.48 Hz, 1H), 7.91 (d, J = 7.88 Hz, 1H), 8.28 (d, J = 6.32 Hz, 2H), 8.72 (s, 1H), 9.32 (s, 

1H). 

Co-formulation d: Coumarin-3-carboxylic acid (0.07 g, 0.38 mM) was added to compound 91 

(0.2 g, 0.38 mM) in methanol and taken to dryness to give a white solid with a yield of 100 % 

(0.27 g, 0.38 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.94 (t, J = 7.32 Hz, 12H), 1.27 - 1.36 

(m, 8H), 1.53 - 1.61 (m, 8H), 3.14 - 3.89 (m, 8H), 3.87 (d, J = 5.80 Hz, 2H), 6.58 (s, 1H), 7.29-7.35 

(m, 2H), 7.46 (d, J = 8.76 Hz, 2H), 7.55 (t, J = 7.12 Hz, 1H), 7.72 (d, J = 7.60 Hz, 1H), 7.81 (d, J = 

8.84 Hz, 2H) 8.05 (s, 1H), 9.14 (s, 1H). 

Co-formulation e: 8-Hydroxypyrene-1,3,6-trisulfonic acid trisodium salt (0.21 g, 0.4 mM) was 

added to compound 88 (0.20 g, 0.4 mM) in methanol and taken to dryness to give a brown solid 

with a yield of 100 % (0.40 g, 0.4 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.95 (t, J = 7.28 

Hz, 12H), 1.24 - 1.33 (m, 8H), 1.50 - 1.58 (m, 8H), 3.12 - 3.16 (m, 8H), 3.82 (d, J = 5.88 Hz, 2H), 

4.69 (s, 1H) 6.20 (t, J = 5.16 Hz, 1H), 6.45 (d, J = 8.64 Hz, 2H), 6.80 (d, J = 8.64 Hz, 2H), 8.15 (s, 

1H), 8.15-8.30 (m, 2H), 8.85 (d, J = 9.76 Hz, 1H), 8.95-9.02 (m, 2H), 10.67 (s, 1H).  

Co-formulation f: 8-Hydroxypyrene-1,3,6-trisulfonic acid trisodium salt (0.19 g, 0.37 mM) was 

added to compound 89 (0.20 g, 0.37 mM) in methanol and taken to dryness to give a brown 

solid with a yield of 100 % (0.39 g, 0.37 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.93 (t, J = 

7.24 Hz, 12H), 1.01 (t, J = 6.96 Hz, 6H) 1.24 - 1.34 (m, 8H), 1.51 - 1.59 (m, 8H), 3.13 - 3.27 (m, 

12H), 3.85 (d, J = 5.88 Hz, 2H), 6.24 (t, J = 5.64 Hz, 1H), 6.59 (d, J = 9.00 Hz, 2H), 7.14 (d, J = 9.00 

Hz, 2H), 8.17 (s, 1H), 8.29-8.34 (m, 2H), 8.86 (d, J = 9.80 Hz, 1H), 8.97-9.03 (m, 2H), 10.68 (s, 1H).  

Co-formulation g: 8-Hydroxypyrene-1,3,6-trisulfonic acid trisodium salt (0.17 g, 0.32 mM) was 

added to compound 90 (0.15 g, 0.32 mM) in methanol and taken to dryness to give a yellow 

solid with a yield of 100 % (0.32 g, 0.32 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.92 (t, J = 

7.32 Hz, 12H), 1.24 - 1.33 (m, 8H), 1.50 - 1.58 (m, 8H), 3.12 - 3.16 (m, 8H), 3.87 (d, J = 5.84 Hz, 
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2H), 6.69 (s, 1H), 7.33 (d, J = 6.44 Hz, 2H), 8.16 (s, 1H), 8.27-8.30 (m, 2H), 8.85 (d, J = 9.76, 1H), 

8.96-9.02 (m, 2H), 9.23 (s, 1H). 10.68 (s, 1H).  

Co-formulation h: 8-Hydroxypyrene-1,3,6-trisulfonic acid trisodium salt (0.10 g, 0.19 mM) was 

added to compound 92 (0.1 g, 0.19 mM) in methanol and taken to dryness to give a yellow solid 

with a yield of 100 % (0.20 g, 0.19 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.93 (t, J = 7.36 

Hz, 12H), 1.25 - 1.34 (m, 8H), 1.50-1.59 (m, 8H), 3.13 - 3.17 (m, 8H), 3.88 (d, J = 5.80 Hz, 2H), 6.54 

(t, J = 4.16 Hz, 1H), 7.29 (d, J = 8.52 Hz, 1H), 7.48 (d, J = 8.80 Hz, 1H), 7.75-7.79 (m, 2H), 8.17 (s, 

1H), 8.30 (d, J = 9.56 Hz, 1H), 8.85-9.03 (m, 3H), 9.28 (s, 1H), 10.74 (s, 1H). 

Co-formulation i: N,N-Diethyl-m-toluamide (0.08 g, 0.4 mM) was added to compound 88 (0.20 

g, 0.4 mM) in methanol and taken to dryness to give a purple solid with a yield of 100 % (0.27 g, 

0.4 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.92 (t, J = 7.24 Hz, 12H), 1.25 - 1.34 (m, 8H), 

1.51 - 1.58 (m, 8H), 2.32 (s, 3H), 3.13 - 3.17 (m, 8H), 3.86 (d, J = 5.88 Hz, 2H), 4.65 (s, 2H), 6.38-

6.46 ( m, 3H), 7.01 (d, J = 8.64 Hz, 2H), 7.09-7.12 (m, 2H), 7.22-7.32 (m, 2H), 8.31 (s, 1H).  

Co-formulation j: N,N-Diethyl-m-toluamide (0.07 g, 0.37 mM) was added to compound 89 (0.20 

g, 0.37 mM) in methanol and taken to dryness to give a purple solid with a yield of 100 % (0.27 

g, 0.37 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.92 (t, J = 7.28 Hz, 12H), 1.00 - 1.12 (m, 

12H), 1.25 - 1.34 (m, 8H), 1.51-1.59 (m, 8H), 2.32 (s, 3H), 3.13 - 3.25 (m, 16H), 3.87 (d, J = 5.92 

Hz, 2H), 6.41 (t, J = 5.84 Hz, 1H), 6.56 (d, J = 8.96 Hz, 2H), 7.09-7.32 (m, 6H), 8.40 (s, 1H).  

Co-formulation k: N,N-Diethyl-m-toluamide (0.08 g, 0.42 mM) was added to compound 90 (0.20 

g, 0.42 mM) in methanol and taken to dryness to give a purple solid with a yield of 100 % (0.28 

g, 0.42 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 1.50 - 1.73 (m, 18H), 1.86 - 1.93 (m, 8H), 

2.10-2.19 (m, 8H), 2.91 (s, 3H), 3.61 - 3.65 (m, 8H), 3.76 (s, 2H), 4.01 (s, 2H), 4.70 (d, J = 6.56 Hz, 

2H), 7.66-7.70 (m, 2H), 7.79-7.94 (m, 4H), 8.47 (s, 1H), 8.68 (d, J = 5.80 Hz, 2H), 9.91 (s, 1H). 
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Co-formulation l: N,N-Diethyl-m-toluamide (0.07 g, 0.38 mM) was added to compound 92 (0.20 

g, 0.38 mM) in methanol and taken to dryness to give a purple solid with a yield of 100 % (0.27 

g, 0.38 mM); 1H NMR (400 MHz, 298 K, DMSO-d6): δ: 0.91 - 1.33 (m, 26H), 1.56 (s, 8H), 2.33 (m, 

3H), 3.14 - 3.18 (m), 3.90 (d, J = 5.36 Hz, 2H), 6.72 (s, 1H), 7.10-7.16 (m, 6H), 7.78 (d, J = 8.04 Hz, 

2H), 9.11 (s, 1H). 
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Appendix 1: Chapter 2 

1.1 Characterisation NMR 

 

Figure S1 - 1H NMR of compound 43 in DMSO-d6 conducted at 298.15 K. 
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Figure S2 - 13C NMR of compound 43 in DMSO-d6 conducted at 298.15 K. 

 

 

 

Figure S3 - 1H NMR of compound 44 in DMSO-d6 conducted at 298.15 K. 
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Figure S4 - 13C NMR of compound 44 in DMSO-d6 conducted at 298.15 K. 

 

 

 

Figure S5 - 1H NMR of compound 45 in DMSO-d6 conducted at 298.15 K. 
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Figure S6 - 1H NMR of compound 45 in DMSO-d6 conducted at 333.15 K. 

 

Figure S7 - 1H NMR of compound 46 in DMSO-d6 conducted at 298.15 K. 
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Figure S8 - 13C NMR of compound 46 in DMSO-d6 conducted at 298.15 K. 

 

 

 

 

Figure S9 - 1H NMR of compound 47 in DMSO-d6 conducted at 298.15 K. 
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Figure S10 - 13C NMR of compound 47 in DMSO-d6 conducted at 298.15 K. 

 

 

 

Figure S11 - 1H NMR of compound 50 in DMSO-d6 conducted at 298.15 K. 
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Figure S12 - 13C NMR of compound 50 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S13 - 1H NMR of compound 51 in DMSO-d6 conducted at 298.15 K. 
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Figure S14 - 13C NMR of compound 51 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S15 - 1H NMR of compound 52 in DMSO-d6 conducted at 298.15 K. 
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Figure S16 - 13C NMR of compound 52 in DMSO-d6 conducted at 298.15 K. 

 

 

 

Figure S17 - 1H NMR of compound 53 in DMSO-d6 conducted at 298.15 K. 
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Figure S18 - 13C NMR of compound 53 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S19 - 1H NMR of compound 54 in DMSO-d6 conducted at 298.15 K. 

 

 

 

 

 

 



228 | P a g e  
 

 

Figure S20 - 13C NMR of compound 54 in DMSO-d6 conducted at 298.15 K. 

 

 

 

 

Figure S21 - 1H NMR of compound 55 in DMSO-d6 conducted at 298.15 K. 
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Figure S22 - 13C NMR of compound 55 in DMSO-d6 conducted at 298.15 K. 

 

 

 

 

 
 

 

Figure S23 - 1H NMR of compound 60 in DMSO-d6 conducted at 298.15 K.  
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Figure S24 - 1H NMR of compound 60 in DMSO-d6 conducted at 333.15 K.  

 

 

 

Figure S25 - 13C NMR of compound 60 in DMSO-d6 conducted at 298.15 K. 
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Figure S26 - 1H NMR of compound 61 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S27 - 1H NMR of compound 61 in DMSO-d6 conducted at 333.15 K. 
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Figure S28 - 13C NMR of compound 61 in DMSO-d6 conducted at 298.15 K. 

 

Figure S29 - 1H NMR of compound 62 in DMSO-d6 conducted at 298.15 K. 
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Figure S30 - 1H NMR of compound 62 in DMSO-d6 conducted at 333.15 K. 

 

 

Figure S31 - 13C NMR of compound 62 in DMSO-d6 conducted at 298.15 K. 
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Figure S32 - 1H NMR of compound 63 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S33 - 13C NMR of compound 63 in DMSO-d6 conducted at 298.15 K. 
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Figure S34 - 1H NMR of compound 64 in DMSO-d6 conducted at 298.15 K. 

 

Figure S35 - 13C NMR of compound 64 in DMSO-d6 conducted at 298.15 K. 
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Figure S36 - 1H NMR of compound 65 in DMSO-d6 conducted at 298.15 K. 

 

Figure S37 - 13C NMR of compound 65 in DMSO-d6 conducted at 298.15 K. 
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Figure S38 - 1H NMR of compound 66 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S39 - 13C NMR of compound 66 in DMSO-d6 conducted at 298.15 K. 
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Figure S40 - 1H NMR of compound 67 in DMSO-d6 conducted at 298.15 K. 

 

 

 

 

Figure S41 - 13C NMR of compound 67 in DMSO-d6 conducted at 298.15 K. 
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Figure S42 - 1H NMR of compound 68 in DMSO-d6 conducted at 298.15 K. 

 

 

Figure S43 - 13C NMR of compound 68 in DMSO-d6 conducted at 298.15 K. 
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Figure S44 - 1H NMR of compound 73 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

 

Figure S45 - Enlarged 1H NMR of compound 73 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S46 - 1H NMR of compound 74 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

 

Figure S47 - Enlarged 1H NMR of compound 74 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S48 - 1H NMR of compound 75 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

 

 

 

 

 

Figure S49 - Enlarged 1H NMR of compound 75 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S50 - 1H NMR of compound 76 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

 

 

 

 

 

 

 

 

Figure S51 - Enlarged 1H NMR of compound 76 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S52 - 1H NMR of compound 77 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

 

Figure S53 - Enlarged 1H NMR of compound 77 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S54 - 1H NMR of compound 78 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

Figure S55 - Enlarged 1H NMR of compound 78 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S56 - 1H NMR of compound 79 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

Figure S57 - Enlarged 1H NMR of compound 79 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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Figure S58 - 1H NMR of compound 80 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  

 

Figure S59 - Enlarged 1H NMR of compound 80 (55.56 mM) in DMSO-d6 conducted at 298.15 K.  
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1.2 Single crystal X-ray structures 
 

 

Figure S60 - Crystal data for compound 43: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589886, C26H48 F3N3O5S (M =571.73): 
monoclinic, space group P 21/c, a = 9.5166(2) Å, b = 20.0606(3) Å, c = 16.0871(3) Å, α = 90°, β = 
95.510(2)°, γ = 90°, V = 3056.98(10) Å3, Z = 4, T = 270(1) K, CuK\α = 1.5418 Å, Dcalc = 
1.242 g/cm3, 50907 reflections measured (7.064 ≤ 2Θ ≤ 133.188), 5404 unique (Rint = 0.0585, 
Rsigma = 0.0259) which were used in all calculations. The final R1 was 0.0375 (I > 2σ(I)) and wR2 
was 0.0958 (all data). 
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Figure S61 - Crystal data for compound 44: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589882, C27H48F3N3O4S (M =567.74): 
monoclinic, space group P 21, a = 9.6443(3) Å, b = 31.9367(9) Å, c = 19.9817(6) Å, α = 90°, β = 
101.941(3)°, γ = 90°, V = 6021.4(3) Å3, Z = 8, T = 100(1) K, CuK\α = 1.5418 Å, Dcalc = 1.253 g/cm3, 
41806 reflections measured (5.300 ≤ 2Θ ≤ 133.198), 21243 unique (Rint = 0.0968, Rsigma = 0.1258) 
which were used in all calculations. The final R1 was 0.1151 (I > 2σ(I)) and wR2 was 0.3301 (all 
data). 
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Figure S62 - Crystal data for compound 46: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589887, C26H46 F3N3O3S2 (M =569.78): 
monoclinic, space group P 21/n, a = 17.8100(12) Å, b = 9.7869(7) Å, c = 19.6552(13) Å, α = 90°, 
β = 116.887(8)°, γ = 90°, V = 3055.6(4) Å3, Z = 4, T = 270(1) K, CuK\α = 1.5418 Å, Dcalc = 
1.239 g/cm3, 47851 reflections measured (5.568 ≤ 2Θ ≤ 133.200), 5394 unique (Rint = 0.1287, 
Rsigma = 0.0656) which were used in all calculations. The final R1 was 0.0713 (I > 2σ(I)) and wR2 
was 0.1864 (all data). 

 

Figure S63 - Crystal data for compound 47: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589888, C27H48 F3N3O3S2 (M =583.80): 
monoclinic, space group P 21/n, a = 9.6068(5) Å, b = 21.7563(9) Å, c = 14.6928(6) Å, α = 90°, β = 
91.199(4)°, γ = 90°, V = 3070.2(2) Å3, Z = 4, T = 270(1) K, CuK\α = 1.5418 Å, Dcalc = 1.263 g/cm3, 
47573 reflections measured (7.262 ≤ 2Θ ≤ 133.170), 5436 unique (Rint = 0.1816, Rsigma = 0.0773) 
which were used in all calculations. The final R1 was 0.0946 (I > 2σ(I)) and wR2 was 0.3041 (all 
data). 
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Figure S64 - Crystal data for compound 50: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589880, C13H20F3N3O4S (M =371.38): 
monoclinic, space group C 2/c, a = 32.609(1) Å, b = 5.6739(2) Å, c = 19.0078(7) Å, α = 90°, β = 
102.953(3)°, γ = 90°, V = 3427.3(2) Å3, Z = 8, T = 100(1) K, CuK\α = 1.5418 Å, Dcalc = 1.439 g/cm3, 
13318 reflections measured (5.562 ≤ 2Θ ≤ 133.186), 3036 unique (Rint = 0.0627, Rsigma = 0.0523) 
which were used in all calculations. The final R1 was 0.0604 (I > 2σ(I)) and wR2 was 0.1718 (all 
data). 

 

Figure S65 - Crystal data for compound 55: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon. CCDC 1589879, C24H46N4O4S (M =486.71): monoclinic, space group P 
21/n, a = 13.4243(13) Å, b = 14.8120(13) Å, c = 14.2467(16) Å, α = 90°, β = 106.523(11)°, γ = 90°, 
V = 2715.8(5) Å3, Z = 4, T = 100(1) K, CuK\α = 1.5418 Å, Dcalc = 1.190 g/cm3, 10406 reflections 
measured (7.998 ≤ 2Θ ≤ 133.176), 4796 unique (Rint = 0.0437, Rsigma = 0.0457) which were used 
in all calculations. The final R1 was 0.0560 (I > 2σ(I)) and wR2 was 0.1634 (all data). 
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Figure S66 - Crystal data for compound 62: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon. CCDC 1589884, C24H44N4O5S2 (M =532.75): monoclinic, space group 
C 2/c, a = 18.7541(18) Å, b = 16.1936(18) Å, c = 20.683(2) Å, α = 90°, β = 105.841(11)°, γ = 90°, 
V = 6042.7(11) Å3, Z = 8, T = 290(1) K, CuK\α = 1.5418 Å, Dcalc = 1.171 g/cm3, 26997 reflections 
measured (7.336 ≤ 2Θ ≤ 133.198), 5339 unique (Rint = 0.0422, Rsigma = 0.0246) which were used 
in all calculations. The final R1 was 0.0706 (I > 2σ(I)) and wR2 was 0.2426 (all data). 

 

Figure S67 - Crystal data for compound 63: red = oxygen; blue = nitrogen; white = hydrogen; grey 
= carbon; green = fluorine. CCDC 1589885, C14H19 F3N2O4 (M =336.31): triclinic, space group P -1, 
a = 6.4011(16) Å, b = 10.811(3) Å, c = 11.967(3) Å, α = 84.334(18)°, β = 88.945(19)°, γ = 81.70(2)°, 
V = 815(5) Å3, Z = 2, T = 343(1) K, CuK\α = 1.5418 Å, Dcalc = 1.370 g/cm3, 9213 reflections 
measured (7.422 ≤ 2Θ ≤ 108.462), 1970 unique (Rint = 0.1551, Rsigma = 0.1299) which were used 
in all calculations. The final R1 was 0.1167 (I > 2σ(I)) and wR2 was 0.2891 (all data). 
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Figure S68 - Crystal data for a single crystal obtained from a solution of compound 65: red = 
oxygen; blue = nitrogen; white = hydrogen; grey = carbon. CCDC 1589881, C26H45N3O5 

(M =476.65): monoclinic, space group P n, a = 14.226(4) Å, b = 14.602(3) Å, c = 14.483(4) Å, α = 
90°, β = 112.91(3)°, γ = 90°, V = 2771.0(13) Å3, Z = 4, T = 100(1) K, CuK\α = 1.5418 Å, Dcalc = 
1.150 g/cm3, 15432 reflections measured (7.390 ≤ 2Θ ≤ 117.842), 6338 unique (Rint = 0.1754, 
Rsigma = 0.1246) which were used in all calculations. The final R1 was 0.0865 (I > 2σ(I)) and wR2 
was 0.2092 (all data). 

 

 

Figure S69 - Crystal data for compound 67: red = oxygen; yellow = sulfur; blue = nitrogen; white 
= hydrogen; grey = carbon; green = fluorine. CCDC 1589883, C10H11 F3N2O3S (M =296.27): 
monoclinic, space group P 21/c, a = 20.786(10) Å, b = 6.941(2) Å, c = 8.610(2) Å, α = 90°, β = 
100.49(4)°, γ = 90°, V = 1221.5(8) Å3, Z = 4, T = 100(1) K, CuK\α = 1.5418 Å, Dcalc = 1.611 g/cm3, 
2649 reflections measured (8.625 ≤ 2Θ ≤ 133.198), 1825 unique (Rint = 0.0845, Rsigma = 0.1183) 
which were used in all calculations. The final R1 was 0.1124 (I > 2σ(I)) and wR2 was 0.3217 (all 
data). 
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1.2.1 Hydrogen bonding tables from single crystal X-ray structure 

Table S1- Hydrogen bond distances and angles involved in N-H anion hydrogen bonded self-

association, calculated from single crystal X-ray structures. 

Compound 
Hydrogen 

bond donor 

Hydrogen 

atom 

Hydrogen 

bond 

acceptor 

Hydrogen 

bond length 

(D•••A) (Å) 

Hydrogen 

bond angle  

(D-H•••A) 

(°) 

2 N1 H1 O2 2.8954 (18) 163.42 (10) 

2 N2 H2 O2 3.0960 (17) 149.23 (10) 

2 N2 H2 O2 2.9813 (18) 122.31 (16) 

3 N1 H1 O7 2.889 (13) 156.9 (7) 

3 N2 H2 O7 2.917 (16) 154.0 (7) 

3 N3 H3 O1 3.105 (15) 150.4 (7) 

3 N4 H4 O1 2.967 (16) 151.7 (7) 

3 N5 H5 O15 3.096 (15) 158.1 (7) 

3 N6 H6 O14 2.980 (16) 148.1 (7) 

3 N7 H7A O9 2.909 (13) 157.5 (7) 

3 N8 H8A O9 2.916 (15) 152.4 (7) 

5 N1 H1 O2 2.829 (4) 159.1 (2) 

5 N2 H2 O1 2.918 (4) 159.9 (3) 

6 N1 H1 O1 3.149 (5) 169.4 (3) 

6 N2 H2 O3 3.013 (4) 141.7 (3) 

9 N1 H1 O2 2.987 (3) 169.32 (18) 

9 N2 H2 O3 2.862 (3) 172.3 (2) 

14 N1 H1A O3 3.094 (3) 154.41 (16) 

14 N1 H1B O3 3.423 (3) 153.24 (17) 

14 N2 H2 O4 2.927 (2) 155.24 (15) 

14 N3 H3 O4 2.903 (3) 152.77 (15) 

21 N1 H1 O3 2.860 (3) 161.71 (16) 

21 N2 H2 O1 2.897 (3) 154.17 (17) 

23 N1 H1 O10 2.831 (13) 174.1 (10) 

23 N2 H2 O9 2.828 (12) 159.9 (9) 

23 N3 H3A O1 2.884 (15) 155.2 (9) 

23 N4 H4B O1 2.812 (16) 152.2 (9) 
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1.3 Mass spectrometry data 
 

 

Figure S70 - ESI- mass spectrum collected for compound 42. 

 

Figure S71 - ESI- mass spectrum collected for compound 43. 

 

 

Figure S72 - ESI- mass spectrum collected for compound 44. 

558.9
373 
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Figure S73 - ESI- mass spectrum collected for compound 45. 

 

Figure S74 - ESI- mass spectrum collected for compound 46. 

 

Figure S75 - ESI- mass spectrum collected for compound 47. 
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Figure S76 - ESI- mass spectrum collected for compound 48. 

 

 

Figure S288 - ESI- mass spectrum collected for compound 49. 

 

 

Figure S77 - ESI- mass spectrum collected for compound 50. 
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Figure S78 - ESI- mass spectrum collected for compound 51. 

 

Figure S79 - ESI- mass spectrum collected for compound 52. 

 

 

Figure S80 - ESI- mass spectrum collected for compound 53. 
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Figure S81 - ESI- mass spectrum collected for compound 54. 

 

 

Figure S82 - ESI- mass spectrum collected for compound 55. 

 

Figure S83 – Enlarged ESI- mass spectrum collected for compound 55. 
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Figure S84 - ESI- mass spectrum collected for compound 58. 

 

Figure S85 – Enlarged ESI- mass spectrum collected for compound 58. 

 

Figure S86 – ESI- mass spectrum collected for compound 59. 
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Figure S87 - ESI- mass spectrum collected for compound 60. 

 

 

Figure S88 - ESI- mass spectrum collected for compound 61. 

 

Figure S89 - ESI- mass spectrum collected for compound 62. 
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Figure S90 - ESI- mass spectrum collected for compound 63. 

 

Figure S91 - ESI- mass spectrum collected for compound 64. 

 

Figure S92 - ESI- mass spectrum collected for compound 65. 



263 | P a g e  
 

 

Figure S93 - ESI- mass spectrum collected for compound 66. 

 

Figure S94 - ESI- mass spectrum collected for compound 67. 

 

 

Figure S95 - ESI- mass spectrum collected for compound 68. 
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1.3.1 Comparative overview 

Table S2 - High-resolution ESI- mass spectrometry theoretical and experimentally derived values. 

Compound 
no. 

m/z [M+M+H]- Compound 
no. 

m/z [M+M+H]- 

Theoretical Actual Theoretical Actual 

42 595.0397 595.0390 57[a] 459.0578 459.0649 
43 623.0710 623.0689 58[a] 549.0351 549.0525 
44 651.1023 651.0996 60[b] 573.0224 573.0431 
45 626.9941 626.9936 61[b] 513.0012 512.9840 
46 655.0254 655.0236 62[b] 602.9714 602.9997 
47 683.0567 683.0529 63[a] Not observed 
48 595.0397 595.0418 64[a] 523.1058 523.1025 
49 595.0397 595.0408 65b[ 545.0877 545.1039 
50 595.0397 595.0423 66[a] Not observed 
51 595.0397 595.0385 67[a] 555.0601 555.0577 
52 595.0397 595.0423 68[a] 555.0601 555.0591 
53 595.0397 595.0377 69[a] 559.0890 558.9373 
54 595.0397 595.0347 70[a] 659.1204 659.1210 
55 489.0868 489.0853 71[a] Not observed 
56 519.0861 519.0867 72[a] 752.0862 753.0864 

[a] Previously published results.1  [b] Obtained as the [M+M+Na]- ion. 

1.4 Dynamic light scattering data 
 

 

Figure S96 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 42 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S97 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 42 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 

Figure S98 - Average intensity particle size distribution, calculated from 9 DLS runs, of aggregates 

formed by dissolving compound 43 at a concentration of 5.56 mM in DMSO at Δ) 25 C, □) 

heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used as in 
some cases, due to the heating and cooling processes there were some obvious temperature 
equilibration issues for the first run. 
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Figure S99 - Average intensity particle size distribution, calculated from 9 DLS runs, of aggregates 

formed by dissolving compound 43 at a concentration of 0.56 mM in DMSO at Δ) 25 C, □) 

heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used as in 
some cases, due to the heating and cooling processes there were some obvious temperature 
equilibration issues for the first run. 

 

Figure S100 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 43 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S101 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 43 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S102 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 44 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S103 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 44 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S104 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 44 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S105 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 44 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S106 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 46 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S107 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 46 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were 
used as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

 

Figure S108 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 46 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S109 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 46 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 

 

Figure S110 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 47 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S111 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 47 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were 
used as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S112 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 47 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S113 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 47 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S114 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 48 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S115 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 48 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

 

Figure S116 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 48 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S117 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 48 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S118 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 49 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S119 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 49 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

 

Figure S120 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 49 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S121 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 49 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 

 

Figure S122 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 50 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S123 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 50 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

 

Figure S124 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 50 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S125 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 50 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S126 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 51 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S127 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 51 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

 

Figure S128 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 51 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S129 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 51 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S130 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 52 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S131 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 52 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S132 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 52 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S133 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 52 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 

Figure S134 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 53 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S135 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 53 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 
 
Figure S136 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 54 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S137 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 54 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

Figure S138 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 55 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S139 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 55 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S140 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 55 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S141 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 55 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S142 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 56 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S143 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 56 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S144 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 56 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S145 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 56 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S146 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 58 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 



290 | P a g e  
 

 

Figure S147 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 58 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S148 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 58 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S149 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 58 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 
 

Figure S150 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 60 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S151 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 60 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 
 

Figure S152 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 60 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S153 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 60 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 
 
Figure S154 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 61 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S155 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 61 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 
 
Figure S156 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 61 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S157 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 61 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S158 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 62 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S159 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 62 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S160 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 62 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S161 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 62 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

 

 

Figure S162 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 63 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S163 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 63 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

Figure S164 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 64 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S165 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 64 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S166 - The average intensity particle size distribution calculated using 9 DLS runs for 

compound 64 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S167 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 64 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 
 

 

Figure S168 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 65 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S169 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 65 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S170 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 65 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S171 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 65 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S172 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 66 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S173 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 66 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 
 
Figure S174 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 67 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S175 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 67 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S176 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 67 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S177 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 67 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

 
 

Figure S178 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 68 at a concentration of 5.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 
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Figure S179 - Average intensity particle size distribution, calculated from 9 DLS runs, of 
aggregates formed by dissolving compound 68 at a concentration of 0.56 mM in DMSO at Δ) 

25 C, □) heating to 40 C and ○) cooling to 25 C. Only 9 of the available 10 DLS runs were used 
as in some cases, due to the heating and cooling processes there were some obvious 
temperature equilibration issues for the first run. 

 

 

Figure S180 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 68 (5.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 
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Figure S181 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 68 (0.56 mM) in an EtOH:H2O (1:19) solution at 298.15 K. 

  



308 | P a g e  
 

1.4.1 Comparative overview  
Table S3 - Peak maxima obtained from an average intensity particle size distribution of 42-52, 
55-58, 60-62, 64, 65, and 67-72 obtained at 0.56 mM and 5.56 mM in an EtOH:H2O (1:19) system 
by DLS. Hydrodynamic aggregate diameter is given in nm. Polydispersity index (PDI) given in % 
to 2 dp. An annealing process was applied in which the samples were heated to approximately 
40 °C before being allowed to cool to a measurement temperature of 25 °C. (No. = compound 
number, conc. = concentration). Error = standard error of the mean to 1 dp. 

No. 

 

Conc. 

(mM) 

Peak maxima 

(nm) 

PDI 

(%) 
No. 

Conc. 

(mM) 

Peak maxima 

(nm) 

PDI 

(%) 

42 
5.56 164, 4 37.86 (± 1.2) 

57[a] 
5.56 220 24.62 (± 0.4) 

0.56 142, 14 29. 11 (± 0.3) 0.56 396 23.70 (± 0.3) 

43 
5.56 459, 59 22.10 (± 0.2) 

58 
5.56 91 16.90 (± 0.8) 

0.56 190, 28 20.56 (± 0.2) 0.56 79 19.13 (± 0.7) 

44 
5.56 122 15.54 (± 0.9) 

60 
5.56 220 27.81 (± 1.0) 

0.56 295 22.03 (± 0.2) 0.56 190, 18 20.60 (± 0.1) 

45 
5.56 342, 295 29.89 (± 1.0) 

61 
5.56 190 19.32 (± 0.3) 

0.56 142, 24 30.09 (± 0.2) 0.56 190 19.98 (± 0.4) 

46 
5.56 142 24.10 (± 0.8) 

62 
5.56 106 13.02 (± 0.3) 

0.56 68-4145 36.89 (± 1.1) 0.56 122-5560 29.32 (± 0.3) 

47 
5.56 122 22.40 (± 0.9) 

63 
5.56 

[b] 
0.56 4145, 44 26.13 (± 0.7) 0.56 

48 
5.56 531 42.01 (± 1.3) 

64 
5.56 396 20.17 (± 0.1) 

0.56 295, 21 22.10 (± 0.2) 0.56 330, 33 22.39 (± 0.8) 

49 
5.56 220 34.60 (± 0.9) 

65 
5.56 220 17.05 (± 0.2) 

0.56 91 33.47 (± 0.2) 0.56 190,33 22.12 (± 0.1) 

50 
5.56 164 31.20 (± 0.9) 

66 
5.56 

[b] 
0.56 190 29.18 (± 0.4) 0.56 

51 
5.56 190 17.90 (± 0.2) 

67 
5.56 459 29.32 (± 0.3) 

0.56 220 15.87 (± 0.4) 0.56 255 22.76 (± 0.2) 

52 
5.56 190 29.80 (± 0.6) 

68 
5.56 164 21.20 (± 0.2) 

0.56 220 29.66 (± 0.7) 0.56 106 16.50 (± 0.1) 

53 
5.56 

[b] 69[a] 
5.56 164 38.11 (± 0.5) 

0.56 0.56 255 33.21 (± 0.2) 

54 
5.56 

[b] 70[a] 
5.56 220 12.80 (± 0.4) 

0.56 0.56 164 12.33 (± 0.4) 

55 
5.56 342 14.12 (± 0.2) 

71[a] 
5.56 295 20.98 (± 0.1) 

0.56 459, 28 17.45 (± 0.2) 0.56 220 19.14 (± 0.1) 

56 
5.56 190 39.70 (± 1.0) 

72[a] 
5.56 59, 122 27.16 (± 0.9) 

0.56 220 24.23 (± 0.5) 0.56 2 22.02 (± 0.2) 

 [a] Previously published results.1[b] not calculated due to sample solubility. 
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1.5 Surface tension measurements and CMC determination 
 

 

Figure S182 - Calculation of CMC (10.39 mM) for compound 42 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

Figure S183 - Calculation of CMC (10.70 mM) for compound 43 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S184 - Calculation of CMC (8.85 mM) for compound 44 in an EtOH:H2O 1:19 mixture using 
surface tension measurements. 

 

 

 

Figure S185 - Calculation of CMC (23.88 mM) for compound 45 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S186 - Calculation of CMC (6.12 mM) for compound 46 in an EtOH:H2O 1:19 mixture using 
surface tension measurements. 

 

 

 

Figure S187 - Calculation of CMC (5.61 mM) for compound 47 in an EtOH:H2O 1:19 mixture using 
surface tension measurements. 
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Figure S188 - Calculation of CMC (96.35 mM) for compound 48 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

Figure S189 - Calculation of CMC (198.42 mM) for compound 49 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S190 - Calculation of CMC (209.98 mM) for compound 50 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

 

Figure S191 - Calculation of CMC (103.13 mM) for compound 51 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S192 - Calculation of CMC (34.57 mM) for compound 52 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

Figure S193 - Calculation of CMC (92.67 mM) for compound 56 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S194 - Calculation of CMC (30.29 mM) for compound 58 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

Figure S195 - Calculation of CMC (65.83 mM) for compound 60 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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Figure S196 - Calculation of CMC (74.59 mM) for compound 61 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 

 

 

 

Figure S197 - Calculation of CMC (11.21 mM) for compound 65 in an EtOH:H2O 1:19 mixture 
using surface tension measurements. 
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1.5.1 Comparative overview 

Table S4 – CMC and surface tension (obtained at CMC) measurements for compounds 42-52, 

56-61, 65 and 69-72 in a solution of EtOH:H2O (1:19) at 25 C. 

Compound 
 no. 

CMC 
(mM) 

Surface 
tension 
(mN/m) 

Compound 
 no. 

CMC 
(mM) 

Surface 
tension 
(mN/m) 

42 10.39 37.45 57[a] 40.89 47.90 

43 10.70 38.49 58[a] 30.29 44.94 

44 8.85 36.78 60[a] 65.83 45.05 

45 24.14 34.35 61[a] 74.59 42.85 

46 6.12 42.24 62[a] [b] 

47 5.61 33.59 63[a] [b] 

48 96.35 36.65 64[a] [b] 

49 198.42 36.16 65[a] 11.21 39.33 

50 209.98 41.78 66[a] [b] 

51 103.13 33.75 67[a] [b] 

52 34.57 36.09 68[a] [b] 

53 [b] 69[a] 10.67 46.67 

54 [b] 70[a] 2.52 43.15 

55 [b] 71[a] 9.54 48.71 

56 92.67 46.14 72[a] 0.50 46.50 
[a] Previously published results.1 [b] not calculated due to sample insolubility. 
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1.6 DOSY 1H NMR experiments 

 

 

Figure S198 - 1H DOSY NMR spectrum of compounds 42 (55.56 mM) in DMSO-d6 0.5 % H2O at 

298.15 K and a table reporting the diffusion constants calculated for each peak used to 

determine the hydrodynamic diameter of the anionic components of 42 (dH = 1.15 nm). Peaks 

1-4 correspond to the anionic component of 42 (blue) while peaks 6 and 8-10 correspond to the 

cationic component of 42 (red). 
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Figure S199 - 1H DOSY NMR spectrum of compounds 45 (55.56 mM) in DMSO-d6 0.5 % H2O at 

298.15 K and a table reporting the diffusion constants calculated for each peak used to 

determine the hydrodynamic diameter of the anionic components of 45 (dH = 1.13 nm). Peaks 

1-9 correspond to the anionic component of 45 (blue) while peaks 10-13 correspond to the 

cationic component of 45 (red). 
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Figure S200 - 1H DOSY NMR spectrum of compounds 65 (55.56 mM) in DMSO-d6 0.5 % H2O at 

298.15 K and a table reporting the diffusion constants calculated for each peak used to 

determine the hydrodynamic diameter of the anionic components of 65 (dH = 1.28 nm). Peaks 

1-3 and 5 correspond to the anionic component of 65 (blue) while peaks 6 and 8-10 correspond 

to the cationic component of 65 (red). 
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Figure S201 - 1H DOSY NMR spectrum of compounds 68 (55.56 mM) in DMSO-d6 0.5 % H2O at 

298.15 K and a table reporting the diffusion constants calculated for each peak used to 

determine the hydrodynamic diameter of the anionic components of 68 (dH = 1.42 nm). Peaks 

1-3 correspond to the anionic component of 68 (blue) while peaks 4-7 correspond to the cationic 

component of 68 (red). 

1.6.1 Comparative overview  

Table S5 - Calculated dH for the anionic species of 42, 45, 65, 68 and 72. 

Compound no. dH (nm) 

42[a] 1.15 

45[a] 1.13 

65[a] 1.28 

68[a] 1.42 

72[a] 1.64 
[a] Previously published results.1  
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1.7 Quantitative 1H NMR experiments  
 

 

Figure S202 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 42 (109.8 mM) in DMSO-d6/ 
1.0 % DCM. No apparent loss of compound observed upon comparative signal integration.  

 

Figure S203 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 45 (110.6 mM) in DMSO-d6/ 
1.0 % DCM. No apparent loss of compound observed upon comparative signal integration.  
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Figure S204 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 65 (54.6 mM) in DMSO-d6/ 
1.0 % DCM. No apparent loss of compound observed upon comparative signal integration.  

 

Figure S205 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 68 (110.6 mM) in DMSO-d6/ 
1.0 % DCM. No apparent loss of compound observed upon comparative signal integration.  
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Figure S206 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 42 (5.80 mM) in D2O/ 5.0 % 
EtOH. An apparent 51 % loss of compound was observed upon comparative signal integration. 

 

 

 

 

Figure S207 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 45 (6.10 mM) in D2O/ 5.0 % 
EtOH. An apparent 50 % loss of compound was observed upon comparative signal integration. 

 

 

Figure S208 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 65 (6.30 mM) in D2O/ 5.0 % 
EtOH. An apparent 68 % loss of compound was observed upon comparative signal integration. 
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Figure S209 - 1H NMR spectrum with a delay (d1 = 60 s) of compound 68 (6.01 mM) in D2O/ 5.0 % 
EtOH. An apparent 59 % loss of compound was observed upon comparative signal integration. 

 

 

1.7.1 Comparative overview 

Table S6 – Overview of apparent % ‘loss’ values for 42, 45, 65, 68 and 72 in an EtOH:D2O (1:19) 

solution at  5.56 mM and DMSO-d6/ 1.0 % DCM at  112 mM derived through quantitative 1H 
NMR experiments. 

Compound 
no. 

EtOH:D2O (1:19) 
(%) 

DMSO-d6/ 1.0 % DCM 
(%) 

42[a] 51 0[b] 

45[a] 50 0[b] 

65[a] 68 0[b] 

68[a] 59 0[b] 

72[a] 10 0[b] 

[a] Previously published results.1 [b] Conducted at  55 mM due to insolubility at higher concentrations. 
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1.8 Zeta potential 
 
 

 

Figure S210 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 42 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -75.8 mV. 

 

 

 

Figure S211 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 43 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -77.6 mV. 



327 | P a g e  
 

 

Figure S212 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 44 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -93.7 mV. 

 

 

 

Figure S213 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 45 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -92.3 mV. 
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Figure S214 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 46 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -33.5 mV. 

 

 

 

Figure S215 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 47 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -38.2 mV. 
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Figure S216 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 48 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -55.4 mV. 

 

 

 

Figure S217 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 49 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -27.7 mV. 
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Figure S218 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 50 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -24.4 mV. 

 

 

 

 

Figure S219 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 51 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -25.7 mV. 
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Figure S220 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 52 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. 
Average measurement value -48.3 mV. 

 

 

 

Figure S221 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 55 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -30.2 mV. 
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Figure S222 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 56 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -97.9 mV. 

 

 

 
 

Figure S223 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 58 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. The 
results from this study are ambiguous and could not be replicated. 
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Figure S224 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 60 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -30.2 mV. 

 

 

 

Figure S225 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 61 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -66.2 mV. 
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Figure S226 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 62 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. The 
results from this study are ambiguous and could not be replicated. 

 

 

 

Figure S227 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 64 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. The 
results from this study are ambiguous and could not be replicated. 
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Figure S228 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 65 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -37.3 mV. 

 

 

 

Figure S229 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 67 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -22.6 mV. 
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Figure S230 - Phase plot taken during the measurement of 9 Zeta Potential Transfer Standard 
(PTS) runs of compound 68 at a concentration of 5.56 mM in a solution EtOH:H2O 1:19. Average 
measurement value -3.89 mV. 

 

1.8.1 Comparative overview 

Table S7 – Zeta potential measurements for compounds 42-52, 55-57, 60, 61, 65 and 67-72 in a 

solution of EtOH:H2O (1:19) at 5.56 mM. 

Compound no. 
Zeta potential 

(mV) 
Compound no. 

Zeta potential 
(mV) 

42 -76 57[a] -19 

43 -78 58 [c] 

44 -94 60 -30 

45 -92 61 -66 

46 -34 62 [c] 

47 -38 63 [b] 

48 -55 64 [c] 

49 -28 65 -37 

50 -24 66 [b] 

51 -26 67 -23 

52 -48 68 -4 

53 [b] 69[a] -96 

54 [b] 70[a] -82 

55 -30 71[a] -79 

56 -98 72[a] -101 
[a] Previously published results.1 [b] not calculated due to sample insolubility. [c] Could not be accurately determined 

due to lack of reproducibility. 
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1.9 1H NMR self-association studies 

 

Figure S231 - 1H NMR stack plot of compound 42 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S232 - Enlarged 1H NMR stack plot of compound 42 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 



338 | P a g e  
 

 

Figure S233 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 42 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 42 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 5.31 M⁻¹ ± 0.6180 % Kdim = 2.66 M⁻¹ ± 0.3090 % 

http://app.supramolecular.org/bindfit/view/d6af9b53-56d3-41af-9eb1-1089d2ebed98 
 
CoEK model 

Ke = 12.95 M⁻¹ ± 0.7180 % Kdim = 6.48 M⁻¹ ± 0.3590 % ρ = 0.50 ± 2.1072 % 

http://app.supramolecular.org/bindfit/view/01e930a4-468d-42b7-b512-879b89a19e47 
 

http://app.supramolecular.org/bindfit/view/d6af9b53-56d3-41af-9eb1-1089d2ebed98
http://app.supramolecular.org/bindfit/view/01e930a4-468d-42b7-b512-879b89a19e47
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Figure S234 - 1H NMR stack plot of compound 43 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S235 - Enlarged 1H NMR stack plot of compound 43 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S236 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 43 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 43 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 0.18 M⁻¹ ± 1.9926 % Kdim = 0.09 M⁻¹ ± 0.9963 % 

http://app.supramolecular.org/bindfit/view/611ab18c-91b8-452a-9291-06723b77b27d 
 
CoEK model 

Ke = 4.01 M⁻¹ ± 12.0440 % Kdim = 2.00 M⁻¹ ± 6.0220 % ρ = 0.39 ± 20.3336 % 

http://app.supramolecular.org/bindfit/view/9ffc706a-1be8-42e0-9add-c45df6b8775f 
 

http://app.supramolecular.org/bindfit/view/9ffc706a-1be8-42e0-9add-c45df6b8775f
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Figure S237 - 1H NMR stack plot of compound 44 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S238 - Enlarged 1H NMR stack plot of compound 44 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S239 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 44 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 44 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 6.60 M⁻¹ ± 1.9895 % Kdim = 3.30 M⁻¹ ± 0.9947 % 

http://app.supramolecular.org/bindfit/view/80983541-35ea-4fc8-ba61-db06ca69b722 
 
CoEK model 

Ke = 19.97 M⁻¹ ± 2.7078 % Kdim = 9.98 M⁻¹ ± 1.3539 % ρ = 0.34 ± 11.5687 % 

http://app.supramolecular.org/bindfit/view/f8516087-4785-4676-8b8c-8ac3bc6ec9e6 
 

http://app.supramolecular.org/bindfit/view/80983541-35ea-4fc8-ba61-db06ca69b722
http://app.supramolecular.org/bindfit/view/f8516087-4785-4676-8b8c-8ac3bc6ec9e6
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Figure S240 - 1H NMR stack plot of compound 46 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S241 - Enlarged 1H NMR stack plot of compound 46 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S242 - Graph illustrating the 1H NMR down-field change in chemical shift of thiourea NH 

resonances with increasing concentration of compound 46 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 46 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 0.30 M⁻¹ ± 4.2417 % Kdim = 0.15 M⁻¹ ± 2.1208 % 

http://app.supramolecular.org/bindfit/view/a78e4b05-98d6-4e0a-a472-36cb6e950e11 
 
CoEK model 

Ke = 1.86 M⁻¹ ± 50.9685 % Kdim = 0.93 M⁻¹ ± 25.4842 % ρ = 0.52 ± 66.2743 % 

http://app.supramolecular.org/bindfit/view/20409611-869d-4a35-b403-8ce0c8ff9fe2 
 

http://app.supramolecular.org/bindfit/view/a78e4b05-98d6-4e0a-a472-36cb6e950e11
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Figure S243 - 1H NMR stack plot of compound 47 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S244 - Enlarged 1H NMR stack plot of compound 47 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S245 - Graph illustrating the 1H NMR down-field change in chemical shift of thiourea NH 
resonances with increasing concentration of compound 47 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 47 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 5.14 M⁻¹ ± 2.1382 % Kdim = 2.57 M⁻¹ ± 1.3691 % 

http://app.supramolecular.org/bindfit/view/5ae5efa4-d195-4f17-ad13-dd563321d23b 
 
CoEK model 

Ke = 14.13 M⁻¹ ± 4.3952 % Kdim = 7.07 M⁻¹ ± 2.1976 % ρ = 0.44 ± 14.0401 % 

http://app.supramolecular.org/bindfit/view/bef26f74-77ff-4256-bd56-7f4492ed5a9f 
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Figure S246 - 1H NMR stack plot of compound 50 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S247 - Enlarged 1H NMR stack plot of compound 50 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S248 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 50 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 50 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 13.46 M⁻¹ ± 0.6559 % Kdim = 6.73 M⁻¹ ± 0.3280 % 

http://app.supramolecular.org/bindfit/view/663e8a71-6640-464a-90de-6683e7305d91 
 
CoEK model 

Ke = 18.24 M⁻¹ ± 1.0369 % Kdim = 9.12 M⁻¹ ± 0.5184 % ρ = 0.75 ± 3.3727 % 

http://app.supramolecular.org/bindfit/view/e52669a4-9408-4dd8-9dd3-182c5bec7de6 
 

http://app.supramolecular.org/bindfit/view/e52669a4-9408-4dd8-9dd3-182c5bec7de6
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Figure S249 - 1H NMR stack plot of compound 51 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S250 - Enlarged 1H NMR stack plot of compound 51 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S251 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 51 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 51 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 6.33 M⁻¹ ± 0.8868 % Kdim = 3.16 M⁻¹ ± 0.4434 % 

http://app.supramolecular.org/bindfit/view/803ae004-5fd7-441f-b193-a904f7934214 
 
CoEK model 

Ke = 12.02 M⁻¹ ± 2.0491 % Kdim = 6.01 M⁻¹ ± 1.0246 % ρ = 0.61 ± 5.5007 % 

http://app.supramolecular.org/bindfit/view/3c74e0d7-8d08-4c52-ab97-3f329b57c46a 
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Figure S252 - 1H NMR stack plot of compound 52 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S253 - Enlarged 1H NMR stack plot of compound 52 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S254 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 52 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 52 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 6.58 M⁻¹ ± 1.1817 % Kdim = 3.29 M⁻¹ ± 0.5908 % 

http://app.supramolecular.org/bindfit/view/39722541-1459-456f-a641-186f57d3eacd 
 
CoEK model 

Ke = 14.94 M⁻¹ ± 2.1054 % Kdim = 7.47 M⁻¹ ± 8.1683 % ρ = 0.50 ± 6.7425 % 

http://app.supramolecular.org/bindfit/view/c6b1dbf0-cde9-4293-8f15-10c6c2a3cf4e 
 

http://app.supramolecular.org/bindfit/view/c6b1dbf0-cde9-4293-8f15-10c6c2a3cf4e
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Figure S255 - 1H NMR stack plot of compound 53 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S256 - Enlarged 1H NMR stack plot of compound 53 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S257 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 53 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 53 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 4.11 M⁻¹ ± 0.5004 % Kdim = 2.05 M⁻¹ ± 0.2502 % 

http://app.supramolecular.org/bindfit/view/30b20e66-3dc5-4558-a3cc-3c701883387e 

CoEK model 

Ke = 8.84 M⁻¹ ± 1.3367 % Kdim = 4.42 M⁻¹ ± 0.6684 % ρ = 0.60 ± 3.0443 % 

http://app.supramolecular.org/bindfit/view/e991d3e2-20cc-4ba4-80ed-afaacef703b5 
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Figure S258 - 1H NMR stack plot of compound 54 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S259 - Enlarged 1H NMR stack plot of compound 54 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S260 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 54 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 54 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 5.03 M⁻¹ ± 0.9186 % Kdim = 2.51 M⁻¹ ± 0.4582 % 

http://app.supramolecular.org/bindfit/view/4c947200-18e8-44e1-abf1-de45cecd25df 
 
CoEK model 

Ke = 9.60 M⁻¹ ± 2.6644 % Kdim = 4.80 M⁻¹ ± 1.3322 % ρ = 0.9 ± 6.2664 % 

http://app.supramolecular.org/bindfit/view/4e1c358a-1031-411f-983d-90287bd92e70 
 

 
 

http://app.supramolecular.org/bindfit/view/4c947200-18e8-44e1-abf1-de45cecd25df
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Figure S261 - 1H NMR stack plot of compound 55 in DMSO-d6 0.5 % H2O solution. Samples were 
prepared in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S262 - Enlarged 1H NMR stack plot of compound 55 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S263 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 55 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 55 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated combining the data 
gathered from both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 3.62 M⁻¹ ± 1.4514 % Kdim = 1.81 M⁻¹ ± 0.7257 % 

http://app.supramolecular.org/bindfit/view/fbf5eb94-aa6f-4cbc-8ecf-cb89db0283dc 

CoEK model 

Ke = 4.59 M⁻¹ ± 8.2825 % Kdim = 2.30 M⁻¹ ± 4.1412 % ρ = 0.86 ± 13.4410 % 

http://app.supramolecular.org/bindfit/view/6e3dc7a1-4d48-4c5c-9fe3-680fca65e123 
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Figure S264 - 1H NMR stack plot of compound 63 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S265 - Enlarged 1H NMR stack plot of compound 63 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S266 - Graph illustrating no 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 63 in DMSO-d6 0.5 % H2O (298.15 K).  

 

 

 

 

Figure S267 - 1H NMR stack plot of compound 64 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 
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Figure S268 - Enlarged 1H NMR stack plot of compound 64 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S269 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 64 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 64 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 5.62e-4 M⁻¹ ± 1.2078e-4 % Kdim = 2.81e-4 M⁻¹ ± 6.0389e-5 % 

http://app.supramolecular.org/bindfit/view/8ee9bf55-7b9e-4dec-ae15-609fb8ebf9a3 
 
CoEK model 

Ke = 7.12 M⁻¹ ± 18.3708 % Kdim = 3.56 M⁻¹ ± 9.1854 % ρ = 0.07 ± 58.3987 % 

http://app.supramolecular.org/bindfit/view/de79dbdc-bb5d-4152-881e-1daead5698c7 
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Figure S270 - 1H NMR stack plot of compound 65 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S271 - Enlarged 1H NMR stack plot of compound 65 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S272 - Graph illustrating the 1H NMR down-field change in chemical shift of urea NH 
resonances with increasing concentration of compound 65 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 65 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 82.78 M⁻¹ ± 2.5313 % Kdim = 41.39 M⁻¹ ± 1.2657 % 

http://app.supramolecular.org/bindfit/view/2bb99c66-416f-49c8-8a5e-4cbaa0d76147 
 
CoEK model 

Ke = 101.81 M⁻¹ ± 2.5572 % Kdim = 50.90 M⁻¹ ± 1.2786 % ρ = 2.57 ± 11.5817 % 

http://app.supramolecular.org/bindfit/view/9e0a4b28-c4ff-4c8d-ba68-b0fbac3cde8f 

 

http://app.supramolecular.org/bindfit/view/2bb99c66-416f-49c8-8a5e-4cbaa0d76147
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Figure S273 - 1H NMR stack plot of compound 66 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S274 - Enlarged 1H NMR stack plot of compound 66 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S275 - Graph illustrating the 1H NMR down-field change in chemical shift of thiourea NH 
resonances with increasing concentration of compound 66 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 66 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 11.90 M⁻¹ ± 1.5194 % Kdim = 5.95 M⁻¹ ± 0.7597 % 

http://app.supramolecular.org/bindfit/view/53cc2518-deff-4532-9e18-67f9bd0c59e8 
 
CoEK model 

Ke = 23.75 M⁻¹ ± 1.7369 % Kdim = 11.87 M⁻¹ ± 0.8685 % ρ = 0.46 ± 7.5306 % 

http://app.supramolecular.org/bindfit/view/a49ba9f9-8815-4849-93a7-2841a2575f51 

http://app.supramolecular.org/bindfit/view/53cc2518-deff-4532-9e18-67f9bd0c59e8
http://app.supramolecular.org/bindfit/view/a49ba9f9-8815-4849-93a7-2841a2575f51
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Figure S276 - 1H NMR stack plot of compound 67 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S277 - Enlarged 1H NMR stack plot of compound 67 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 



368 | P a g e  
 

 

Figure S278 - Graph illustrating the 1H NMR down-field change in chemical shift of thiourea NH 
resonances with increasing concentration of compound 67 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 67 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 10.81 M⁻¹ ± 3.5045 % Kdim = 5.40 M⁻¹ ± 1.7522 % 

http://app.supramolecular.org/bindfit/view/aa5fa670-4533-4b7b-b741-e3176349d4f3 
 
CoEK model 

Ke = 4.59 M⁻¹ ± 20.8121 % Kdim = 2.30 M⁻¹ ± 10.4061 % ρ = 1.88 ± 31.0686 % 

http://app.supramolecular.org/bindfit/view/22a940f7-8289-4c34-a9f8-b9a646651bb3 

http://app.supramolecular.org/bindfit/view/aa5fa670-4533-4b7b-b741-e3176349d4f3
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Figure S279 - 1H NMR stack plot of compound 68 in DMSO-d6 0.5 % H2O. Samples were prepared 
in series with an aliquot of the most concentrated solution undergoing serial dilution. 

 

Figure S280 - Enlarged 1H NMR stack plot of compound 68 in DMSO-d6 0.5 % H2O solution. 
Samples were prepared in series with an aliquot of the most concentrated solution undergoing 
serial dilution. 
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Figure S281 - Graph illustrating the 1H NMR down-field change in chemical shift of thiourea NH 
resonances with increasing concentration of compound 68 in DMSO-d6 0.5 % H2O (298.15 K). 

Self-association constant calculation 

Compound 68 - Dilution study in DMSO-d6 0.5 % H2O. Values calculated from data gathered from 
both NH 1 and 2. 

Equal K/Dimerisation model 

Ke = 209.34 M⁻¹ ± 1.2548 % Kdim = 104.67 M⁻¹ ± 0.6274 % 

http://app.supramolecular.org/bindfit/view/7fa20ef7-0dc5-4dff-b81d-5457f6b2140c 
 
CoEK model 

Ke = 226.07 M⁻¹ ± 1.3871 % Kdim = 113.04 M⁻¹ ± 0.6935 % ρ = 1.18 ± 3.2623 % 

http://app.supramolecular.org/bindfit/view/0be23f65-5265-4cc4-a392-eb0bf3952332 

 

 

 

 

 

 

 

 

 

 

http://app.supramolecular.org/bindfit/view/7fa20ef7-0dc5-4dff-b81d-5457f6b2140c
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Table S8 – 1H NMR resonances of the ethane sulfonate portion of compounds 73-80. 

Compound 

 
 

Ethane sulfonate 
cation 

Concentration (mM) 

55.56 5.56 0.56 

CH2 
(ppm) 

CH3 
(ppm) 

CH2 
(ppm) 

CH3 
(ppm) 

CH2 
(ppm) 

CH3 
(ppm) 

73 Na+ 2.4807 1.0890 2.3754 1.0520 2.3410 1.0416 

74 PyrH+ 2.4385 1.0687 2.3818 2.0486 2.3593 1.0410 

75 TMA 2.3684 1.0468 2.3566 1.0416 2.3535 1.0404 

76 TEA 2.3636 1.0440 2.3675 1.0449 2.3596 1.0422 

77 TPA 2.3630 1.0446 2.3547 1.0407 2.3529 1.0398 

78 TBA 2.3599 1.0471 2.3566 1.0446 2.3560 1.0440 

79 TPeA 2.3648 1.0453 2.3581 1.0419 2.3590 1.0416 

80 THA 2.3666 1.0459 2.3569 1.0413 2.3550 1.0404 
 

1.9.1 Comparative overview 

Table S9 - Self‐association constants (M−1) calculated for 42–44, 46, 47, 50–58 and 63–72 in a 

DMSO-d6 0.5 % H2O solution at 298.15 K. These constants were obtained from the fitting of 1H 

NMR dilution data and refined to EK and CoEK models using Bindfit v0.5.2 

No.   42 43 44 46 47 

Model 

EK 
(M-1) 

Ke 5.3 ± 0.6 % 0.2 ± 2.0 % 6.6 ± 2.0 % 0.3 ± 4.2 % 5.1 ± 2.1 % 

Kdim 2.7 ± 0.3 % 0.1 ± 1.0 % 3.3 ± 1.0 % 0.2 ± 2.1 % 2.6 ± 1.4 % 

CoEK  
(M-1) 

Ke 13.0 ± 0.7 % 4.0 ± 12.0 % 20.0 ± 2.7 % 1.9 ± 51.0 % 14.1 ± 4.4 % 

Kdim 6.5 ± 0.4 % 2.0 ± 6.0 % 10.0 ± 1.4 % 0.9 ± 25.5 % 7.1 ± 2.2 % 

p 0.5 ± 2.1 % 0.4 ± 20.3 % 0.3 ± 11.6 % 0.5 ± 66.3 % 0.4 ± 14.0 % 

No.   50[b] 51 52 53 54 

Model 

EK 
(M-1) 

Ke 13.5 ± 0.7 % 6.3 ± 0.9 % 6.6 ± 1.2 % 4.1 ± 0.5 % 5.0 ± 0.9 % 

Kdim 6.7 ± 0.3 % 3.2 ± 0.4 % 3.3 ± 0.6 % 2.1 ± 0.3 % 2.5 ± 0.5 % 

CoEK  
(M-1) 

Ke 18.2 ± 1.0 % 12.0 ± 2.0 % 14.9 ± 2.1 % 8.8 ± 1.3 % 9.6 ± 2.7 % 

Kdim 9.1 ± 0.5 % 6.0 ± 1.0 % 7.5 ± 1.1 % 4.4 ± 0.7 % 4.8 ± 1.3 % 

p 0.8 ± 3.4 % 0.6 ± 5.5 % 0.5 ± 6.7 % 0.6 ± 3.0 % 0.9 ± 6.3 % 

No.   55[b] 56 57[a] 58[b] 63 

Model 

EK 
(M-1) 

Ke 3.6 ± 1.5 % 1.2 ± 3.0 % 0.6 ± 3.0 % 8.9 ± 5.1 % 

[d] 

Kdim 1.8 ± 0.7 % 0.6 ± 1.5 % 0.3 ± 1.5 % 4.5 ± 2.6 % 

CoEK  
(M-1) 

Ke 4.6 ± 8.3 % 18.0 ± 4.1 % 13.0 ± 5.7 % 32.2 ± 5.1 % 

Kdim 2.3 ± 4.1 % 9.0 ± 2.1 % 6.5 ± 2.9 % 16.1 ± 2.6 % 

p 0.9 ± 13.4 % 0.1 ± 21.5 % 0.2 ± 23.8 % 0.2 ± 37.5 % 

No.   64 65 66 67 68 

Model 

EK 
(M-1) 

Ke < 0.1  82.8 ± 2.5 % 11.9 ± 1.5 % 10.8 ± 3.5 %  209.3 ± 1.3 % 

Kdim < 0.1  41.4 ± 1.3 % 6.0 ± 0.8 % 5.4 ± 1.8 % 104.7 ± 0.7 % 

CoEK  
(M-1) 

Ke 7.1 ± 18.3 % 101.8 ± 5.1 % 23.8 ± 1.7 % 4.6 ± 20.8 % 226.1 ± 1.4 % 

Kdim 3.6 ± 9.2 % 5.9 ± 2.6 % 11.9 ± 0.9 % 2.3 ± 10.4 % 113.0 ± 0.7 % 

p 0.1 ± 58.4 % 2.6 ± 37.5 % 0.5 ± 7.5 %  1.9 ± 31.1 % 1.2 ± 3.3 % 

No.   69 [a, c] 70[a] 71[a] 72[a]  

Model 

EK 
(M-1) 

Ke < 0.1  2.9 ± 0.5 % 1.2 ± 2.1 % 5.3 ± 0.6 % 

Kdim < 0.1  1.5 ± 0.2 % 0.6 ± 1.1 % 2.7 ± 0.3 % 

CoEK  
(M-1) 

Ke 0.5 ± 43.1 %  8.6 ± 1.1 % 6.2 ± 8.8 % 13.0 ± 0.7 % 

Kdim 0.3 ± 21.5 % 4.3 ± 0.5 % 3.1 ± 4.4 % 6.5 ± 0.3 % 

p 0.0 ± 47.0 %  0.5 ± 2.5 % 0.4 ± 17.8 % 0.5 ± 2.0 % 

[a] Previously published results.1 [b] Possibility of more complex binding events than are being modelled. [c] Data 

fitted using L‐BFGS‐B (quasi‐Newtown) rather than Nelder–Mead (Simplex) methods. [d] Could not be fitted. 
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1.10 Low-level computational modelling 

Computational calculations to identify primary hydrogen bond donating and accepting sites 
were conducted in line with studies reported by Hunter using Spartan ‘16.3 Calculations were 
performed using semi-empirical PM6 methods, after energy minimisation calculations, to 
identify Emax, Emin and polarizability values. PM6 was used over AM1 in line with research 
conducted by Stewart.4  

 

Figure S282 - Electrostatic potential map calculated for the anionic component of 42. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

 

 

 

Figure S283 - Electrostatic potential map calculated for the anionic component of 43. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S284 - Electrostatic potential map calculated for the anionic component of 44. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

 

 

Figure S285 - Electrostatic potential map calculated for the anionic component of 45. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

 

Figure S286 - Electrostatic potential map calculated for the anionic component of 46. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S287 - Electrostatic potential map calculated for the anionic component of 47. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S288 - Electrostatic potential map calculated for the cationic component of 49. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S289 - Electrostatic potential map calculated for the cationic component of 50. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S290 - Electrostatic potential map calculated for the cationic component of 51. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S291 - Electrostatic potential map calculated for the cationic component of 52. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S292 - Electrostatic potential map calculated for the cationic component of 42. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S293 - Electrostatic potential map calculated for the cationic component of 53. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S294 - Electrostatic potential map calculated for the cationic component of 54. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S295 - Electrostatic potential map calculated for the anionic component of 55. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 



377 | P a g e  
 

 

Figure S296 - Electrostatic potential map calculated for the anionic component of 56. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S297 - Electrostatic potential map calculated for the anionic component of 58. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S298 - Electrostatic potential map calculated for the anionic component of 59. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S299 - Electrostatic potential map calculated for the anionic component of 60. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S300 - Electrostatic potential map calculated for the anionic component of 61. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 

 

Figure S301 - Electrostatic potential map calculated for the anionic component of 62. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S302 - Electrostatic potential map calculated for 63. Emax and Emin values depicted in the 
Figure legends are given in kJ/mol. 

 

Figure S303 - Electrostatic potential map calculated for 64. Emax and Emin values depicted in the 
Figure legends are given in kJ/mol. 

 

Figure S304 - Electrostatic potential map calculated for the anionic component of 65. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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Figure S305 - Electrostatic potential map calculated for 66. Emax and Emin values depicted in the 
Figure legends are given in kJ/mol. 

 

Figure S306 - Electrostatic potential map calculated for 67. Emax and Emin values depicted in the 
Figure legends are given in kJ/mol. 

 

Figure S307 - Electrostatic potential map calculated for the anionic component of 68. Emax and 
Emin values depicted in the Figure legends are given in kJ/mol. 
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1.10.1 Comparative overview 

Table S10 - Emax and Emin surface values (kJ mol-1) calculated for 42 -72 using semi-empirical PM6 

modelling methods with Spartan ‘16 software. No. = compound number. 

No. Emax 

(kJ/mol) 
Emin 

(kJ/mol) 
No. Emax 

(kJ/mol) 
Emin 

(kJ/mol) 
No. Emax 

(kJ/mol) 
Emin 

(kJ/mol) 

42, 48-54 -34.28 -706.12 57[a] -69.10 -728.74 65 -41.02 -736.14 

43 -71.20 -708.55 58 -16.50 -692.64 66 244.14 -217.03 

44 -54.43 -760.64 59 -0.595 -716.56 67 260.70 -202.84 

45 -17.83 -687.15 60 -45.05 -716.01 68 -28.66 -716.37 

46 -61.68 -680.84 61 -52.82 -710.29 69[a] -65.85 -720.79 

47 -75.64 -757.75 62 2.417 -673.04 70[a] -60.12 -714.30 

55 -12.26 -727.63 63 232.18 -248.94 71[a] -66.07 -723.07 

56 -48.92 -730.37 64 249.96 -232.38 72[a] -31.97 -703.73 
[a] Previously published results.1 
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Appendix 2: Chapter 3 

2.1 Characterisation NMR 
 

 

 

Figure S308 - 1H NMR spectrum of compound 104 in DMSO-d6 conducted at 298.15 K.  

 

Figure S309 - 13C NMR spectrum of compound 104 in DMSO-d6 conducted at 298.15 K. 
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2.2 Dynamic light scattering data 

 

Figure S310 - The average intensity particle size distribution calculated using 9 DLS runs for 
compound 72 (5 mg/mL) in an EtOH:H2O (1:19) solution at 298.15 K. 

 

Figure S311 - Correlation function data for 9 DLS runs of compound 72 (5 mg/mL) in an EtOH:H2O 
(1:19) solution at 298.15 K. 
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Figure S312 - The average zeta potential distribution calculated using 10 runs for compound 72  
(5 mg/mL) in an EtOH:H2O (1:19) solution at 298.15 K. Average measurement value -59.0 mV. 

 

Figure S313 - The average intensity particle size distribution calculated using 10 DLS runs for 
compound 72 (5 mg/mL) in a H2O solution at 298.15 K. 
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Figure S314 - Correlation function data for 10 DLS runs of compound 72 (5 mg/mL) in a H2O 
solution at 298.15 K. 

 

Figure S315 - The average zeta potential distribution calculated using 10 runs for compound 72  
(5 mg/mL) in a H2O solution at 298.15 K. Average measurement value -71.4 mV. 

2.2.1 Comparative overview 

Table S11 - Summary of average intensity particle size distribution, polydispersity and zeta 
potential data for compound 72 at 5 mg/ mL. Error = standard error of the mean to 1 dp.  

Solution Peak maxima (nm) Polydispersity (%) Zeta potential (mV) 

H2O:EtOH 19:1 197 26 (± 0.4) -59.0 

H2O 349 22 (± 1.2) -71.4 
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2.3 Inversion test 
 

 

Figure S316 – Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaH
2
PO4 

(0.505 M) (right). 

 

 

 

Figure S317 – Compound 72 (1.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 at MGC 

(1.5 mg) in 1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (1.5 mg) in 

1 mL of aqueous NaH
2
PO4 (0.505 M) (right). 
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Figure S318 – Compound 72 (1.5 mg) in 1 mL of H2O (left), partial hydrogel of compound 72 

(1 mg) in 1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (1 mg) in 1 mL 

of aqueous NaH
2
PO4 (0.505 M) (right). 

 

 

 

Figure S319 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous Na2CO3 

(0.505 M) (right). 
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Figure S320 - Compound 72 (3 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (3 mg) in 1 mL of aqueous 

Na2CO3 (0.505 M) (right). 

 

 

 

Figure S321 - Compound 72 (2.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (2.5 mg) in 

1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (2.5 mg) in 1 mL of 

aqueous Na2CO3 (0.505 M) (right). 
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Figure S322 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaNO3 

(0.505 M) (right). 

 

 

 

Figure S323 - Compound 72 (1.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 at MGC  

(1.5 mg) in 1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (1.5 mg) in 

1 mL of aqueous NaNO3 (0.505 M) (right). 
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Figure S324 - Compound 72 (1 mg) in 1 mL of H2O (left), partial hydrogel of compound 72 (1 mg) 

in 1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (1 mg) in 1 mL of 

aqueous NaNO3 (0.505 M) (right). 

 

 

 

Figure S325 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaOBz 

(0.505 M) (right). 
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Figure S326 - Compound 72 (1.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 at MGC  

(1.5 mg) in 1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (1.5 mg) in 

1 mL of aqueous NaOBz (0.505 M) (right). 

 

 

 

Figure S327 - Compound 72 (1 mg) in 1 mL of H2O (left), partial hydrogel of compound 72 (1 mg) 

in 1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (1 mg) in 1 mL of 

aqueous NaOBz (0.505 M) (right). 
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Figure S328 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (5 mg) in 1 mL of aqueous 

Na2HPO4 (0.505 M) (right). 

 

 

 

Figure S329 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous Na2SO4 

(0.505 M) (right). 
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Figure S330 - Compound 72 (3.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3.5 mg) in 

1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (3.5 mg) in 1 mL of 

aqueous Na2SO4 (0.505 M) (right). 

 

 

 

Figure S331 - Compound 72 (3 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (3 mg) in 1 mL of aqueous 

Na2SO4 (0.505 M) (right). 
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Figure S332 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), compound 72 (5 mg) in 1 mL of aqueous NaHSO4 (0.505 M) 

(right). 

 

 

 

Figure S333 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaHCO3 

(0.505 M) (right). 
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Figure S334 - Compound 72 (4 mg) in 1 mL of H2O (left), hydrogel of compound 72 (4 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (4 mg) in 1 mL of aqueous 

NaHCO3 (0.505 M) (right). 

 

 

 

Figure S335 - Compound 72 (3.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3.5 mg) in  

1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (3.5 mg) in 1 mL of 

aqueous NaHCO3 (0.505 M) (right). 
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Figure S336 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaOAc 

(0.505 M) (right). 

 

 

 

Figure S337 - Compound 72 (3.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3.5 mg) in  

1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (3.5 mg) in 1 mL of 

aqueous NaOAc (0.505 M) (right). 
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Figure S338 - Compound 72 (3 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (3 mg) in 1 mL of aqueous 

NaOAc (0.505 M) (right). 

 

 

 

Figure S339 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous NaF (0.505 

M) (right). 
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Figure S340 - Compound 72 (2 mg) in 1 mL of H2O (left), hydrogel of compound 72 (2 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (2 mg) in 1 mL of aqueous 

NaF (0.505 M) (right). 

 

 

 

Figure S341 - Compound 72 (1.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (1.5 mg) in  

1 mL aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (1.5 mg) in 1 mL of 

aqueous NaF (0.505 M) (right). 
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Figure S342 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous KCl (0.505 

M) (right). 

 

 

 

Figure S343 - Compound 72 (2.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (2.5 mg) in  

1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (2.5 mg) in 1 mL of 

aqueous KCl (0.505 M) (right). 



401 | P a g e  
 

 

Figure S344 - Compound 72 (2 mg) in 1 mL of H2O (left), hydrogel of compound 72 (2 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (2 mg) in 1 mL of aqueous 

KCl (0.505 M) (right). 

 

 

 

Figure S345 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (5 mg) in 1 mL of aqueous RbCl 

(0.505 M) (right). 
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Figure S346 - Compound 72 (3.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3.5 mg) in  

1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 at MGC (3.5 mg) in 1 mL of 

aqueous RbCl (0.505 M) (right). 

 

 

 

Figure S347 - Compound 72 (3 mg) in 1 mL of H2O (left), hydrogel of compound 72 (3 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), partial hydrogel of compound 72 (3 mg) in 1 mL of aqueous 

RbCl (0.505 M) (right). 
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Figure S348 - Compound 72 (5 mg) in 1 mL of H2O (left) hydrogel of compound 72 (5 mg) in 1 mL 

aqueous NaCl (0.505 M) (centre), compound 72 (5 mg) in 1 mL of aqueous TBACl (0.505 M) 

(right). 

 

 

 

Figure S349 - Compound 72 (5 mg) in 1 mL of aqueous NaCl on a 1:1 molar ratio with ampicillin 

(105) 
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Figure S350 - Compound 72 (1.5 mg) in 1 mL of H2O (left), hydrogel of compound 72 at MGC  

(1.5 mg) in 1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (1.5 mg) on a 1:1 

molar ratio with ampicillin (105) in 1 mL of aqueous NaCl (0.505 M) (right). 

 

 

 

Figure S351 - Compound 72 (1 mg) in 1 mL of H2O (left), partial hydrogel of compound 72 (1 mg) 

in 1 mL aqueous NaCl (0.505 M) (centre), hydrogel of compound 72 (1 mg) on a 1:1 molar ratio 

with ampicillin (105) in 1 mL of aqueous NaCl (0.505 M) (right). 
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2.3.1 Comparative overview 

Table S12 - Summary of: average (n=3) salt solution (0.505 M) pH values obtained at 25 °C; 
average (n=3) aqueous solution formed by dissolving 2 g of the appropriate hydrogel in 20 mL 
of H2O at 25 °C; average (n=3) melting point obtained for 1 mL of a hydrogel containing 72 (5 mg) 
and the appropriate aqueous salt solution (0.505 M); MGC determined though inversion testing 
for samples containing 72 and various aqueous salt solutions (0.505 M) at 25 °C. 

 

Salt 
pH 

(salt soln.) 

pH 

(gel soln.) 

Tm 

(° C) 

MGC 

(mg/mL) 

NaCl 7.00 ± 0.02 6.23 ± 0.02 51.23 ± 0.10 1.5 

KCl 6.28 ± 0.02 6.16 ± 0.02 54.75 ± 0.09 2.5 

RbCl 7.81 ± 0.02 6.63 ± 0.02 50.91 ± 0.18 3.5 

TBACl 4.22 ± 0.02 [b] [b] [d] 

NaF 8.82 ± 0.04 7.40 ± 0.03 46.91 ± 0.07 2.0 

NaHCO3 8.54 ± 0.04 10.03 ± 0.01 45.39 ± 0.12 4.0 

NaOAc 7.76 ± 0.02 7.07 ± 0.02 46.03 ± 0.13 3.5 

NaOBz 7.00 ± 0.04 5.76 ± 0.03 52.35 ± 0.09 1.5 

NaNO3 6.32 ± 0.01 6.74 ± 0.02 54.48 ± 0.15 1.5 

NaH2PO4 4.01 ± 0.01 4.75 ± 0.03 43.94 ± 0.10 1.5 

NaHSO4 1.26 ± 0.03 [b] [b] [d] 

Na2CO3 11.63 ± 0.03 11.40 ± 0.00 42.94 ± 0.13 3.0 

Na2HPO4 8.49 ± 0.00 8.34 ± 0.00 [c] [c] 

Na2SO4 7.00 ± 0.02 6.92 ± 0.05 43.22 ± 0.12 3.5 

NaCl/Amp[a] 7.00 ± 0.02 7.12 ± 0.02 52.26 ± 0.07 < 1.0[e] 

[a] NaCl supplied as an aqueous solution 0.505 M, ampicillin (105) supplied in a 1:1 molar ratio with 72; [b] precipitate 

formation prevented measurement; [c] partial gel formed at 5 mg/mL; [d] precipitation at 5 mg/mL, no gel formation; 

and [e] refers to 72 only. 
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2.4 Rheological data 

2.4.1 Amplitude sweep 
 

 

Figure S352 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous NaCl (0.505 M) (1 = 100 %). 

 

 

Figure S353 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous NaH2PO4 (0.505 M) (1 = 100 %). 
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Figure S354 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous Na2CO3 (0.505 M) (1 = 100 %). 

 

 

 

Figure S355 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous NaNO3 (0.505 M) (1 = 100 %). 
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Figure S356 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous NaOBz (0.505 M) (1 = 100 %). 

 

 

 

Figure S357 – Graph showing average results (n=3) from amplitude sweep experiments used to 

define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 

aqueous Na2SO4 (0.505 M) (1 = 100 %). 
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Figure S358 – Graph showing average results (n=3) from amplitude sweep experiments used to 

define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 

aqueous NaHCO3 (0.505 M) (1 = 100 %). 

 

 

 

Figure S359 – Graph showing average results (n=3) from amplitude sweep experiments used to 

define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 

aqueous NaOAc (0.505 M) (1 = 100 %). 
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Figure S360 – Graph showing average results (n=3) from amplitude sweep experiments used to 

define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 

aqueous NaF (0.505 M) (1 = 100 %). 

 

 

 

Figure S361 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous KCl (0.505 M) (1 = 100 %). 
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Figure S362 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) in 1 mL 
aqueous RbCl (0.505 M) (1 = 100 %). 

 

 

 

Figure S363 – Graph showing average results (n=3) from amplitude sweep experiments used to 
define the linear viscoelastic region of the sample at 298.15 K. Compound 72 (5 mg) and 
ampicillin (3 mg) in 1 mL aqueous NaCl (0.505 M) (1 = 100 %). 
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2.4.2 Frequency sweep 
 

 

Figure S364 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaCl (0.505 M). 

 

 

 

Figure S365 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaH2PO4 (0.505 M). 
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Figure S366 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous Na2CO3 (0.505 M). 

 

 

 

Figure S367 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaNO3 (0.505 M). 
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Figure S368 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaOBz (0.505 M). 

 

 

 

Figure S369 – Graph showing average results (n=3) from frequency sweep experiments obtained 
from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 
Compound 72 (5 mg) in 1 mL aqueous Na2SO4 (0.505 M). 
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Figure S370 – Graph showing average results (n=3) from frequency sweep experiments obtained 
from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 
Compound 72 (5 mg) in 1 mL aqueous NaHCO3 (0.505 M). 

 

 

 

Figure S371 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaOAc (0.505 M). 
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Figure S372 – Graph showing average results (n=3) from frequency sweep experiments obtained 

from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 

Compound 72 (5 mg) in 1 mL aqueous NaF (0.505 M). 

 

 

 

Figure S373 – Graph showing average results (n=3) from frequency sweep experiments obtained 
from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 
Compound 72 (5 mg) in 1 mL aqueous KCl (0.505 M). 
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Figure S374 – Graph showing average results (n=3) from frequency sweep experiments obtained 
from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 
Compound 72 (5 mg) in 1 mL aqueous RbCl (0.505 M). 

 

 

 

Figure S375 – Graph showing average results (n=3) from frequency sweep experiments obtained 
from the linear viscoelastic region under a constant shear strain (γ) of 0.925 % (298.15 K). 
Compound 72 (5 mg) and ampicillin (105) (3 mg) in 1 mL aqueous NaCl (0.505 M). 
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2.4.3 Comparative overview 

Table S13 - Summary of rheological data for each hydrogel (hydrogel contains 72 (5 mg/mL) in 
the appropriate aqueous salt solution (0.505 M)). Characterisation experiments were performed 
at 25 °C: average gel/sol transition points obtained from n=3 shear strain (γ) amplitude sweeps; 
average storage (G’) and loss (G’’) moduli obtained from n=3 angular frequency sweeps (γ = 0.1 
%). 

Salt 
Gel-Sol 

transition γ 
(%) 

Storage 
modulus G’ 

(Pa) 

Error 

(Pa) 

Loss 
modulus G’’ 

(Pa) 

Error 

(Pa) 

NaCl 46.4 1307 ± 11 202 ± 12 

KCl 6.8 1867 ± 74 274 ± 12 

RbCl 46.4 1308 ± 85 176 ± 9 

NaF 100.0 1448 ± 70 216 ± 11 

NaHCO3 4.6 1166 ± 54 175 ± 14 

NaOAc 100.0 1409 ± 65 235 ± 39 

NaOBz 21.5 503 ± 23 115 ± 7 

NaNO3 21.5 650 ± 21 112 ± 8 

NaH2PO4 3.2 1117 ± 37 192 ± 10 

Na2CO3 31.6 1653 ± 28 226 ± 20 

Na2SO4 6.8 1503 ± 130 228 ± 18 

NaCl/Amp[a] 6.8 1521 ± 3 252 ± 2 

[a] NaCl supplied as an aqueous solution 0.505 M, ampicillin (105) supplied in a 1:1 molar ratio with 72.  
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2.5 Microscopy and energy dispersive X-ray analysis 
 

 

 

Figure S376 – Scanning electron microscopy image of a xerogel prepared from a dehydrated 

hydrogel containing compound 72 (5 mg/mL) in aqueous NaCl (0.505 M). 

 

Figure S377 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S376. 
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Figure S378 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S376. 

 

Figure S379 – Fluorescence microscopy image of a hydrogel containing compound 72 (5 mg/ mL) 

in aqueous NaCl (0.505 M). 
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Figure S380 – Refined fluorescence microscopy image of the hydrogel observed in Figure S379. 

 

Figure S381 – Enlarged image of outlined red box observed for the hydrogel shown in Figure 

S380. 
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Figure S382 – Scanning electron microscopy image of a xerogel prepared from a dehydrated 

hydrogel containing compound 72 (5 mg/mL) in aqueous NaH2PO4 (0.505 M). 

 

Figure S383 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S382. 
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Figure S384 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S382. 

 

Figure S385 - Fluorescence microscopy image of a hydrogel containing compound 72 (5 mg/mL) 

in aqueous NaH2PO4 (0.505 M). 
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Figure S386 - Refined fluorescence microscopy image of the hydrogel observed in Figure S385. 

 

Figure S387 - Enlarged image of outlined red box observed for the hydrogel shown in Figure 

S386. 



425 | P a g e  
 

 

Figure S388 - Scanning electron microscopy image of a xerogel prepared from a dehydrated 
hydrogel containing compound 72 (5 mg/mL) in aqueous NaHCO3 (0.505 M). 

 

Figure S389 - Fluorescence microscopy image of a hydrogel containing compound 72 (5 

mg/mL) in aqueous NaHCO3 (0.505 M). 
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Figure S390 – Scanning electron microscopy image of a xerogel prepared from a dehydrated 

hydrogel containing compound 72 (5 mg/mL) in aqueous NaNO3 (0.505 M). 

 

Figure S391 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S390. 
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Figure S392 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S390. 

 

Figure S393 – Scanning electron microscopy image of a xerogel prepared from a dehydrated 

hydrogel containing compound 72 (5 mg/mL) in aqueous Na2HPO4 (0.505 M). 
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Figure S394 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S393. 

 

Figure S395 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S393. 
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Figure S396 - Fluorescence microscopy image of a hydrogel containing compound 72 (5 mg/ mL) 

in aqueous Na2HPO4 (0.505 M). 

 

Figure S397 - Refined fluorescence microscopy image of the hydrogel observed in Figure S396. 



430 | P a g e  
 

 

Figure S398 – Scanning electron microscopy image of a xerogel prepared from a dehydrated 

hydrogel containing compound 72 (5 mg/mL) in aqueous Na2CO3 (0.505 M). 

 

Figure S399 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S398. 
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Figure S400 – Energy-dispersive X-ray spectrum showing elemental analysis of the xerogel 

imaged in Figure S398. 
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2.6 MIC50 Growth Curves 

2.6.1 USA 300 Methicillin-resistant Staphylococcus aureus (MRSA) 
 

 

Figure S401 - Averaged growth curves created from absorbance readings of S. aureus in the 
presence of compound 42 at varying concentrations. 

 

Figure S402 - Origin graph created using absorbance values at 900 minutes for compound 42 at 
varying concentrations. 
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Figure S403 - Averaged growth curves created from absorbance readings of S. aureus in the 
presence of compound 71 at varying concentrations. 

 

Figure S404 - Origin graph created using absorbance values at 900 minutes for compound 71 at 
varying concentrations. 
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Figure S405 - Averaged growth curves created from absorbance readings of S. aureus in the 
presence of compound 72 at varying concentrations. 

 

Figure S406 - Origin graph created using absorbance values at 900 minutes for compound 72 at 
varying concentrations. 
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2.6.2 Escherichia coli DH10β (E. coli) 
 

 

Figure S407 - Averaged growth curves created from absorbance readings of E. coli DH10β in the 
presence of compound 42 at varying concentrations. MIC50 was calculated using predicted 
endpoint due to solubility. 

 

Figure S408 - Origin graph created using absorbance values at 900 minutes for compound 42 at 
varying concentrations. 
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Figure S409 - Averaged growth curves created from absorbance readings of E. coli DH10β in the 
presence of compound 71 at varying concentrations. MIC50 was calculated using predicted 
endpoint due to solubility. 

 

Figure S410 - Origin graph created using absorbance values at 900 minutes for compound 71 at 
varying concentrations. 
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Figure S411 - Averaged growth curves created from absorbance readings of E. coli DH10β in the 
presence of compound 72 at varying concentrations. MIC50 was calculated using predicted 
endpoint due to solubility. 

 

Figure S412 - Origin graph created using absorbance values at 900 minutes for compound 72 at 
varying concentrations. 
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2.6.3 Comparative overview 

Table S14 -The MIC50 values (mM) as determined for 42, 71, 72 and TBACl against clinically 
relevant Gram-positive MRSA USA300 and Gram-negative E. coli DH10B at an initial calibrated 
cell concentration equal to the 0.5 McFarland standard after 900 minutes (optical density 
measured at 600 nm). 

SSA MRSA E. coli Ratio 

42 0.46 3.85 1:3.6 

71 0.99 3.57 1:5.4 

72 0.93 5.02 1:8.4 

TBACl 3.18 6.36 1:2.0 
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2.7 Hydrogel antimicrobial efficacy experiments 

2.7.1 Disk diffusion assays E. coli DH5B 
 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

  
 

Figure S413 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of ≈ 50 mg SSA hydrogel gel of 72 formed in an aqueous NaCl solution 

(0.505 M) on the surface of the plate.  

 

 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S414 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of ≈ 50 mg SSA hydrogel gel of 72 formed in an aqueous NaCl solution 

(0.505 M) co-formulated in a 1:1 molar ratio with ampicillin (105), on the surface of the plate. 
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Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S415 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of ≈ 50 mg SSA hydrogel gel of 72 formed in an aqueous NaCl solution 

(0.505 M) in a well in the plate. 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S416 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of ≈ 50 mg SSA hydrogel gel of 72 formed in an aqueous NaCl solution 

(0.505 M) co-formulated in a 1:1 molar ratio with ampicillin, in a well in the plate. 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S417 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of ampicillin (105) solution (8.1 mM in an aqueous NaCl solution 

(0.505 M) in a well in the plate. 
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Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S418 - Disk diffusion assays showing the zone of inhibition of growth of Escherichia coli 

DH10β due to the presence of an aqueous NaCl solution (0.505 M) in a well in the plate. 
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2.7.2 Disk diffusion assays MRSA USA300  
 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S419 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of ≈ 50 mg SSA hydrogel gel of 72 

formed in an aqueous NaCl solution (0.505 M) on the surface of the plate. 

 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S420 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of ≈ 50 mg SSA hydrogel gel of 72 

formed in an aqueous NaCl solution (0.505 M) co-formulated in a 1:1 molar ratio with ampicillin 

(105), on the surface of the plate. 
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Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S421 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of ≈ 50 mg SSA hydrogel gel of 72 

formed in an aqueous NaCl solution (0.505 M) in a well in the plate. 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

Figure S422 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of ≈ 50 mg SSA hydrogel gel of 72 

formed in an aqueous NaCl solution (0.505 M) co-formulated in a 1:1 molar ratio with ampicillin 

(105), in a well in the plate. 

 

Biological repeat 1 Biological repeat 2 Biological repeat 3 

 
  

Figure S423 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of ampicillin (105) solution (8.1 

mM in an aqueous NaCl solution, 0.505 M) in a well in the plate. 
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Biological repeat 1 Biological repeat 2 Biological repeat 3 

   

 

Figure S424 - Disk diffusion assays showing the zone of inhibition of growth of Methicillin 

resistant Staphylococcus aureus USA300 due to the presence of an aqueous NaCl solution (0.505 

M) in a well in the plate. 

2.7.3 Comparative overview 

Table S15 - The measured zone of inhibition (diameter) in mm of the inhibition of growth in each 

experimental condition described in Figures S413-S424. 

 

Figure 
Biological 
repeat 1 

(mm) 

Biological 
repeat 2 

(mm) 

Biological 
repeat 3 

(mm) 

Mean 
average 

(mm) 

Standard 
deviation 

S413 13 18 14 14.8 1.92 

S414 59 59 60 59.2 0.56 

S415 13 21 19 17.4 3.52 

S416 53 55 52 53.6 1.15 

S417 51 51 56 52.3 2.34 

S418 0 0 12 3.9 5.47 

      

S419 17 16 14 15.9 1.19 

S420 22 25 23 23.3 1.46 

S421 15 13 13 13.8 0.63 

S422 18 16 17 17.1 0.77 

S423 16 16 14 15.3 0.613 

S424 0 0 0 0 0 
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Appendix 3: Chapter 4 

3.1 UV-Vis spectroscopy 

 

Figure S425 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in H2O recorded for each 

200 µL sample at 5-degree increments from 25-45 C. 

 

 

Figure S426 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in DMSO recorded for each 

200 µL sample at 5-degree increments from 25-45 C. 
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Figure S427 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous Na2HPO4 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

Figure S428 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaH2PO4 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S429 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous Na2CO3 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

Figure S430 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous Na2SO4 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S431 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaHCO3 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

Figure S432 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaOAc (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S433 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

Figure S434 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S435 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

Figure S436 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S437 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

 

 

 

 

Figure S438 – Average (n=3) absorbance graph of 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

recorded for each 200 µL sample at 5-degree increments from 25-45 C. 
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Figure S439 - Average (n=3) Abs.450 values for solutions/partial/hydrogels of 72 (1.5 mg/mL) in 
H2O, DMSO and various aqueous salt solutions (0.505 M) at 25-45 °C. Error bars represent the 
full range of Abs.450 for three repetitions. 
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3.1.1 Comparative overview 

Table S16 - Average (n=3) absorbance values obtained at 450 nm (Abs.450) for 72 (1.5 mg/mL) in 

H2O. DMSO and aqueous salt solutions (0.505 M), at 5-degree increments from 25-45 C. Error 
= standard error of the mean (±). 

Solution Temp (°C) Solution Temp (C) 

 
25 30 35 40 45 

 
25 30 35 40 45 

H2O 
0.03 0.03 0.03 0.03 0.03 

NaOAc 
1.67 1.67 1.63 1.60 1.51 

± 0.00 ± 0.00 ± 0.00 ± 0.00 ± 0.00 ± 0.12 ± 0.13 ± 0.12 ± 0.12 ± 0.10 

DMSO 
0.02 0.02 0.02 0.02 0.02 

NaF 
1.54 1.53 1.50 1.46 0.31 

± 0.00 ± 0.00 ± 0.00 ± 0.00 ± 0.00 ± 0.11 ± 0.11 ± 0.11 ± 0.10 ± 0.05 

Na2HPO4 
0.43 0.41 0.39 0.34 0.14 

RbCl 
1.60 1.60 1.55 1.36 0.10 

± 0.03 ± 0.02 ± 0.02 ± 0.01 ± 0.01 ± 0.00 ± 0.00 ± 0.00 ± 0.00 ± 0.00 

NaH2PO4 
1.20 1.17 1.14 1.05 0.17 

NaCl 
1.47 1.46 1.44 1.42 1.37 

± 0.09 ± 0.08 ± 0.08 ± 0.08 ± 0.01 ± 0.08 ± 0.08 ± 0.08 ± 0.08 ± 0.07 

Na2CO3 
1.21 1.15 1.07 0.55 0.06 

NaNO3 
1.38 1.36 1.34 1.32 1.27 

± 0.04 ± 0.04 ± 0.03 ± 0.04 ± 0.01 ± 0.07 ± 0.07 ± 0.07 ± 0.07 ± 0.06 

Na2SO4 
1.52 1.52 1.50 1.46 0.13 

NaOBz 
1.52 1.54 1.51 1.48 1.39 

± 0.08 ± 0.09 ± 0.08 ± 0.08 ± 0.01 ± 0.10 ± 0.07 ± 0.06 ± 0.06 ± 0.05 

NaHCO3 
1.18 1.15 1.12 1.07 0.08 

KCl 
0.77 0.75 0.75 0.65 0.27 

± 0.04 ± 0.04 ± 0.04 ± 0.04 ± 0.00 ± 0.05 ± 0.05 ± 0.05 ± 0.06 ± 0.08 
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3.2 Spectral well-scans 
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Figure S440 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 

(1.5 mg/mL) in H2O, recorded for each 200 µL sample at 5-degree increments from 25-45 C. 

  



455 | P a g e  
 

 

 

 25 C 30 C 35 C 40 C 45 C 

1 

     

2 

     

3 

     

 

 

Figure S441 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 

(1.5 mg/mL) in DMSO, recorded for each 200 µL sample at 5-degree increments from 25-45 C.  
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Figure S442 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous Na2HPO4 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S443 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous NaH2PO4 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S444 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous Na2CO3 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S445 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous Na2SO4 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S446 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous NaHCO3 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S447 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous NaOAc (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S448 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous NaF (0.505 M), recorded for each 200 µL sample at 5-degree increments 

from 25-45 C.  
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Figure S449 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous RbCl (0.505 M), recorded for each 200 µL sample at 5-degree increments 

from 25-45 C.  
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Figure S450 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 

(1.5 mg/mL) in aqueous NaCl (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S451 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 

(1.5 mg/mL) in aqueous NaNO3 (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S452 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous NaOBz (0.505 M), recorded for each 200 µL sample at 5-degree 

increments from 25-45 C.  
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Figure S453 - Spectral analysis microplate well scans (n=3) conducted at OD450 with 72 
(1.5 mg/mL) in aqueous KCl (0.505 M), recorded for each 200 µL sample at 5-degree increments 

from 25-45 C.  
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3.3 Optical density intensity maps 

 

Figure S454 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in H2O at 25 C. Blue: OD450 
= 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S455 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in H2O at 30 C. Blue: OD450 
= 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S456 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in H2O at 35 C. Blue: OD450 
= 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S457 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in H2O at 40 C. Blue: OD450 
= 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU. 
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Figure S458 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in H2O at 45 C. Blue: OD450 
= 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S459 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in DMSO at 25 C. Blue: 
OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU. 
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Figure S460 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in DMSO at 30 C. Blue: 
OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S461 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in DMSO at 35 C. Blue: 
OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S462 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in DMSO at 40 C. Blue: 
OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S463 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in DMSO at 45 C. Blue: 
OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S464 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2HPO4 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S465 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2HPO4 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S466 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2HPO4 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S467 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2HPO4 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 
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Figure S468 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2HPO4 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S469 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaH2PO4 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 



476 | P a g e  
 

 

Figure S470 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaH2PO4 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S471 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaH2PO4 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 
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Figure S472 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaH2PO4 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S473 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaH2PO4 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S474 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2CO3 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 

 

 

 

 

Figure S475 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2CO3 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S476 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2CO3 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 

 

 

 

 

Figure S477 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2CO3 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 
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Figure S478 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2CO3 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S479 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2SO4 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 
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Figure S480 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2SO4 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 

 

 

 

 

Figure S481 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2SO4 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S482 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2SO4 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S483 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous Na2SO4 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S484 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaHCO3 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 

 

 

 

 

Figure S485 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaHCO3 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S486 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaHCO3 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S487 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaHCO3 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 



485 | P a g e  
 

 

Figure S488 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaHCO3 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S489 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOAc 

(0.505 M) at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  
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Figure S490 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOAc 

(0.505 M) at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S491 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOAc 

(0.505 M) at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU. 
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Figure S492 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOAc 

(0.505 M) at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 

 

 

Figure S493 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOAc 

(0.505 M) at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-
3.00 AU.  

 

 



488 | P a g e  
 

 

Figure S494 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S495 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S496 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S497 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S498 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaF (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S499 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S500 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S501 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S502 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S503 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous RbCl (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S504 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S505 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S506 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S507 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S508 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaCl (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S509 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S510 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S511 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S512 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU. 

 

 

 

 

Figure S513 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaNO3 (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S514 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S515 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S516 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU. 

 

 

 

 

Figure S517 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S518 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous NaOBz (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S519 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

at 25 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S520 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

at 30 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S521 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

at 35 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  
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Figure S522 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

at 40 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

 

 

 

 

Figure S523 - OD450 n=3 intensity maps produced for 72 (1.5 mg/mL) in aqueous KCl (0.505 M) 

at 45 C. Blue: OD450 = 0.00-0.99 AU. Pink: OD450 = 1.00-1.99 AU. Red: OD450 = 2.00-3.00 AU.  

  



503 | P a g e  
 

3.3.1 Comparative overview 

Table S17 - Average (n=3) OD450 minimum, maximum and ratio values (maximum/minimum) 
taken from the spectral microplate well scan data of 72 (1.5 mg/mL) in H2O, DMSO and various 
aqueous salt solutions (0.505 M) at 25 °C - 45 °C. Error = standard error of the mean (±). 

Soln. OD450 Temp (°C) Soln. OD450 Temp (°C) 

  25 30 35 40 45 
 

 25 30 35 40 45 

H2O 

Min 0.06 0.06 0.06 0.05 0.05 

NaOAc 

Min 2.05 2.04 2.01 1.97 1.90 

Error (±) 0.00 0.00 0.00 0.00 0.00 Error (±) 0.01 0.01 0.00 0.01 0.01 

Max 2.80 2.80 2.82 2.85 2.84 Max 2.91 2.96 2.96 2.94 2.92 

Error (±) 0.01 0.01 0.03 0.03 0.04 Error (±) 0.00 0.02 0.06 0.02 0.05 

Min/Max 0.02 0.02 0.02 0.02 0.02 Min/Max 0.7 0.69 0.68 0.67 0.65 
 Error (±) 0.00 0.00 0.00 0.00 0.00  Error (±) 0.00 0.00 0.01 0.01 0.01 

DMSO 

Min 0.05 0.05 0.05 0.05 0.05 

NaF 

Min 1.60 1.44 1.45 1.43 1.40 

Error (±) 0.00 0.00 0.00 0.00 0.00 Error (±) 0.12 0.34 0.26 0.13 0.03 

Max 3.50 3.50 3.50 3.50 2.95 Max 2.90 2.95 2.92 2.87 2.90 

Error (±) 0.00 0.00 0.00 0.00 0.21 Error (±) 0.12 0.21 0.31 0.22 0.32 

Min/Max 0.01 0.01 0.01 0.01 0.02 Min/Max 0.55 0.49 0.5 0.5 0.48 
 Error (±) 0.00 0.00 0.00 0.00 0.00  Error (±) 0.01 0.04 0.01 0.00 0.03 

Na2HPO4 

Min 0.60 0.57 0.56 0.53 0.08 

RbCl 

Min 1.37 1.34 1.24 1.20 1.34 

Error (±) 0.02 0.03 0.03 0.02 0.01 Error (±) 0.11 0.15 0.17 0.30 0.22 

Max 1.91 1.94 1.92 1.91 2.57 Max 2.77 2.83 2.82 2.74 2.80 

Error (±) 0.01 0.02 0.04 0.04 0.20 Error (±) 0.11 0.13 0.19 0.04 0.09 

Min/Max 0.31 0.29 0.29 0.28 0.03 Min/Max 0.50 0.48 0.44 0.44 0.48 
 Error (±) 0.01 0.02 0.01 0.01 0.00  Error (±) 0.07 0.08 0.05 0.02 0.10 

NaH2PO4 

Min 1.38 1.33 1.29 1.19 0.14 

NaCl 

Min 1.69 1.66 1.65 1.63 1.61 

Error (±) 0.06 0.06 0.06 0.12 0.00 Error (±) 0.03 0.03 0.03 0.03 0.03 

Max 2.51 2.58 2.50 2.45 2.87 Max 2.67 2.66 2.70 2.69 2.73 

Error (±) 0.14 0.12 0.14 0.09 0.02 Error (±) 0.01 0.02 0.01 0.04 0.04 

Min/Max 0.55 0.51 0.52 0.49 0.05 Min/Max 0.63 0.63 0.61 0.61 0.59 
 Error (±) 0.01 0.01 0.03 0.00 0.00  Error (±) 0.01 0.01 0.01 0.01 0.01 

Na2CO3 

Min 0.86 0.83 0.80 0.68 0.11 

NaNO3 

Min 1.58 1.57 1.54 1.52 1.48 

Error (±) 0.34 0.33 0.32 0.31 0.02 Error (±) 0.11 0.11 0.10 0.11 0.12 

Max 2.47 2.48 2.47 2.43 2.21 Max 2.54 2.55 2.52 2.50 2.48 

Error (±) 0.01 0.07 0.08 0.06 0.02 Error (±) 0.04 0.06 0.03 0.05 0.02 

Min/Max 0.35 0.33 0.32 0.28 0.05 Min/Max 0.62 0.61 0.61 0.61 0.60 
 Error (±) 0.10 0.08 0.10 0.08 0.01  Error (±) 0.00 0.00 0.01 0.02 0.05 

Na2SO4 

Min 1.55 1.54 1.51 1.50 1.36 

NaOBz 

Min 1.74 1.73 1.71 1.69 1.67 

Error (±) 0.36 0.37 0.40 0.41 0.33 Error (±) 0.01 0.01 0.01 0.01 0.01 

Max 2.49 2.50 2.50 2.55 2.43 Max 2.72 2.80 2.78 2.82 2.85 

Error (±) 0.13 0.15 0.19 0.22 0.13 Error (±) 0.01 0.03 0.02 0.01 0.03 

Min/Max 0.62 0.61 0.6 0.59 0.56 Min/Max 0.64 0.62 0.62 0.6 0.58 
 Error (±) 0.14 0.14 0.15 0.14 0.05  Error (±) 0.00 0.00 0.00 0.00 0.00 

NaHCO3 

Min 1.25 1.21 1.18 1.15 1.08 

KCl 

Min 1.79 1.78 1.75 1.73 1.54 
Error (±) 0.01 0.02 0.03 0.02 0.02 Error (±) 0.19 0.11 0.15 0.13 0.06 

Max 2.21 2.25 2.26 2.24 2.24 Max 3.10 3.20 3.25 3.27 3.29 
Error (±) 0.06 0.04 0.04 0.02 0.08 Error (±) 0.10 0.03 0.23 0.14 0.24 

Min/Max 0.57 0.54 0.52 0.51 0.48 Min/Max 0.58 0.56 0.54 0.53 0.47 

Error (±) 0.02 0.02 0.01 0.00 0.01 Error (±) 0.04 0.03 0.01 0.02 0.03 
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3.4 Fluorescence spectroscopy 

 

Figure S524 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in H2O. 

 

 

 

Figure S525 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in DMSO. 
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Figure S526 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous Na2HPO4 (0.505 M). 

 

 

 

Figure S527 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaH2PO4 (0.505 M). 
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Figure S528 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous Na2CO3 (0.505 M). 

 

 

 

Figure S529 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous Na2SO4 (0.505 M). 
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Figure S530 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaHCO3 (0.505 M). 

 

 

 

Figure S531 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaOAc (0.505 M). 
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Figure S532 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaF (0.505 M). 

 

 

 

Figure S533 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous RbCl (0.505 M). 
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Figure S534 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaCl (0.505 M). 

 

 

 

Figure S535 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaNO3 (0.505 M). 
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Figure S536 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous NaOBz (0.505 M). 

 

 

 

Figure S537 - Average (n=3) fluorescence excitation (left) and emission (right) spectra of 72 

(1.5 mg/mL) at 25 C (blue) and 45 C (red) in aqueous KCl (0.505 M). 
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3.5 Uniformity experiments 
 

 

Figure S538 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in H2O at 25 C across the entirety of the 96-well microplate - 95 % of the data 
is within 2 σμ (blue). 

 

 

 

Figure S539 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in aqueous NaCl (0.505 M) at 25 C across the entirety of the 96-well microplate 
- > 95 % of the data is within 2 σμ (blue). 
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Figure S540 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in H2O at 30 C across the entirety of the 96-well microplate - 90 % of the data 
is within 2 σμ (blue). 

 

 

 

Figure S541 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in aqueous NaCl (0.505 M) at 30 C across the entirety of the 96-well microplate 
- 94 % of the data is within 2 σμ (blue). 
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Figure S542 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in H2O at 35 C across the entirety of the 96-well microplate - > 95 % of the data 
is within 2 σμ (blue). 

 

 

 

Figure S543 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in aqueous NaCl (0.505 M) at 35 C across the entirety of the 96-well microplate 
- 95 % of the data is within 2 σμ (blue). 
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Figure S544 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in H2O at 40 C across the entirety of the 96-well microplate - 93 % of the data 
is within 2 σμ (blue). 

 

 

 

Figure S545 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in aqueous NaCl (0.505 M) at 40 C across the entirety of the 96-well microplate 
- 95 % of the data is within 2 σμ (blue). 
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Figure S546 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in H2O at 45 C across the entirety of the 96-well microplate - 94 % of the data 
is within 2 σμ (blue). 

 

 

 

Figure S547 – Standard deviation (σ) data of the mean (μ) taken from Abs.450 measurements of 

72 (1.5 mg/mL), in aqueous NaCl (0.505 M) at 45 C across the entirety of the 96-well microplate 
- 95 % of the data is within 2 σμ (blue). 
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