
Jordan, Tobias (2022) Complex Contagion of Desirable Behavior in Adolescent 
Social Networks - a Simulation Model.  Doctor of Philosophy (PhD) thesis, 
University of Kent,. 

Kent Academic Repository

Downloaded from
https://kar.kent.ac.uk/97080/ The University of Kent's Academic Repository KAR 

The version of record is available from
https://doi.org/10.22024/UniKent/01.02.97080

This document version
UNSPECIFIED

DOI for this version

Licence for this version
CC BY (Attribution)

Additional information

Versions of research works

Versions of Record
If this version is the version of record, it is the same as the published version available on the publisher's web site. 
Cite as the published version. 

Author Accepted Manuscripts
If this document is identified as the Author Accepted Manuscript it is the version after peer review but before type 
setting, copy editing or publisher branding. Cite as Surname, Initial. (Year) 'Title of article'. To be published in Title 
of Journal , Volume and issue numbers [peer-reviewed accepted version]. Available at: DOI or URL (Accessed: date). 

Enquiries
If you have questions about this document contact ResearchSupport@kent.ac.uk. Please include the URL of the record 
in KAR. If you believe that your, or a third party's rights have been compromised through this document please see 
our Take Down policy (available from https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies). 

https://kar.kent.ac.uk/97080/
https://doi.org/10.22024/UniKent/01.02.97080
mailto:ResearchSupport@kent.ac.uk
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies


UNIVERSITY OF KENT

DOCTORAL THESIS

Complex Contagion of Desirable Behavior in Adolescent Social Networks
– a Simulation Model

Author: Tobias JORDAN

Words: 45.173
Academic school: School of Computing

Year of Submission: 2022
Pages: 163

Abstract This thesis proposes a network
spreading model for the simulation of complex
contagion processes in social networks. Current
models for political decision support often fail in
reproducing macro phenomena that emerge from
micro behavior. The approach aims at overcoming
those shortcomings related to restrictions of current
Dynamic Stochastic General Equilibrium (DSGE)-
models to rational homogeneous individuals on
the ground of the connection of Network Science
and Agent-based Simulation. Hereby special
attention is drawn to applications in the field
of Conditional Cash Transfer Programs (CCT).
Using a case study that concerns the educational
commitment of adolescents in northeastern Brazil,
a step by step description of model setup is given.
The contribution to the current state of the research
is hereby fourfold. A novel approach to model
the diffusion of educational commitment among
adolescents (the effort they put into learning)
as a Coordination-Game is proposed and it is
demonstrated that it adequately represents reality.
Moreover, the problem of missing data is addressed
in this thesis from the perspective of a modeler that
aims at creating meaningful large-scale network
simulations. Adaptions of existing link-prediction
and network generation approaches as well as
a combination of both are proposed as a new,
well performing method to impute missing
links in social networks, stemming from surveys
and online sources. It is shown that both, the
"Boundary Specification Problem" and the "Fixed
Choice Effect" can be tackled successfully with
this techniques. Moreover, the thesis proposes an
implementation of a Learning Classifier System
(LCS)-based decision module for the agents within
the simulation model. This novel adoption of the
well known approach provides the agents with
bounded rationality and hence enables more realis-
tic simulations. For the first time, it is demonstrated
that this decision module mimics human reasoning
about educational commitment well. Eventually,
an adaption of the standard Genetic Algorithm is
proposed and developed for the task of parameter
estimation and fitting the simulation model to real
data. It is demonstrated that the Genetic Algorithm
is well suited for this task.

Contribution to Science We have devel-
oped a novel approach to model the diffusion of
educational commitment among adolescents as a
Coordination-Game. Hereby the stage is set for
the incorporation of Coordination-Game like imita-
tion processes to a more sophisticated model of the
spread of educational commitment.

We have provided solutions for the problem of
missing data between isolated components from
social network surveys, stemming from "Fixed-
Choice-Effect" and "Boundary Specification Prob-
lem", enabling simulations on a global network
model. The presented research contributes to the lit-
erature with the proposal of three approaches that
are capable of generating interconnected networks
with different features.

We have proposed a novel Learning Classifier im-
plementation that provides the agents in an Agent-
based Model (ABM) with bounded rationality and
enables simulations of the diffusion of educational
attitudes via social networks.

We have provided a Genetic Algorithm that suc-
cessfully estimates the input parameters for the sim-
ulation model so that the model closely reproduces
real data. Hereby, attention is drawn to the possibil-
ity of decentral estimation of ABM and it is demon-
strated that decentral estimation approaches yield
much better results than attempts to global param-
eter estimation.

Impact Statement The simulation model
that is proposed here helps to better understand
complex spreading processes in social networks and
respective multiplier- and spillover effects of pub-
lic policies. This includes the analysis, evaluation
and potential alteration of Conditional Cash Trans-
fer Programs (CCT) and other policies concerning
education and social equality. By providing insights
in the process of diffusion and enabling the real-
istic simulation of what-if scenarios, this research
has the potential to contribute to the construction
of human capital and the eradication of poverty
and other United Nations Sustainable Development
Goals such as the good quality of education and re-
duced inequality.
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“Ninguém educa ninguém, ninguém se educa a si mesmo, os homens se educam entre si,
mediatizados pelo mundo ”

Paulo Freire
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by Tobias JORDAN

This thesis proposes a network spreading model for the simulation of complex con-
tagion processes in social networks. Current models for political decision support
often fail in reproducing macro phenomena that emerge from micro behavior. The
approach aims at overcoming those shortcomings related to restrictions of current
Dynamic Stochastic General Equilibrium (DSGE)-models to rational homogeneous
individuals on the ground of the connection of Network Science and Agent-based
Simulation. Hereby special attention is drawn to applications in the field of Con-
ditional Cash Transfer Programs (CCT). Using a case study that concerns the edu-
cational commitment of adolescents in northeastern Brazil, a step by step descrip-
tion of model setup is given. The contribution to the current state of the research is
hereby fourfold. A novel approach to model the diffusion of educational commit-
ment among adolescents (the effort they put into learning) as a Coordination-Game
is proposed and it is demonstrated that it adequately represents reality. Moreover,
the problem of missing data is addressed in this thesis from the perspective of a mod-
eler that aims at creating meaningful large-scale network simulations. Adaptions of
existing link-prediction and network generation approaches as well as a combina-
tion of both are proposed as a new, well performing method to impute missing links
in social networks, stemming from surveys and online sources. It is shown that both,
the "Boundary Specification Problem" and the "Fixed Choice Effect" can be tackled
successfully with this techniques. Moreover, the thesis proposes an implementation
of a Learning Classifier System (LCS)-based decision module for the agents within
the simulation model. This novel adoption of the well known approach provides
the agents with bounded rationality and hence enables more realistic simulations.
For the first time, it is demonstrated that this decision module mimics human rea-
soning about educational commitment well. Eventually, an adaption of the standard
Genetic Algorithm is proposed and developed for the task of parameter estimation
and fitting the simulation model to real data. It is demonstrated that the Genetic
Algorithm is well suited for this task.
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Contribution to Science

• We have developed a novel approach to model the diffusion of educational
commitment among adolescents as a Coordination-Game. Hereby the stage is
set for the incorporation of Coordination-Game like imitation processes to a
more sophisticated model of the spread of educational commitment.

• We have provided solutions for the problem of missing data between iso-
lated components from social network surveys stemming from "Fixed-Choice-
Effect" and "Boundary Specification Problem", enabling simulations on a global
network model. The presented research contributes to the literature with the
proposal of three approaches that are capable of generating interconnected net-
works with different features.

• We have proposed a novel Learning Classifier implementation that provides
the agents in an Agent-based Model (ABM) with bounded rationality and en-
ables simulations of the diffusion of educational attitudes via social networks.

• We have provided a Genetic Algorithm that successfully estimates the input
parameters for the simulation model so that the model closely reproduces real
data. Hereby, attention is drawn to the possibility of decentral estimation of
ABM and it is demonstrated that decentral estimation approaches yield much
better results than attempts to global parameter estimation.

Impact Statement The simulation model that is proposed here helps to better un-
derstand complex spreading processes in social networks and respective multiplier-
and spillover effects of public policies. This includes the analysis, evaluation and
potential alteration of Conditional Cash Transfer Programs (CCT) and other policies
concerning education and social equality. By providing insights in the process of
diffusion and enabling the realistic simulation of what-if scenarios, this research has
the potential to contribute to the construction of human capital and the eradication
of poverty and other United Nations Sustainable Development Goals such as the
good quality of education and reduced inequality.
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2.1 ROC-Curve for Coordination-Game Simulations with FUNDAJ Data
- 15 iterations. The Figure presents the ROC-Curves for experiments
with varying threshold of marks tm, classifying the pupils as good stu-
dents, if their mark is greater than tm or bad students if their perfor-
mance is below tm and for varying settings of T and f , as pointed out
in parentheses (tm, T, f ). Recall = true−positives

np ; Fallout = f alse−positives
nn .

The results with the highest Youden − Index are indicated by arrows
pointing from the respective parameter setting. Simulations with those
settings provide ROC-levels above the ROC-levels of the respective
setting for tm before starting the simulation. Hence they indicate the
existence of a signal, rather than a random process. . . . . . . . . . . . 18

2.2 Analysis for Coordination-Game Simulations with FUNDAJ Data.
The Figure presents results for 15 iterations of simulations with the
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nn . Simulations with the behaviors

sport, smoking and drug − use yield ROC-Levels that outperform the
initial ROC-value indicated by the dashed line and hence indicate that
the simulations possess predictive power. . . . . . . . . . . . . . . . . . 22

2.5 Analysis for Coordination-Game Simulations With Scottish Data-
Set. The Figure presents results for 50 Iterations of the contagion
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2.6 Analysis for Coordination-Game Simulations With Scottish Data-
Set. The Figure presents results for 50 Iterations of the contagion
model for the behavior Smoking - T = 0.45. Compared with bench-
mark t+ 2 a strong improvement of q, as well as a significant decrease
of e and a slight decrease of ϵ is observable. . . . . . . . . . . . . . . . . 23

2.7 Analysis for Coordination-Game Simulations With Scottish Data-
Set. The Figure presents results for 50 Iterations of the contagion
model for the behavior Alcohol use - T = 0.65. Note that q never
reaches a value higher than the start value, also e does not drop under
its start value and ϵ remains on an equal level. . . . . . . . . . . . . . . 23

2.8 Analysis for Coordination-Game Simulations With Scottish Data-
Set. The Figure presents results for 50 Iterations of the contagion
model for the behavior Drug-use - T = 0.35. The Figure yields de-
creasing e and ϵ, as well as increasing q over the run-time for bench-
mark value t + 2 and hence confirms the promising performance of
the model for this behavior. . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 School-clusters from Recife. The Figure presents the individual pupils
that participated in the FUNDAJ-Survey. Pupils are colored according
to their school. Location of pupils is assigned by a Fruchtermann-
Reingold algorithm [74] centered around the location of their school
within the city of Recife. Grey lines indicate friendships between
pupils as registered by the survey. As social networks where solely
surveyed within schools, isolated components appear for each school. 32

3.2 Extract of School-clusters from Recife. The Figure presents an ex-
tract of the individual pupils that participated in the FUNDAJ-Survey.
Pupils are colored according to their school. Location of pupils is as-
signed by a Fruchtermann-Reingold algorithm [74] centered around
the location of their school within the city of Recife. Grey lines indi-
cate friendships between pupils as registered by the survey. As social
networks where solely surveyed within schools, isolated components
appear for each school. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Social Circles - Objective Values. The abscissa scales the different
values of the parameter c that controls the exponent of the exponential
decay function in Equation 3.1; objective ranges and upper-/lower
limits are indicated by dashed lines. Most of the desired objective
values can be reached with differing values of c. The results indicate
that a desirably small number of components may be reached using c
values higher than or equal to 500. . . . . . . . . . . . . . . . . . . . . . 42
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3.4 Network Created by Social Circles Approach. The Figure presents
the individual pupils that participated in the FUNDAJ-Survey. Pupils
are colored according to their school. Location of pupils is assigned
by a Fruchtermann-Reingold algorithm within a radius of n2 around
the location of their school within the city of Recife. n indicates the
number of pupils of the respective school. Grey lines indicate friend-
ships between pupils as registered by the survey, as well as friend-
ships estimated by the social circles method applying c = 500. It can
be observed that a fairly well connected network has been generated. . 43

3.5 Bootstrapping - Objective Values. The abscissa scales the different
values of the threshold parameter r; objective ranges and upper-/lower
limits are indicated by dashed lines. Most objective values can be met
if running the cold start link-prediction approach using a high final
threshold (r ≥ 0.89). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Network Created by Bootstrapping. The Figure presents the indi-
vidual pupils that participated in the FUNDAJ-Survey. Pupils are col-
ored according to their school. Location of pupils is assigned by a
Fruchtermann-Reingold algorithm within a radius of n2 around the
location of their school within the city of Recife. n indicates the num-
ber of pupils of the respective school. Grey lines indicate friendships
between pupils as registered by the survey, as well as friendships es-
timated by the Bootstrapping method applying r = 0.91. Note that a
considerable number components remain disconnected. . . . . . . . . . 46

3.7 Combined Approach - Objective Values. The abscissa scales the dif-
ferent values of the parameter c that controls the exponent of the ex-
ponential decay function in Equation 3.7; objective ranges and upper-
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with 500 ≤ c ≤ 1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.8 Network created by Combined Approach. The Figure presents the
individual pupils that participated in the FUNDAJ-Survey. Pupils are
colored according to their school. Location of pupils is assigned by
a Fruchtermann-Reingold algorithm within a radius of n2 around the
location of their school within the city of Recife. n indicates the num-
ber of pupils of the respective school. Grey lines indicate friendships
between pupils as registered by the survey, as well as friendships es-
timated by the combined method applying c = 300. The combined
approach yields a better reduction of isolated components than the
Cold-Start Link-prediction approach. . . . . . . . . . . . . . . . . . . . . 49
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3.9 Degree distributions for networks generated with Social Circles (c=500),
Bootstrapping(r=0.91) and Combined approach (c=800). Compared
to degree distributions from real world social networks: Original FUN-
DAJ Graph, AddHealth Network and Cyworld in-and out degree dis-
tribution. Social Circles Approach maintains the original Degree Dis-
tribution, Combined Approach approximates the AddHealth Degree
Distribution and Bootstrapping approach generates a network similar
to Cyworld online social network . . . . . . . . . . . . . . . . . . . . . . 51

3.10 Log-Log Plot of Survival Function (CCDF). Link-probability related
to physical distance between nodes for networks generated with So-
cial Circles (c=500), Bootstrapping(r=0.91) and Combined approach
(c=800). Compared to distance- link-probability distributions from
real world social networks: Brightkite and Gowalla worldwide net-
works, as well as local sub networks for the city of New York. Visual
analysis reveals that the network generated using the combined ap-
proach approximated the Gowalla and Brightkite networks of the city
of New York best, while Social Circles approach seems to better main-
tain the original distance-link-probability . . . . . . . . . . . . . . . . . 54

4.1 Classifier System. The Figure is an illustration of the rule based deci-
sion making mechanism. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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Chapter 1

Introduction

"Ninguém educa ninguém, ninguém se educa a si mesmo, os homens se
educam entre si, mediatizados pelo mundo." [1]

Paulo Freire wrote those words in his famous "Pedagogy of the Oppressed", express-
ing that education must not regard the student as an empty vessel that needs to be
filled with wisdom. Instead, according to Freire, education occurs in a dialogue be-
tween student and teacher and particularly in the dialogue among students.

This dialogue-centered approach points out how important interaction with peers is
for educational success. Education therewith does not only depend on the content
that is being taught but on how peers discuss this content among each other and
especially if and how the group develops an attitude toward education. However,
to benefit from the described peer effect and the benefits of education, pupils must
be able and willing to attend school.

1.1 Motivation for the Research - Policies for Poverty Eradi-
cation in Brazil

The necessity of school attendance is one of the core ideas of Conditional Cash Trans-
fer (CCT) programs that have been emerging all over the world within the last two
decades. The CCT-Programs usually combine a cash transfer to poor families, com-
monly obtaining incomes nearby the poverty line or below, under the condition that
differing human capital building services are accessed. Such services may comprise
health or education. The objective is unanimously twofold: First, the eradication of
extreme poverty by direct cash transfer and second, avoiding the inter-generational
transmission of poverty fostering the education and health of the following genera-
tions [2].

The Brazil Government-funded "Bolsa Familia" Program is worldwide one of the
largest Conditional Cash Transfer Programs, reaching more than 46 Million people.
The Brazilian National Congress approved in 2021 a successor program for "Bolsa
Familia" named "Auxilio Brazil". After intense debates in both chambers (Federal
Senate and Chamber of Deputies), the program can be interpreted as an extension
of the existing program. Participating families receive a monthly benefit according
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to family size and monthly houshold income. Extremely poor families are hereby
eligible for a fixed benefit without conditions, while moderately poor families are
obliged to care for the school attendance, and vaccinations of their children, as well
as for the pre- and postnatal preventive medical checkups of women. The aim of the
policy is to achieve two goals with one program: fight hunger and poverty and build
human capital, educating the youngest to break the vicious circle of poverty [2].

The CCT programs and particularly "Bolsa Familia" have been studied extensively
and strong evidence on the positive effect of those programs on school enrollment
exists. Moreover, it has been shown that CCTs have a negative effect on school
dropout rates and likewise, positive effects on the average length of schooling of
participants [3], [4].

To a lesser extent, yet not less convincing, hints have been found that those positive
effects of the CCTs are not limited to the eligible families and individuals. School
enrollment of significantly affected neighborhoods also rises due to peer effects and
positive educational outcomes of participants as well a penalties applied to noncom-
pliance with the conditions [5], [6]. Literature also refers to those peer effects with
the term “spillover”. This indicates that beyond the direct effects of schooling and
learning, the role of the school as a social space where connections and friendships
are formed and opinions and attitudes are built, cannot be underestimated and the
effects of intra- and inter school networks should be taken into consideration when
designing and evaluating public measures such as the Conditional Cash Transfer
Programs.

The above gave rise to the idea for the research in this thesis. In networks of
individuals, network effects can be identified statistically and it has been proven that
they heavily depend on network properties and the nature of whatever is spreading
through the network. Departing from the idea of designing and evaluating CCTs,
the public administrator may also want to examine whether those network effects
are present and important for the policy in question and if so, how they could be
used to generate positive outcomes. For related questions that emerge during the
process of policy design, the state of the art General Equilibrium Models (DSGE-
Models) [7] may be too static and may not account for the strong effect that local
clusters and the heterogeneity of the society have on the overall outcomes of public
policies. Hence, a modeling approach better suited to simulate the complexity of the
studied societies and more flexible for the policy-maker, should be developed.
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1.2 Theoretical Grounding and Approach

General Equilibrium Models [7] represent the most popular paradigm for macroe-
conomic simulation and thereby the most popular instrument for political decision
support. However, those models are based on strong neo-classical assumptions like
rational decision making, perfect market behavior, and perfect information for all
actors. These assumptions do not hold in the real world and lead to a stereotype
average consumer, that is the rational individual or Homo Oeconomicus. Criticism
of Homo Oeconomicus became louder during the last decade due to the unrealistic
assumptions of the underlying model and the failure of rational individual-based
models in predicting problems such as the big economic crisis at the beginning of
the 21st century [8]. These assumptions also suppose that our highly heterogeneous
societies can be understood by investigating the behavior of rational average indi-
viduals and their communication and group behavior. It is claimed that irrationality
does not exist, or at least not affect the crowd’s behavior [9].

To better understand and predict human behavior, the concept of Agent-based
modeling came up as an alternative for economists. Agent-based models use au-
tonomous acting, communicating computer programs, the so-called agents, that can
decide in a bounded rational way [10]. Agents within these models may resemble in-
dividuals, consumers, or juridical persons like companies. The element of bounded
rationality is here represented in the form of a decision mechanism that enables the
agents to strive for optimal decisions but that also reflects the irrational bias that real
decision-makers usually face. This bias can be introduced by distinct means such
as, for instance, providing limited processing capacities, rules of thumb and other
heuristic decision making approaches, or providing the agents only with a share of
the information related to the given decision. In combination with the representation
of heterogeneous individual characteristics and inter-temporal effects, the element
of bounded rationality triggers the emergence of macro phenomena from micro be-
havior that may not be expected from simulations based upon the paradigm of the
rational individual. Agent-based models thereby are enabled, to better model hu-
man heterogeneity and thus create a more sophisticated image of reality.

In parallel, and accompanying the findings on spillovers of CCTs (see Section 1.1),
the study of social networks revealed that our peers and even peers of peers in-
fluence our behavior [11]. It is understood that besides behavior, other diffusion
processes occur on social networks, such as the spreading of contagion and informa-
tion. However, it has been shown that the diffusion pattern depends on the nature
of whatever is diffusing throughout the network.

Literature distinguishes broadly between simple- and complex contagion [12]. Sim-
ple contagion describes processes where a single contact between an infected and a
susceptible individual triggers contagion. This spreading pattern can be observed
for the contagion of diseases and rumors. On the other hand, complex contagion
encompasses situations where a single contact is not sufficient to trigger a diffusion

3



Chapter 1. Introduction

process. Rather multiple exposures are needed before contagion occurs. Such com-
plex contagion can, among others, certainly be assumed for the decision to attend
school classes or to dedicate at school.

Several studies with complex contagion processes also revealed that network struc-
ture affects complex contagion differently [13]. While weak ties or single connec-
tions between otherwise unconnected components play a major role in the spread-
ing of simple contagion, they appear to impede the diffusion of complex contagion.
Based upon those findings it has been investigated how contagious processes may be
stopped by the removal of links and influential nodes from the network (e.g. spread-
ing of riots and diseases). However, in certain contexts, the opposite strategy may be
of interest, particularly if the contagious behavior is desirable. A policymaker, who
is responsible for a CCT as "Bolsa Familia", for example, might want to investigate if
the positive spillover effects can be enforced by rearranging social networks of chil-
dren. For instance, such rearrangement could be achieved, bringing children from
different social contexts together through exchange programs or social activities.

Hence, models that are capable of simulating such spreading processes coherently
and realistically may be of great help for decision-makers when considering how to
impede undesirable behavior or reinforce desirable behavior spreading.

Therefore, this thesis addresses the process of drafting and implementing a simu-
lation model for complex spreading on social networks and provides solutions for
pending problems inherent to this process. A model on the ground of the connection
of Network Science and Agent-based Simulation is proposed as a solution. In this
thesis our contribution to the current state of the research is hereby fourfold:

The first challenge when developing such a simulation model is the choice of the
underlying spreading pattern. A problem-specific approach must be found that re-
presents well the mechanism that triggers the diffusion of the behavior in question.
Therefore, this thesis gives guidance on the sensitive choice of a fitting model envi-
ronment in Chapter 21. Theoretical background on the representation of spreading
processes is given and the suitability of a Coordination-Game mechanism [15] is
studied in depth.

Another persisting problem for modelers is the availability of adequate data and -
more importantly- the quality and completeness of those data. Particularly when it
comes to social network data, the available data is generally restricted to a certain
environment. For example, network data is usually solely available for all mem-
bers of the entity where the network study was conducted. Hereby, entities may
be thought of as companies, associations or schools for example. Even when rely-
ing on data from online network sources such as social online networks, purchas-
ing networks, etc., the available data is restricted to the users of such services. For
coherent large-scale simulation models, however, interconnected networks includ-
ing comprehensive information about the incorporated individuals are needed in a

1The contents of this Chapter have been previously published in the proceedings of a peer reviewed
conference [14]
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larger scale. Hence, the problem of missing data is addressed in this thesis from the
perspective of a modeler that aims at creating meaningful large-scale network sim-
ulations. Hereby the possibilities of both areas of research, network sciences, and
Agent-based modeling are evaluated and put together. Chapter 32 introduces the
research question and the current state of the research in greater detail.

Moreover, as stated above, this approach stems from Agent-based modeling and net-
work science and overcomes the restriction of current DSGE-Models to the rational
individual. To this purpose, the thesis proposes an implementation of a Learning
Classifier System (LCS)-based decision module for the agents within the simulation
model. This approach provides the agents with bounded rationality [10] and hence
enables more realistic simulations. Chapter 43 explains the approach and evaluates
the suitability for the given scenario. Moreover, a literature review on Agent-based
models and their applications is given.

Finally, the challenge of finding the right parameters for such large-scale complex
network simulation is addressed. Difficulties in calibration and parameter estima-
tion are pointed out. It is argued that heuristic estimation approaches are better
suited for such tasks than indirect inference approaches. The heuristic parameter
estimation is presented at the basis of a Genetic Algorithm and particular obstacles
with this approach as well as possible solutions are pointed out in Chapter 5.

1.3 Practical Example

The theoretical contributions are presented alongside a practical example that con-
cerns the educational commitment of adolescents in Brazil. The payoff of educa-
tional efforts generally materializes after a considerable time gap and may not be
recognized clearly by adolescents. This is why the educational commitment of ado-
lescents depends heavily on peer behavior. Nevertheless, high educational commit-
ment is clearly a desirable behavior and hence it may be of public interest to under-
stand how diffusion of that behavior can be promoted. This holds especially in the
context of the design and evaluation of CCTs.

It is also known that educational success and commitment are distributed heteroge-
neously among the society, where socioeconomic status correlates with the attitudes
towards education.

Bringing together groups of adolescents with different socioeconomic backgrounds,
for example from private and public schools may be a method to re-shape social
networks. Desirable attitudes towards education may then spread to regions within
the social network they would not have reached otherwise. To that purpose, it may

2The contents of this Chapter have been previously published as an article in a peer reviewed jour-
nal [16]

3The contents of this Chapter have been previously published in the proceedings of a peer reviewed
conference [17]
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be helpful for public administration to know, how the re-connection of networks
could affect the spreading of desirable behavior throughout social systems.

To facilitate the conduction of such what-if simulations we propose a simulation-
based model of behavior spreading among individual agents that reconnect on the
ground of homophily4 and network structure when brought together.

1.4 Contribution to Science

As stated above, four major contributions to the current state of research are made.
A novel approach to model the diffusion of the behavior in question is adequately
represented as a Coordination-Game. Moreover, the problem of missing data is ad-
dressed in this thesis from the perspective of a modeler that aims at creating mean-
ingful large-scale network simulations. Adaptions of existing link-prediction and
network generation approaches as well as a combination of both are proposed as a
new, well performing method to impute missing links in social networks that stem
from surveys and online sources. It is shown that both, the "Boundary Specification
Problem" and the "Fixed Choice Effect" can be tackled successfully with this tech-
niques. Moreover, the thesis proposes an implementation of a Learning Classifier
System (LCS)-based decision module for the agents within the simulation model.
This different adoption of the well known approach provides the agents within the
simulation model with bounded rationality and hence enables more realistic simula-
tions. For the first time it is demonstrated that this decision module mimics human
reasoning about educational commitment well. Eventually, an adaption of the stan-
dard Genetic Algorithm is proposed and developed for the task of parameter esti-
mation and fitting of the simulation model to real data. Further, it is demonstrated
that the Genetic Algorithm is well suited for this task. Summarizing, the following
contributions are made:

• A novel approach to model the diffusion of educational commitment among
adolescents as a Coordination-Game. Hereby the stage is set for the incorpo-
ration of Coordination-Game like imitation processes to a more sophisticated
model of the spread of educational commitment.

• Solutions for the problem of missing data between isolated components from
social network surveys stemming from "Fixed-Choice-Effect" and "Boundary
Specification Problem" are provided, enabling simulations on a global network
model. The presented research contributes to the literature with the proposal
of three approaches that are capable of generating interconnected networks
with different features.

4Homophily is the principle that a contact between similar people occurs at a higher rate than
among dissimilar people [18]
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• A novel Learning Classifier implementation is presented that provides the
agents in an Agent-based Model with bounded rationality and enables sim-
ulations of the diffusion of educational attitudes via social networks.

• A Genetic Algorithm is proposed that successfully estimates the input param-
eters for the simulation model so that the model closely reproduces real data.
Hereby, attention is drawn to the possibility of decentral estimation of ABM
and it is demonstrated that decentral estimation approaches yield much better
results than attempts to global parameter estimation.

Impact Statement The simulation model that is proposed here helps to better un-
derstand complex spreading processes in social networks and respective multiplier-
and spillover effects of public policies. This includes the analysis, evaluation and
potential alteration of Conditional Cash Transfer Programs (CCT) and other poli-
cies, concerning education and social equality. By providing insights in the process
of diffusion and enabling the realistic simulation of what-if scenarios, this research
has the potential to contribute to the construction of human capital and the eradi-
cation of poverty and other United Nations Sustainable Development Goals such as
the good quality of education and reduced inequality.

1.5 Data

The practical example presented above is based upon an extensive data-set stem-
ming from the study "Determinantes do desempenho escolar na rede de ensino fundamen-
tal do Recife" [19]. The original study had the objective to estimate a linear hierarchic
model in order to quantify the effect that schooling infrastructure projects have on
the performance of school children. For this purpose, a survey was conducted by
Fundação Joaquim Nabuco (FUNDAJ) in 2013, gathering data from more than 4000
pupils in public schools in the north-eastern Brazilian city Recife. The survey col-
lected via questionnaire-based interviews information about socioeconomic status
and family habits that reflect the importance of education and how the attitude to-
wards education is transmitted from parents to children. Moreover, information
about the neighborhood of the children and their integration into their neighbor-
hood have been collected. The study applied questionnaires from three perspectives:
pupil, parents/ legal guardians and teacher. Additionally, the status of health, self-
esteem, performance at school and social relations of the children where assessed.
Those data contain among others the social network of the pupils and their perfor-
mance in the subject maths at the beginning and at the end of a school year. Children
were asked to nominate their five best friends. If the friends went to the same class,
a questionnaire was sent to those students as well. In this way, a network contain-
ing 4191 students was generated. However, 573 students that did not nominate any
friend within their class were removed from the data-set, leading to a total number
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of 3618 vertices. Since students could not nominate friends outside their school, the
network is subdivided into 219 clusters from 122 schools.

FUNDAJ provides a full description of the applied questionnaires and the collected
items as well as the full data-set in an online repository [19]. The variables that have
been applied for the research in this thesis are listed and described in appendices A
and B.
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Chapter 2

Finding a Spreading Model:
Modeling Complex Contagion of
Behavior and Spreading Processes
in Social Networks

2.1 Why and How to Model Complex Contagion Processes

A first step towards creating a simulation model for the spread of behavior through-
out social networks is to develop a schematic understanding of the spreading pro-
cess in question and consequently an adequate computational implementation of
that process. Current research proves that peer influence exists and also points out
situations where the effects are stronger or weaker. However, to adequately model
the effects of contagion and information spreading for simulation and prediction
models, a coherent representation is required. This is the motivation for the follow-
ing Chapter. A simple, but intuitive way of thinking of behavior spreading is to
assume that individuals within a network tend to behave just like the majority of
peers. Respectively, there is a threshold for the number of peers of an individual
that need to present certain behavior for the individual in question also to adopt
that behavior. Easley and Kleinberg have developed such a simple model under
the term "Coordination-Game" [15], [20]. Pragmatically, the contagion of behavior
within friendship networks may be implemented as a Coordination-Game. Assum-
ing that individuals benefit from compliant behavior while opposing behavior gen-
erates zero pay-offs.

In order to evaluate the performance of the implementation of the Coordination-
Game mechanism, it is subsequently implemented based on two different data-sets,
each containing information about friendship ties, as well as time-dependent infor-
mation about specific behaviors or behavioral outcomes. As an assessment of the
suitability of the approaches, it is checked to what extent the models are capable of
reproducing real data.
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Synopsis. A review of the state of relevant research regarding the diffusion of be-
havior and information in social networks and a description of the data-sets used
within this work can be found in Section 2.2. Section 2.3 presents the implemen-
tation of the Coordination-Game and its adaption to the different data-sets while
Section 2.4 contains experimental setup and results. The experimental results are
discussed in Section 2.5. The conclusion of this Chapter follows in Section 2.6.

2.2 Background and Data - Complex Contagion

This Section presents theoretical background from the literature about the genesis
and the current state of research in the field of Social Network Sciences and par-
ticularly the findings concerning spreading and contagion processes. In detail, the
Coordination-Game mechanism is presented [15]. In a second subsection, the data-
sets that build the ground for the presented experiments are described.

2.2.1 Background on Spreading and Contagion Processes

Existing research indicates that human decisions, opinions, norms and behavior are
influenced by the social environment [21]. Also, human social networks haven been
shown to be an effective search tool [22]. Social influence and contagion as well as
the spread of behavior and information through social networks have been docu-
mented in a wide range of cases [11]. For instance, diffusion of voting behavior [11]
and obesity [23] has been proven statistically. Moreover, cooperative behavior has
been shown to be contagious, though depending on tie structure and dynamics [24]
and recent studies revealed contagiousness of emotions [25]. Other behaviors do
not spread like sexual orientation [26]. The literature distinguishes broadly between
simple- and complex contagion [12]. Simple contagion describes processes where a
single contact between an infected and a susceptible individual triggers contagion.
This spreading pattern can be found for the contagion of diseases and rumours. On
the other hand, complex contagion encompasses situations where a single contact is
not sufficient to trigger a diffusion process. Rather multiple exposures are needed
before contagion occurs. Such complex contagion can certainly be assumed for the
decision to attend school classes or to dedicate at school.

Several studies with complex contagion processes also revealed that network struc-
ture affects complex contagion differently [13]. While weak ties or single connections
between otherwise unconnected components play a major role in the spreading of
simple contagion, they appear to impede the diffusion of complex contagion

This indicates the existence of those effects on other individual behaviors of children
and adolescents such as “commitment to school education", substance use, or sport.
Marques [27] reveals the vast differences between the social networks of the poor
and those of more wealthy people. Considering the above, this further encourages
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the modeling and simulation of social network effects in order to understand so-
cial phenomena and to guide political decision-making. Related research has also
been conducted in children and adolescent networks. For instance, roles of nodes
within a network of school children have already been identified [28] and diffusion
of social norms and harassment behavior in adolescent school networks have been
empirically studied and evidenced [29].

The Coordination-Game Mechanism. It then has been reasonably shown that be-
havior, norms, information and opinions flow within social networks of adults and
children. Approaches to model this diffusion come for example from the field of So-
cial Psychology, like the concept of Social Influence Network Theory [30] from Fried-
kin. Another approach is the modeling as a Coordination-Game [15], [20]. Those
models may be considered as advanced threshold models [31]–[33] that incorporate
social network structure instead of simple crowd behavior. The Coordination-Game
as implemented in [20] is characterized by the assumption that individuals benefit
when their behavior matches the behavior of their neighbors in the network. Hereby
a node within a network can adopt one of two behaviors A or B. The node receives
pay-off a when equaling her behavior with a neighbor that adopts behaviorA. b
respectively denotes the pay-off a node receives when both, her and her neighbor
adopt behaviorB. When choosing different behaviors, nodes receive a pay-off of 0
(other implementations may introduce negative pay-offs for non-compliance). The
total pay-off for each node can accordingly be calculated as presented in 2.1 and 2.2.
Here Pa

i denotes the total pay-off for node i from choosing behavior A (respectively
behavior B for Pb

i ), di denotes the degree of node i and na
i (same for nb

i ) denotes the
number of neighbors of node i adopting behavior A (respectively behavior B).

Pa
i = ana

i (2.1)

Pb
i = b(di − nb

i ) (2.2)

This determines that the best strategy for node i is to choose behavior A if ana
i ≥ bnb

i

and behavior B otherwise. Rearranging the inequality in 2.3, we get:

r ≥ T with T =
b

a + b
and r =

na
i

di
(2.3)

In the absence of knowledge of the individual pay-offs a and b, a global threshold T
may be found experimentally, as shown in the remainder of this Chapter.

Coordination-Game mechanisms have been applied to a wide range of network
Models. The principles of those mechanisms are simple, easy to implement and
therefore particularly intuitive. This makes them quite interesting for modelers with
the intention to create verifiable models that are accepted also in other fields. In or-
der to illustrate how to verify if a Coordination-Game mechanism may apply to the
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spreading process in question, the procedure is subsequently described using two
exemplary data-sets.

2.2.2 Data-sets - Complex Contagion

The experiments are performed on two data-sets, both contain information about
adolescent friendship ties, as well as about different types of behavior.

(i) The first data-set stems from the study "Determinantes do desempenho escolar na
rede de ensino fundamental do Recife" [19]. The survey was conducted by Fundação
Joaquim Nabuco (FUNDAJ) in 2013, gathering data from more than 4000 pupils in
public schools in the north-eastern Brazilian city Recife. Those data contain among
others the social network of the pupils and their performance in the subject maths
at the beginning and at the end of a school year. Children were asked to nominate
their 5 best friends. In this way, a network containing 4191 students was generated.
However, 573 students that did not nominate any friend within their class were re-
moved from the data-set, leading to a total number of 3618 vertices. Since students
could not nominate friends outside their school, the network is subdivided into 219
clusters from 122 schools.

(ii) The second data-set is a selection of 50 girls from the social network data col-
lected in the Teenage Friends and Lifestyle Study [34]. Here the friendship network, as
well as behavior in sports and substance use of students from a school in Scotland
were surveyed. The survey started in 1995 and continued for three years until 1997.
Students were 13 years old when the study started. The study counted 160 partic-
ipants of whom 129 participated during the whole study. The friendship networks
were surveyed asking the pupils to name up to twelve friends. Pupils were also
asked to report their behavior related to sports and smoking as well as alcohol and
cannabis consumption. The question about sporting activity assessed if the pupil
regularly took part in any sport or went to training for sport out of school (e.g. foot-
ball, gymnastics, skating, mountain biking). The school was representative of others
in the region in terms of social class composition. Though there are alternative data
sources such as the study Network and actor attributes in early adolescence [35], the de-
scribed excerpt of the Teenage Friends and Lifestyle Study provides sufficient network
complexity for the presented analysis.

2.3 Complex Contagion of of Behavior Modeled as a Coordination-
Game

The imitation of behavior of neighbors within the friendship network is modeled
according to the Coordination-Game as presented in Section 2.2. As indicated in
Section 2.2, no information is available about possible pay-offs a and b or eventual
costs of transition. Hence the threshold T shall be found experimentally. This means
that a vertex within the network changes her state over time depending on the state
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of her neighbors. For simplicity, the vertices may adopt one of two different states
according to the investigated behavior. Hereby one state indicates that the vertex
adopted behavior A, the other possible state indicates the adoption of behavior B.
For each iteration, the current ratio ri is being calculated. Here ai denotes the number
of neighbors of node i that adopt behavior A and ni denotes the total number of
neighbors of node i.

ri =
ai

ni
(2.4)

If the perceived ratio ri is higher than the global threshold T and the state of node i

is B , the node changes her behavior towards behavior A. Conversely, if ri is below
T and node i′s behavior is A, she changes her behavior towards B.

One challenge, a modeler may encounter when implementing experimental set-ups
for Coordination-Game mechanisms, is naturally the variety of data-sets. As an ex-
ample, it is hereinafter demonstrated how a simple behavior spreading mechanism
can be adapted to different data representations and scopes. As explained above,
two quite distinct data-sets are subsequently reviewed as an instance. In accordance
with the focus of this thesis, the subsequently applied data-sets are analyzed with
respect to questions concerning the spreading of behavior in networks. For the FUN-
DAJ data-set, it is drawn on the behavior "commitment at school" with the aim to
create a good representation of the processes that trigger pupils to dedicate them-
selves at school. The second data-set contains information about physical activity
as well as substance use, which is why the focus of the implementation lies here on
those behaviors.

2.3.1 Implementation of the Coordination-Game - FUNDAJ Data-Set

The only information available for more than one moment in time of the FUNDAJ
survey is the mark of the pupils in the subject maths for the beginning and the end
of the year. Although marks are not behavior in themselves, they stem among oth-
ers from individual behavior such as doing homework, paying attention, studying
frequently, etc.. Marks are therefore considered a good indicator for the behavior
commitment at school. They are represented as numeric values between 0 and 100. In
order to differentiate between two behaviors, students are classified as good students
or bad students according to their mark. Students whose mark lies below the thresh-
old tm are thereby classified as bad students and vice-versa. The setting of tm defines
hereby the number of good students (positives) and bad students (negatives) and hence
affects heavily if nodes are predominantly connected to positives or negatives. High
values for tm generate large numbers of bad students and smaller numbers of good
students and vice versa. The ratio ri from Equation 2.4 is being calculated for each
student at each iteration of the simulation. If required, the mark for the next time
step mi+1 is being multiplied by the factor 1 + f in order to alternate the state of the
node:

mi+1 = mi(1 + f ) (2.5)
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Parameter T sets the affinity of the nodes to change behavior. Thus, depending
on the proportions of positives and negatives, it either yields a volatile or a stable
system. Adaption parameter f also influences the stability of the system, where
volatility increases with increasing values of f .

2.3.2 Implementation of the Coordination-Game - Scottish Teenage Friends
and Lifestyle Study

The second data-set contains information about four different behaviors, which are
practicing sports, drug (cannabis) use, alcohol use, and smoking behavior. Charac-
teristic values differ slightly for the distinct behaviors, as there are for example two
increments representing the intensity of sports but four increments for drug use in-
tensity. For the implementation of an easily accessible simulation model, it may be
helpful to simplify as much as possible. Thus, the characteristic values have been
classified in order to obtain a simplified two-status situation. Table 2.1 presents the
characteristic values and their classification as behavior A, all other values are accord-
ingly classified as behavior B.

TABLE 2.1: Classification of Characteristic Values for Behavior

behavior Characteristic values Class. as behavior A
if:

Sports 1 (non regular); 2 (regular) ≥ 2
Drugs 1 (non), 2 (tried once), 3 (occasional) and 4 (regu-

lar)
≥ 2

Alcohol 1 (non), 2 (once or twice a year), 3 (once a month),
4 (once a week) and 5 (more than once a week)

≥ 2

Smoke 1 (non), 2 (occasional) and 3 (more than once a
week)

≥ 2

In contrast to the FUNDAJ-data, the representation of behavior by discrete values
requires a slightly different imitation process. Hence, for the experiments with the
Scottish school network data-set, the state transition of vertexes is discrete. This
means that if a vertex changes state, it respectively raises the behavior value by 1
when aiming at adopting behavior A or, decreases the behavior value by 1 if it aims
to adopt behavior B.

Information is available for three consecutive years. Hence, the starting value for
each vertex in the Coordination-Game is its behavior in year one. The quality of
the simulation is measured by comparing the state of the simulation after a certain
number of iterations with the state of the real system after two years, here referred
to as benchmark t+1 or after three years, denominated as benchmark t+2.

Moreover, this data-set imposes another challenge to the modeler, since the friend-
ship network of the girls in the study has been surveyed for each of the three years,
the study lasted. This yields a somehow dynamic network with the three slightly
different networks g1 from the first survey, g2 after one year, and g3 after two years.
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This implicated for the simulation that the neighbors that a vertex considers for the
calculation of her state vary for different years. To achieve an accurate and compre-
hensive simulation, the network dynamics need to be incorporated into the simula-
tion.

For the presented case, the network used to define the adjacent vertices of a node has
been changed after completing 50% of iterations. In this case, experiments indicated
that network combination of g1 as representation for the friendship network in the
period between year 1 and year 2, and g2 representing the friendship network in
the period from year 2 to year 3, outperformed the results for network combination
(g2, g3). Therefore it is assumed that the more appropriate network combination is
the former. Thus, experiments and results presented in the remainder of this paper
refer to network combination (g1, g2).

2.4 Experiments with the Coordination-Game Mechanism

Creating simulation models based on data from existing surveys is a frequent task
for those whom aim at creating simulation models for behavior spreading. Data
is easy to acquire and does not require long preceding surveys or other preliminary
research. However, it comes with the cost, that survey design does usually not match
exactly with the aim of the simulation model.

In absence of fitting accompanying information, aligning simulation data with given
data is often the only way to calibrate model parameters and assess the quality of
the created simulation model. Also in the presented cases, this approach has been
applied.

2.4.1 Experimental Setup

Experiments were run for the two Coordination-Game settings with varying param-
eters in order to find a parameter setting that leads to plausible results. As for
the simulation with FUNDAJ-data, the simulation was conducted with all combi-
nations of the parameters T(global threshold) and f (adaption parameter) for T, f ∈
[0, 0.2, 0.4, 0.6, 0.8, 1] and tm (classification of marks) with tm ∈ [20, 40, 60, 80].

For simulations with the Scottish data-set the parameter T was set to values T ∈
[0.0, 0.05, 0.1, · · · , 1.0].

2.4.2 Quality Measurement

In order to assess the quality of the respective simulation, four distinct quality mea-
sures were applied: (i) match quality, (ii) ROC-curves (iii) graph-based quality mea-
sures, and (iv) average estimation error.

(i) The most intuitive measure for the simulation quality is to compare the state of
each vertex vs after a certain number of simulation iterations with her state in reality
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vr in benchmark t+1 or benchmark t+2. Hereby, match denotes the case when vs = vr

and accordingly the case vs ̸= vr is denoted as miss − match. This quality measure
is named match − quality and denoted as q for the rest of this Chapter. The match
quality q of the simulation can then be assessed as in 2.6, where n denotes the total
number of vertices:

q =
∑n

i=1 matchi

n
(2.6)

However, for skewed attribute distributions, this measure favors estimates with
high numbers of positive or respectively negative estimates and hence fails to mirror
the quality of the simulation when the distribution of attributes is skewed.

(ii) The ROC-metric [36] sets the number of true positives (Recall) in relation to the
number of false positives (Fallout). Recall is the ratio of correctly estimated posi-
tives values, the true − positives and the total number of positive values np. Fallout
denotes the ratio between wrongly estimated positive values f alse − positives and
the total number of negative values nn.

Recall =
true − positives

np
(2.7)

Fallout =
f alse − positives

nn
(2.8)

The ROC-curve displays respectively Recall values for each simulation on the or-
dinate and Fallout values on the abscissa. Values above the diagonal of the graph
indicate the existence of a signal and values below the diagonal may be interpreted
as noise. Thus, this metric provides a clearer picture of simulation quality. Best
estimates can be found mathematically maximizing the Youden − Index [37] y as
presented in 2.9.

y = Recall − Fallout (2.9)

(iii) For global analysis, it might not be necessary to simulate the state of each ver-

tex correctly, as long as the system state can be predicted adequately. Thus, as a
third quality measure, behavior distribution in friendship-patterns was implemented.
Hereby friendship patterns in the network are defined using a modified version of
NEGOPY [38]. According to NEGOPY, vertex types are defined as isolate, dyad,
liaison, and group member. As this example deals with undirected networks, no
tree-nodes are classified. Thus, the nodes are divided into four subgroups (j = 4).
According to Richards [38], an isolate is an individual with maximum one friend.
Two persons connected only to each other are denoted as dyad. Liaisons are indi-
viduals with more than 50% connections to members of different groups. Liaisons
can also be nodes that are mostly connected to other liaisons and with less than 50%
links to group members. A composition of minimum three individuals is referred to
as group if the individuals share more than 50% of their linkage, build a connected
component and stay connected if up to 10% of the group members are removed.
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For measuring the quality, the number of positive vertices np
k in each friendship-

pattern class k is calculated after each iteration of the simulation. Subsequently, the
error ek is calculated as the difference between np

k of simulated and real values. The
average − error e denotes the weighted average error of the simulation and nk the
number of vertices in friendship-pattern k :

e =

j
∑

k=1
eknk

n
∑

k=1
nk

(2.10)

(iv) The average estimation error ϵ assesses the average difference between simu-
lated values for behavior and real behavioral outcomes. Here n denotes the total
number of nodes in the simulation, while the difference between simulation and
reality for node i is represented by ϵi.

ϵ =

n
∑

i=1
ϵi

n
(2.11)

2.4.3 Results

This subsection contains the results from the experiments presented earlier. First
results for the experiments with FUNDAJ data and subsequently results for experi-
ments with the Scottish data-set are presented.

Results - FUNDAJ Data-Set

Figures 2.1, 2.2 and 2.3 illustrate the results for simulations with FUNDAJ data
for 15 iterations. Figure 2.1 contains ROC-curves for the experimental results with
varying settings of tm, T, and f . For each investigated value of mark threshold
tm, the Figure illustrates an individual ROC-curve. The dashed lines indicate the
ROC-level of the respective setting for tm before starting the simulation. Thus only
parameter settings leading to ROC-values situated above the respective dashed line
can be considered as settings that improve the quality of the simulation. The colored
lines in Figure 2.2 represent the development of quality indicators q and e for distinct
parameter settings and also indicate the average estimation error ϵ during the run-
time of the simulation.

The results with the highest Youden − Index in simulations with FUNDAJ data-set
are indicated by arrows pointing from the respective parameter settings for mark-
threshold tm, global threshold T and adaption parameter f in parentheses as (tm,T, f )
in Figure 2.1. The results for q, e and ϵ of those most promising parameter settings
are presented in Figures 2.2 and 2.3.
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FIGURE 2.1: ROC-Curve for Coordination-Game Simulations with
FUNDAJ Data - 15 iterations. The Figure presents the ROC-Curves
for experiments with varying threshold of marks tm, classifying the
pupils as good students, if their mark is greater than tm or bad stu-
dents if their performance is below tm and for varying settings of T
and f , as pointed out in parentheses (tm, T, f ). Recall = true−positives

np ;
Fallout = f alse−positives

nn . The results with the highest Youden − Index
are indicated by arrows pointing from the respective parameter set-
ting. Simulations with those settings provide ROC-levels above the
ROC-levels of the respective setting for tm before starting the sim-
ulation. Hence they indicate the existence of a signal, rather than a

random process.

The more detailed analysis of the five parameter settings that were performing
best in ROC-curve analysis in Figure 2.2 yields increasing e and increasing estima-
tion error ϵ while q continuously decreases.
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FIGURE 2.2: Analysis for Coordination-Game Simulations with
FUNDAJ Data. The Figure presents results for 15 iterations of sim-
ulations with the best performing parameter settings from Figure 2.2
with the contagion model- f = 0.2. Indicators for the quality of the

simulations evolve negatively throughout the run-time

However, as presented in Figure 2.3 the second-best performing parameter set-
tings from ROC-curve analysis lead in general to decay of e and significant growth
of q whereas at least one setting (80,0.2,0.4) also decreases estimation error ϵ slightly.
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FIGURE 2.3: Analysis for Coordination-Game simulations with
FUNDAJ data. The Figure presents results for 15 iterations of simu-
lations with the second-best performing parameter settings from Fig-
ure 2.2 with the contagion model- f = 0.4. Indicators for the quality

of the simulations evolve positively throughout the run-time

Results - Scottish Teenage Friends and Lifestyle Study

Figures 2.4, 2.5, 2.6, 2.7 and 2.8 illustrate the results for experiments with the Scottish
data-set for 50 iterations for each of the investigated behaviors. The solid lines in
Figure 2.4 illustrate the Recall-Fallout relation for varying parameter settings and
for different behaviors. The black diagonal line in this graph indicates Recall-Fallout
ratios that represent random processes, while the dashed lines indicate the ROC-
level of the start situation. Recall that only parameter settings leading to ROC-values
situated above the respective dashed line can be considered as settings that improve
the quality of the simulation.

Since experiments with Scottish data were run with two different networks as ex-
plained in Section 2.3, analysis of q, e and ϵ in Figure 2.5, 2.6, 2.7 and 2.8 contain
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blue lines, indicating the values calculated in relation to benchmark t+1 and red lines,
representing the results calculated in relation to benchmark t+2. ROC-curve for the
simulation of diffusion of the behavior sport in Figure 2.4 is very close to the diag-
onal of the graph, indicating that the simulation is rather a random process. Fur-
thermore, ROC-values cannot reach the ROC-level of the baseline indicated by the
dashed line. However, there are two values for t that yield ROC-values above the
diagonal of which t = 0.55 generates the most promising results. Hence, q, e and ϵ de-
velopment are analyzed over the whole run-time in Figure 2.5. It is observable, that
e in t + 1 indicated by the blue line decreases significantly until the 25th iteration,
which is when the network gt is replaced by network gt+1. After the 25th iteration,
e in t + 2 decreases heavily. ϵ decreases slightly for benchmark t + 2 but increases
if compared to benchmark t + 1. Although decreasing for the first five iterations,
q remains stable during the following 20 iterations and slightly improves after 25
iterations.

ROC-curve for smoking behavior in Figure 2.4 yields positive results for t 0.35, 0.4,
and 0.45, significantly outperforming the initial ROC-value indicated by the dashed
line. A deeper examination of q, e and ϵ development during run-time in Figure 2.6
shows that as compared with benchmark t+ 1 neither q, nor e or ϵ develop positively.
Though, compared with benchmark t + 2 a strong improvement of q, as well as a
significant decrease of e and a slight decrease of ϵ is observable.

The t values indicated by the ROC-curve for Alcohol-use in Figure 2.4 do not reach
the initial ROC-level and yield decreasing q and increasing e until the underlying
network is changed after 25 iterations, initiating a slight improvement of those val-
ues for both benchmark values as presented in Figure 2.7. Nevertheless, q never
reaches a value higher than the start value, also e does not drop under its start value
and ϵ remains on an equal level. ROC-curve for Drug-use in Figure 2.4 yields pos-
itive results for t 0.35, 0.4 and 0.45, slightly exceeding the initial ROC-value. Fig-
ure 2.8 presents decreasing e and ϵ, as well as increasing q over the run-time for
benchmark value t + 2, while all quality measures develop negatively for bench-
mark t + 1.
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FIGURE 2.4: ROC-curves for Coordination-Game Simulations With
Scottish Data-Set. The Figure presents results for 50 Iterations of the
contagion model for for varying behaviors and for varying settings
of T. Recall = true−positives

np ; Fallout = f alse−positives
nn . Simulations with

the behaviors sport, smoking and drug − use yield ROC-Levels that
outperform the initial ROC-value indicated by the dashed line and

hence indicate that the simulations possess predictive power.

FIGURE 2.5: Analysis for Coordination-Game Simulations With
Scottish Data-Set. The Figure presents results for 50 Iterations of the
contagion model for the behavior Sport - T = 0.55. It is observable
that performance indicators evolve positively particularly for simula-

tions with the network gt+1.
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FIGURE 2.6: Analysis for Coordination-Game Simulations With
Scottish Data-Set. The Figure presents results for 50 Iterations of the
contagion model for the behavior Smoking - T = 0.45. Compared
with benchmark t + 2 a strong improvement of q, as well as a signifi-

cant decrease of e and a slight decrease of ϵ is observable.

FIGURE 2.7: Analysis for Coordination-Game Simulations With
Scottish Data-Set. The Figure presents results for 50 Iterations of the
contagion model for the behavior Alcohol use - T = 0.65. Note that q
never reaches a value higher than the start value, also e does not drop

under its start value and ϵ remains on an equal level.
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FIGURE 2.8: Analysis for Coordination-Game Simulations With
Scottish Data-Set. The Figure presents results for 50 Iterations of the
contagion model for the behavior Drug-use - T = 0.35. The Figure
yields decreasing e and ϵ, as well as increasing q over the run-time
for benchmark value t + 2 and hence confirms the promising perfor-

mance of the model for this behavior.

2.5 Discussion - How Did the Model Perform?

This Section describes and discusses the outcomes of the experiments conducted
with the FUNDAJ data-set and the data-set from Scottish Teenage Friends and Lifestyle
Study.

2.5.1 FUNDAJ Data-Set

As pointed out in Section 2.4, the parameter setting (80,0.2,0.4) performs best as
under this setting average-error e is being more than halved (approximately 75%).
For this setting also match quality q increases slightly, ϵ shows a small decay, and
Youden − Index improves. This indicates that the setting reasonably approximates
the real system state. However, simulation is not very adequate in estimating indi-
vidual behavior. Thus it might be argued that diffusion of marks can be reasonably
modeled as a Coordination-Game if the researcher is willing to disregard individual
states and is interested in the global state of the network instead. Results further
indicate that 15 iterations under the given parameter setting are well suited to ap-
proximate one school year.

2.5.2 Scottish Teenage Friends and Lifestyle Study Data-Set

Simulating the Coordination-Game spread for behavior sport with T = 0.55 yields
a relatively small Youden − Index and cannot improve the ROC-level of the initial
situation. However, the development of average − error for benchmark t+1 and t+2
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yields improvement of the overall state of the network, while decreasing match −
quality q and increasing ϵ for both benchmarks. Although improving the estimation
of the general network state, setting T = 0.55 cannot improve the estimation quality
and can therefore not be considered a good setting for T.

As for simulating the spread of behavior smoke throughout the given network, strong
evidence for the suitability of parameter T = 0.35, 0.4, and 0.45 has been found in the
ROC-curve. Run-time analysis of e, ϵ, and q indicate that the parameter setting when
run on network g1 cannot reproduce the contagion process during the first year,
since the former grows while the latter declines for the first 25 iterations. However
considering benchmarks t + 2 and network g2, all three quality indicators support
the hypothesis that spreading occurs as a Coordination-Game with t = 0.35, 0.4 or
0.45. Recall that children were around age 13 when the study started, this discrep-
ancy may be explained by the nature of the behavior smoking, which probably has
a higher attraction to children aged 14 to 15 than to children aged 12 to 13.

Similar but not as striking evidence can be found when examining behavior drug −
use. As drug − use has been explicitly surveyed as the use of cannabis, this seems
coherent, since tobacco use does commonly precede cannabis use. Conversely, for
the behavior alcohol − use, results are not clear. ROC-curves indicate that param-
eter settings yielding reasonable estimates of the real situation exist. Yet, run-time
analysis of those cases show that those promising parameter settings do not lead
to an improvement of the estimation. Hence, it is argued that for alcohol-use there
is no evidence that contagion of behavior can be modeled as a Coordination-Game
within the given data-set. This might also be related to the age of the students, since
parents’ influence might be stronger during this period. Additionally due to the re-
striction of available data to female students the lack of spreading could be gender
related.

2.6 Conclusion - Complex Contagion of Behavior

This Chapter presents the implementation of a Coordination-Game mechanism for
simulating the spreading process of behavior throughout social networks. Simula-
tion has been run on two different data-sets, the FUNDAJ study with school children
from the metropolitan area of Recife and the Scottish friends and lifestyle study. The
spread of behavior “commitment to school education” represented by the marks of
the pupils in the FUNDAJ study, as well as the behaviors “Substance use” for to-
bacco, drugs and alcohol and the behavior “practicing sports” as surveyed in the
Scottish data-set have been investigated.

Here, good indications have been found that a Coordination-Game mechanism un-
derlies the spread of behavior “commitment to school education” as well as “smok-
ing” and “drug-use”. Comparable evidence for the behavior “alcohol-use”could not
be found. Results for behavior “practicing sports” were not clear. Similar studies
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found that the Coordination-Game mechanism also underlies the behavior “alcohol-
use” [39], [40]. The missing evidence for this behavior in this work may stem from
the nature of the data-set, since participating individuals were below 16 years of age
until the end of the survey. Moreover only female pupils participated. Since male
adolescents are more susceptible to early alcohol-use, this could be an explanation
for the lack of evidence, for that particular aspect.

This Chapter serves as a first step in simulating the Complex Contagion of be-
havior throughout social networks, since it provides evidence that (1) there is an
underlying game-environment for the agents within the social system and (2) that
it can be modeled as a Coordination-Game. However, the players of this game, the
bounded rational agents [41] might be equipped with decision finding mechanisms
that better approximate human decision making. Though driving the social systems
from a real start situation towards the state in reality after one or respectively two
years, the investigated deterministic mechanism still leads to a considerable differ-
ence between the real and the simulated system. Hence, it seems that a determinis-
tic mechanism is not fully capable of simulating human bounded rationality and the
lack of information humans face within their decision process. Besides this, eventual
noise within the data and external influences may not be represented by a determin-
istic mechanism. Further, the problem of missing data, particularly missing links
has not been addressed yet. The following Chapters therefore deal with the missing
data problem and more elaborated decision mechanisms for the individual agents.
Thus, the following Chapters aim at a better representation of human decision mak-
ing within a Coordination-Game setting. In addition, the following Chapters and
Sections expand the binary behavioral variable which is an extreme simplification
for the on continuous scales measured nuances of human behavior such as sports
activities, drug- and alcohol consumption or school performance.
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Chapter 3

Dealing with Missing Data:
Solutions to the Boundary
Specification Problem in Social
Network Surveys

3.1 Introduction to the Missing Data Problem

So far, it has been examined how suiting spreading models for the process of com-
plex contagion of behavior through social networks may be identified. To create
a coherent simulation of such processes however, potentially missing information
within the available data need do be considered. This Chapter addresses the chal-
lenge that network surveys of close contact networks such as close friendships and,
to a lesser extent, also data gathered from online sources, generally suffer from miss-
ing data. Missing data may stem from a survey design, restricted to a certain type
of participants, to certain relations between participants or from the focus on certain
places such as schools, classes, companies or offices. This issue is also referred to
as the "Boundary specification problem" [42]. Another persisting problem in so-
cial network surveys is the restriction of the number of contacts to choose. This
"Fixed choice effect" [43] appears when survey participants are asked to nominate a
certain number of contacts. Surveys including a large number of participants may
not be capable of capturing relations that could exist between survey participants
from distinct places or of different entities, such as pupils from different schools or
employees from different companies. Hence, those large social network surveys of-
ten appear to consist of many disconnected components. The availability of a high
volume of network data creates the possibility to investigate local network effects
based on a considerable number of empirical data. However, in large societies some
trends, behaviors or norms may emerge in one part of the society and then diffuse
to other parts. There may be local circumstances in one component that prevent in-
dividuals within that component from adopting whatever is spreading throughout
the network and hence impede it from becoming a global trend. Moreover, there
is evidence that network structure and network heterogeneity heavily affect global
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behavioral outcomes of network diffusion processes [44], [45]. Therefore, in order
to understand and simulate global network effects on a population or society level,
it is desirable to develop mechanisms that coherently estimate possible connections
between those isolated components or between network components from distinct
surveys. Hereby it may be possible to create a global network that features real
world properties. The data that build the ground of the practical example accom-
panying the theoretical findings of this work stem from the study “Determinantes
do desempenho escolar na rede de ensino fundamental do Recife" [19]. In this study both
effects, "Boundary specification problem" and "Fixed choice effect" are present and
need to be addressed in order to create a holistic simulation model.

This Chapter addresses the issues of missing data, investigating the performance
of techniques from the fields of network generation [46] and link-prediction [47] as
well as a combination of both, in filling the informational gap that frequently occurs
between isolated components in social network surveys.

3.2 Background - Missing Data

The following literature review reveals how the problem of missing information in
social network data has been tackled from different disciplines. Missing informa-
tion may be classified as missing completely at random (MCAR) if the missing value
does neither depend on other missing values, nor on observable values, missing at
random (MAR) if the missing value does not depend on other missing values and
missing not at random (MNAR) when the reason for the missing information can
be found in the information itself [48]. It is found that there are several fairly well
performing methods to deal with both, (i) the total absence of information about
links between individuals in the network (MNAR), and (ii) the randomly missing
information about links within a network (MAR) or (MCAR). Nevertheless, to the
best of the authors knowledge it has not been studied yet how systematically miss-
ing data between isolated components from social network surveys (MNAR) may
be inferred (or imputed) in order to enable simulations on a global network model.
This type of missing data is denoted as missing not at random (MNAR), since the
missing information about an existing link between two nodes may depend on the
nominated friend node: if the friend is included in the boundary specifications, the
link is being recorded, if not the information is missed out.

3.2.1 Missing Data in the Social Sciences

Traditional solutions to the missing data problems “Fixed Choice Effect" and “Bound-
ary Specification Problem" are applied in survey planning, dealing with the careful
definition of the survey group [42], [43], [49].
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The “Fixed Choice Effect" seems to disturb assortativity measures and degree distri-
butions which may explain the frequent deviation of those measures when compar-
ing surveyed social networks to other known social networks [49]. The problem of
missing data after completing data collection has been approached by social sciences
mainly under the term imputation [50]. The set of applied mechanisms incorporates
for example the estimation of missing reciprocal ties in directed networks (recon-
struction) [51], the replacement of incomplete respondents by similar others (hot
deck imputation) [50], or using the concept of preferential attachment (assortativity)
[52].

3.2.2 Link-prediction in Complex Networks

The missing data problem for social networks is a recent issue for researchers dealing
with large social networks from online sources. Here links may be omitted due to
privacy restrictions, or missing because observed networks tend to be dynamic. The
task to predict links to be established in the future or links that have been omitted
due to other reasons is here called the “Link-prediction Problem" [47]. Unsupervised
measures for link prediction build on the “similarity" of nodes in terms of network
properties as for example the number of common neighbors or draw from common
properties of social networks such as assortativity [47]. Other approaches are for
example supervised random walks [53], methods based on community structure [54]
or on mutual information [55]. Furthermore, the problem to predict links between
individuals that are not part of the same data-set or platform has been successfully
tackled using machine learning techniques such as classifier systems [56].

A special case of the “Link-prediction Problem" occurs when no previous data of
the network is available, and the network structure is to be re-build based on other
information about the nodes. This problem may arise in co-purchasing networks or
recommendation networks where information about the nodes is available, but con-
nections between them are omitted or simply not informed [57]. This special situa-
tion requires a different approach for link-prediction, since network based measures
are not applicable due to the total absence of links. A well performing mechanism
to tackle this problem is a two phase bootstrapping method [57]. Here a bootstrap
probabilistic graph is being estimated from the node properties in a first step, assign-
ing a probability for the existence of each possible link in the network. Subsequently
network based measures are applied to the bootstrap probabilistic graph in order to
reinforce the probability of links to exist. Finally, the researcher defines a probability
threshold t so that all links with probability p ≥ t are estimated as existing links. For
a review of link-prediction techniques see [58].

Similar to the aforementioned bootstrapping method, the benefits from joining infor-
mation derived from the network structure and information stemming from the in-
dividual vertices have been recognized in recent work on link-prediction [59]. Here,
the feature of dynamic networks is additionally addressed just as in related recent
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publications dealing with temporal link-prediction of persistent relationships as op-
posed to link-prediction in networks with discrete events [60].

3.2.3 Network Generation

Scientists in the fields of Complex Network Sciences and Social Simulation have
extensively studied models to create networks featuring characteristics that can be
found in real complex networks. Especially in social networks there is consensus
that models that generate social network representations should assure that gener-
ated networks feature limited size and heterogeneous right-skewed distribution of
degree allowing for a “cut-off’ for higher degrees in case of close relationships [61].
The networks should furthermore incorporate high clustering, low density, posi-
tive assortativity by degree, and short path lengths [62]. The literature about so-
cial networks of students suggests that pupils tend to have lots of contacts in their
own classroom and fewer within other classrooms. Furthermore, this pattern may
be found at larger scales i.e, many contacts within school, fewer contacts between
schools [63].

Moreover, recent studies with location-based social networks suggest that on a global
scale, distance matters for the likelihood of the existence of links between any two
nodes [64]. Those studies further indicate that the relation between link-probability
P(l) and distance of any two nodes follows approximately a law P(l) ∼ d−α, where
the exponent α lies between 0.5 and 2 for different networks [65], [66].

An approach to generate complex networks has been the use of random graph
theory [67]. However, those graphs failed to exhibit the scale-free property or to have
right-skewed degree distributions [68]. Models to generate networks with more
plausible features from scratch have been developed on the ground of preferential
attachment, where the probability of a new vertex being attached to an existing ver-
tex depends on the degree of the existing vertex [68]–[70]. Other approaches focus
on local interaction of nodes and equip the models with mechanisms that represent
human behavior such as inviting and visiting each other [71] or incorporate the idea
of social proximity and agents moving and meeting within a “social space" [72].

The idea of social proximity is also an essential part of the social circle model for
generating large artificial social networks for social simulations [62]. Here a “Social
Reach" is defined, allowing the agents to connect to other agents within their “Social
Reach", when the relation reciprocates. The “Social Reach" may be interpreted as a
social distance, set for example by the number of common friends or the similarity of
interests between two agents, but can also be interpreted as a physical distance like
for example the distance between the domiciles of two individuals. It is established
that this approach enables the researcher to create networks from scratch that exhibit
characteristics that match the aforementioned network properties. Similar to this is
the “Waxman model" [73] which does not define a fixed social reach, but employs an
exponential decay model to create links depending on the local proximity of nodes.
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3.3 Analysis: Problem Description and Link Prediction Ap-
proaches

3.3.1 Practical Example: Missing-Data in the FUNDAJ Data-Set

The problem context shall be illustrated using the example of the aforementioned
large social network stemming from a survey among basic school pupils in the
Brazilian city of Recife. The problem context is described in “Determinantes do desem-
penho escolar na rede de ensino fundamental do Recife" [19]. The study has the objective
to estimate a linear hierarchic model in order to quantify the effect that schooling
infrastructure projects have on the performance of school children. The survey was
conducted by Fundação Joaquim Nabuco (FUNDAJ) in 2013, gathering data from
more than 4000 pupils in public schools in the northeastern Brazilian city Recife. The
data contain among others the social network of the pupils and their performance
in the subject of maths at the beginning and at the end of the school year. Children
were asked to nominate their five best friends. If the friends went to the same class,
a questionnaire was sent to these students as well. In this way, a network containing
4191 students was generated. However, since the friendship nominations were only
traced if the students were within the same class, the network is subdivided in 219
disconnected components from 122 schools. The schools are distributed over the
districts of Recife according to population size of the respective district. Hence, very
large districts are represented by more schools than smaller districts. Figure 3.1 illus-
trates the distribution of the isolated components throughout the city of Recife. The
pupils of each school are represented by points , where pupils from the same school
are assigned equal color. The location of the pupils is defined by a Fruchtermann-
Reingold algorithm [74], centered around the location of their school on the map.
The area of the graph is hereby given as n2, where n denotes the number of pupils
of the respective school. To provide better insight to the micro structures of this
network, Figure 3.2 presents a close-up view of an extract of the network.
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FIGURE 3.1: School-clusters from Recife. The Figure presents the in-
dividual pupils that participated in the FUNDAJ-Survey. Pupils are
colored according to their school. Location of pupils is assigned by a
Fruchtermann-Reingold algorithm [74] centered around the location
of their school within the city of Recife. Grey lines indicate friend-
ships between pupils as registered by the survey. As social networks
where solely surveyed within schools, isolated components appear

for each school.
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FIGURE 3.2: Extract of School-clusters from Recife. The Figure
presents an extract of the individual pupils that participated in the
FUNDAJ-Survey. Pupils are colored according to their school. Loca-
tion of pupils is assigned by a Fruchtermann-Reingold algorithm [74]
centered around the location of their school within the city of Recife.
Grey lines indicate friendships between pupils as registered by the
survey. As social networks where solely surveyed within schools,

isolated components appear for each school.

Recife, as most large Brazilian cities, is characterized by a marked social divide be-
tween districts [75]. Hence districts and the people living in them are differently af-
fected by governmental social welfare programs as for example the “Bolsa Familia"
Program [2]. In order to simulate indirect effects that stem from those social wel-
fare programs, for example the spreading of behavior through friendship or kinship
networks, a model of the global structure of the social networks of the population is
required. The following Sections present and compare different approaches to deal
with this missing data problem that appears frequently due to boundary specifica-
tion in social network surveys.

3.3.2 Approaches for Network Extrapolation

Three different approaches to impute friendship connections between the isolated
components of the original semi-connected network are employed. Hereby it is im-
portant to note that approaches aim at creating a good model of the global network
rather than actually finding the individual connections. The first approach stems
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from the “Social Circles" model proposed by Hamill and Gilbert [62], the second
approach employs a link-prediction technique based on a two phase bootstrapping
procedure. Eventually, elements from both techniques are joined in a third, com-
bined approach.

Social Circles/Waxman Model Approach: The approach to the problem described
in the previous paragraph, was inspired by Hamill and Gilbert’s social circle model [62].
Hereby the social distance is defined as as the physical distance between any two
pupils. However, unlike Hamill and Gilbert, our challenge is not to create a social
network from scratch, but to insert links between the isolated components of an al-
ready existing social network data-set. Hence the social circles approach must be
adapted to the underlying problem.

As the location of the individuals is available only on district level, a stand-alone
social circles approach would lead to very densely connected components because
all individuals that went to school in the same district were within one social cir-
cle and hence connected to each other. Thus, instead of purely adopting the social
radius, an exponential decay model based on a probability function related to the so-
cial distance is used. This approximates the approach to the well known “Waxman
Model" [73]. In contrast do Hamill and Gilbert’s work, heterogeneity of the span of
social networks is not introduced by drawing social reach from a probability distri-
bution, but by assigning a probability to each possible connection. Hereby the prob-
ability decreases with increasing distance and increasing accumulated degree of the
two nodes to be connected. Hence, the attachment of new edges between nodes that
have been unconnected or sparsely connected before is favoured. This may seem
to oppose the assortativity assumption. However, isolated and sparsely connected
nodes within the data-set do not necessarily indicate that those individuals are dis-
connected in reality but rather that their friendship nominations have been outside
their school class and are thus missing information. By controlling the probability
of attaching a new link with the accumulated degree of two nodes, the attachment
of new links to nodes that feature not at random missing information (MNAR, de-
fined in previous Section) about friendship ties becomes more likely. This operator
differs from the “Waxman Model", where the density of the links is controlled by a
global parameter. Although this approach is very close to the “Waxman Model", it
is addressed with the term “social circles approach" in the remainder of this Chap-
ter, because the use of the distance between pupils has been inspired by Hamill and
Gilbert’s social circle model.

The approach that is described above, has been implemented as follows. For
every possible connection that does not yet exist, the following procedures are exe-
cuted:

A connection probability is computed according to Equation 3.1. Hereby Plink de-
notes the connection probability; d stands for the distance in meters between the
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two nodes; k denotes the accumulated number of neighbors of both nodes and c is
an adjustable parameter.

Plink(u, v) = e
−d(u,v)k

c (3.1)

As Plink is being affected by the accumulated degree of the respective vertices,
the order of link-estimation matters. In order to favor links between close vertices,
Plink(u, v) is being calculated for randomly picked u and a semi-random v. Semi-
random in this case means that v is chosen randomly among the vertices of the
closest school to u that has not been chosen yet. After computing Plink, a random
threshold r ∈ [0, 1] is generated for each possible link. If Plink surpasses the thresh-
old, the new connection is effectively created.

Cold Start Link-Prediction - Bootstrapping Approach: The described social circle
approach makes use of the “social distance" between two individuals and, imple-
menting the circle concept, implicitly generates expected network properties. How-
ever, it does not make use of information that is implicitly stored in the network
structure. We for example know that transitivity or triadic closure is a common phe-
nomenon in social networks. This means that the probability that an edge exists be-
tween two nodes increases with the number of common neighbors of those nodes.
In order to use this implicitly available information for creating the missing links
between the isolated components of the network data, we implement as a second
approach a two phase bootstrapping algorithm as proposed in [57]. The two phase
approach allows for estimating probabilities for all potentially existing and not yet
nominated friendships in the network and subsequently applying graph based mea-
sures to reinforce the probabilities for the existence of links.

Phase I makes use of individually available information about the nodes, according
to the work of Leroy et. al. [57]. Yet, Leroy et. al. deal with data from Flickr. Thus,
they use the common membership in thematic groups of two individuals to estimate
a probability for the existence of a link between them in the first phase.

In the underlying case, such obvious similarities are not available. However, infor-
mation is available about the district of the domicile and of the school of the pupils.
The data-set also contains information about leisure activities such as membership in
sports associations or religious organizations of the children, about their integration
into their neighborhood and how they arrive at school. It can be claimed that friend-
ships between children that emerge outside the school environment are frequently
established either in the neighborhood of the domicile, during leisure activities or on
the way to school. Therefore, this information is used to estimate probabilities for
the existence of links that have not been recorded within the network survey con-
ducted at class level. Similar to Leroy et. al, groups are defined as co-occurrence of
geographical and behavioral properties of the nodes, such as doing the same activity
within the same district, or sharing a means of public transport on the way to school.
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In order to assign probabilities Plink1(u, v|u, v ∈ γ) for the existence of a friendship
between two individuals that share a group γ, we compute the share of links be-
tween the nodes that belong to the respective common group γ within the original
data according to Equation 3.2. Hereby eγ denotes the number of links originating
from vertices within the group and lγ denotes the number of links between vertices
within the group. Please note that eγ also contains links to vertices outside the group.

Plink1γ
(u, v) =


lγ
eγ

, i f u, v ∈ γ.

0, otherwise.
(3.2)

Considering that the membership in each common group may be the cause for
the friendship between the two individuals in question, the outcome “friendship"
occurs if a link is established within at least one of the common groups of the two
individuals. Hence, to estimate the existence of a friendship, it is computed the
probability that at least one outcome occurs within a set of outcomes of size 2k − 1,
where k is the number of distinct groups. Each outcome has the from (x1, ...xk),
where xk ∈ [0, 1], here 1 indicates that a link was established within the respective
group.

The total probability for the existence of a link between a pair of nodes (u, v) can
then be computed as the sum of the probabilities provided by each outcome within
the set of outcomes according to Equation 3.3. All groups used may be reviewed
in Table 3.1. The respective probabilities Plink1(u, v|u, v ∈ γ) vary significantly with
group size. Thus, Plink1(u, v|u, v ∈ γ) increases significantly with decreasing group
size. A link between two individuals from a small district with few other pupils that
share a common activity is hence more likely than a link between two individuals
from a large district.

It needs to be recognized that drawing Plink1(u, v|u, v ∈ γ) from the observable data
may introduce bias, as friendships can only be observed between pupils that visit the
same class. It seems to be reasonable, however that common groups and common
interests play a major role in the establishment of friendships also on class level
and hence the available data may be considered a good indicator for the weight of
common groups on link creation.

Plink1(u, v) =
2k−1

∑
i=1

k

∏
q=1

xiq (3.3)
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TABLE 3.1: Definition of Groups

Name Condition

Sports Pupils live in the same district and regularly practice sports

Church Pupils live in the same district and frequent church or religious ser-
vices

Transport Pupils live in the same district, go to school in the same district and
use the same public transportation on the way to school

The table presents combinations of activities and locations that define a group.
Pupils that share a group are assigned a certain probability that a link exists
between them.

Phase II foresees the application of graph-based measures. “Common_Neighbors”
[47] measure has been shown to perform well as graph-based measure for reinforc-
ing probabilities of links that will potentially exist in the second phase of the boot-
strapping algorithm [57]. Therefore the implementation contains the adaption of
“Common_Neighbors” for the cold-start link-prediction problem according to [57].
Consequently probability scores score(u, v) are derived, adding the probability
Plink2(u, v) derived from “Common_Neighbors” measure to the probability Plink1(u, v)
calculated in Phase I of the bootstrapping method. Plink2(u, v) is hereby computed
according to Equation 3.4 for the pair of nodes (u, v) as the sum of the probabilities
of each node y within the graph U being linked to both, u and v.

Plink2(u, v) = ∑
y∈U

Plink1(u, y)× Plink1(v, y) (3.4)

Subsequently, the scores calculated in Phase I and Phase II are converted to prob-
ability values inline with the work of Leroy et.al. [57], using a simple logarithmic
function as presented in Equation 3.6.

score(u, v) = Plink1(u, v) + Plink2(u, v) (3.5)

Plink(u, v) =
log(score(u, v) + 1)

log(max(score(u, v)|u, v ∈ U) + 1)
(3.6)

In order to define the links that finally exist, a threshold r ∈ [0, 1] is applied.
Links that have been estimated to exist with a probability Plink(u, v) ≥ r are consid-
ered as existing links.

Combined approach: The bootstrapping approach employs more information about
the nodes than the social circle approach does. Hence, we expect that individual
link-prediction is more accurate with the bootstrapping approach. However, the
effectiveness of this approach is restricted by availability and granularity of infor-
mation. In the presented implementation, for example, groups are defined based on
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the district of residence of a pupil and her personal activities. This is a very strong
restriction as it implies that friendships between pupils from adjacent districts are
not considered. Hence, the granularity of available information limits the effective-
ness of the bootstrapping approach. To overcome these restrictions, the combined
approach aims at joining the generality of the social circles approach with the speci-
ficity of the bootstrapping method. For this purpose, the social circles approach is
incorporated in the first phase of the bootstrapping algorithm.

In Phase I the calculation of Plink1(u, v) is slightly modified according to Equa-
tion 3.7. Other than in the social circles implementation, newly estimated links are
not treated as existing links immediately, but receive a probability as in the Boot-
strapping approach. Hence k may not be calculated as the degree of existing links of
a node, but as the sum of probabilities of potentially existing links.

Plink(u, v) = e
−d(u,v)

c
1

k + 1
(3.7)

Hereby personal information (group membership) is included into the definition
of social distance according to Equation 3.8 where x and y describe the geographical
vectors and s describes the social position of the individual. The social position is
defined randomly on an interval [0, α

2n ], where n is the number of common social
activities of an individual and α is an adjustable parameter. For experiments the
social activities described in Table 3.1 were applied. Moreover, the social distance
between two individuals may always decline with the number of common social
activities.

d(u, v) =
√
(xu − xv)2 + (yu − yv)2 + (su − sv)2 (3.8)

Phase II implements the “Common_Neighbors” measure as explained in the boot-
strapping approach. Subsequently a random threshold t ∈ [0, 1] is generated for
each possible link. If Plink(u, v) surpasses the threshold, the new connection is effec-
tively created.

3.4 Experimental Results - Missing Data

This Section gives examples of how the quality of the generated global networks
may be measured and presents the experimental results for the network extrapo-
lation techniques Social Circle Approach, Cold Start Link-Prediction and Combined Ap-
proach. In a first Subsection, individual network properties are assessed while the
second Subsection evaluates overall network features and compares them to known
real world networks.
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3.4.1 Quality Assessment of Individual Network Features

In order to assess the quality of the implemented extrapolation techniques, a set of
reference values is introduced in a first step. For assessing how well the generated
global network represents properties of real world social networks, the generated
values for a number of network measures are being compared. The first measure is
the average degree of the network, calculated as the average number of friends the in-
dividuals within the network have. Further the network density, given by the ratio of
links to the number of possible links within the network may be consulted. Average
Shortest Path indicates the average number of steps needed to reach any node v when
starting from any node u in the network, if a path exists between them. The Clus-
tering Coefficient can be calculated as the ratio of the triangles and connected triplets
in the graph. Moreover, Assortativity indicates the correlation between the degree of
connected vertices as proposed in [70]. Eventually, the average number of links a
student has outside her school environment Out-links may be treated as a reference
value. Reference values may be drawn from distinct sources in the literature. The
respective benchmarks and sources can respectively be reviewed in Table 3.2.

Further, the performance of the distinct parameter settings may be assessed, an-
alyzing the degree distributions of the generated networks in comparison with real
friendship networks, as well as the relation between probability of friendship and
physical distance between any two individuals.
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TABLE 3.2: Reference Values for Quality Assessment of Network
Extrapolation

reference
value

objective
range or
limit

Description

Average
Degree

∈ [5, 10] (ob-
jective range)

We consider networks of close friendships, hence
the average degree may be limited [61].

Density ≤ 0.014 This density value has been calculated for a
larger but similar study with adolescents in the
United States [76]. However, as we interconnect
the isolated schools we expect a lower density
value.

Average
Shortest Path

∈ [5, 7] (ob-
jective range)

We expect “small-world” features [62].

Clustering Co-
efficient

≤ 0.252 This clustering value has been calculated for a
larger but similar study with adolescents in the
United States [76]. As we interconnect the iso-
lated schools, where we expect to have less con-
nections between schools than within schools,
we expect a lower Clustering Coefficient.

Assortativity positive The positive assortativity indicates the existence
of preferential attachment [62].

# Out-links ∈ [1, 2] (ob-
jective range)

Average number of links outside the school in
AddHealth study [76].

# Isolated ver-
tices

min We aim to connect isolated vertices and hence
desire a minimum number of disconnected ver-
tices.

# Components min We aim to connect components and hence de-
sire a minimum number of disconnected compo-
nents.

The table contains the measures chosen to evaluate the proximity of the generated
networks to real world social networks.

Social Circles Approach: Experiments with the social circles approach were run
using different values for the parameter c. As the parameter c reduces the exponent
of the exponential decay function in Equation 3.1 and hereby increases the proba-
bility for a new link to be formed, it may be expected to generate more highly con-
nected networks with increasing values for c. Due to the spacial emphasis of this
approach, very distant schools led to problems in the implementation, that is why
these experiments have been run on a reduced data-set, where outlier schools have
been removed.
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Experimental results for the reference values pointed out in Table 3.2 are illus-
trated in Figure 3.3. One may observe that density indicated by the green solid line
in the upper Figure takes values between 0.001 and 0.003 for all networks generated
with variations of parameter c. It hereby lies steadily under the maximum value
indicated in Table 3.2.

The blue solid line in the second sub-figure representing the networks assortativity-
coefficient fluctuates for different c values but remains positive for all parameter
settings.

The Clustering-Coefficient as represented by the yellow solid line in the second sub-
figure decreases with increasing c and crosses the upper limit defined in Table 3.2 at
a c value of approximately 500.

The number of Out-links increases with growing c as presented by the solid green
line in the third sub-figure, ranging from 0 for low c values to 8 for very high c
values.

Average Degree is being illustrated by the solid red line in the third sub-figure. It
increases also with increasing c and reaches the objective range as indicated in Ta-
ble 3.2 between the two dashed red lines for c values between 500 and 1800.

Average Shortest Path, represented by the blue solid line in the fourth sub-figure,
raises for low c but subsequently decreases with increasing c. This seems logical,
since shortest path is calculated as the average of the shortest paths of all compo-
nents in the graph. As the components become better interconnected with grow-
ing c, shortest path initially increases. The predefined objective interval for Average
Shortest Path as indicated by the blue dashed lines can be reached for c values below
400.

The last sub-figure illustrates the results for the number of components as a percent-
age of original number of components with a red solid line and the total number
of isolated vertices as a percentage of original number of components with a green
solid line. It can be observed that the percentage of isolated nodes can be kept close
to zero for all c values, while the percentage of components decreases with increas-
ing c and reaches values close to zero when applying c values of 500 or higher. The
Figure presents percentages above 100% for very few values of c. This is possible
as components are defined as a set of at least two connected nodes that are only
linked to each other. Hence, for those very low c values many former isolated nodes
connect to each other and form new components.

Figure 3.4 presents the generated network with a c value of 500, where colored points
represent pupils (each school is indicated by a different color) and edges represent
friendships between the pupils. This Figure illustrates that a globally interconnected
network has been generated where social network typical patterns can be observed.
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FIGURE 3.3: Social Circles - Objective Values. The abscissa scales
the different values of the parameter c that controls the exponent of
the exponential decay function in Equation 3.1; objective ranges and
upper-/lower limits are indicated by dashed lines. Most of the de-
sired objective values can be reached with differing values of c. The
results indicate that a desirably small number of components may be

reached using c values higher than or equal to 500.
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FIGURE 3.4: Network Created by Social Circles Approach. The Fig-
ure presents the individual pupils that participated in the FUNDAJ-
Survey. Pupils are colored according to their school. Location of
pupils is assigned by a Fruchtermann-Reingold algorithm within a
radius of n2 around the location of their school within the city of Re-
cife. n indicates the number of pupils of the respective school. Grey
lines indicate friendships between pupils as registered by the survey,
as well as friendships estimated by the social circles method applying
c = 500. It can be observed that a fairly well connected network has

been generated.
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Cold Start Link-Prediction - Bootstrapping Approach: The bootstrapping approach
has been implemented according to the description in the previous Section. The re-
spective experiments were carried out with several values for the threshold r ∈ [0, 1].
The threshold r controls the probability that a link exists, thus more densely con-
nected networks are created with decreasing r.

Figure 3.5 reveals in the first and second sub-figure that Assortativity indicated by
the blue solid line remains positive for all settings, Clustering Coefficient as indicated
by the yellow solid line remains far above the maximum value and density repre-
sented by the green solid line remains below the maximum value for most settings.
However, the third sub-figure shows that Average Degree and Out-links reach unde-
sirably high values for low settings of r and can only reach the objective area for
experiments with r ≥ 0.89.

As indicated by sub-figure four, Average Shortest Path reaches desired values for r ≥
0.89. Analysis of sub-figure five yields that low and therefore desirable percentage
values for the number of isolated components and the number of isolated nodes can
be reached for low r. However, those indicators still yield a reduction of more than
30% for settings with high r.

Figure 3.6 illustrates the network created with the bootstrapping technique using a
threshold of 0.91. One may observe within this Figure that the created network still
contains a considerable amount of isolated components and that many schools re-
main unconnected even if they are very close to other schools. Furthermore, connec-
tions seem to be established between very few individuals of the different schools.
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FIGURE 3.5: Bootstrapping - Objective Values. The abscissa scales
the different values of the threshold parameter r; objective ranges and
upper-/lower limits are indicated by dashed lines. Most objective
values can be met if running the cold start link-prediction approach

using a high final threshold (r ≥ 0.89).
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FIGURE 3.6: Network Created by Bootstrapping. The Figure
presents the individual pupils that participated in the FUNDAJ-
Survey. Pupils are colored according to their school. Location of
pupils is assigned by a Fruchtermann-Reingold algorithm within a
radius of n2 around the location of their school within the city of Re-
cife. n indicates the number of pupils of the respective school. Grey
lines indicate friendships between pupils as registered by the survey,
as well as friendships estimated by the Bootstrapping method apply-
ing r = 0.91. Note that a considerable number components remain

disconnected.
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Combined Approach: As explained in the previous Section, the combined ap-
proach incorporates elements from the Social Circles and Bootstrapping approaches.
Experiments were run using varying values for the parameter c that controls the
probability for a new connection to exist in the first phase of the algorithm. Since a
random threshold is assigned to each connection finally, results can be illustrated by
scaling the values for parameter c on the abscissa.

As Figure 3.7 shows in the first sub-figure, density can be kept on a desirable
level for all c values. The second sub-figure reveals that also Assortativity remains
positive for all c values, but Clustering Coefficient declines for growing c and reaches
values under the objective upper limit for c ≥ 200.

We observe in the third sub-figure that values for Average Degree reach the objective
range for c ∈ [300, 900], while this can be stated for Out-links for c ∈ [0, 300].

Average Shortest Path as shown in the fourth sub-figure remains within the objective
range for nearly all values of c, except c ∈ [300, 900], where the objective range is
slightly exceeded. As illustrated by the fifth sub-figure, the number of isolated com-
ponents and isolated nodes decreases steeply with growing c, reaching an almost
totally interconnected network for c ≥ 600.

Figure 3.8 presents a network generated with the combined approach under a c
value of 300. Obviously, inter-school links are better distributed between pupils and
the graph seems better inter connected than the comparable graph generated with
the bootstrapping approach. However, the network remains not fully connected for
this setting and especially more distant schools remain isolated.
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FIGURE 3.7: Combined Approach - Objective Values. The abscissa
scales the different values of the parameter c that controls the ex-
ponent of the exponential decay function in Equation 3.7; objective
ranges and upper-/lower limits are indicated by dashed lines. Global
measures can be kept within or close to the objective intervals for pa-

rameter settings with 500 ≤ c ≤ 1000.
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FIGURE 3.8: Network created by Combined Approach. The Fig-
ure presents the individual pupils that participated in the FUNDAJ-
Survey. Pupils are colored according to their school. Location of
pupils is assigned by a Fruchtermann-Reingold algorithm within a
radius of n2 around the location of their school within the city of Re-
cife. n indicates the number of pupils of the respective school. Grey
lines indicate friendships between pupils as registered by the survey,
as well as friendships estimated by the combined method applying
c = 300. The combined approach yields a better reduction of isolated

components than the Cold-Start Link-prediction approach.

49



Chapter 3. Dealing with Missing Data: Solutions to the Boundary Specification
Problem in Social Network Surveys

3.4.2 Quality Assessment of Overall Network Features

The measures introduced in the precedent Subsection indicate that all three ap-
proaches where capable of generating networks that exhibit real world social net-
work properties.

In order to better understand the outcomes for the different approaches, this subsec-
tion analyzes overall network attributes and compares them to data from real-world
networks.

Since the degree distribution has been found to be a feature that captures an im-
portant part of the network structure, we analyze the distributions of the networks
generated with the extrapolation approaches in a first paragraph. Subsequently, an
other robust characteristic of social networks, the relation between link probability
and physical distance between vertices is being examined.

Analysis of Degree Distribution: This paragraph sets the degree distribution of
the generated networks in relation to degree distributions of real world social net-
works. For comparison, original degree distributions from comparable networks are
plotted. Those are: the original degree distribution of the FUNDAJ graph, the degree
distribution of the AddHealth Network and the in- and out- degree distributions of
the testimonial network of the Korean online social network “Cyworld".

The National Longitudinal Study of Adolescent to Adult Health (AddHealth) net-
work was surveyed among a representative sample of adolescents in grades 7 to 12,
it contains 90118 students from 145 schools in 80 communities in the United States
of America. Students could not only nominate peers from their own school, but also
peers from a “sister-school". AddHealth combines longitudinal survey data on re-
spondents’ social, economic, psychological and physical well-being with contextual
data on the family, neighborhood, community, school, friendships, peer groups, and
romantic relationships [76].

Cyworld is an online social network similar to Facebook, where users may create
a personal profile and create friendship ties to other users. Users are hereby enabled
to write testimonials for other users. As the writing of a testimonial requires some
effort and knowledge about the receiver of the testimonial, it has been shown that
the network of testimonials in Cyworld resembles real friendship networks very
closely [77]. In the remainder of this Chapter, we examine exclusively the Cyworld
testimonial network, however in order to ensure readability, it is referred to as the
“Cyworld network".

Figure 3.9 illustrates the degree distributions of the networks generated with the
presented techniques along with log-log plots of degree distributions of Cyworld-
, Add-Health- and the original FUNDAJ Network. Here the solid lines represent
networks that were extrapolated based on the FUNDAJ graph. The dashed lines
indicate the real networks.
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FIGURE 3.9: Degree distributions for networks generated with So-
cial Circles (c=500), Bootstrapping(r=0.91) and Combined approach
(c=800). Compared to degree distributions from real world social net-
works: Original FUNDAJ Graph, AddHealth Network and Cyworld
in-and out degree distribution. Social Circles Approach maintains the
original Degree Distribution, Combined Approach approximates the
AddHealth Degree Distribution and Bootstrapping approach gener-

ates a network similar to Cyworld online social network

The Figure reveals that the different approaches generate degree distributions
similar to the distributions observed in real friendship networks. It is striking that
the degree distribution generated by the social circles approach, as indicated by the
blue solid line, appears to very closely approximate the original FUNDAJ graph,
represented by the dashed yellow line, featuring a similar shape and comparable
maximum degree. On the other hand, the AddHealth-degree distribution (dashed
purple line) seems to be well represented by the combined approach (solid green
line) as their plots are almost congruent. Finally, the complementary cumulative
distribution (CCDF) of Cyworld in- and out- degrees can be well approximated by
the bootstrapping approach, as shown by the obvious similarity of the graph indi-
cated by the red solid line (Bootstrapping approach) and the dashed purple and grey
lines that represent Cyworld out- and respectively in- degree distributions.

Analysis of Friendship Probability in Relation to Physical Distance: Another
characteristic property of real world friendship networks is the relation between
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link-probability and distance between nodes [65]. It seems intuitive and is also uni-
versally agreed that the probability for the existence of a link decreases with increas-
ing distance between the respective nodes. This property can also be found in recent
networks, despite the progress made in information and transportation technology,
while the exact relation varies depending on the studied data-set [65].

Therefore, if the generated networks are to represent real-world features, it may be
expected to find a similar relationship for distance and node probability within the
extrapolated data. Hence, in order to evaluate the suitability of the introduced ap-
proaches to produce real-world network properties, Figure 3.10 contrasts CCDF log-
log plots for the probability of the existence of a link between nodes within a certain
distance for the networks generated with the presented techniques, as well as from
real world social networks. Here the solid lines represent either distributions from
networks that were generated using the presented techniques, or distributions from
the location-based online social networks Brightkite and Gowalla (purple and or-
ange solid lines).

Both, Brightkite and Gowalla are location based online networking services, that en-
able the user not only to establish links to other users, but also to provide informa-
tion about her current location. These characteristics make of Brightkite and Gowalla
good references for the analysis of friendship probability in relation to physical dis-
tance in extrapolated social network data. Data from Gowalla and Brightkite where
obtained from the Stanford Large Network Data-set Collection [78]. Since both data
sources provide time series information about the places the users stayed at, the
most frequent location for each user is considered as her respective domicile.

As the experiments presented in this Chapter all extrapolate the network data ob-
tained by FUNDAJ in the city of Recife, comparison data was required from a locally
restricted urban environment. Hence, also subsets of the Gowalla and Brightkite
networks are plotted, containing solely individuals located within the city of New
York (locations within the latitude interval [40.65,40.80)] and the longitude interval
[-74.05,-73.90]). The solid yellow line represents the distribution for the Brightkite
network from New York, while the black solid line indicates the Gowalla New York
network (yellow and black lines are very close). In order to compare the different
distributions, a total of 90 continuous probability distributions from the Numpy Li-
brary [79] were fitted to the data via least squares fitting. The distribution with the
highest p-value and lowest Kolmogorov-Smirnov test statistic was chosen as the best
fit.

Figure 3.10 reveals that all local networks could be reasonably well represented by
folded Cauchy distributions as presented in Equation 3.9 with slightly different val-
ues for parameter a, while the distributions of the global Brightkite and Gowalla
networks seem to be better approximated by a power law distribution with expo-
nent between 0.15 and 0.7.
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f (x, c) =
1

π(1 + (x − a)2)
+

1
π(1 + (x + a)2)

(3.9)

Please note that the survival function of the power law plot does not appear as a
straight line in this graph, as it is usually the case for power law relations on log-log
plots. This is due to the finite nature of distances on earth. As distances between
individuals on this planet are restricted, the power law plot bends down as the xmax

is approached.

Goodness of fit is also checked, calculating the Pearson Correlation Coefficient for
each pair of distribution and fit. The correlation coefficient supports the goodness of
fit for all distributions and respective fitted distributions.

Visual analysis reveals that the network generated using the combined approach
approximated the Gowalla and Brightkite networks of the city of New York best,
while Social Circles approach seems to better maintain the original distance-link-
probability as indicated by the pink solid line (original graph) and the purple dashed
line (fitted folded Cauchy distribution). The red solid curve that indicates the rela-
tion of distance to link-probability for the Bootstrapping Approach appears to be
differently shaped than the other distributions, as it shows a buckle for distances
greater than 102.5. The correlation coefficient still suggests the folded Cauchy dis-
tribution with parameter a = 0.659 as a good fit for the Bootstrapping curve. This
disturbance stems from the nature of log-log plotting, where the deviations scale
down for large values of the variables. Further observation of parameters c of the
fitted folded Cauchy distributions supports the hypothesis that the combined ap-
proach most closely approximates the local Gowalla and Brightkite data, as the fit-
ted folded Cauchy distribution for the combined approach has parameter a = 0.504
and hence lies between Gowalla New York (a = 0.679) and Brightkite New York
(a = 0.234). The fitted folded Cauchy distribution for the Bootstrapping Approach
network exhibits a parameter (a = 0.659) even closer to Gowalla New York. How-
ever, due to the different shape of the curves this similarity should be taken carefully.
Moreover, the parameters of the fitted folded Cauchy distributions for the original
network (a = 1.854) and the Social Circles Approach (a = 1.067) seem to be quite
similar.
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FIGURE 3.10: Log-Log Plot of Survival Function (CCDF). Link-
probability related to physical distance between nodes for net-
works generated with Social Circles (c=500), Bootstrapping(r=0.91)
and Combined approach (c=800). Compared to distance- link-
probability distributions from real world social networks: Brightkite
and Gowalla worldwide networks, as well as local sub networks
for the city of New York. Visual analysis reveals that the network
generated using the combined approach approximated the Gowalla
and Brightkite networks of the city of New York best, while Social
Circles approach seems to better maintain the original distance-link-

probability

3.5 Discussion of the Three Approaches

This Section evaluates the results obtained from the experiments and sets them in
the context of the initial problem, to extrapolate given data of social networks con-
taining isolated components. The performance of the three presented approaches is
discussed and promising applications for each of them are pointed out.

3.5.1 Social Circles Approach

The results presented in the previous Section indicate that most of the desired objec-
tive values presented in Table 3.2 can be reached with differing values of c. As the
aim of this work is the interconnection of isolated sub-components of a given net-
work, the number of components is a crucial value for demonstrating the suitability
of the approach.

The results indicate that a desirably small number of components may be reached
using c values higher than or equal to 500. However, the trade-off between two
benchmarks with opposing trends has to be analyzed more deeply:

54



3.5. Discussion of the Three Approaches

Clustering-Coefficient and Average Shortest Path. As shown in Figure 3.3, Clustering
Coefficient reaches desirable values for c ≥ 500, yet Average Shortest Path reaches the
objective zone for c values ≤ 300 and also Out-links exceeds the maximum value
for c ≥ 500. Hence, one has to decide if it is more appropriate to create a network
with “small world” properties but relatively high clustering and containing still a
considerable number of isolated components or if a lower clustering, an intercon-
nected network and relatively large values for Average Shortest Path, are desirable. In
this case the researcher also assumes that the average number of links, an individual
has with people from other entities is much higher than surveyed in the Add Health
study [61].

The analysis of the degree distributions in Figure 3.9 shows that the Social Cir-
cles approach maintains the original degree distribution. This indicates it as a good
model to generate an interconnected network that takes only very close friends
in consideration, while it incorporates the hypothesis that micro-structures repeat
themselves also on the macro level.

Figure 3.10 illustrates that the Social Circles approach generates the network ex-
hibiting the highest similarity in distance-link-probability relation with the original
graph. Even though maximum distance increases for the generated graph, the over-
all shape is kept and the overall structure of link-distances is maintained.

Therefore, it may be argued that the Social Circles Approach extrapolates the net-
work data, maintaining the original characteristics of the isolated components best.

3.5.2 Bootstrapping Approach

The results show that most objective values (social network properties defined in
Table 3.2) can be met if running the cold start link-prediction approach using a high
final threshold (r ≥ 0.89). This setting also led to an improvement in the intercon-
nection of the network by reducing the number of isolated nodes and components
by approximately 30%.

However, it is not possible to create globally connected networks while reaching
coherent values for average degree and the number of out-links of the pupils, be-
cause for those settings a considerable number of disconnected components remain.
Moreover, clustering remains significantly above the lower limit defined in Table 3.2.

This may stem from the restriction of the prediction of friendships to pupils that
live within the same district. This is a very strict restriction that does not necessarily
represent reality, as pupils that live close to the district border may also have contacts
from adjacent districts.

The plot of the degree distribution of the network created by the Bootstrapping
technique, applying a final threshold of (r ≥ 0.89), seems to approximate the in- and
out- degree distribution of the Cyworld testimonial network. As mentioned in pre-
vious work [77], the Cyworld testimonial network has a few, very active testimonial
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writers with far above 100 written testimonials. The results produced here indicate
that the restriction of activities to the four groups presented in Table 3.1 leads to a
relatively small number of possibly connected individuals. Those individuals are
assigned very high probabilities for link-creation in turn, and hence act similar to
the “hubs" that appear in the Cyworld data.

From that point of view the bootstrapping approach seems to be well suited to gen-
erate networks with a usual degree distribution for close friendship networks, incor-
porating the special feature of the described “hubs".

However, in terms of distance - link-probability relation, the generated network
is not comparable to other location-based social networks, as the ill-shaped curve for
the relation of distance to link-probability of the Bootstrapping graph in Figure 3.10
indicates. Nevertheless, due to lacking access to the location of Cyworld users, it
remains unclear if this ill-shaped curve could be a feature of online testimonial net-
works.

On the other hand, the applied groups are very broad. this may lead to a quite
homogeneous and discrete distribution of probabilities in the first phase. Hence,
in order to improve the performance, one could also try to narrow the definition
of groups and thereby decrease overall probabilities for the existence of common
groups. This may also lead to a better performance of low thresholds.

3.5.3 Combined Approach

The combined approach yields a better reduction of isolated components than the
Cold-Start Link-prediction approach, while all other global measures can be kept
within or close to the objective intervals. Those positive results can be obtained for
parameter settings with 500 ≤ c ≤ 1000. The combined approach further approx-
imates the degree distribution of the AddHealth school network very closely for
c = 800 as shown in Figure 3.9.

Although even the AddHealth study did not survey a completely interconnected
network, but solely intra-school networks, it contains an interesting feature: the
study design foresees a sister school for each participating school. The sister school
is usually that junior-high school where the major share of students from a particular
high school have studied before. The study design allowed the surveyed pupils to
nominate also friends from this sister school, which leads to a network that is better
interconnected than the network surveyed by FUNDAJ.

Moreover, the AddHealth questionnaire allowed the participants to nominate up to
five best female friends and up to five best male friends, leading to a maximum of
10 nominated friends per pupil. Compared to the FUNDAJ survey, where only in-
dividual schools without sister schools have been surveyed and where a maximum
number of five friends (female and male) could be nominated, this gives a hint on
how the “fixed choice effect" and “boundary specification problem" may influence
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degree distributions. The combined approach appears to be a good technique to
extrapolate data in order to overcome those restrictions.

Additionally, as presented in Figure 3.10, the combined approach generates a link-
probability versus distance curve that approximates those distributions from location-
based online social networks such as Gowalla and Brightkite best. The approach
shows therefore the most unambiguous results, indicating clearly the best setting
for this algorithm.

However, the granularity of available information is still quite low. Recall that
the social position of an individual is only defined by three activities, which is sports,
participation in religious services and using the same public transport method. The
use of more detailed information could probably further improve the results.
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TABLE 3.3: Recommendations for Application of the Proposed Net-
work Extrapolation Approaches

setting Social Circles Bootstrapping Combined
c ≤ 500 Social network

extrapolation for
intra-city networks,
where acquain-
tances are locally
restricted. Due to
missing transport,
social divide or
decentralized city
architecture, distant
districts remain
isolated.

- -

500 ≤ c ≤
1000

Extrapolation of
social networks,
where a globally
connected network
is to be created,
sparse linking be-
tween dense local
networks. “fixed
choice effect" does
not disturb the data
e.g: close friendship
network

- Social network ex-
trapolation within
cities (c = 800 seems
optimal). “fixed
choice effect" and
“boundary specifi-
cation" are assumed
to bias the original
data.

r ≥ 0.89 - may resemble on-
line testimonial net-
work, yet to be in-
vestigated

-

r ≤ 0.89 - very high clustering.
No conclusive social
network.

The table contains recommendations for the application of the proposed network
extrapolation techniques and settings for distinct purposes.
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3.6 Conclusion - Missing Data

This Chapter approached the suitability of three graph generation or respectively
link-prediction techniques in order to impute [50] not at random missing
(MNAR) about social ties within social network studies, and to interconnect dis-
connected components within the surveyed network. Hereby the target is to cre-
ate a comprehensive model of the global network, stemming from original network
data. The precision of the applied techniques had hereby secondary importance.
Although a precise estimation of links would be desirable, a modeller may still set-
tle with the creation of a reasonable model, especially because precision cannot be
assessed with the available data-sets.

Firstly the Social Circles approach as proposed by Gilbert was modified such that
it was suited to impute missing links between the locally isolated components of the
original graph (Approach 1).

Secondly, a bootstrapping approach proposed by Leroy et. al [57] (Approach 2) was
applied and thirdly a hybrid algorithm was created, combining features from 1 and
2 (Approach 3).

All algorithms were applied to the FUNDAJ data that serve as data-base for the
use case model accompanying this work. The practical aim is to generate from the
available student networks a global network representation for the city of Recife.
Such globally interconnected network could then be applied to create a spreading
model for the behavior "commitment at school".

The experiments show that all three approaches are able to impute data such that
the number of isolated components within the graph decreases significantly. It was
found that the three approaches create networks exhibiting degree distributions that
resemble degree distributions of different real world networks.

While Approach 1 appears to maintain the degree distributions of the original
data-set, Approach 3 leads to a degree distribution that can also be found in more
interconnected networks in the real world. Further, Approach 2 was able to repro-
duce degree distributions of close online friendship networks.

However, Approach 2 was not able to create a completely interconnected network,
when holding on to other restrictions such as a plausible average degree or cluster-
ing coefficient. Moreover, this approach led to an ill-shaped curve for the relation
between link-probability and distance between two nodes. No evidence for the ex-
istence of a curve with such a shape in real world networks could be found.

In this regard, Approach 1 and 3 performed better, as Approach 1 produced link-
probability distance curves very similar to the original data-set, while Approach 3
was able to reproduce this relation very closely for the two locally restricted location-
based online social networks Brightkite and Gowalla.
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It is hence argued that the Social Circles Approach 1 should be applied if the so-
cial scientist is willing to generate interconnected networks from unconnected com-
ponents and acts upon the assumption that the macro network shall closely resemble
micro structures. In other words, the approach put forward is able to predict links
comprehensively if the assumption holds that missing data stems from “boundary
specification" but that the “fixed choice effect" does not affect the data collection.
An example for this could be the examination of best friends links between school
children, where one assumes that most links are already established within the class-
room and very few out-links are missing.

However, if one aims at creating interconnected networks, and does not expect
that the network structure that can be observed in the original data approximates
the macro network structure, the combined approach (Approach 3) seems to be even
more adequate. In this case not only “Boundary specification" but also the “Fixed
choice effect" causes missing data. Results indicate that the bootstrapping approach
enables the scientist to reproduce close online relations. Yet, more than the other ap-
proaches, this one requires additional information about the individuals and hence
suffers from data granularity issues. Also, the combined approach may solely be
suited for data-sets that yield some information about the individuals that allows
for calculating a social distance between them.

Moreover, it became clear that data granularity is a primary issue for the perfor-
mance of the algorithms. The very general social circles approach seems to be very
well suited for the task of completing a network of isolated components in a com-
prehensible way even if very little data about the nodes is available, or if this data is
hard to structure for the underlying purpose.

Considering that even the large social network study that provided the data for
this research only represents a relatively small sample of the whole population, it
seems reasonable to settle for the good performance in generating networks that
feature real world network characteristics. This is why for the purpose of this work,
the Social Circles approach(Approach 1) is put forward to reach the aim of an inter-
connected network of students.

However, in combination with more information about the population (i.e, cen-
sus data) the techniques that employ more personal information may contribute to
an even more realistic network estimation.

Future work should deal with the application of the presented techniques to
combine different data sources. In the underlying case, the survey data from FUN-
DAJ could hereby be connected to census data. In addition, further development of
the social distance between a pair of nodes might improve performance of the com-
bined approach and the social circles approach. Applied to the data-set used within
this research, this may lead to an even more plausible globally connected network.
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Further investigation of link-probability - distance curve of the bootstrapping net-
work (Approach 2) seems to be interesting, especially when employing more indi-
vidual information about the nodes. The additional groups may increase the quan-
tity of generated links even for settings with a high threshold r and thereby heal
the persisting problem of high clustering. In this case further comparison with data
from online testimonial networks like Cyworld is recommended. The performance
of the bootstrapping approach may be tested using more social groups with a more
narrow definition. Additionally, testing the approaches on alternative data-sets may
give further insights regarding the precision of the applied techniques. Although for
our purpose, precision is not essential, other applications may require proof of it.
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Chapter 4

Implementing the Model:
Modeling Network Simulations

At this point, the thesis has addressed the selection of an adequate spreading model
and the challenge that missing data represents for the modeler. Also, ways to gen-
erate a suitable network as a base for the social simulation have been described and
evaluated. As a next step, the social scientist may specify in greater detail, how to
simulate the spreading of behavior. In this regard, a first question is how sophis-
ticated the individual agents should be designed and how autonomous they may
act.

The research presented in Chapter 2 is based on a simple threshold model without
any autonomous decision making. However, avoiding individual decision making
and the concept of bounded rationality [41] disregards the human factor in a simu-
lation which is subject to mistakes and not completely rational decisions. In order to
overcome this lack of reality, the following Chapter presents first a possible solution
for agent decision making and the incorporation of that decision making approach
into a complete Agent-based simulation model. Subsequently, a proof of concept is
delivered, demonstrating that the designed model is capable of mimicking human
decision making in the given situation.

An Agent-based simulation model is proposed, where the modeling approach is
tested observing only two agents of a complex simulation model in a micro scale.
The Chapter describes and evaluates the implementation of a Learning Classifier
System (LCS) as a decision making module for Agent-based models that incorporate
social influence and heterogeneous interconnected agents. The aim is to develop a
decision mechanism that resembles bounded rational human decision making (in
the sense of H. A. Simon’s approach to a more realistic theory of human economic
decision making [80]) well and that incorporates imperfect information as a feature
from real decision making situations. The use case of the simulation model is, in
accordance with the foregoing and following Chapters, the decision about engage-
ment at school of individuals, measured via the achieved mark of those individ-
uals. Experiments with two interconnected agents are conducted in three distinct
scenario settings. The simulation study shows that the proposed LCS performs well
in achieving good solutions for both agents.
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4.1 Introduction - a Justification for the Use of Agent-based
Network Models

Currently, General Equilibrium Models [7] represent the most popular paradigm
for macroeconomic simulation and thereby the most popular measure for political
decision support. However, those models are based on strong neo-classical assump-
tions like rational decision making and perfect information for all actors. These as-
sumptions do obviously not hold in the real world and lead to a stereotype average
consumer, that is the rational individual or Homo Oeoconomicus. Critics on Homo
Oeconomicus became louder during the last decade due to the unrealistic assump-
tions of the underlying model and the recent failure of rational individual based
models [8]. These assumptions also suppose that our highly heterogeneous societies
can be understood by investigating the behavior of rational average individuals and
their communication and group behavior. It is argued against that irrationality does
not exist, or at least not affect the crowd’s behavior [9].

In order to better understand and predict human behavior, the concept of Agent-
based modeling came up as an alternative for economists. Agent-based models use
autonomous acting, communicating computer programs, the so called agents that
are able to decide in a bounded rational way [10]. Agents within these models may
resemble individuals, consumers or juristic persons. Agent-based models thereby
are enabled, to better model human heterogeneity and thus create a more sophisti-
cated image of reality. A social effect on educational choices has been confirmed and
also successfully modeled with the Agent-based methodology [81].

Complementary, the research area of Social Network Science and Complex Net-
works suggests that human decisions are not entirely autonomous, but influenced by
peers, siblings or parents [11]. This influence may occur through spread of informa-
tion or contagion of behavior via social networks. The former foils the assumption
of perfect information, the latter challenges fully rational decisions.

This motivates the attempt to join findings from Social Network Science and Agent-
based modeling in order to create models that better represent reality, facilitating
simulation of societies and prediction of policy effects.

In order to set-up a simulation model that addresses the stated shortcomings
of state of the art General Equilibrium Models and copes with opinion dynamics
in social networks, the agents within the models need to be equipped with an ad-
equate decision making mechanism. Such a mechanism may approximate human
decision making in the situation under investigation, enhancing the credibility and
accuracy of the model. Moreover, the mechanism must be capable of coping with a
dynamic environment. The presented research proposes such a decision mechanism
for Agent-based models, incorporating network diffusion processes.

In an early work, Holland proposes Learning Classifier Systems (LCS) as a good
option to mimic human decision making in Agent-based models. Principally he
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argues in favor of LCS because they enable the agent to allocate environmental situ-
ations to broad categories which are progressively refined by the experience made.
This in turn enables the agent to build internal models of the world, while non of the
models is immutable, but always provisional and subject to change [82].

Further, Classifier Systems have been shown to be able to learn to play nash-markov
equilibria both with and without the presence of imitation [83], [84]. Therefore, a
LCS is implemented in order to make allowance for the often posited characteriza-
tion of the human mind as a system to classify things and situations. The model is
set up using the NetLogo [85] environment.

This Chapter presents a proof of concept for the utilization of LCS as an agent learn-
ing representation in Agent-based social simulations.

On the basis of the FUNDAJ data-set presented in Chapter 2 and 3, the use case
for the modeling approach is the schooling decision of children. Important determi-
nants of schooling success are the motivation of parents to support their children at
school and the commitment of children to study, as well as the quality of schools.
Children have to decide to which degree they commit themselves to their educa-
tion. As a motivation for this commitment serves the question if education pays off
or not (expected utility). As schooling success depends on a large number of in-
fluence factors, such as socioeconomic status, peer influence and current economic
activity, it might be assumed that children cannot assess that expected utility but
rather base their decision upon experience and peer information. Moreover, sub-
jective perception, limited processing capacities and incomplete information may
influence expected utility calculation of individuals.

4.2 Background - Implementation

This Section gives a general overview on recent advances in the fields important to
the presented research, namely diffusion processes in social networks, Agent-based
Computational Economics and Learning Classifier Systems.

4.2.1 Diffusion in Social Networks

Social influence and contagion, as well as spread of behavior and information through
social networks has been documented in a wide range of cases [11]. This indicates
the existence of those effects on the schooling decision of individuals. Marques [86]
reveals the great differences between social networks of the poor and those of more
wealthy people, which further encourages the considering of social network effects
while studying social phenomena.

Consequently, scientists aimed at developing models to understand those spread-
ing and contagion processes. Thus, econometric approaches have been developed
in order to capture peer effects on schooling behavior of pupils [87]. However,
even though this approaches incorporate empirical peer effects, they do not consider
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the very mechanism of behavior spreading, nor bounded rational individuals. One
simple approach to capture diffusion processes is to model them as Coordination-
Games [15] (see Chapter 2) or employing group decision making approaches [30].

4.2.2 Agent-based Models - Agent-based Economics

According to Holland [88], Agent-based modeling (ABM) describes the study of
systems consisting of autonomous computational agents. The agents may be de-
signed heterogeneously and are able to interact, which enables the ABMs to repro-
duce macro phenomena that emerge from micro level behavior. The sub-fields of
Agent-based Social Simulation (ABSS) and Agent-based Computational Economics
(ABC) join the fields of Agent-based Computing, Computational Simulation and
respectively Social Sciences [89] or Economics [90], where applications reach from
demography [91] to tax compliance [92] or school effectiveness [93]. Using ABM to
simulate social or economic contexts forces the researcher to debug and understand
macro phenomena better, while large experimental studies may be conducted with-
out numerical or ethical concerns arising in real world experimental setups. Con-
trary to traditional economic models, ABM enables the researcher to incorporate
the imperfection of human rationality as well as limited information availability to
the model. In addition, the iterative interaction of agents triggers insights that may
be overseen in general equilibrium approaches. A detailed summary of sociology
in ABSS can be found in [94], while [95] summarizes applications in Agent-based
Computational Economics.

Literature on Agent-based Computational Economics suggest very distinct approaches
to model agent decision making. Approaches employ unconscious techniques like
reinforcement learning, routine-learning approaches like replicator dynamics, belief
learning methods as classifier systems or Bayesian approaches [96]. many of them
have been proven to produce outcomes that coincide with findings from experimen-
tal economics and even econometrics [97].

4.2.3 Learning Classifier Systems

Learning Classifier Systems (LCS) are rule based programs. They usually contain a
Genetic Algorithm to manipulate the set of rules they operate on and a Reinforce-
ment Learning part that aims at choosing the best performing rules [98]. Holland
proposed LCS first as a model of the emergence of cognition [88]. Classifier Systems
are regarded as an approximation to human decision making, given a perceived
situation [96] although they are not belief based, which means that agents are not
conscious about the existence of other agents within their environment [97].

According to Brenner [96], Classifier Systems consist of a set of condition-action
rules, where the conditions c describing the perceived state and the actions a, rep-
resenting the respective action to be taken are stored as feature strings of the form
{c1, c2, ..., cn} or respectively {a1, a2, ..., an}. The set of condition - action rules Ri(i =
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1, 2, ..., n) combines then a condition string with an action string. Whereas cij or
aij may be represented as a wild-card #, indicating that this feature applies indepen-
dently from the given situation. For each iteration, the current signal s = {s1, s2, ..., sn}
is compared to the condition strings c. The most adequate of those rules with cor-
responding c is being chosen for execution. For the purpose of choice, each rule is
being assigned a Specificity value and a Strength value. The Specificity determines the
number of wild-cards within the rule, while the Strength is defined by the pay-off,
the rule generated in preceding iterations. The value B(Ri) is calculated according
to Equation 4.1, where α, β and γ are parameters. Accordingly, the corresponding
rule with the maximum value of B(Ri) is regarded the most adequate rule.

B(Ri) = [α]([β] + [γ]Speci f icity(Ri))Strength(t, Ri) (4.1)

The Strength of each rule Ri at time t is hereby calculated according to Equa-
tion 4.2.

Strength(t + 1, Ri) = Strength(t, Ri) + Payo f f (t)− B(Ri) (4.2)

Subsequently, the Classifier System employs a genetic operator that allows for
creating new rules from the existing best performing rules and forgetting rules that
did not perform well in the past.

4.3 Problem Environment

The agents within the presented simulation model are embedded in an environ-
ment consisting of their peers1 and an individual socio-economic environment rep-
resented by individual variables. The aim is to model the behavior "commitment
at school" which cannot be observed easily. Hence the mark in mathematics of the
respective pupil is employed as a proxy for the engagement at school. The agents
within the model iteratively decide what mark to achieve in the next iteration. In
accordance with the findings from Chapter 2, it is assumed that agents benefit from
aligning their behavior with peer behavior. Thus, an agent’s utility is affected by the
behavior her peers exhibit. Both, individual socio-economic status and peer social-
economic status hereby affect the utility. Moreover, the agents are unaware of their
own utility function and hence have to learn which action pleases them most.

Perceptions are represented as condition strings E of the form {s, p1, p2, ...pn}, where
s stands for the mark of the current individual and pi stands for the mark of peer i.
Subsequently, it is explained, how those perceived condition strings are processed
in the decision module set up as a Classifier System. In every case, the agent decides
on a set of actions, that may include all possible marks within the range [0, 100].

1for the use case of the simulation, peers are thought of as friends within the friendship network of
pupils according to (extrapolated) network data surveyed by FUNDAJ
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4.4 The Learning Classifier System (LCS) Decision Mecha-
nism

As stated above, the proposed LCS implementation is based upon a population
of conditions, linked to corresponding actions. After setting up the system, those
condition-action strings are selected according to their suitability for the currently
perceived situation and their performance in the past. After each iteration, the se-
lected condition-action string is being evaluated with the achieved fitness according
to a given Fitness Function. An evolutionary process ensures that the decisions made
continuously improve. The following subsections describe those features of the LCS
in greater detail.

4.4.1 Condition-Action Rules

The classifier is based on a set of condition-action rules R of the form c− > a, where
each c represents a condition string {c1, c2, ...cn}. Respectively, a represents the ac-
tion to be taken if the rule is selected. In the given scenario c contains the mark in
mathematics of the respective agent as well as the current mark of her peer. Accord-
ingly, the action a may be any mark between 0 and 100 that the agent will achieve
in the subsequent iteration. The length n of c is given by the formula n = d + 1,
where d denotes the degree of the respective agent. ci stands for the interval [xi, yi]

with xi, yi ∈ [0, 100], yi ≥ xi but can adopt the # symbol also, indicating that this
digit of the condition string matches all possible values of s or pi respectively. The
first digit of c narrows the mark of the respective agent, while the remaining digits
narrow the mark of her peers. For example, one c may be {[0, 10], [80, 100]}. This
condition would for instance match a situation where agent 1 achieves a mark of 7
and agent 2 achieves a mark of 90. with a corresponding a = 56, agent 1 would
change her mark for the next iteration to 56. At each time step, the algorithm creates
the list of matching condition action strings Mi. Mi contains those strings for which
the condition ∀x ∈ E, xi ∈ ci holds.

4.4.2 Setup and Selection Mechanism

To setup the system, a number of condition-action-rules is created randomly. Here
for each rule to be created, a random interval is set for each digit of the condition-
string. The respective action of the condition-action-string is then drawn from a
normal distribution with variance VAR(x)1, while the mean is set to the initial mark
of the respective agent. This approach for the set-up procedure has been chosen to
avoid an unrealistic initial disturbance of the system.

Calculation of Strength and B(Ri) occurs according to Equation 4.2 and Equation 4.1
respectively for all Ri ∈ Mi. Subsequently, a roulette wheel mechanism ensures
that the action of that Ri with the highest B(Ri) is most likely to be taken, while the
likelihood for the selection of Ri ∈ M decreases with decreasing strength.
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If R does not contain any rule that is compatible to the current perception string -
meaning that Mi = ∅ -, that rule in R that is most similar to the current perception E
mutates so that it matches E. Hereby the action of the mutated string is also drawn
from a normal distribution where the mean is the currently performed mark of the
agent and variance is VAR(x)3.

4.4.3 Evolutionary Process

Furthermore, an evolutionary process is implemented, aiming at continuous im-
provement of the solutions found. Hereby a fraction of the weakest rules (death −
rate) in Mi is being deleted from R and new rules are created, recombining the n
strongest rules in M via a cross-over operator until the original number of rules in
R is reached. In order to ensure diversity, an additional mutation operator is in-
troduced: A random mutation process starts with a probability of mutation − rate,
altering random characters of the condition string of a randomly chosen rule Ri ∈ Mi

that is not the currently best performing rule. The character that indicates the action
of the condition-action-string to be mutated is drawn from a normal distribution
with variance VAR(x)2 while the mean is set to the currently adopted mark of the
respective agent.

Figure 4.1 illustrates this Classifier System for the simple case of an agent with de-
gree 2.

FIGURE 4.1: Classifier System. The Figure is an illustration of the
rule based decision making mechanism.

4.4.4 Evaluate Action

The evaluation of the fitness or utility, an action taken by the agent causes, is being
measured by a utility function. The utility function proposed in [87] is implemented
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as presented in Equation 4.3. In this case θi(y) is a component that introduces exoge-
nous heterogeneity to the model and δ is the imitation-factor of the model, control-
ling the peer influence. Moreover, xi represents the mark achieved by the respective
agent i and gi stands for the binary peer matrix of the agent.

Ui(xi, gi) = [µgi + θi(yi)]xi −
1
2

x2
i + δ

n

∑
j=1

gijxixj (4.3)

The exogenous heterogeneity component θi(ya) is computed according to Equa-
tion 4.4. y is a vector of variables that resemble observable differences between indi-
viduals, such as race, age, and other socio-economic variables. σ and ϕ are parameter
vectors.

θi(y) =
M

∑
m=1

σmym
i +

1
gi

M

∑
m=1

n

∑
j=1

ϕmgijym
j (4.4)

This fitness function not only introduces wide individual heterogeneity, but also ac-
counts for a strategic complementarity in efforts [87]. This means that if the peer
of agent i, agent j increases her behavior level, then agent i will receive increasing
marginal utility, if she also increases her behavior level. Hence, we incorporate imi-
tation to the model in line with the findings from Chapter 2.
Table 4.1 summarizes the model parameters and contains a brief explanation for
each parameter.
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TABLE 4.1: Explanation of Model Parameters

Model modules Parameters Explanation

Strength Calculation
α

controls the importance of past per-
formance for the selection of a rule
Ri ∈ Mi

β

controls the importance of past per-
formance for the selection of a rule
Ri ∈ Mi

γ

controls the importance of speci-
ficity of rules in the LCS

Genetic Operators
mutation − rate

controls how frequently rules in the
LCS are replaced by randomly
created rules

death − rate

controls which share of the popu-
lation of rules within the LCS is re
-placed by newly created rules
(cross-over recombination)

evolution − time
controls how often an evolutionary
process is triggered for all agents

LCS
nr − action − rules

controls how many condition-action-
rules an agent possesses

VAR(x)1, VAR(x)2,
VAR(x)3

Variance of the normal distributions
in the generation and mutation of
action rules.
Control how different from the initial
real mark (or respectively the current
state of the simulation) the action of a
newly created or mutated rule may be.

Utility Function
δ

Imitation Factor, controls the weight
of peer behavior within the utility
function

σ

Parameter vector, assigns weights
to the individual variables of each
agent

ϕ

Parameter vector, assigns weights
to the individual variables of peers

4.5 Experiments With a Simple Set-up

Seeking to verify, if the implemented decision making algorithm is capable of mim-
icking human decision making in the situation of interest, the most simple model
set-up is chosen, containing two interconnected agents. The parameter vectors σ

and ϕ of the utility function Ui(xi, gi) are chosen so that clear strategies emerge for
each agent. For the purpose of experimentation, the three distinct strategy settings
are defined and listed below.

(i) "Good mark": both agents may always prefer to achieve the better mark, this is
achieved by setting σ and δ so that dU

dx > 0.
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(ii) "Bad mark": both agents may always prefer to achieve the worse mark, this is
achieved by setting σ and δ so that dU

dx < 0.

(iii) "Good mark imitation": achieving a good mark is a dominant strategy for both
agents. However, peer behavior heavily influences the utility outcome. The parame-
ter vectors are set as in (i) and the imitation factor γ is set to 20. For each scenario, the
vector of variables resembling observable differences between individuals, ya is set
randomly in order to create two random agents. Figure 4.2 illustrates the respective
utility for agent 1 as a function of her achieved mark mark1 and the achieved mark
of her peer mark2.
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(a) Utility Function for Dominant Strategy Agent 1: Good mark (i)

(b) Utility Function for Dominant Strategy Agent 1: Bad mark (ii)

(c) Utility Function for Dominant Strategy Agent 1: Good mark & factor imitation
= 20 (iii)

FIGURE 4.2: Utility Functions. The Figure illustrates the utility func-
tion of agent 1 for the three strategy settings (i) "Good mark", (ii) "Bad

mark" and (iii) "Good mark imitation".
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The parameters are set as presented in Table 4.2. The model parameters have
been chosen manually, analyzing the model behavior. As this Chapter serves as a
proof of concept, it is not the purpose to find the best performing parameter set-
ting, but merely one that performs sufficiently well. If more elaborated methods for
parameter search where applied, measures should be taken to make sure the param-
eters are not over fitted.

TABLE 4.2: Model Parameters for Experiments

Model modules Parameters Values

Strength Calculation
α 0.74
β 0.83
γ 0.42

Genetic Operators
mutation − rate 0.3

death − rate 0.75
evolution − time 5

LCS

nr − action − rules 200
VAR(x)1 4
VAR(x)2) 40
VAR(x)3) 10

Utility Function
δ (i)(ii) : 0.5; (iii) : 20
σ *
ϕ *

∗set to create the respective strategy (i), (ii) or (iii).

In order to assess, if the model behavior fulfills the expectations, it is measured,
if the algorithm is capable of finding good solutions for each scenario. As the aims is
to mimic human behavior, fully accurate and rational decision making is explicitly
not expected. Though, the agents are expected to demonstrate a tendency towards
the optimal solution while sporadic not optimal solutions are tolerated. Moreover,
a learning process should be observable throughout run-time. Ultimately a human-
like agent is expected to react on changes in her environment, namely the change
of behavior of her peers and the alteration of her own situation. The degree of tar-
get achievement is measured here examining the probability for an agent to change
the current action subject to recent alterations of the environmental variables, peer
behavior and self-behavior.

The models are run 500 times with a run-time of 500 iterations.

4.5.1 Overall Performance - Learning Process

The finally achieved mark of the agents after each run may be revised in Figure 4.3
for each scenario. Here each cross indicates the final mark of agent1 and agent2

74



4.5. Experiments With a Simple Set-up

and the respective utility derived by agent1 after 500 iterations. One may observe
that for scenarios (i) and (iii) both agents achieved final marks close to the function
optimum. Also, for the majority of simulations, marks for both agents can be found
in the upper half of the scale. The best possible solution in scenario (ii) would be
a mark of 0 for both agents. however, as Figure 4.3(b) reveals, the agents did not
achieve this optimal solution frequently. Nevertheless, a tendency towards lower
marks is observable.
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(a) Simulation Results for 500 Simulations After 200 Iterations
for Dominant Strategy Agent 1: Good mark (i)

(b) Simulation Results for 500 Simulations after 200 Iterations
for Dominant Strategy Agent 1: Bad Mark (ii

(c) Simulation Results for 500 Simulations after 200 Iterations
for Dominant Strategy Agent 1: Good Mark & Factor Imitation
= 20 (iii)

FIGURE 4.3: Results for Experiments with LCS Decision Making
Mechanism. The Figure presents results obtained after 200 iterations
of the two-agent model. Although the agents present non-optimum

decisions, a tendency towards the maximum is observable.
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4.5.2 Run-time Performance

To investigate the model behavior for each iteration, an analysis was conducted for
the marks achieved by both agents, as well as the utility for agent 1.

Figure 4.4 illustrates the average outcome for each iteration in 500 simulations. The
solid green line indicates the averagely achieved utility of agent 1 for each iteration,
while the dashed red line and the dashed blue line indicate the averagely achieved
mark of agent 1 and agent 2 respectively.

The plot for scenario (i) reveals that all indicators develop positively until the end of
the run-time. An average final mark just below 80 is achieved.

Plotting the average outcomes for scenario (ii) indicates a negative development
of marks throughout the run-time and respectively increasing average utility val-
ues. Finally achieved average mark for both agents lies below 60 while the achieved
average utility amounts above -8800. Recall that the best possible decision for this
scenario for both agents would be a final mark of 0 and respectively a utility of 0.

Also, utility is understood as an abstract value for the comparison of decisions.
Hence, negative utility values do not have a special meaning. Scenario (iii) yields
average mark and -utility development comparable to scenario (i).
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(a) Agent 1: Good Mark (i)

(b) Agent 1: Bad Mark (ii)

(c) Agent 1: Good Mark & Factor Imitation = 20 (iii))

FIGURE 4.4: Average Results per Iteration for Experiments with the
LCS Decision Making Mechanism. The Figure presents results for
500 experiments with the two-agent model for three scenarios. A
continuous improvement of utility can be observed for all scenarios.

Hence, the agents possess the ability to learn.
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Moreover, the run-time analysis encompasses examination of agent behavior
over time. In order to observe how repeatedly chosen actions affect the disposi-
tion of agents to try out different behavioral patterns, the frequency of occurrences
of behavioral change have been related to the number of iterations with unchanged
behavior preceding that alteration.

Figure 4.5 illustrates the respective outcomes. Here the green dashed line indicates
how often a change of behavior was observed throughout all experiments after x
iterations. The red dashed line represents the probability density function of the
distribution of x. It becomes clear that the vast majority of action changes occurs
after few repetitions of the same behavior. Very low frequencies are observed for
more than 10 iterations. In order to ensure the validity of the calculated frequencies,
x that occurred less than 20 times have not been considered for this analysis.

FIGURE 4.5: Frequency of Action Change in Experiments with the
LCS Decision Making Mechanism. The Figure illustrates the fre-
quency of a change of action of an agent in relation to the preceding
number of repetitions of the same behavior. It becomes clear that
the vast majority of action changes occurs after few repetitions of the

same behavior.

4.5.3 Reaction to Variation of Peer Behavior

Finally it is investigated how the agent responds to changes in peer behavior and in
own behavior. To this purpose the variable ∆ is calculated according to Equation 4.5,
where a1

k indicates the action of agent 1 taken in iteration k and a2
k is respectively the
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action of agent 2 in iteration k. xi indicates the mark of agent 1 at iteration i and yi

the mark of agent 2 at iteration i.

∆i =

√√√√(
j

∑
i=k

(xi−1 − xi))2 +

√√√√(
j

∑
i=k

(yi−1 − yi))2 (4.5)

Thus, ∆ describes the degree of change in the environment between the current and
the preceding iteration.

Figure 4.6 plots the cumulative frequency of ∆ in the 2.5 × 105 iterations of the
500 experiments as a red solid line. It thereby describes how the degrees of envi-
ronmental change are distributed among the whole simulation. The green line how-
ever, indicates the cumulative frequency of ∆ in the subset of iterations that actually
triggered a change of action for the observed agent (ak ̸= ak−1). In other words:
the green line indicates how often the environment changed to certain degree and
agent1 changed her action. As the relations presented in this Figure are very similar
for all three scenarios, The outcomes for scenario (i) are demonstrated.

For ∆ > 10, the green line appears to grow much steeper than the red line. Also, the
red plot appears to be much more concave than the green plot. The more concave
shape of the red plot indicates that ∆ is represented less than proportional within
the set of ∆ that actually triggered an action change for low ∆, while the opposite
holds as ∆ grows. Thus, it becomes clear that the probability for an agent to change
the current behavior is substantially higher if the environment, respectively the peer
behavior, changes significantly.
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FIGURE 4.6: Frequencies of Cumulative Environmental Change in
Experiments with the LCS Decision Making Mechanism. The Fig-
ure shows the cumulative frequency of ∆ in the simulation. It be-
comes clear that the probability for an agent to change the current
behavior is substantially higher if the environment, respectively the

peer behavior, changes significantly.

4.6 Discussion - Can the Agents Mimic Human Decision Mak-
ing?

As stated above, this Section seeks to present a solution for human alike agent de-
cision making. Hence the decision making algorithm shall account for bounded
rational decisions that may not be optimal in all cases but demonstrate a tendency
towards good decisions. The results presented in Section 4.5.1 indicate that the pro-
posed LCS is capable of delivering good solutions for differently shaped utility func-
tions. In the examined simple settings with only two interacting agents, solutions
yielding high utility were encountered in the majority of simulations. However,
the algorithm also exhibited misjudgment and biased decisions that may also be ex-
pected from human decision makers. Difficulties were particularly encountered in
situations with negative pay-offs. It could be argued that humans particularly strug-
gle with situations where the outcome is always negative. However, there may be
also alternative parameter settings that help the agents to better perform in negative
utility functions. Moreover, it is not clear yet, if the implemented LCS also performs
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well in more complicated settings with a larger number of heterogeneous peers and
high imitation utility.

Furthermore, the realistic agents are expected to exhibit the ability to learn from past
experiences. Section 4.5.2 illustrates that on average, the agent´s decision improves
with increasing run-time specifically for the scenarios (i) and (iii). The decisions in
scenario (iii) also improve, yet on a rather low pace. This may indicate that the LCS-
implementation is more sensible to negative pay-offs. However, the continuously
positive developing average utility is a strong signal that the agents exhibit learning
behavior.

Finally, it was posited that agents should react sensibly to changes in peer behavior.
In Section 4.5.3 it is found that the probability for an agent to change her current
action is significantly lower, when the cumulative difference of her mark and of the
mark of her peer to the respective marks after the preceding action change is close
to zero. Shorter: an agent is more likely to change behavior, if the environment
changes. This analysis also revealed that probability of action change increases with
increasing cumulative difference of the environment. Hence, it can be argued that
the agents do react on change in peer behavior and self behavior.

The run-time analysis further revealed that agents are significantly less likely to
change their course of action, once a certain action has been executed repeatedly
(see Figure 4.5). Most alterations in behavior have been observed in a short period
after experimenting a new behavior. This resembles habituation in human beings,
a behavioral feature that frequently occurs in reality. Once one created a habit like
for example drinking a cup of coffee after lunch, it becomes quite difficult to change
that behavior even if the environment changes.

4.7 Conclusion - Agent Decision Making

Within this Chapter the implementation of a Learning Classifier System is proposed
as a decision making module for Agent-based models that incorporate social influ-
ence and heterogeneous interconnected agents. The aim is to develop a decision
mechanism that resembles bounded rational human decision making well and that
incorporates imperfect information as a feature from real decision making situations.
The use case of the simulation model is the decision about engagement at school of
individuals, measured via the achieved mark of those individuals.

Experiments with two interconnected agents are conducted in three distinct scenario
settings:

(i) Firstly, a scenario is set-up, where the dominant strategy for both agents is to
achieve the best possible mark.

(ii) Secondly, the environment is set so that the best possible decision for both ob-
served agents would be not to engage at school at all and consequently achieve the
worst possible mark.

82



4.7. Conclusion - Agent Decision Making

(iii) Finally, a scenario with high utility derived from imitation of peer behavior is
investigated.

The simulation study shows that the proposed LCS performs well in achieving
good solutions for both agents for the respective scenarios. Still, optimization is
not accurate but biased by peer decisions and habit and thus well resembles human
decision making. Moreover, a learning effect could be identified which is essential
when mimicking human decision making. Finally it could be shown that the agents
react to environmental change while exhibiting a tendency to create habits which are
not changed even if the environment changes.

Summarizing, it could be shown that the application of LCS can in fact be an
adequate approach to mimic human decision making in Agent-based simulations.
However, further study is required in order to verify if the LCS performs well also in
more complicated settings, incorporating larger numbers of heterogeneous intercon-
nected agents and settings incorporating exclusively negative pay-offs. Within this
Chapter, only one well performing calibration of the simulation model was tested.
More detailed analysis of model behavior under different parameter settings would
most certainly contribute to further develop the decision module.
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Chapter 5

Estimation and Calibration of
Large Scale Network Simulations:
Fitting the Model to Reality

So far, the selection of an adequate spreading model and the generation of a coherent
network have been addressed. Building on this, a simulation model has been set up
in the foregoing Chapter, that comprises bounded rational agents that interact and
influence each others decision making. With the aim of conducting useful what-if-
simulations and thereby derive insights for decision makers, the set-up model must
be applied at a larger scale.

This Chapter addresses at the hand of the use case of educational commitment
of pupils, how a simulation for a large scale society of agents may be calibrated to
real data. To this purpose, the simulation model presented in Chapter 4 is set-up at
a larger scale, incorporating a population of more than 4000 interconnected agents.
The extrapolation of the exemplary model set-up from Chapter 4 is described in
5.1. Subsequently, the difficulties that arise when calibrating and estimating com-
plex network models that incorporate bounded rational agents and a wide set of
parameters are addressed in 5.2.

When extrapolating simulation models on a large scale, the choice of the parameters
of those models becomes a challenge. Therefore the process of parameter selection
including upcoming challenges is described and potential approaches to improve
the process are presented in 5.3.

5.1 Extrapolation of the Model to a Large Scale

Pure extrapolation of the Agent-based simulation model from Chapter 4 is trivial.
Instead of generating a two-agent model according to the described set-up, the setup
procedure is conducted based upon the 4191 students from the the study ’Determi-
nantes do desempenho escolar na rede de ensino fundamental do Recife’ [19]. Those data
contain among others the social network of the pupils and their performance in the
subject maths at the beginning and at the end of the year. Children were asked to
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nominate their 5 best friends. Moreover, a large set of individual socioeconomic
variables is available for each student within this data-set.

To generate a globally interconnected network, the social circles approach is applied
according to Chapter 3, generating the interconnected network data-set illustrated
in Figure 5.1.
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FIGURE 5.1: Network Created by Social Circles Approach. The Fig-
ure presents the individual pupils that participated in the FUNDAJ-
Survey. Pupils are colored according to their school. Location of
pupils is assigned by a Fruchtermann-Reingold algorithm within a
radius of n2 around the location of their school within the city of Re-
cife. n indicates the number of pupils of the respective school. Grey
lines indicate friendships between pupils as registered by the survey,
as well as friendships estimated by the social circles method applying

c = 500.
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The model is set up, creating one computational agent for each of the 4191 stu-
dents in the data-set, and assigning respectively the individual variables from the
survey to each agent. Applied individual variables stem from the literature [87] and
are described in greater detail in Appendix A.

As specified in Chapter 4, the agents play a sophisticated version of the Coordination-
Game, pointed out in Chapter 2, aiming at maximizing their utility. Focus of the
simulation is the behavior "commitment at school", represented by the mark the stu-
dents achieve in mathematics. Utility is hereby calculated according to 4.4.4, and
depends on individual characteristics of the agents as well as peer characteristics
and peer behavior. The decision mechanism is initially implemented according to
Chapter 4.4 and relies basically on a Learning Classifier System.

Having a set-up model however, does not provide meaningful insights, yet.
Foremost, the model needs to be calibrated to real data. In the given use-case this
means that the simulation model should be able to reproduce the mark of the stu-
dents, surveyed after one school year adequately, when starting from the initially
surveyed mark. In order to drive the model towards such reasonable output, the
input parameters pointed out in Table 5.1 need to be set to proper values.
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TABLE 5.1: Explanation of Model Parameters

Strength Calculation
α

controls the importance of past per-
formance for the selection of a rule
Ri ∈ Mi

β

controls the importance of past per-
formance for the selection of a rule
Ri ∈ Mi

γ

controls the importance of speci-
ficity of rules in the LCS

Genetic Operators
mutation − rate

controls how frequently rules in the
LCS are replaced by randomly
created rules

death − rate

controls which share of the popu-
lation of rules within the LCS is re
-placed by newly created rules
(cross-over recombination)

evolution − time
controls how often an evolutionary
process is triggered for all agents

LCS
nr − action − rules

controls how many condition-action-
rules an agent possesses

VAR(x)1, VAR(x)2,
VAR(x)3

Variance of the normal distributions
in the generation and mutation of
action rules.
Control how different from the initial
real mark (or respectively the current
state of the simulation) the action of a
newly created or mutated rule may be.

Utility Function
δ

Imitation Factor, controls the weight
of peer behavior within the utility
function

σ

Parameter vector, assigns weights
to the individual variables of each
agent

ϕ

Parameter vector, assigns weights
to the individual variables of peers

Utility Function
δ

Imitation Factor, controls the weight
of peer behavior within the utility
function

σ

Parameter Vector, assigns weights
to the individual variables of each
agent

ϕ

Parameter Vector, assigns weights
to the individual variables of peers

The process of finding those proper values for the presented input parameters is
described by the terms "calibration" or "estimation". Thus, the following subsections
are concerned with the question, how such a complex large scale model may be
calibrated or estimated.
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5.2 Background - Calibration and Estimation

When it comes to the selection of the right parameter values for simulation models,
approaches may be divided into two broad categories: "Calibration" and "Estima-
tion".

Hereby "Calibration" incorporates all attempts that employ external or expert knowl-
edge, theoretical concept or empirical findings to define the model parameters. In
contrast, "Estimation" is used when applying formal procedures [99], [100]. "Cal-
ibration" might be a promising approach when the model consists of few, clearly
defined parameters with clear relation to reality.

However, when models become more complex and parameters may not have a clear
relation to concepts observable in reality, "Calibration" becomes impossible and ap-
proaches for "Estimation" are required. Nevertheless, complex models with a large
number of agents represent a challenge for both, "Calibration" and "Estimation" ap-
proaches.

Another intuitive approach for identification of parameters of Agent-based models
(ABM) is an experimental one, comparing descriptive output with real data. How-
ever, this requires a significant number of simulations and has no promise for suc-
cess. Especially in the case of multiple input parameters that arises frequently when
working with ABM, this experimental approach meets its limits.

As long as the considered simulation model is analytically traceable, estimation can
be successful, applying standard estimation approaches such as maximum likeli-
hood estimation. However, due to their very nature as an alternative to analytical
approaches, ABM are frequently analytically untraceable. Thus, they cannot be cal-
ibrated to real data using standard likelihood maximization approaches. Moreover,
the calibration of ABM often appears to be non-convex and dynamic. This caused
the issue of parameter setting for ABM to become increasingly central in ABM re-
search during the last years.

A large part of the applied solutions may be subsumed under the term "Simulated
Minimum Distance" (SMD). Hereby functions are applied to represent the real data
and the simulated data. Afterwards, the distance between the function outcomes is
minimized. The method of simulated moments [101] and Indirect Inference tech-
niques [102] may be named as examples.

The latter is a common approach from econometrics in the case of intractability of
the likelihood function. Here, an auxiliary parameter is linked via an invertible func-
tion to the original model via simulation data. Afterwards, the function estimated as
link between simulation data and auxiliary parameter is applied to real observations
in order to obtain an estimate of the auxiliary parameter for the real data. Inverting
of the auxiliary function leads then to an optimal choice for the model input param-
eter. A first approach to employ Indirect Inference to ABM has been adopted by
Gilli and Winker [103] and Winker [104]. Other ABM researchers also applied and
recommended this method for the calibration of ABM [105], [106].

90



5.3. Calibration: Challenges and Approaches

Subsequently, Campaglia came up with the use of Gaussian Mixed Models [107]
to estimate the auxiliary parameters for the Indirect Inference method and Gaus-
sian Processes to establish the invertible auxiliary function that links the auxiliary
parameter to the real input parameters [106]. Within this work, he proposes to ap-
proximate Gaussian Mixture Models to the probability distribution of output data,
generated via a set of simulations with the ABM to be calibrated. Subsequently a
Gaussian Process approximation is used to fit an invertible function to the parame-
ters of the Gaussian Mixed Models and the input parameters used in the simulation.
Fitting a Gaussian Mixed Model to the real observation’s probability distribution
delivers then the estimated auxiliary parameters for the real observations. Subse-
quently, inverting of the auxiliary function that emerged from the Gaussian Process
approximation provides good input parameters for the ABM.

Another approach that may be subsumed under the term SMD is heuristic [108].
Here as with the approaches presented above, the parameter setting for the ABM is
conducted by defining an objective function or fitness function as distance between a
representation of simulated and real data. The objective function is then minimized
using heuristic approaches such as Genetic Algorithms (GA) [109], Particle Swarm
Optimization (PSO) [110] or Simulated Annealing (SA) [111].

The advantage of those techniques is that especially for computationally expensive
models the number of simulations needed for parameter estimation can be reduced
and the estimation process therefore be accelerated. Heuristic approaches are prob-
ably better suited to estimate the input parameters of such Agent-based models be-
cause they generally present non-linear relations between input and output param-
eters [112].

5.3 Calibration: Challenges and Approaches

Since the use case model for this thesis is both: large and therefore computationally
expensive and complex in the number of parameters, a mere calibration of param-
eters is impossible, and a brute force experimental approach was precluded due
to limited time and computational resources. Therefore, the estimation of the pre-
sented model is approached twofold: First, applying a state of the art Indirect Infer-
ence approach using Gaussian Mixed Models in Section 5.4 and second, following
the heuristic idea, applying a Genetic Algorithm in Section 5.5. Subsequently, it is
explained using an example model, how the model itself may be altered in order to
achieve better estimation results.

5.4 Estimation via Indirect Inference

As the ABM that is core of this research also contains a variety of parameters, an
experimental parameter estimation approach would very likely not be successful.
Hence, an Indirect Inference approach proposed by Ciampaglia [106] is adopted in
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order to estimate input parameters that lead to reasonable output. This Subsection
presents the steps to be taken and the challenges that occurred at this part of the
work. The calibration method is hereby applied to the ABM presented in Section 5.1.
For preliminary testing of the approach, the experiments presented below were con-
ducted with a subset of pupils, representing 10% of the schools that participated
in the FUNDAJ Survey (see 2.2 and 3.3.1), amounting to a number of 271 pupils.
Moreover, for the experimental calibration, the original network presented in 3.1
was used. Gaussian Mixed Model fitting and Gaussian process approximation were
conducted using the Sklearn tool for Python [113]. Please note that this calibration
procedure is a recursive process. Thus, if calibration of the current model fails, the
model itself may be revised.

5.4.1 Latin Hyper Cube Sampling and Simulation of Data

Following [106], a number of n input parameter samples θj ∈ Θ are chosen using a
"latin hyper cube" sampling method [114] in order to generate a space-filling design.
The latin hypercube sampling method maximizes the minimum distance between
any two sample points. Using this method, an input sample of n = 500 parameter
sets was generated. Subsequently, the ABM is used to simulate output data ωj ∈ Ω
of the form {x11, x21, ..., xnn}, where xim denotes the simulated mark of agent (pupil) i
at iteration m. As the ABM is non deterministic, each parameter sample is simulated
10 times and the average output mark after 50 iterations is taken as model output.

5.4.2 Gaussian Mixed Model Approximation for Simulated Output Data

In order to obtain a set of auxiliary model parameters χ that reflect well the differ-
ences within Θ, Gaussian Mixed Models are fitted to the probability distribution of
Ω. According to Equation 5.1 which represents the density function for a Gaussian
Mixed Model with k components, the auxiliary parameters χ incorporate variance
σ, mean µ and weighting parameter π for each component of the Gaussian Mixed
Model and hence the parameter vector χ has length 3k − 1 for a model with k com-
ponents.

p(x) =
k

∑
j=1

πj pj(x, ωj) (5.1)

Figure 5.2 illustrates the fit of a Gaussian Mixed Model with four components to
the output distribution of one exemplary input parameter set θj.
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FIGURE 5.2: GMM Fitted to Probability Distribution of Simulated
Marks. The Figure presents example results for the GMM that was

fitted to the simulated marks of a subset of 271 pupils.

The number of components of the Mixed Gaussian Model is a sensible choice
here, since the aim is to keep the fitted model unique for each θj. This aim may be
compromised choosing either too few or too many components. Here the number
of components is kept between 2 and 10. Moreover, a sensitivity analysis is to be
conducted in order to ensure that auxiliary parameters χ account for variations in
Θ.

5.4.3 Gaussian Process Approximation of Auxiliary Parameters and Input
Parameters

Aiming at deriving an invertible function χ(Θ) a Gaussian Process approximation is
conducted using a training set τ containing Θτ and χτ and a test set Ψ with ΘΨ and
χΨ where τ, Ψ ∈ N < n and τ ∩ Ψ = ∅. The goodness of fit is hereby measured by
the coefficient of determination R2. The coefficient R2 is defined as (1 − u

v ), where
u is the regression sum of squares as presented in Equation 5.2 and v is the residual
sum of squares computed according to Equation 5.3, where Ψtrue denotes the mean
of Ψtrue [113].

u = ∑
j∈Ψ

(Ψtrue
j − Ψpred

j )2 (5.2)
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v = ∑
j∈Ψ

(Ψtrue
j − Ψtrue)2 (5.3)

5.4.4 Gaussian Process Model for Multivariate Fitness Evaluation

The multivariate fitness evaluation contains a total of 47 parameters to be calibrated
(see Table 5.1). Where 21 parameters compose each parameter vector σ and ϕ from
Equation 4.4 and five parameters account for meta parameters that describe the de-
cision making module of each agent. In this case, the training set could not be pre-
dicted reasonably, as R2 remained negative for all predictions and nearly no varia-
tion was predicted for different test parameters ΘΨ.

σ and ϕ comprise a subset of parameters. In this case σ and ϕ are components that
introduce exogenous heterogeneity to the model by weighting the individual input
parameters describing the individual agents. Together with the meta parameters
that describe the decision making module of each agent, in the original set-up a total
of 47 parameters need to be estimated, turning the parameter estimation into a high
dimensional optimization problem.

A further reflection of the Gaussian Process environment reveals, that in a sit-
uation with 47 dimensions, a training set τ of maximum length 499, which is the
number of synthetic data points obtained via simulations minus at least one data
point for the training set Ψ, is very few training data for such a high dimensional
estimation problem. Hence, a larger number of simulations is to be conducted in
order to obtain a larger training set τ.

5.4.5 Inverting of Auxiliary Function

Having obtained a reasonable function χ(Θ), the Gaussian Mixed Model is fitted to
the original data obtaining the auxiliary parameter vector χoriginal . In the use case of
this work -the simulation of the emergence of marks of pupils from public schools in
Recife- original data is the mark the pupils obtained after one year of study. χoriginal

is then used to solve the inverse of the obtained Gaussian Process Model χ(Θ) in
order to generate estimates for the input parameters of the ABM.

5.4.6 Challenges and Limitations

As pointed out before, the GMM approach requires an increasingly large set of sim-
ulated test data with increasing complexity of the model. In other words: The more
parameters to estimate, the larger- and computationally costlier- the required test
set becomes. This is why it seems reasonable, to evaluate the likelihood of success
of the applied method before generating the large set of test data. In the underlying
case, the complexity stems from the multivariate fitness evaluation within the ABM.
Hence, in order to spare time and resources, the GMM method presented above has
been applied to a reduced version of the ABM.
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For this purpose, a simple heuristic fitness function U(i, x) for agent i and behavior
level x was created as presented in Equations 5.4- 5.7. Here, UI(i, x) denotes the
utility, agent i receives from imitating the behavior of her peers, C(i, x) denotes the
effort, agent i has to make in order to achieve the respective level of behavior x and
UP(i, x) represents the (private) utility the behavior itself generates for agent i. α, β,
and γ are weighting parameters.

U(i, x) = αUI(i, x)− βC(i, x) + γUP(i, x) (5.4)

The imitation utility is calculated according to Equation 5.5. Where Ni denotes
the social neighborhood of agent i containing n agents, x denotes the behavior level
(achieved mark) of agent i and xj the respective behavior level of the peer of agent i,
agent j.

UI(i, x) = e
∑n

j=1,jϵNi
x−xj

n (5.5)

Equation 5.6 explains how the costs of a certain behavior level C(i, x) are com-
puted. ∆x denotes hereby the alteration of x since the previous iteration, η and δ are
parameters.

C(i, x)) = ∆xeη+ x
δ (5.6)

Private utility, derived from the behavior itself is represented according to Equa-
tion 5.7.

UP(i, x)) = ∆xe−
x
δ (5.7)

Even though this function is heuristic, it is set-up to be incentive compatible, cre-
ating marginally decreasing UP(i, x) and marginally increasing C(i, x) for increasing
x. This means the additional utility, derived from a better mark grows more slowly,
the higher the original mark is, while any improvement comes with a higher cost for
increasing marks. Lifting a students mark from a very low value like 5 to a medium
value, e.g 50 derives therewith a higher additional utility to the agent than achiev-
ing a mark of 100 from originally 95. The contrary relation holds for the cost of
improvement.

5.4.7 Gaussian Process Model for Simple Fitness Evaluation

The Gaussian Process approximation for the simple evaluation procedure, contain-
ing only three parameters α, β, γ from Equation 5.4 leads to reasonable predictions
of the training set, where the coefficient of determination R2 alternates between 0.3
and 0.5.

Figure 5.3 illustrates the prediction of one auxiliary parameter µj of the GMM by
the Gaussian Process Model as a function of one input parameter. Here the predicted
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values are represented by red crosses, while original values are represented by the
blue solid line.

FIGURE 5.3: Gaussian Process Prediction of Auxiliary Parameter.
The Figure illustrates the prediction based upon test data points de-
rived from the reduced model with simple fitness evaluation. For the

reduced model, the GP prediction seems reasonable.

The obtained parameters have been subsequently applied to the reduced ABM.

Unfortunately, it turned out that the outcomes of the ABM could not be reproduced
with the parameter set indicated by the Indirect Inference method. Instead, model
behavior appeared to be quite volatile. This points out another problem of the ap-
plication of estimation methods: The generation of the test data is generally strongly
correlated with model behavior. When the model to estimate exhibits dynamic and
unpredictable behavior over time, it is a big challenge to identify a suitable period
for the test data.

The difficulties that have arisen with the presented estimation approach led to
the decision to apply an alternative method that better coped with dynamic model
behavior.

5.5 Heuristic Approach to Calibration

The advantage of heuristic estimation methods is that their success can be easily
observed during the run-time and the test data must not be generated a priori, but
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is being selected along the estimation process. This features enable the researcher
to save time and computational resources. Also, Agent-based models such as the
case study presented in this work feature generally a non-linear relation between
input and output parameters [112]. This non-linearity is also imminent in heuristic
approaches.

To set-up a heuristic estimation method, a proper understanding of the problem
structure is needed. As stated above, the given simulation model comprises an ex-
tensive set of parameters to be calibrated. Table 5.1 presents the set of parameters,
where σ and ϕ comprise a subset of parameters that introduce exogenous hetero-
geneity to the model. Together with the meta parameters that describe the decision
making module of each agent, in the original set up a total of 47 parameters need to
be estimated.

In such complex parameter estimation problems, literature frequently recommends
Genetic Algorithms [88] as an estimation approach, since they can be classified as
moderate approach in regard to the degree to which they make assumptions about
the problem itself [115]. Following this classification, weak approaches would make
very few assumptions about the problem and thus may require large computational
resources. As a weak approach to the presented estimation problem one may think
of a brute-force simulation approach. Strong approaches on the other hand may be
too specific for large scale complex problems and tend to find wrong solutions when
the assumptions made about the underlying problems do not fit well.

The strong estimation approach of Indirect Inference from Section 5.4 presented pre-
cisely the shortcomings of over specification and the scale and complexity of the
model do not permit a weak approach due to restrictions in available time and com-
putational resources. Hence, as a moderate approach a heuristic solution to the pa-
rameter estimation problem was applied. Among others, literature recommends Ge-
netic Algorithms (GA) [109], Particle Swarm Optimization (PSO) [110] or Simulated
Annealing (SA) [111] for this purpose.

The GA hereby imitates natural evolution, selecting, recombining and mutating a
random set of initial solutions to the calibration problem.
The PSO approach is inspired by the searching behavior of natural swarms such
as bees or birds. Hereby, the parameter search is initialized with a number of ran-
dom solutions, the particles, where each particle searches for the optimal solution
to the problem in the parameter space close to itself. Every particle searches itera-
tively around the individual maximum and is in parallel attracted to the best solu-
tion found by the entire swarm.

SA imitates the process of annealing, where materials are heated fast and cooled
slowly afterwards in order to create harder materials. Translated to optimization,
the algorithm defines a certain level of fitness of a random state of an ABM and
subsequently disturbs this state and evaluates the derived fitness. If the fitness of the
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new state of the model outperforms the current fitness, it is taken as a new starting
point.

Since the encountered parameter search problem presents considerable complexity
and is computationally expensive, an efficient optimization approach should be cho-
sen. As the PSO tends to require higher computational costs due to necessary com-
munication between particles [116] and the SA can be expected to need a higher
number of simulations due to its undirected nature, they seem less adequate for the
described purpose than the Genetic Algorithm. Also, the estimation problem in-
corporates a clear way to evaluate fitness (Residual Square Sum of Errors) and an
extensive number of on continuous- or discrete scales measured input parameters
to be calibrated. Thus, the problem set up is also well suited for the application of a
Genetic Algorithm.

5.5.1 Description of the Genetic Algorithm

Figure 5.4 illustrates the setup of the basic Genetic Algorithm that is applied to the
estimation problem as follows.

In a first step, the estimation process is initialized, hereby a set P of n candidate
solutions p is created, where each solution represents a possible solution to the pa-
rameter estimation problem. The solutions are hereby represented as strings, where
each digit stands for one parameter of the model. Meaningful ranges are given for
all parameters as indicated in table 5.2.

TABLE 5.2: Range of Model Parameters

Model modules Parameters Range

Strength Calculation
α [-1,1]
β [-1,1]
γ [-1,1]

Genetic Operators
mutation − rate [0,1]

death − rate [0,1]
evolution − time [0,60]

LCS
nr − action − rules [0,50]

VAR(x)1, VAR(x)2, VAR(x)3 24

Utility Function
δ [-1,1]
σ ∀v ∈ σ → v ∈ [−1, 1]
ϕ ∀y ∈ ϕ → y ∈ [−1, 1]

Subsequently, the Agent-based simulation model is setup for each candidate solu-
tion with the respective parameters and the model is executed for the number of
iterations given in the respective candidate solution. Afterward, fitness is calculated
for each candidate solution according to the fitness function of the Genetic Algo-
rithm. A selection mechanism follows the initialization and fitness evaluation. Here
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the share q of worst performing solutions are discarded before a crossover mecha-
nism is applied, recombining the surviving solutions and creating a new breed of
candidate solutions.

Finally, the new population of solutions undergoes a mutation process with a given
probability m, ensuring a certain level of diversity in the population.

This process is repeated as long as the best fitness in the population does not con-
verge. Convergence is hereby assumed when the fitness level of the population does
not increase for a predefined number of iterations and denoted as max − stagnation.

FIGURE 5.4: Heuristic Estimation via Genetic Algorithm. The Fig-
ure presents a schematic illustration of the GA approach for parame-

ter estimation.

The crossover-mechanism and fitness evaluation are illustrated in greater detail
in Figures 5.5 and 5.6. As indicated in Figure 5.5, the fitness of a set of parameters p
is calculated as the Residual Square Sum of Errors (RSS) of the simulated marks x of
all k agents in the model under the given parameter set p and the observed mark of
all students in the real data-set x̃.

FIGURE 5.5: Heuristic Estimation via Genetic Algorithm: Fitness
Evaluation. The Figure illustrates the fitness evaluation procedure of

the GA approach for parameter estimation.

To create a new breed of possible solutions to the estimation problem, a recombi-
nation mechanism is employed according to Figure 5.6. After selecting the surviving
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solutions with the highest fitness of the current population of solutions, recombina-
tion starts, ordering the survivors by their fitness value. Then, parent solutions P1
and P2 are extracted from the survivor list. Here P1 is the best performing solution of
this list and P2 is any other solution. Each pair of parents breeds two child solutions,
where the leading parent solution is switched. The child solutions are created as a
weighted average of each digit of the parent solution strings. The weight factor is
predefined for each calibration attempt and set to 0.7 for the presented experiments.

Herewith, one child solution is predominantly influenced by P1 and the other child
solution stems predominantly from P2. When the number of surviving solutions
is uneven, the last remaining solution is crossed over again with the initially best
performing one. This process is repeated until the original number of candidate
solutions n is reached.

FIGURE 5.6: Heuristic Estimation via Genetic Algorithm: Recombi-
nation. The Figure illustrates the recombination procedure of the GA

approach for parameter estimation.

Subsequently, a mutation process ensures diversity of the set of considered so-
lutions P and herewith allows the algorithm to perform jumps on the search space.
This hinders the GA to converge to local maximums. Figure 5.7 illustrates the re-
spective workflow. The process relies twice on the generation of random floating
point numbers: First, each candidate solution p but the currently best performing
one enters the mutation process with probability GA − Mutation − Rate m. When
chosen for mutation, another random number decides whether the entire solution is
recreated from scratch or if single digits of the solution are changed at random. This
provides the algorithm with the capability to perform jumps with varying step-size.
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FIGURE 5.7: Heuristic Estimation via Genetic Algorithm: Mutation
Process. The Figure illustrates the mutation procedure of the GA ap-

proach for parameter estimation.

As a resume, table 5.3 presents and describes the adjustable parameters of the ap-
plied Genetic Algorithm.

TABLE 5.3: Adjustable Parameters of the Genetic Algorithm

GA-Parameter Description Characteristic
Values

Number-
Solutions n

The number of Solutions within the population,
p ∈ P

≥ 2

GA-Death-Rate q Share of P that is discarded per iteration o the GA 0 ≤ q ≤ 1

GA-Mutation-
Rate r1

Probability that a Solution will enter the mutation
process per iteration

0 ≤ w ≤ 1

Weight Recombi-
nation w

weight factor according to which the weighted av-
erage between P1 and P2 is calculated

0 ≤ w ≤ 1

Max Stagnation maximum number of iterations without increase
in fitness until the estimation stops

> 0

5.5.2 Step-wise Performance Enhancement

The foregoing subsection described the mechanics of the applied Genetic Algorithm.
However, heuristic estimation requires a close understanding of the problem do-
main and may need to be adapted step-wise to deliver meaningful results. When
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applied to the estimation problem, the presented GA setup did initially not provide
convincing results. Figure 5.8 indicates the fitness (RSS) of the best performing so-
lution within each generation of the GA. The estimation has been repeated 10 times,
where the grey solid lines illustrate the respective fitness for each run per generation.
The red solid line indicates the average fitness of all 10 repetitions per generation.
To make the performance of the GA accessible, the original state of the model is ex-
pressed as a blue solid line as a baseline. Recall that the performance of the model
is expressed as Residual Square Sum of Errors (RSS) between the simulated and the
observed mark of the students within the data-set. Therefore, the original state of
the model is represented as RSS between the observed mark of the students at the
beginning of the year and the observed mark of the students at the end of the year.
In other words: The blue solid line expresses the performance of the model if it was
not run at all.

Hence, it can be said, that the model only delivers meaningful forecasts, if the red
solid line crosses the blue solid line in the Figure.

Considering the above, one may conclude that the GA does not provide helpful
solutions to the parameter estimation problem: Although demonstrating a visible
performance enhancement with increasing number of generations, the GA does not
provide parameter setups that equip the simulation model with significant predic-
tive power.

FIGURE 5.8: Parameter Estimation Experiment 1. The Figure
presents the development of Fitness (RSS) of heuristic estimation via
Genetic Algorithm. Global estimation, decision making by Classifier
System, original set of parameters. The GA does not provide parame-
ter setups that equip the simulation model with significant predictive

power.
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5.5.3 Analysis of the Set of Variables

When confronted with a poorly performing heuristic estimation method, the re-
searcher may want to analyse whether the assumptions made about the general
framework still hold for the given simulation environment.

The original overall set of variables, characterizing the individual agents, stems
from the literature [87]. The originally applied variables are described in greater de-
tail in Appendix A. To verify if the applied set of variables best suites the presented
model and data-set, a statistical analysis is conducted. To this purpose, a correlation
analysis (Pearson Correlation Coefficient) is run for the relation of the single vari-
ables in the data-set with the individual mark in mathematics after one school year.
The correlations for each originally applied variable may be revised in Appendix A.
As an outcome it is found, that the predictive power of the variables, suggested in
the literature, is not sufficient. The originally applied parameter set is not the best
suited for this purpose.

The survey that serves as a base for the FUNDAJ data-set [19] applies a methodol-
ogy similar to the one applied in the AddHealth Study [76] which serves as a base
for the reference work of [87]. However, the surveys have been conducted in differ-
ing countries and hence differing socioeconomic realities. While AddHealth collects
data from adolescents in the United States, FUNDAJ-Study occurred in northeast-
ern Brazil and focused o pupils from public schools that - in Brazil- tend do be fre-
quented by children from poorer backgrounds. Surprisingly for the FUNDAJ data,
socioeconomic background variables such as monthly gross income per capita do
not have a significant effect on schooling success. Instead, variables that reflect so-
cioeconomic status indirectly (like the question if the household is equipped with
a washing machine and a refrigerator, or if the household employs a housekeeper)
appear to have a much stronger correlation with the outcome variable. As a con-
sequence, the applied parameter set is decreased and focused on those variables
that correlate significantly with the outcome variable. The identified variables in-
cluding the respective Pearson correlation with the outcome variable are listed in
Appendix B.

Figure 5.9 illustrates the performance of the Genetic Algorithm in estimating the
parameters for the Agent-based Model after the optimisation of applied parameters.
Again, the estimation is repeated 10 times. Here the grey lines indicate the average
RSS of all agents in the test set for each run per generation of the Genetic Algorithm.
The solid red line indicates the average fitness per generation of all 10 estimation
runs and the solid blue line marks the original state of the model, expressed in the
average RSS of the surveyed mark of all simulated agents at the beginning of a school
year and at the end of a school year.

It can be observed that although the RSS of the simulation is continuously lower than
the RSS in Figure 5.8, RSS of simulated data never gets even close to the original RSS
of the model. The GA converges to a RSS of approximately 410.
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Thus, as a resume it can be pointed out that the alteration of input variables yields
better estimation result, yet is not sufficient to equip the model with significant pre-
dictive power.

FIGURE 5.9: Parameter Estimation Experiment 2. The Figure
presents the development of Fitness (RSS) of heuristic estimation via
Genetic Algorithm. New set of parameters. Global estimation, de-
cision making by Classifier System. The alteration of input variables
yields better estimation results, yet is not sufficient to equip the model

with significant predictive power.

5.5.4 Distributed Estimation

One problem that arises among the presented calibration approaches is certainly
the complexity of the global agent model consisting of more than 4000 heteroge-
neous individuals from 122 schools from distinct geographic and socioeconomic
backgrounds. Even within the reduced scope of the 10% subset of components, in-
dividual non-observable influences can be assumed to be very different among the
individuals. According to this, the researcher may consider that a global estimation
approach with the aim to find a single set of parameters that drives the simulation
model towards the desired outcome cannot be found. When arriving at this conclu-
sion, the global estimation approach should be abandoned and a decentral approach
adopted instead.

This means that the parameter estimation no longer aims at finding a single pa-
rameter set for the entire model but that the model may be divided into reasonable
components according to the network structure. Reasonable component may be
though of as clusters within the network of agents that are strongly interconnected
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but weakly connected to the rest of the network. Estimation then focuses on the
search for component-specific parameter sets. This approach does not contradict the
aim of creating a global network model since, after estimation of the component-
specific parameter sets, the global simulation of the interconnected network is still
possible. In this example, the calibration procedure is modified as follows:

The Genetic Algorithm (GA) presented in 5.4 is applied sequentially for each com-
ponent of the model that contains more than one interconnected agent. The error is
hereby defined as the difference between the simulated mark of a student and the
observed mark after one year from the data-set, expressed as the Residual Square
Sum of errors (RSS) per component. This approach allows for better fitting of the
model to component-specific non-observable influences and can be found in the lit-
erature for similar research [87]. Figure 5.10 presents how the estimation process
evolves with an increasing number of generations of the Genetic Algorithm. The
RSS is respectively given as the average RSS of all agents within the model in each
iteration of the GA. The estimation has been repeated five times. Here the grey solid
lines represent the average RSS of all components of the model per run and genera-
tion of the GA. The red solid line indicates then the average performance of the GA
for all five repetitions.

It is striking that the estimation success not only improves when shifting to decentral
estimation, but even significantly outperforms the original state of the model. In
other words: when applying decentral estimation, it is possible to find parameter
sets that enable meaningful simulations with significant predictive power.
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FIGURE 5.10: Parameter Estimation Experiment 3. The Figure
presents the development of fitness (RSS) of heuristic estimation via
Genetic Algorithm. New set of parameters. Decentral estimation,
decision making by Classifier System. When applying decentral es-
timation, it is possible to find parameter sets that enable meaningful

simulations with significant predictive power.

5.5.5 Considering Simplifications

As indicated in Figure 4.1 the original model architecture stipulates a decision-making
module based on a Learning Classifier System (LCS). The architecture hereby aims at
closely imitating human decision making under the given conditions. This decision-
making approach is expected to be imperfect and guided by past experiences.

However, as specified in the above, the classifier-based decision mechanism im-
plemented in a dynamic environment may cause the simulation model to be too
volatile. This can be explained with the struggling of the LCS to cope with the dy-
namic environment. Moreover, the additional stochastic elements and the additional
parameters of the learning approach negatively affect traceability of the model. This
may motivate the attempt to simplyfy the model and assess if a comparable perfor-
mance can be achieved.

Traceability and determinism of a simulation model can be enhanced with the elim-
ination of stochastic elements within the decision process. Hence, to overcome the
difficulties stated above the decision process may be replaced by a brute-force op-
timization method. To this purpose in the exemplary model setup from 5.1, the
optimization method presented in Figure 5.11, replaces the LCS Decision Module of
the model, referred to in Figure 4.1. Here, the current environment of the agents is
assessed and subsequently each agent evaluates all possible actions and chooses the
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one that yields maximum utility. This mechanism does not contain any probabilistic
elements and hence drives the whole model towards a deterministic behavior.

FIGURE 5.11: Decision Module with Simplified Decision Mecha-
nism. The Figure illustrates the brute force approach for agent utility

maximization.

Estimating the accordingly simplified model with the Genetic Algorithm pre-
sented above yields the results illustrated in Figure 5.12. Again, the parameter esti-
mation was conducted five times and the GA performance for each run is indicated
by the grey solid lines, while the average performance over all five runs can be as-
sesses by the red solid line. The blue solid line represents the base-line respectively
the original state of the model. It can be observed that the results are far less striking
than under the more probabilistic approach in the foregoing paragraph 5.5.4. In fact,
the model lacks predictive power when deleting the probabilistic elements inherent
in the bounded rational decision making module. However, a positive development
can be observed.
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FIGURE 5.12: Parameter Estimation Experiment 4. The Figure
presents the development of fitness (RSS) of heuristic estimation via
Genetic Algorithm. Decentral estimation, decision making by brute-
force utility maximization. It can be observed that the results are far
less striking than under the more probabilistic approach in the fore-

going paragraph.

5.6 Conclusion - Large Scale Model Calibration

This Chapter addresses the challenge to find proper input parameters for complex
and large-scale Agent-based models. using the case-study of the exemplary model
for simulating behavior of a large-scale student population in the Brazilian city Re-
cife, it is shown, how this task can be approached and which difficulties may arise.

It is demonstrated that formal estimation approaches like the state of the art ap-
proach of Indirect Inference are applicable but require costly preliminary simula-
tions and do not guarantee estimation success. Especially for large-scale models,
the researcher shall therefore meticulously evaluate if such an approach promises
meaningful outcomes. This holds especially if the model under consideration em-
ploys considerable probabilistic elements and volatile emergence over time.

As an alternative, heuristic procedures may be considered since heuristics pro-
vide the opportunity to observe the performance during the run-time, do not require
foregoing, potentially costly simulations and mirror the non-linear relation between
input parameters and model output inherent to Agent-based models.

By means of a Genetic Algorithm approach it is further shown that heuristic
estimation requires close observation of the process and individual adaption to the
respective simulation model. Hints are given on how to improve the performance
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of the heuristic estimation method. It is especially found that for large network
simulations a distributed approach to parameter estimation may be best suited.

Applying this distributed estimation approach, the Genetic Algorithm is capable of
estimating input parameters that reproduce the real-world data from the applied
data-set very closely. Thus it was demonstrated that the proposed Agent-based
model for the simulation of complex contagions can be calibrated to real data.

Probabilistic elements continue to be the boon and bane of Agent-based models.
On the one hand, those probabilistic elements provide the model with endogenous
heterogeneity and enable the unpredictable macro-phenomena to emerge. On the
other hand, they lead to volatile model behavior.

However, models that present volatile behavior are more difficult to interpret, cal-
ibrate and estimate. The behavior of very volatile models may only be reasonable
analysed on average, which on the other hand means that the number of required
simulations grows significantly. This is a difficulty especially when it comes to esti-
mation of input parameters. Thus, as an approach to overcome this difficulties and
verify the suitability of the chosen Agent-based approach, it is introduced the idea
to simplify the model, reducing probabilistic elements and hence driving it towards
a deterministic behavior.

Here, it falls to the researcher to decide whether the results are still realistic. In the
underlying example it becomes clear that a complexity reduction reduces signifi-
cantly the predictive power of the model. The fact that the complex ABM, incorpo-
rating bounded rational agents can be well calibrated to real data, while this attempt
fails for the deterministic model that consists of fully rational agents, is a very strong
argument to further pursue the initially presented complex approach.
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Conclusion

Starting with the aim of supporting policy making and particularly the design and
evaluation of Conditional Cash Transfer (CCT)-Programs, this research aims at de-
veloping a modeling approach for complex contagion processes suited to simulate
the complexity of the studied societies that is flexible to handle by policy makers.

Shortcomings of current DSGE models are overcome by the use of techniques from
Agent-based Modeling and Network Science. Overall, the research objective was to
develop a coherent methodology for the set-up of a simulation model, incorporat-
ing complex network spreading processes. The model enables the policy makers to
conduct useful what-if-simulations when considering alterations of CCTs or related
policies. A focus was hereby set on the spread of commitment to school education
among adolescents.

This Chapter concludes the thesis, transforming the results above into a guide-
line for generating network simulations models. Further it points out valuable fu-
ture research and applications of our work. These applications include what-if-
simulations, addressing the question of restructuring of social networks and the
testing of public policies. Particularly, applications concerning public policies for
reduction of poverty and generation of human capital (like Conditional Cash Trans-
fer Programs) were considered.

Our theoretical contributions are completed by a real-world example. This case-
study stems from survey data from adolescents from the northeastern Brazilian city,
Recife. A model for the simulation of diffusion patterns of the attitude towards
education among those adolescents is developed an estimated to fit real world data.

6.1 Recapitulation of the Research Questions

As indicated above, this research had the overall objective of developing a coherent
methodology for the set-up of a simulation model for complex contagion processes.
Further, this methodology has been applied to the data-set surveyed within the
study "Determinantes do desempenho escolar na rede de ensino fundamental do Recife" [19].
Eventually, policy makers will be enabled to conduct useful what-if-simulations con-
cerning public policies in the areas of education and/or Conditional Cash Transfer-
Programs and social welfare.
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In order to achieve this overall objective, four major subjacent questions needed to
be addressed.

Initially, a basic principle for the pattern that underlies the complex contagion pro-
cess in question had to be found. Secondly, available data needed to be extrapolated
to enable holistic network simulations. Further, a suitable decision mechanism for
the individual agents was required and reasonable input parameters for the large
scale model needed to be estimated. The following paragraphs explain the individ-
ual research goals in greater detail.

Modeling Complex Contagion of Behavior: First it was intended to identify and
select the underlying spreading framework for the complex diffusion of behavior
within the simulation model. Specific detail was given to the examination of the
Coordination-Game mechanism [15] and its applicability for the underlying case.
The Coordination-Game mechanism was chosen as a pattern since it resembles a
simple but intuitive way of representing imitation among peers in networks and
hence suits well when the aim is to verify if imitation plays a major role in a network
spreading process. Therefore, the mechanism was to be tested on different data-sets
and particularly the suitability for the practical example of contagion of educational
attitudes among adolescents had to be examined.

Missing Data in Social Network Data-Sets: Secondly, the research had the objec-
tive to generate answers to the problem of missing data in network data-sets. Since
the intended simulation model relies on a large interconnected network, it is essen-
tial for the successful implementation that the connections between the modeled
individuals are represented well. (Social-) Network data usually stems either from
surveys or from appropriate online sources such as online social network platforms.
Both data sources suffer from missing data, while survey data is generally affected
by the "Fixed Choice" effect and both sources usually present missing data due to
the "Boundary Specification Problem".

The "Fixed Choice Effect" occurs when survey participants are asked to nominate
up to a certain number of peers. When the number of possibly nominated peers is
restricted, the network data is supposedly incomplete. "Boundary Specification" dis-
turbs network data when links to peers are omitted because the survey is restricted
to a certain location or to members of a certain entity such as pupils from a sin-
gle classroom or employees from a certain company. The "Boundary Specification
Problem" also occurs in online networks, for example due to age restrictions or the
restriction of access to the platform to certain groups of people, or certain locations.
This thesis therefore provides solutions for those missing data problems.

Decision Making: Moreover, as stated above, this approach stemmed from Agent-
based modeling and network science and aimed at overcoming the restriction of
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current DSGE-Models to the rational individual. To this purpose the thesis proposed
an implementation of a Learning Classifier System (LCS)-based decision module for
the agents within the simulation model on the basis of the extrapolated network
data. This approach provides the agents with bounded rationality [10] and hence
enables more realistic simulations. Here, the aim of the research was to examine
whether the LCS is a good representation for the decision making of computational
agents within the proposed framework. It was to be verified if the computational
agents can therewith be equipped with bounded rationality and if their behavior
subsequently mimics human behavior sufficiently.

Parameter Estimation: Finally, the research proposed a solution for the challenge
of finding the right parameters for such a large-scale complex network simulation.
The applicability of state-of the art inference approaches was to be examined and
alternative heuristic approaches needed to be proposed, implemented and tested.
Hereby a special focus was on which steps may be taken to improve heuristic es-
timation of large-scale Agent-based models. Due to the nature of the estimation
problem that incorporated a clear way to evaluate fitness (Residual Square Sum of
Errors) and an extensive number of input parameters to be calibrated, a Genetic Al-
gorithm was chosen as an exemplary approach to parameter estimation.

6.2 Results

The research questions pointed out in the previous Section were addressed within
this thesis. An overall methodology for a simulation model incorporating complex
contagion on social networks was proposed and implemented using the example of
adolescent pupils from public schools in Recife. Moreover, a methodology for the
parameter estimation was developed and successfully implemented and the overall
methodology was verified against the performance of a base-line model, incorporat-
ing fully rational agents. The results for the questions that were brought up above
are described in the following paragraphs.

Modelling Complex Contagion of Behavior: The adoption of a Coordination-Game
mechanism for simulating the spreading process of behavior throughout social net-
works was presented, accuracy was evaluated by several quality indicators. Strong
indications were found that a Coordination-Game mechanism underlies the spread
of the behaviors “commitment to school education” as well as “smoking” and “drug-
use”. In contrast to similar studies from the literature [39] [40], comparable evidence
for behavior “alcohol-use” could not be found in the applied data-sets. The results
for behavior “practicing sports” were not clear.

Evidence was provided that there is an underlying game-environment for the
agents within the social systems that can be modeled as a Coordination-Game. There-
with, it could be demonstrated that imitation plays a major role for the contagion
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processes of interest. However the results also indicate that for a more accurate sim-
ulation, the players of this game, the bounded rational agents needed to be equipped
with decision finding mechanisms that better approximate human decision making.

Missing Data in Social Network Data-Sets: Subsequently the suitability of three
graph generation or respectively link-prediction techniques was evaluated in order
to impute not at random missing data about social ties within social network studies,
and to interconnect disconnected components within the surveyed network from the
study "Determinantes do desempenho escolar na rede de ensino fundamental do Recife" [19].
Hereby the target was to create a comprehensive model of the global network, stem-
ming from original network data.

Firstly the Social Circles approach as proposed by Gilbert was modified such that
it was suited to impute missing links between the locally isolated components of
the original graph (Approach 1). Secondly, a bootstrapping approach proposed by
Leroy et.al (Approach 2) was applied and thirdly a hybrid algorithm was created,
combining features from the former and the latter (Approach 3).

It was argued that the Social Circles Approach 1 should be applied if the social sci-
entist is willing to generate interconnected networks from unconnected components
and acts upon the assumption that the macro network shall closely resemble mi-
cro structures. In other words, the approach put forward was able to predict links
comprehensively if the assumption holds that missing data stems from “Boundary
specification" but that the “Fixed choice effect" does not affect the data collection.

An example for this could be the examination of best friends links between school
children, where it can be assumed that most links are already established within the
classroom (where the survey has been conducted) and very few external links are
missing in the survey-data.

However, if the researcher aims at creating interconnected networks, and does
not expect that the network structure that can be observed in the original data ap-
proximates the macro network structure, the combined approach (Approach 3) seems
to be even more adequate. In this case not only “Boundary specification" but also
the “Fixed choice effect" causes missing data.

Our results indicated that the bootstrapping approach (Approach 2) enables the
scientist to reproduce close online relations. However, more than the other ap-
proaches, this one required additional information about the individuals and hence
suffered from data granularity issues. Also, the combined approach may solely be
suited for data-sets that yield some information about the individuals that allow for
calculating a social distance between them.

For the practical example that is developed alongside the theoretical contribu-
tions, the "Social Circles" Approach 1 was chosen as extrapolation technique.
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Decision Making: Further, the implementation of a Learning Classifier System
(LCS) was proposed as a decision making module for Agent-based models that in-
corporate social influence (imitation) and heterogeneous interconnected agents.

The simulation study shows that the proposed LCS performed well since the exper-
imental bounded rational agents presented a tendency towards optimal decisions.
Optimization was hereby not accurate but biased by peer decisions and habit and
thus well resembled human decision making.

Moreover, a learning effect could be identified which is essential when mimicking
human decision making. Finally it could be shown that the bounded rational agents
react to environmental change while exhibiting a tendency to create habits which
are not changed even if the environment changes. Summarizing, it was shown, that
the application of LCS is an adequate approach to mimic human decision making in
Agent-based simulations and has therefore been put forward for application in the
exemplary model.

Parameter Estimation: Ultimately, the challenge to find proper input parameters
for complex and large-scale Agent-based models was addressed. Using the example
model for simulating behavior of a large-scale student population in the Brazilian
city Recife, it was shown, how this task can be approached and which difficulties
may arise.

It was demonstrated that formal estimation approaches like the state of the art
approach of indirect inference are applicable but require costly preliminary simu-
lations and do not guarantee estimation success. Especially for large-scale models,
the researcher should therefore meticulously evaluate if such an approach promises
meaningful outcomes.

As an alternative, heuristic procedures were proposed since they provide the oppor-
tunity to observe performance during the run-time and do not require foregoing,
potentially costly simulations. Most importantly, the heuristics seem to be better
suited to mirror the generally non linear relation between input parameters and out-
put values of Agent-based models.

A Genetic Algorithm [88] was implemented for parameter estimation. Hints
were given on how to improve the performance of the heuristic estimation method.
It was especially found that for large network simulations a distributed approach to
parameter estimation may be best suited. Moreover it was shown how the sensitive
choice of input variables can positively affect the estimation success and that over
simplification of the model did not yield the expected improvements of the parame-
ter estimation.

Contrarily, the simplified model, where the bounded rational decision module of the
agents was replaced by a brute-force optimization algorithm could not be estimated
reasonably from real data. The fact that the complex ABM, incorporating bounded
rational agents could be well calibrated to real data, while this attempt failed for the
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deterministic model that consists of fully rational agents, serves as a strong argu-
ment for the validity of our approach for LCS decision making.

6.3 Contribution

It has been demonstrated then that the proposed methodology enables the researcher
to create a global network model consisting of bounded rational agents, suited to
simulate complex contagion processes such as the spread of positive attitudes to-
wards education. The agents within the model hereby mimic well human behavior
in the case of educational commitment. The model was fitted to real-world data by
our Meta-Heuristic process, based on a Genetic Algorithm. Within this Section, the
single contributions to the literature made within this thesis are described.

According to the current state of the literature, several behaviors can be well
modeled as Coordination-Games (e.g alcohol use). Moreover, a social effect on
educational choices has been confirmed and also successfully modeled with the
Agent-based methodology. However, the current approaches to modeling educa-
tional choices mainly focus on the decision of individuals about their educational
path. This means that existing ABM address choices like "will I enroll for higher ed-
ucation or not?". This work however, contributes firstly with the finding that also
contagion of educational commitment and not only the choice of an educational
path of adolescents can be sufficiently well represented by a Coordination-Game
mechanism. Hereby the stage is set for the incorporation of Coordination-Game like
imitation processes to a more sophisticated model of the spread of educational com-
mitment.

Further, the problem of missing information in social network data has been tack-
led from different disciplines. There are several fairly well performing methods to
deal with both, (i) the total absence of information about links between individuals
in the network, and (ii) the randomly missing information about links within a net-
work. Traditional solutions to the missing data problems “Fixed Choice Effect" and
“Boundary Specification Problem" are applied in survey planning, dealing with the
careful definition of the survey group. The “Fixed Choice Effect" seems to disturb as-
sortativity measures and degree distributions which may explain the frequent devi-
ation of those measures when comparing surveyed social networks to other known
social networks. The problem of missing data after completing data collection has
been approached by social sciences mainly under the term imputation. The set of ap-
plied mechanisms incorporates for example the estimation of missing reciprocal ties
in directed networks (reconstruction), the replacement of incomplete respondents by
similar alters (hot deck imputation), or using the concept of preferential attachment
(assortativity)

The missing data problem for social networks is also a recent issue for researchers
dealing with large social networks from online sources. Here links may be omitted
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due to privacy restrictions, or missing because observed networks tend to be dy-
namic. The task to predict links to be established in the future or links that have
been omitted due to other reasons is here called the “Link Prediction Problem".

Unsupervised measures for link prediction build on the “similarity" of nodes
in terms of network properties as for example the number of common neighbors
or draw from common properties of social networks such as assortativity. Other
approaches are for example supervised random walks, methods based on commu-
nity structure or on mutual information. Furthermore, the problem to predict links
between individuals that are not part of the same data-set or platform has been suc-
cessfully tackled using machine learning techniques such as classifier systems.

A special case of the “Link-Prediction Problem" occurs when no previous data of
the network is available, and the network structure is to be re-build based on other
information about the nodes. This problem may arise in co-purchasing networks
or recommendation networks where information about the nodes is available, but
connections between them are omitted or simply not informed. This special situation
requires a different approach for link-prediction, since network based measures are
not applicable due to the total absence of links.

Nevertheless, to the best of our knowledge it has not been studied before, how sys-
tematically missing data between isolated components from social network surveys
(MNAR) may be inferred (or imputed) in order to enable simulations on a global
network model. The presented research contributes to the literature with the pro-
posal of three approaches that are capable of generating interconnected networks
with different features.

We have demonstrated that the adoption of a common network generation algo-
rithm (“Social Circles Approach/ Waxman-Model”) can solve the given task, creat-
ing interconnected networks from unconnected components where the macro net-
work closely resembles micro structures. Moreover, a method from the literature on
link-prediction from scratch (Bootstrapping Approach) was successfully adopted to
the task of network interconnection. Here a network of close online-relations could
be reproduced. Finally, a solution for network interconnection is provided for the
case that not only “Boundary specification" but also the “Fixed choice effect" disturb
the available data (Combined Approach).

Moreover, literature on Agent-based Computational Economics suggests very dis-
tinct approaches to model agent decision making. Approaches employ unconscious
techniques like reinforcement learning, routine-learning approaches like replicator
dynamics, belief learning methods as classifier systems or Bayesian approaches.
Many of them have been proven to produce outcomes that coincide with findings
from experimental economics and even econometrics. Learning Classifier Systems
(LCS) have been often recommended for the modelling of human decisions in Agent-
based models but particularly in the case of diffusion of educational attitudes, they
have not been tested so far. This marks another contribution of this thesis.
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Finally, the work contributes to the literature on calibrating and estimating input pa-
rameters for complex and large-scale Agent-based models. In line with the current
research, it is argued that heuristic approaches are better suited to estimate the input
parameters of such Agent-based models. This arguments comes up due to a specific
features of Agent-based models: non-linear relations between input parameters and
model output. A Genetic Algorithm is proposed that successfully estimates the in-
put parameters for the simulation model so that the model closely reproduces real
data. Hereby, attention is drawn to the possibility of decentral estimation of ABM
and it is demonstrated that decentral estimation approaches yield much better re-
sults than attempts to global parameter estimation.

The findings on the estimation of the large-scale Agent-based simulation further
provide validity to the overall methodology since the complex ABM, incorporating
bounded rational agents could be well calibrated to real data, while this attempt
failed for the deterministic model that consists of fully rational agents.

As a summary, the presented research provides a step by step description of
drafting and implementing an Agent-based model, overcoming not only issues with
missing data but also restrictions of current DSGE-Approaches for economic deci-
sion support. The estimated model is delivered, enabling the realization of a wide
field of simulations of what-if scenarios regarding educational policies and measures
for poverty eradication.

6.4 Relevance

The simulation model that is proposed here may help to better understand complex
spreading processes, respective multiplier- and spillover effects of public policies.
The model can help to highlight the value of the conditions posed by CCTs such as
"Auxilio Brasil". Analysis can be conducted of what would happen if the program
would be expanded to a larger share of the society. Another interesting question that

can be answered with the proposed tool is whether conditions of the program should
be altered, discarded, or if new conditions should be introduced. One could for ex-
ample examine what would happen to the overall attitude of the student-population
towards education if the "Auxilio Brasil" receivers did not have the obligation to at-
tend school.

Further, policy makers may consider to tighten the conditions so that school must
not only be attended but certain success must be reached in order to receive the full
benefit. With the proposed model, it could be studied if a multiplier effect can be
expected from such measures.

On the other hand there may be the fear that pupils from poorer households that
enter the public schooling system have a negative effect on attitude towards educa-
tion and thereby on the schooling success of children of non eligible families. This
may also be studied and if identified, protective measures could be taken to prevent
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the spread of the undesirable behavior. One may think of preparatory classes for
children from poor families or of a system of distribution of those pupils to different
classes.

Moreover, for Brazil, as well as for many other Latin-American countries, a marked
divide in social diversity within schools can be identified. Particularly in Brazil, this
lack of social diversity can be ascribed to a large share to the social composition of
public and private schools [117]. Although social segregation can also be detected
within public schools e.g. due to geographic location of the school, private schools
seem to be much less diverse in terms of socioeconomic status of the pupils. Recent
studies further point out that income inequality correlates with network fragmenta-
tion in towns [118] and that poverty is strongly correlated with small and less diverse
social networks. Moreover, literature agrees that the school has an important role as
a social space when it comes to the establishment of diverse social networks.

Hence, to reduce inequality and enhance the social capital of the poor, public admin-
istration may consider to weaken the division between public and private schools or
between schools from poorer and richer districts. For instance, exchange programs
could be set-up that connect those pupils from diverse social backgrounds, another
measure could be joint social activities such as competitions in sports, excursions
or similar. The presented model can be of great help when estimating the positive
effects that could be reached when reshaping adolescent networks in such ways.

6.5 Further Research

At the overall level, it is important to apply this research to several problem con-
texts. Possible areas of application have been named above. Those contain but are
not restricted to the testing of the potential effect of new conditions within the Con-
ditional Cash Transfer Program recently renamed to "Auxilio Brasil" or the alteration
or release of given conditions. For instance it should be analysed whether a nega-
tive spillover effect to not eligible pupils can be observed if the CCT receivers would
not be obligated to attend school in order to receive the benefit and hence would
dropout from school in a higher percentage.

Another interesting application of the model is the investigation of effects of contrary
measures such as the introduction of a new condition for the CCT. Such measures
could, for example, bond the benefit not only to minimum school attendance but
also to a certain level of schooling success such as not repeating of a school year. It
seems to be valuable to study, if positive network spillover effects could be triggered
by such a measure.

Beyond the conditions of the CCTs, other measures promoting the diversity of social
networks of the pupils may be evaluated. As pointed out before, it can be of interest,
if the schooling success of the pupils would increase if certain schools were better
interconnected. For example if a school from a wealthier district was connected to a
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school from a poorer region. It can be observed how the attitude towards education
would spread among the reshaped network and hints could be given which schools
should be better interconnected.

However, before conducting those what-if simulations, parameter estimation needs
to be optimised. The presented GA-Approach was capable of generating promising
input parameters for a subset of the model with bounded rational agents. Hence,
the estimation of parameters should be extended to the entire model and continued
either using the proposed Genetic Algorithm approach but larger computational re-
sources or, implementing alternative estimation approaches.

Moreover, before departing for the application of the proposed work, further steps
for validation should be taken. To this purpose, the methodology should be applied
to more data sources. A promising data-set would be for instance the network gath-
ered via AddHealth study [61]. AddHealth works with a methodology very similar
to the FUNDAJ study and is therefore predestined as a further data-source. Also, it
would be most interesting to observe the performance of the methodology in that
context and investigate how the different living condition of the surveyed individu-
als (adolescents in the United States and pupils from public schools in northeastern
Brazil) affect the simulation outcomes.

In this regard an application of the methodology and the simulation model to other
data-sets from other countries may deliver insight for policy makers that contribute
to some of the central United Nations Sustainable Development Goals such as the re-
duction of poverty, the eradication of hunger, good quality of education and reduced
inequality.

An aspect, which is not addressed within this thesis are inter-temporal compo-
nents, representing an “aging” of relations and behaviors, modifying the influence
of neighbors according to the “age” of the friendship, as well as according to the past
behavior of the neighbor.

The inter-temporal nature of connections in dynamic social networks have also not
been regarded for the task of network interconnection and missing data. It would
certainly be valuable to incorporate recent findings on inter-temporal link-prediction
to the given scenarios.

Equally important but not addressed within this work is the idea that friendship
weights may differ according to the position of friends within the individual net-
works since people may tend to follow “role models”.

Future work should also deal with the application of the presented network ex-
trapolation techniques to combine different data sources. In the underlying case, the
survey data from FUNDAJ could hereby be connected to census data. In addition,
further development of the social distance between a pair of nodes might improve
performance of the combined approach and the social circles approach. Applied
to the data-set used within this research, this may lead to an even more plausible
globally connected network.
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Further investigation of link-probability - distance curve of the bootstrapping net-
work seems to be interesting, especially when employing more individual informa-
tion about the nodes. The additional groups may increase the quantity of gener-
ated links even for settings with a high threshold r and thereby heal the persisting
problem of high clustering. In this case further comparison with data from online
testimonial networks like Cyworld is recommended. The performance of the boot-
strapping approach may be tested using more social groups with a more narrow
definition. Additionally, testing the approaches on alternative data-sets may give
further insights regarding the precision of the applied techniques.

Resuming, it would be of great interest, to validate the overall model as well as
the single components (underlying spreading pattern, network extrapolation, deci-
sion making module and parameter estimation) to similar data sources from differ-
ent contexts and particularly different countries. Beyond the positive effects of those
attempts for the presented research (validation and sharpening of the methodology),
this could generate insights that contribute to the construction of human capital and
the eradication of poverty and other United Nations Sustainable Development Goals
such as the good quality of education and reduced inequality.
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Appendix A

Variable list A

TABLE A.1: Individual Socio-demographic Variables from the Lit-
erature

Variable Characteristic values PCC with
mark 2

monthly per capita income in Brazilian Reais -0.035
sex 1 (female), 0 (male) .042*
race 1 (white), 2 (black), 3(Parda), 4(yellow), 5(Native

Brazilian)
0.000

age 1 age in years -.227**
how often did the pupil miss school
due to health issues

numeric value -0.029

do you attend any religious service 1 (always or almost always), 2 (some times) 3
(never)

-.038*

years of study in years 0.079
at which frequency do you study for
school

1(every day), 2 (only on school days), 3 (3 days per
week), 4 (less than 3 days per week),5 (only when
there is an exam ahead), 6 (never or almost never)

-0,068

self esteem an index of self esteem according to [119]
household-size number of persons ≥ 2 -0.0270308
dummy variable if the household
receives governmental benefit

0 (no), 1 (yes) .053**

dummy variable if parents are mar-
ried

0 (no), 1 (yes)

dummy variable if single parent
family

0 (no), 1 (yes)

parental education highest degree of parents 1 - 18 0.55**
parent age in years 0.031
do you like your teacher? 1 (loves), 2 (likes a little), 3 (is indifferent),4 (does

not like), 5 (hates)
-.047**

do you like to go to school? 1 (loves), 2 (likes a little), 3 (is indifferent),4 (does
not like), 5 (hates)

-0.038

do you feel left aside at class? 1(always or almost always), 2(some times),
3(never)

0.043

at which scale violence is an issue in
your neighborhood?

1 (a big problem), 2 (a common problem all over
Recife), 3 (not a problem)

0.002

at which scale drugs are an issue in
your neighborhood?

1 (a big problem), 2 (a common problem all over
Recife), 3 (not a problem)

-0.002926973

at which scale dirt and environmen-
tal conditions are an issue in your
neighborhood?

1 (a big problem), 2 (a common problem all over
Recife), 3 (not a problem)

-0.005

**significant at the 0.01 level
*significant at the 0.05 level
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Variable list B

TABLE B.1: Adjusted Individual Socio-demographic Variables

Variable Characteristic values PCC with
mark 2

is there a computer at your domi-
cile?

1 (yes, with internet access), 2 (yes, without inter-
net access), 3 (no)

-0.170**

have you already repeated a class? 1 (No), 2 (yes, once),3 (yes, twice or more times) -0.145**
do parents or responsible persons
help pupil with the homework?

1 (mother), 2 (other women from the family), 3 (fa-
ther), 4 (other man from the family), 5 (other fe-
male person not from the family), 6 (other male
person not from the family), 7 (maid or house-
keeper),8 (nobody)

0.125**

which measure of transportation do
you usually use to get to school?

1 (own vehicle(car or motorcycle), 2 (car sharing),
3 (public transport),4 (school bus),5 (bicycle), 6
(walking), 7 (other)

-0.123**

do parents or responsible persons
check if student does the home-
work?

1 (mother), 2 (other women from the family), 3 (fa-
ther), 4 (other man from the family), 5 (other fe-
male person not from the family), 6 (other male
person not from the family), 7 (maid or house-
keeper),8 (nobody)

0.120**

does the household posses a car? 1 (yes), 2 (no) -0.120**
how frequently do you eat the lunch
offered at school?

1 (always or almost always), 2 (sometimes), 3
(never or almost never),4 (no lunch offered at
school)

0.111

whom of the parents or responsible
persons reacts when you do some-
thing wrong?

1 (mother), 2 (other women from the family), 3 (fa-
ther), 4 (other man from the family), 5 (another fe-
male person not from the family), 6 (other male
person not from the family), 7 (maid or house-
keeper), 8 (nobody)

0.110

does your mother take you to cin-
ema or theater?

1 (always or almost always), 2 (sometimes), 3
(never or almost never)

-0.104**

does your father take you to cinema
or theater?

1 (always or almost always), 2 (sometimes), 3
(never or almost never)

-0.100**

is there a maid or house keeper at
your house

1 (yes), 2 (no) -0.099**

do you have a washing machine at
home?

1 (yes), 2 (no) -0.098**

**significant at the 0.01 level
*significant at the 0.05 level
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