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Abstract
This thesis studies uniform finite time stabilisation of uncertain variable structure and 
non-smooth systems with resets. Control of unilaterally constrained systems is a chal
lenging area that requires an understanding of the underlying mechanics that give rise 
to reset or jumps while synthesizing stabilizing controllers. Discontinuous systems with 
resets are studied in various disciplines. Resets in states are hard nonlinearities. This 
thesis bridges non-smooth Lyapunov analysis, the quasi-homogeneity of differential in
clusions and uniform finite time stability for a class of impact mechanical systems. 
Robust control synthesis based on second order sliding mode is undertaken in the pres
ence of both impacts with finite accumulation time and persisting disturbances. Unlike 
existing work described in the literature, the Lyapunov analysis does not depend on 
the jumps in the state while also establishing proofs of uniform finite time stability. 
Orbital stabilization of fully actuated mechanical systems is established in the case of 
persisting impacts with an a priori guarantee of finite time convergence between the 
periodic impacts.

The distinguishing features of second order sliding mode controllers are their sim
plicity and robustness. Increasing research interest in the area has been complemented 
by recent advances in Lyapunov based frameworks which highlight the finite time con
vergence property. This thesis computes the upper bound on the finite settling time 
of a second order sliding mode controller. Different to the latest advances in the area, 
a key contribution of this thesis is the theoretical proof of the fact that finite settling 
time of a second order sliding mode controller tends to zero when gains tend to infinity. 
This insight of the limiting behaviour forms the basis for solving the converse problem 
of finding an explicit a priori tuning formula for the gain parameters of the controller 
when an arbitrary finite settling time is given. These results play a central role in 
the analysis of impact mechanical systems. Another key contribution of the thesis is 
that it extends the above results on variable structure systems with and without resets 
to non-smooth systems arising from continuous finite time controllers while proving 
uniform finite time stability.

Finally, two applications are presented. The first application applies the above the
oretical developments to the problem of orbital stabilization of a fully actuated seven 
link biped robot which is a nonlinear system with periodic impacts. The tuning of the 
controller gains leads to finite time convergence of the tracking errors between impacts 
while being robust to disturbances. The second application reports the outcome of an 
experiment with a continuous finite time controller.
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CH APTER  1

Introduction

Feedback control of dynamical systems has been one of the most rigorously studied top
ics in the second half of the twentieth century. It utilizes mathematical insight to solve 
intricate problems of stability and performance for dynamical systems. Of principal 
interest is stability analysis and robust control synthesis for uncertain systems. Classi
cal control methods (e.g. frequency domain methods) and modern control theory (e.g. 
the state space approach) have established a rich literature on the fundamental task 
of stabilizing the system and/or obtaining desired performance from a given system. 
One of the central themes in feedback control design is the analysis of the robustness of 
a particular control synthesis to external disturbances and to modelling uncertainties. 
This philosophy of robust control theory is naturally applicable to many engineering 
applications where the knowledge of the nominal dynamics is often available whereas 
the aim of the feedback control is to ensure that the performance of the real system 
under non-nominal conditions remains satisfactory.

Amongst various robust control frameworks, the traditional and second order sliding 
mode (SOSM) controllers have proved to be a popular method for robust control of 
uncertain nonlinear systems [1-4]. Sliding mode controllers belong to the family of 
variable structure controllers [1], Sliding mode controllers render a defined manifold 
of the state-space attractive such that, once on the manifold, the system dynamics 
are asymptotically stable. Inherent invariance properties to a class of disturbances, 
namely, ‘matched disturbances’ [1] make sliding mode control attractive. Stabilizing 
controllers for systems represented by linear and nonlinear differential equations have 
been established using a sliding mode control framework [5]. The problem of finding a 
mathematical solution for differential equations with discontinuous right hand sides [6] 
plays a crucial role in the defining the solutions of the systems employing sliding mode 
control. The closed-loop dynamics are not only non-Lipscliitz but also discontinuous.

1



2

In general, discontinuous right hand sides give rise to non-unique solutions in forward 
time. A distinct feature of sliding mode controllers is that robustness to disturbances 
with a uniform persistent bound is guaranteed, a robustness property which naturally 
makes sliding mode controllers a very popular tool in engineering applications [7, 8] 
and which remains the main driver for theoretical research in control of non-linear 
discontinuous systems [9, 10].

A less robust class of non-Lipschitzian controllers than the aforementioned discon
tinuous controllers are the class of continuous finite time controllers. Since early study 
[11], continuous finite time stabilisation methods have attracted considerable theoret
ical and practical interest [12-15]. The principal theoretical undercurrent is that the 
overall closed-loop dynamics are continuous but non-Lipschitz. Although a significant 
portion of the study of stability and control of dynamical systems often starts from 
the assumption of Lipschitz continuity of the vector field [16], it is not uncommon to 
find non-Lipschitz dynamics in real life scenario such as seismic waves approaching 
the surface of the earth and turbulence (Navier-Stokes equations) amongst others [17]. 
Non-Lipschitz systems do not possess unique solutions in forward time in general [13] 
in contrast to the guaranteed existence of a unique solution in the case of Lipschitz dy
namics [16]. It was established in references [11] and [13] that it is the non-Lipschitzian 
dynamics that lead to finite time convergence of solutions of a continuous closed-loop 
system to the stable equilibrium. Furthermore, the non-Lipschitz continuous finite 
time controllers possess better robustness properties than their Lipschitz counterparts 
[13, Th. 5.2, Th.5.3]. However, continuous finite time controllers are less robust when 
compared to discontinuous controllers as is evident from the fact that the trajectories 
of the closed-loop system are only ultimately bounded under the continuous finite time 
synthesis [13, Th. 5.2] when persisting disturbances appear. In contrast, finite time 
convergence of the trajectories is obtained in the case of second and higher order sliding 
mode controllers [4, 18] despite the persisting disturbances.

This thesis studies uniform finite time stability of non-smooth continuous and variable 
structure systems in a plane with and without resets. Finite time stability is perceived 
in the sense that the trajectories of a planar system converge to the origin in finite 
time [4, 9, 13] rather than diminish to a bounded set over a finite time interval without 
actually converging to the origin [19].

Research on discontinuous systems is currently stimulating considerable interest [20, 
21]. Discontinuous systems are studied in such diverse research fields as electrical 
circuit theory [22], mechanical engineering (non-smooth mechanics) [23] and control 
of hybrid systems [24]. Many different frameworks therefore exist to describe various
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classes of discontinuous systems, e.g., differential inclusions [6] and measure differen
tial inclusions [25], complementarity systems [23] and [25], variational inequalities [23, 
Chapter 3] and vibro-impact modelling [26] to name a few. The topic of analysis and 
robust control for systems with reset events in the state is theoretically challenging and 
practically relevant. The discontinuity in the vector field, however, may be caused by 
either the introduction of a discontinuous feedback control law or by the interaction of 
the open loop system dynamics with its environment. For example, the discontinuity 
may be caused by the introduction of a discontinuous controller such as a variable 
structure controller. There are examples of systems where the interaction with the en
vironment causes the right hand side of the dynamical system to take a discontinuous 
form. Systems with unilateral constraints [22, 23] present a large class of discontinuous 
systems. Unilaterally constrained systems have state jumps or reset events occurring 
in an infinitesimally small time giving rise to discontinuity of the vector field. Another 
form of discontinuity in the open-loop dynamics is the well-known Coulumb friction 
which involves discontinuity around the point of zero velocity [20].

Resets represent hard nonlinearity in the closed-loop dynamics. This form of discon
tinuity occurs when a state variable undergoes a jump in its value in an infinitesimally 
small time. Such systems occur in various disciplines of feedback control [23, 24]. The 
practical need for studying such systems, and proposing a synthesis framework, has 
been demonstrated by recent applications to biped robots (see for example [27] and 
[28]), where the generalized velocities of a robot inherently undergo a reset when the 
swing leg collides with the ground. Studying systems with resets also finds natural 
application in the area of hybrid systems [29]. Developing a clear understanding of 
Lyapunov based stability and robustness properties of a closed-loop system when re
sets with (or without) a finite accumulation point is a challenging and interesting area 
of study (see reference [30] and references therein for hybrid systems and [31, 32] for 
the area of biped robots).

There is plentiful research work pertaining to Lyapunov based stability analysis tools 
which study asymptotic stability of systems with impulse effects [33-35]. Work in 
the area of tracking control of impact mechanical systems can be found in references 
[36-38] pertaining to various forms of Lyapunov stability. The stability of unilaterally 
constrained systems are studied via analysis of Lyapunov functions in continuous and 
discrete event phases. It is evident from the aforementioned references that the analysis 
results obtained are only limited to asymptotic stability [39, 40]. The formal study 
of finite time stability and stabilisation of unilaterally constrained systems is a more 
open problem. Uniform finite time stability and stabilisation of unilaterally constrained 
nonautonomous systems is a new direction of research.
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It is known, due to recent advances in Lyapunov theory [9, 13, 41, 42], that the 
aforementioned non-Lipschitzian controllers (both non-smooth [11, 12] and variable 
structure controllers [2, 4, 5]) offer a more robust alternative to the Lipschitzian (or 
linear) controllers due to the superior robustness properties of the former in the stabili
sation of systems in the presence of disturbances with persisting or uniformly decaying 
bounds in the right hand side of the underlying differential equations. It is then natu
ral to expect the same superior robustness properties while studying the uniform finite 
time stabilisation and uniform finite time stability of unilaterally constrained systems. 
This is the principal motivation for all the results presented here.

There are three main motivations to study uniform stability of dynamical systems. 
The first scenario where uniformness is of importance is when the right hand side 
of the differential equation does not involve resets but is a function of time t. These 
systems are formally known as nonautonomous systems [16]. As with all other stability 
concepts [43, Section 5], uniform finite time stability does not follow directly from finite 
time stability for non-Lipschitz systems [44] and is an open problem in the continuous 
finite time stabilisation literature [11-14, 44-46] even for a simple perturbed double 
integrator when time varying disturbances appear on the right hand side. The section 
of the thesis pertaining to the continuous finite time stabilisation is strongly motivated 
by this open problem.

The second scenario where uniformness is important is when uniformity with respect 
to disturbances as well as initial data (state and time) is considered. Since this thesis 
intends to study uniform finite time stability in the case of non-smooth controllers with 
and without resets in the presence of time varying disturbances with uniformly decay
ing bound, uniform finite time stability becomes an important problem, a paradigm 
that is in its infancy even when there are no resets [44]. Also, since the thesis will study 
variable structure controllers with resets in the presence of time varying discontinuous 
disturbances with a persisting bound, existing Lyapunov approaches [9, 41, 42] im
proving uniform finite time stability do not apply due to the fact that Fillipov’s solu
tions [6] are not defined for such systems. A central theme in the intended Lyapunov 
analysis is the study of the uniformity with respect to the initial data as well as with 
respect to the time varying disturbances. For continuous non-autonomous systems, the 
first challenge of any Lyapunov based asymptotic stability study is often the proof of 
uniformity of the convergence of the trajectories to the origin with respect to the initial 
time [16, Th. 4.9]. In other words, the asymptotic convergence of the trajectories does 
not depend on the initial time and a uniform (or similar) convergence can be obtained 
for all initial time instants. The second challenge is the uniformity of stability with 
respect to time varying disturbances. In the area of continuous finite time stability, 
uniformity of Lyapunov based stability proofs has not been studied rigorously with
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respect to time varying disturbances. Although general results on Lyapunov theorems 
[44] exist, explicit identification of a Lyapunov function and computation of the set
tling time in the presence of (possibly variable structure) time-varying disturbances 
has never been undertaken in the area of uniform continuous finite time controllers. 
This is the motivation for studying robust continuous finite time stabilisation and iden
tifying Lyapunov functions to achieve uniform finite time stability with respect to both 
initial data (state and time) and with respect to time varying (possibly discontinuous) 
disturbances.

The third scenario where uniformness is of importance is when the right hand side 
of the differential equation does not depend on time t but is discontinuous where hard 
non-linearities like resets appear. Solutions of these systems are understood in terms 
of measure differential equations [47]. The closed-loop autonomous discontinuous sys
tems result from the application of the sliding mode control of the open-loop linear time 
invariant systems when no external disturbances appear. It is well-known that asymp
totic stability substantiated by strong Lyapunov functions implies uniform asymptotic 
stability for nonautonomous systems [16, Section 4.5] [43, Section 5]. However, this 
does not generally hold true for discontinuous right hand sides with resets. This is 
because the standard arguments, that an arbitrary region independent of the initial 
time to can be defined, do not hold true when, for example, resets occur at the ini
tial time. Furthermore, the discontinuous variable structure controllers are capable of 
rejecting uniformly bounded time varying disturbances [2] [9, Tli. 3.2]. Proving unifor
mity of the resulting non-autonomous closed-loop system is not trivial and has to be 
substantiated by strong Lyapunov functions even when there is no reset in any of the 
states. This has been the motivation of recent research work to identify smooth and 
non-smooth Lyapunov functions explicitly to achieve uniform asymptotic and uniform 
finite time stability of discontinuous autonomous systems [9, 41, 42]. Extending this 
uniform finite time stability framework for variable structure systems with resets in 
the presence of time varying disturbances is a strong motivation.

Resets can be viewed as giving rise to hybrid systems. Hard non-linearities such as 
resets are often studied in the area of hybrid systems. The literature on hybrid systems 
is vast and the subject is continually attracting a lot of interest [24]. A natural question 
as to why a study of resets with and without accumulation point is needed can be posed 
due to the rich literature on the Lyapunov stability of hybrid systems [29, 48-54]. The 
above references can be subdivided into those results which formulate the hybrid system 
as a time invariant one (e.g. [48]) and those which formulate the hybrid systems as a 
time varying one (e.g. [53, 54]). Both classes of problems inherently impose conditions 
on the post jump values of the Lyapunov functions [53, Th. 11], [54, Th. 3.1] in addition 
to the standard conditions for the continuous phase of the dynamics [16, Th. 4.9]. This
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thesis is motivated by two aspects in the case of systems with resets which are distinctly 
different in comparison to the methodology used in both the above subclasses of hybrid 
systems. In the case of time invariant systems with Zeno behaviour of the impacts 
(such as that studied in [48]), time varying disturbances are not studied while studying 
uniform Lyapunov stability [48, Th. 3.3]. This thesis will study planar non-autonomous 
systems arising from a combination of impacts having a finite accumulation point (Zeno 
behaviour) with time varying discontinuous disturbances. Studying uniform finite time 
stability of systems with resets when resets have a finite accumulation point and when 
time varying disturbances appear is a novel theoretical direction especially when the 
same can be studied without analysing the jumps.

In the case of the time varying hybrid systems literature [53, Th. 11], [54, Th. 3.1], 
finite time stability is not proven and can be identified as an open problem. From the 
view point of hybrid systems, this thesis has strong theoretical motivation in that it 
seeks to prove finite time stability and to compute upper bounds on the finite settling 
time of a class of unilaterally constrained planar systems (a class of hybrid systems) 
in the presence of time varying disturbances when resets have a finite accumulation 
point. Also, finite time orbital stabilisation of unilaterally constrained planar systems 
is studied when the resets do not have a finite accumulation point.

The beginning of the thesis emphasises developing constructive tuning rules to achieve 
a pre-specified settling time. Growing interest in the area of SOSM calls for straight
forward tuning rules. Several results exist on the problem of proving the finite nature 
of the settling time given finite gains of a SOSM but the converse problem of finding 
a tuning formula for the gains given a finite settling time is absent. Ubiquitous con
trollers such as PID controllers enjoy automatic tuning algorithms to achieve various 
performance criteria a priori [55]. Amongst other examples, linear systems analysis 
enjoys mathematical tools like Laplace transforms and state-space solutions to judge 
if the settling time of exponentially stable systems tend to zero in the limit when the 
gains of the state feedback matrix tend to infinity. Although, this feature is something 
natural to expect from a robust controller like SOSM, interestingly, it has never been 
proven theoretically in the existing works that increasing the gains of a SOSM leads to 
a decrease in the settling time. This thesis is driven by the need to prove this intuitive 
result mathematically. The rigorous literature in the area of SOSM gives tuning rules 
for the gains of a SOSM controller sufficient only to ensure finite time convergence and 
not for an arbitrary reduction in the finite settling time when increasing the gains of 
the controller. The study presented in the thesis is thus also motivated by this desire 
to achieve an arbitrary reduction in the settling time. Such tuning guidelines, as will 
be shown later, are supported by the proof of the limiting behaviour of the settling
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time when the gains of a SOSM controller tend to infinity. This result will also form 
the basis for achieving similar results when the impacts are present.

In the central chapters of the thesis, the application of SOSM to achieve uniform 
finite time stabilisation and finite time orbital stabilisation of systems with resets 
is motivated by the above theoretical results obtained for the case without resets. 
Towards the end of the thesis, orbital stabilisation is studied. It is important to nullify 
any error caused by the hard nonlinearities when the finite time orbital stabilisation is 
to be achieved successfully. Frameworks for tracking control of systems with recurring 
impacts finds natural application in tracking control of biped robots [15, 32]. The 
control of biped robots poses two challenges. The first challenge is to stabilize the robot 
around its stable walking gait. This is known as the swing phase or the continuous 
dynamics. The second challenge is to account for the impulse effects arising from the 
collision of the feet with a surface while walking. The main motivation for finite time 
orbital stabilisation lies in formulating a robust SOSM synthesis such that the system 
exhibits a robust performance in the presence of disturbances in both the continuous 
and impulse phases of fully actuated systems. It is then natural to anticipate that 
the combination of the finite time convergence guarantee stemming from the tuning 
rules coupled with the robustness features of SOSM will pave the way for successfully 
negotiating the instabilities caused by disturbances both in the continuous phase as 
well as at the time of resets in velocity for systems such as biped robots. A strong 
motivation exists to perform this study as the literature does not have results which 
formulate a robust synthesis in the presence of disturbances in the continuous and 
the impact phases of the class of systems being studied while also giving constructive 
tuning guidelines.

1.1 Contributions and thesis organisation

The thesis contributes the following four main results:

1. The theoretical proof of the fact that the settling time of a second order sliding 
mode controller approaches zero in the limit as gains of the controller tend to 
infinity.

2. Identification of three new Lyapunov functions (one function for the variable 
structure controller in the presence of resets and two functions for the non-smooth 
controller both in the presence and absence of resets) is carried out to prove 
equiuniform exponential stability of the resulting closed-loop planar systems.



1.1. Contributions and thesis organisation

The key contribution is the proof of equiuniform finite time stability of non- 
smooth and variable structure planar systems with and without resets in the 
presence of time varying variable structure disturbances.

3. Output feedback: tuning rules for the gains for the second order sliding mode 
controller and observer.

4. Orbital stabilisation of fully actuated unilaterally constrained uncertain planar 
systems in finite time using second order sliding mode synthesis.

This thesis is organised as follows.

Chapter 2 gives an overview of continuous time sliding mode control (SMC). In par
ticular, the robustness properties of the sliding mode controllers are discussed. Next, a 
literature survey of second order sliding mode (SOSM) control is presented. The survey 
on this topic concludes by references to Lyapunov approaches for SOSM. The chap
ter also gives a detailed literature review of continuous finite time stabilisation before 
concluding the chapter by presenting a literature review on the control of unilaterally 
constrained systems.

Chapter 3 presents a novel homogeneity approach to obtain an upper bound on 
the settling time for a robust second order sliding mode controller. The stability 
analysis will be substantiated by a globally radially unbounded non-smooth Lyapunov 
function. The proposed method will be applied to the ‘twisting’ controller and will be 
based on a combination of global exponential stability and global finite time stability 
of switched systems. The homogeneity regions will be established and graphically 
illustrated. Tuning rules for the twisting controller will also be presented. It will be 
shown that the proposed framework does not depend on the differential inequality of 
the Lyapunov function and hence provides a new methodology for obtaining the upper 
bound on the settling time for exponentially stable homogeneous systems. This chapter 
includes the results of a recently published conference publication [56].

Chapter 4 will present a switched control synthesis utilising a robust second-order 
sliding mode controller to achieve global uniform finite time stability. The framework 
will be based on straightforward step-by-step application of a classical linear feedback 
design and the well-known twisting controller. The underlying philosophy is to utilize 
globally exponentially stable linear feedback so that the trajectories enter an arbitrarily 
defined domain of attraction in finite time and then switch to the twisting controller 
so that the trajectories settle at the origin in finite time. The proposed method will be 
applied to the perturbed double integrator to obtain an upper bound on the settling 
time of the closed-loop system in a full-state feedback setting and in the presence of
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time varying disturbances with a persisting bound. Tuning rules to achieve the desired 
settling time will be explicitly derived without recourse to the differential inequality of 
the Lyapunov function. This chapter will contribute the first result as outlined above 
thereby summarising the results of the recent publication [57].

Chapter 5 studies uniform finite time stabilisation of a unilaterally constrained double 
integrator. The variable structure twisting controller will be utilised in a full state 
feedback setting for uniform finite time stabilization of a perturbed double integrator in 
the presence of both a unilateral constraint and uniformly bounded persisting and time 
varying disturbances. The unilateral constraint involves rigid body inelastic impacts 
causing jumps in one of the state variables. Firstly, a non-smooth state transformation 
will be employed to transform the unilaterally constrained system into a jump-free 
system. The transformed system will be shown to be a switched homogeneous system 
with negative homogeneity degree where the solutions are w*ell defined. Secondly, a non
smooth Lyapunov function will be identified to establish uniform asymptotic stability 
of the transformed system. This is the first of the three new Lyapunov functions 
mentioned above. The global uniform finite time stability with respect to the initial 
data and with respect to persisting disturbances will then be proved by utilising the 
homogeneity principle of switched systems. The proposed results will bridge non
smooth Lyapunov analysis, quasi-homogeneity and finite time stability for a class of 
impact mechanical systems. This chapter will present the part of the second main 
contribution outlined above (uniform finite time stabilisation using variable structure 
controllers) while giving a highly detailed account of the recently published articles 
[58, 59].

Chapter 6 investigates the problems of chapter 4 and 5 but with a continuous non
smooth homogeneous controller. A new Lyapunov function is identified for each of the 
following problems: (i) uniform continuous finite time stabilisation of a double integra
tor perturbed by a time varying discontinuous disturbance with a uniformly decaying 
bound and (ii) the problem in (i) when a unilateral constraint is present as studied in 
chapter 5. These two new Lyapunov functions are the last two of the three mentioned 
above. After establishing the uniform exponential stability, the methodology is the 
same for both objectives. Uniform finite time stability is established with respect to 
initial conditions and with respect to disturbances for each of the above two cases by 
extending the quasi-homogeneity principle of switched system. Existing finite time 
stabilisation approaches will also be discussed to properly motivate the above study. 
This chapter will present the part of the second main contribution outlined above (uni
form finite time stabilisation using continuous finite time controllers). In the context 
of the discussion in the previous section on uniform continuous finite time stability,
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this chapter presents a strong contribution in the area of non-smooth controllers when 
applied to planar systems with and without resets alike.

Chapter 7 establishes the tuning rules similar to Chapter 4 to guarantee that an arbi
trarily specified settling time is attained for the output feedback case. The estimate of 
one of the states will be given by a second order sliding mode (super-twisting) observer. 
This will be utilised in conjunction with the measured state in the ‘twisting’ controller. 
The results of Chapter 4 on finite time convergence will be used to construct a new 
combined Lyapunov function for the output feedback system. It will be shown that the 

Trajectory of the closed-loop system can escape from the stable equilibrium under the 
output feedback. In turn, a finite upper bound on the closed-loop system trajectories 
will be computed explicitly under the output feedback synthesis, thereby proving that 
the trajectories cannot escape to infinity. After the finite settling time instant of the 
observer, the twisting controller essentially coincides with the state feedback case for 
which the results of Chapter 4 become applicable. Furthermore, tuning rules for the 
observer will be developed to ensure that the observer error converges to zero before 
the closed-loop trajectories of the output feedback system escapes beyond an arbitrar
ily specified region. Tuning rules for the twisting controller as established by chapter 
4 will be adapted to ensure finite time convergence of every trajectory starting from 
the boundary of the aforementioned arbitrarily specified region. This chapter presents 
the third main contribution outlined above that relates to the output feedback case. 
Also, this chapter incorporates developments of a recent publication [60].

Chapter 8 gives a theoretical result on orbital stabilisation of systems with recurring 
resets that do not have a finite accumulation time. Tuning rules will be presented for 
the case when a second order sliding mode controller is utilized to achieve finite time 
tracking for a class of unilaterally constrained planar systems in the presence of exter
nal disturbances in continuous and discrete-event phases. Rigid body inelastic impacts 
are incorporated at the unstable equilibrium. A new concept of finite time impact 
attenuation will be discussed and the corresponding Lyapunov based proof will be pre
sented for the aforementioned tracking problem. This chapter thus presents the fourth 
contribution of the thesis outlined above. This part of the chapter partly elaborates 
the recently accepted publication [61]. This chapter will also present two applications 
of the theoretical results presented in the earlier chapters. First application is the finite 
time tracking control of a a seven link fully actuated biped robot. The tuning rules of 
chapter 4 are adapted for the biped model. The numerical simulation will demonstrate 
the direct application of the orbital stabilsation thereby underlining the applicability 
and importance of the theory developed in Chapter 4. The second application will 
also be presented which is a recently developed analogue finite time controller which 
is based on the theoretical results of reference [11] and Chapter 6.
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Chapter 9 presents some conclusions for the research carried out in the thesis while 
summarising the contributions as well as the potential future directions identified on 
course of the investigation carried out in the earlier chapters.

This chapter presented an introduction to the thesis. A detailed literature review 
of second order sliding mode controllers, continuous finite time controllers and unilat
erally constrained planar systems is presented in the next chapter. The next chapter 
also presents mathematical preliminaries that will be used throughout the thesis ex
tensively.



CH APTER  2

Variable structure and non-smooth controllers

The previous chapter asserts that there arc; two alternatives for finite time stabilisa
tion of systems with resets, namely, discontinuous variable structure controllers and 
continuous non-Lipschitz controllers. This chapter reviews the basic principles of both 
alternatives. The literature in the area of variable structure control, sliding mode 
control and continuous finite time stabilisation is thoroughly reviewed, including cov
erage of the robustness aspects of these non-linear controllers. These topics underpin 
the theoretical foundation of the results presented in this thesis. Since finite time 
convergence properties of non-smooth and variable structure controllers are sought to 
stabilise unilatrally constrained planar systems, relevant existing work on control of 
unilaterally constrained systems is also discussed.

The chapter is organised as follows. Section 2.1 introduces variable structure and 
sliding mode controllers. An introduction to second order sliding mode controllers is 
also given. Section 2.2 gives details of continuous finite time stabilisation. Section 
2.3 describes unilaterally constrained systems and their control. Finally, Section 2.4 
introduces basic definitions, including that of uniformity of stability.

2.1 Theory of variable structure control (VSC)

Variable structure control is a robust nonlinear control technique. The origins of 
variable structure control theory can be found in the literature of the former Soviet 
Union. A comprehensive review is given in the reference [62]. This reference gives 
an account of historical events that underpinned the development of sliding mode 
controllers as they are known today.

12
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F igure 2.1: Two marginally stable structures

The basic concept of variable structure control can be understood by the following 
classic example appearing in various books and monographs [2, 5] which was originally 
studied by S. Emeryanov (see the discussion in [62, Section 2]). Consider the simple 
double integrator:

x =  u (x ,x ) (2-1)

This is a controllable system. Designing the control input

u(x,x) — kx,  (2.2)

which is a linear controller that uses only the first state variable x\, produces a closed- 
loop system which is marginally stable and the trajectories starting from any point 
in the phase-plane (x , x ) exhibit orbital motion as shown in figure 2.1. The first plot 
is produced with k =  k\ =  —0.5 and the second with k =  =  —2. It can be seen
that the individual structures are not asymptotically stable. However, the closed-loop 
system becomes asymptotically stable as shown in figure 2.2 when the structure of the 
control is switched between the two based on the switching condition xx  as follows:

, [ k\, xx >  0; .
k = {  (2.3)

I ¿2, X X  <  0.

The variable structure control produces an asymptotically stable system even when 
the individual structures are unstable [62, Section 2], The main feature in the above 
example is that the feedback gain switches depending on the systems state. The above 
example of a variable structure system produces trajectories that converge to the origin 
asymptotically as opposed to being confined to any manifold of codimension one of the 
state space while converging to the origin asymptotically. This later kind of motion 
is known as the sliding mode. Variable structure systems have been studied with ever 
increasing interest since this early research work [62, Section 2].
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2.1.1 Sliding mode control

The switching logic in the above example can be modified to produce closed-loop 
trajectories which converge to a straight line in the state-space so that the trajectories 
move along the straight line after reaching there in finite time. For example, selecting 
the switching line s =  cx\ +  x 2 to alter the structure of the feedback and utilising the 
following variable structure control

u(x, x)
—CX2 — p, s > 0; 
-CX2 +  P, s < 0,

(2.4)

generates a sliding mode on the switching line s — s =  0 of codimension one in the 
closed-loop system for all p > 0. The motion of the system on the sliding surface can 
be obtained as follows:

S =  0 => X2 =  —cx0, Xl =  —cx 1
(2.5)

=> X2(t) =  X2{to), x\(t) —e c(-i tô .'Ci(to),

where to is the time when the sliding motion starts. The response of the closed-loop 
system in the phase-plane and the evolution of the states against time are shown in 
figures 2.3, and 2.4, respectively. A significant motivation to study sliding mode 
control is that the performance of the closed-loop system depends only on user defined 
parameters. For example, the closed-loop system (2.1), (2.4) exhibits an ideal sliding 
motion (2.5) which is dependent only on the parameter c as seen in figure 2.5.
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F igure 2.3: Sliding mode on s(i) =  0

F igure 2.4: System states
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The motion of the closed-loop system in the above example can be divided into 
phases. The first phase is generally called the reaching phase [2] where s(t) converges 
from a non-zero initial value to zero. The rest of the motion is called the sliding mode 
[2]. The reaching conditions can be defined as follows [62]:

lim s <  0, lim s >  0 (2.6)
s->0+ s->0~ v '

One specific reaching condition satisfying (2.6), named as the r)-reachability condition 
[63], is [2]:

ss < — 771.51 (2-7)

It can be seen from the definition s =  cx 1 +  x -2 that the following expressions

ss =  s(cx -2 +  u)

=  s(~P(sign(s))) (2.8)

=  ~P\s\ <  - 7 ? | s |

hold true for all scalars 77 G (0 , p ) .

Robustness and invariance

A further advantage of sliding mode control is that the performance is specified entirely 
by user defined parameters even in the presence of a class of unknown but bounded 
parameter variations and disturbances.

Let the system equations (2.1) be modified as

x =  u(x, x) +  u>(t), (2-9)

where cu(t) is a time varying disturbance. Let the following assumption hold true:

ess sup |aj(i)| < M, (2.10)
t> 0 v '

where M  is a positive scalar known a priori. The above assumption means that the only 
information available about the disturbance u>(t) is its upper bound. The reachability 
condition (2.7) can be verified to check if there exists a sliding motion as follows:

ss =  s(cx 2 +U  +  Lü(t))

=  s(-p(sign(s)) +  w(f)) ( 2. 11)
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F igure 2.5: System states in ideal sliding motion (2.5)

F igure  2.6: Robustness of the sliding mode

The last inequality of (2.11) holds true only for those values of p and i) such that the 
inequality p > M, r; £ (0, p — M) is specified.

Figure 2.6 shows the time history of the sliding surface s(t) and the phase plane plot of 
the closed-loop system (2.9), (2.4) with a disturbance of the form ui(t) =  1.5sin(i). The
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parameter p =  2 is chosen. It can be seen than |w(i)| < 1.5 =  M. The sliding function 
s reaches zero as shown in the first plot of Figure 2.6. The ideal and actual state 
trajectories during the sliding mode are shown in Figure 2.7. The closed-loop system is 
dependent on the user defined parameter c even in the presence of the disturbance uj(t). 
This property of sliding mode control is known as invariance to matched uncertainty, 
where the matched uncertainty is implicit in the control channels.

More formally, for the general n dimensional system

x  =  f (x ,  t) +  B(x, t)u +  uj(x , t), (2-12)

where x G R n, u 6  R m, uj(x , t) G Rm, matrix B(x, t) is the input matrix and f (x ,  t) are 
the dynamics of the system, the sliding mode is insensitive or invariant to uncertain
ties u>(x,t) satisfying the matching condition uj{x,t) G range(B) [64], The matching 
condition means that the disturbance vector lo(x , t) can be represented as a linear 
combination of the columns of the matrix B (e.g. co(x,t) =  VLu){;x,t) for some matrix 

such that range(0,) C range(B) and a) is a non-linear bounded function [2, Section 
3.4]).

The following salient properties of the sliding mode are evident from the above ex
ample:

Figure 2.7: System states during the sliding motion
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1. The sliding inode, when it exists, gives rise to a class of variable structure con
trollers. The resulting closed-loop system dynamics are dependent on the user 
defined parameters.

2. The sliding motion is of a reduced order when compared to the dimension of the 
original system.

3. Motion in the sliding mode is invariant to ‘matching’ disturbances/uncertainties.

2.1.1.1 Design Methodology

There are two stages in determining a sliding mode controller. The first ensures that 
the dynamics of the closed-loop system on the sliding surface is stable. This is termed 
as the existence problem [2]. The second relates to the design of a control u that 
renders the sliding surface designed in the first step attractive. The second step is 
called the reachability problem [2].

Switching function design

For the purposes of illustrating the main design principles, linear systems will be con
sidered. Let the open-loop system be given by

x =  Ax(t) +  Bu(t), (2.13)

where A £ R nx” , B £ Rnxm, x £ R " and u £ R m. It will be assumed that rank(B) =  
m and (A, B) is a controllable pair. Let the sliding function be defined as follows:

s(t) =  Sx(t). (2-14)

Hence, the existence problem concerns the design of an appropriate matrix S. System 
(2.13) can be transformed into regular form

¿1 = A n zi(t) +  Ai2Z2(t) (2-15)

¿2 =  A2izi(t) +  A22z2(t) +  B2u(t) (2-16)

via a change of coordinates defined by an orthogonal transformation matrix Tr, which 
may be obtained by QR-decomposition, so that

z{t) =  Trx(t). (2.17)
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The sliding function in the new coordinates is given by

,s(i) =  Si Z\ (!) +  S2z2(t). (2.18)

The relationship between the transformed system matrices and the original pair (A, B ) 
can be obtained as follows:

TrA T j A n A u
A21 A22 b 2

(2.19)

Similarly, the transformed version of the switching function s{t) in (2.14) can be 
modified as follows:

STr = Si S2 ( 2.20)

As discussed in the previous subsection, the identity s(t) =  0 holds true when a sliding 
motion occurs. Assume that there exists a sliding mode control u(s(t)) such that the 
ideal slidig mode occurs after a finite time. Then, the following can be obtained from 
(2.18):

Sxzi(t) +  S2z2{t) = 0 . (2.21)

Solving for z2(t), the following linear combination from (2.21)

z2(t) =  - S ^ l SiZi(t) (2.22)

produces the dynamics

¿i =  A n zi(t) +  A 12z2(t) (2.23)

¿2 =  - S ,̂ "1S'i2i(t). (2.24)

during the sliding mode. The above two equations can be seen from the perspective 
that z2 acts as a pseudo-control input for the first differential equation. Substituting 
the algebraic relationship (2.24) in (2.23), the following results:

¿i =  { A n - A u S ^ S ^ z i i t )  (2.25)

Hence, the poles of the sliding mode dynamics are given by the eigenvalues of the matrix 
A n — A ^ S ^ S i. In other words, the existence problem becomes that of designing the 
gain matrix Si appropriately to produce asymptotically stable closed-loop system. 
Numerous variants of state-feedback control design methods have been adapted to solve 
this problem. See, for example, references [2, Section 4.7], [65] for a comprehensive
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review. Methods of robust eigenstructure assignment [66] can be used to force the 
eigenvalues of the matrix (An  — yl 12S';]"1 Si) (and of the sliding motion) to lie in the 
left half of the complex plane while minimising the effects of any parameter variations 
that do not lie in the range of B. Methods of direct eigen-structure assignment can 
also be used to place the poles of the sliding motion arbitrarily in the left half of the 
complex plane [67].

Design Methodology: Control synthesis

Having designed a suitable sliding surface, the next step is that of solving the reacha

bility problem such that every trajectory of the system converges in finite time to the 
sliding surface s(t) =  0.

Several articles exist giving various solutions to the reachability problem starting from 
the pioneering work by [1] (see section [2, Section 3.9] for a review of main historical 
developments on the topic). One method is briefly described here.

Consider the system (2.13) with the sliding surface designed using one of the afore
mentioned methods. The convergence of s(t) to zero can be obtained by employing the 
reaching law approach [65] as follows:

s =  —q sign(s) — ks (2.26)

where the scalars q: k are positive and dictates the rate at which the sliding variables 
Si(t),i =  1,2, . . . ,m  converges to zero, and s =  [ si ,<*2 . . .  sn ]T and sign(s) =
[ sign(si) sign(s2) • • • sign(sn) ]T. In order to obtain an expression for a control u 
that produces such a reaching to the sliding mode, equate the right hand side obtained 
by differentiating (2.14) and (2.26) as follows:

s =  Sx =  SAx(t) +  SBu(t) =  —gsign(s) — ks (2.27)

Then, assuming that the matrix (SB)~l is nonsingular and using the final two terms 
in (2.27) gives the following:

u(t) =  —(SB) 1(SAx(t) +  qsign(s) +  ks) (2.28)
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The proof of finite time convergence can be obtained by establishing that the following 
rj- reachability condition holds:

sTs =  sT(Sb4a:(i) +  SBu(t))

=  sT(SAx(t) +  SB(— (SB)~1(SAx(t) +  gsign(s) +  ks)))

=  — sT(gsign(s) — ks) (2.29)

=  —g|s| — ks2 

< 0

This completes both the existence reachability problems for the nominal system. It is 
important to note that above design holds true for uncertain systems. Consider the 
uncertain version of the system (2.13) as follows:

x =  Ax(t) +  B(x)u(t) +  S(t), (2.30)

where the bounded uncertainty S(t) £ R nxl satisfies the matching condition as ex
plained earlier. The only information assumed by the design of the sliding mode con
trol is the upper bound on S(t). It is possible to express such a matched uncertainty 
as 5(t) =  Buj{t) where u>(t) £ R m><1 is a non-linear function bounded by |o>(i)| < M. 
Utilising the new model in the analysis of the existence problem in (2.29) produces

ss =  sT(SAx(t) +  SBu(t) +  SBuo(t))

=  sT(SAr(i) +  S B (- (S B )~ l (SAx(t) +  gsign(s) +  ks)) +  SBu>(t))

=  —sT(gsign(s) — ks — SBuj(t))

=  —r?|s| — ks2 — s(SB)u(t) (2.31)

< — q\s\ — ks2 -  |s||(S'i?)||tn(i)|

< -\s\(q -  A4\SB\) -  ks2 

< 0  if q > M\SB\.

Hence, the sliding surface design using the nominal dynamics produces an asymptot
ically stable system that performs as per the solution to the existence problem. Fur
thermore, the system is invariant to the matched disturbances when the gain q of the 
sliding mode is suitably selected using the known matrices S. B  and the upperbound 
M.

The sliding mode control above is known as traditional sliding mode control or first 
order sliding mode control. The order here simply means the co-dimension of the 
sliding dynamics when the study of single input systems is being carried out. To 
exemplify this point, it can be seen from the dimension m =  1 of the control u(t) that
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the sliding dynamics (2.21) are of the order n — 1 when the system contains n states. 
The co-dimension of the sliding mode is thus one.

More importantly, s(x) is continuous and s is discontinuous due to the sign(s) term 
in the control law. Such a discontinuous control assumes the ability to switch in
finitely fast as required by the existence of the ideal sliding mode. However, such a 
motion may not be possible in practice due to the imperfections in implementing the 
switch (sign(s)). An imperfect relay or switch may contain a dead-zone or hystere
sis which consequently prevents ideal sliding behaviour [2, 5]. Although some control 
applications such as electric drives naturally require a switching control input, the 
imperfections in switching lead to the so-called chattering phenomenon.

Chattering is effectively a high frequency oscillation. The existence of unmodelled 
actuator and sensor dynamics can also produce chattering. Reference [68] analyses the 
motion of trajectories in the presence of such parasitic unmodelled dynamics. Ideal 
sliding cannot occur due to either the inability of the actuator to act infinitely fast or 
the inability of the sensor to measure the ‘true’ state ‘instantaneously’ .

There have been various attempts to tackle the spurious oscillations in the sliding 
mode systems. The most intuitive solution was to introduce an arbitrary boundary 
layer around the sliding surface [2, Section 3.7] to remove the discontinuity from the 
control. For example, a control law

u =  —psat(s), (2.32)

where,
f 1, s > 6;

sat =  < 1. |s| < 6; (2.33)
[ —1, s < S.

introduces a continuous control inside a boundary layer of width 5 > 0. The two main 
consequences of introducing a boundary layer are that ideal sliding will not occur and 
the system will not be completely invariant to matched uncertainties. The system 
trajectories, however, remain ultimately bounded.

Amongst the various available methods to establish a continuous control while also 
preserving the main features (robustness and reduced order motion) of the sliding 
mode, second order sliding mode controllers have proved key [4]. As mentioned in 
Chapter 1, second order sliding mode controllers offer a potential solution for finite 
time convergence to the origin.
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2.1.2 Second and higher order sliding mode control

It can be seen from the above discussion that the switching surface s is a continuous 
function of the state and its derivative, s =  } {x )  +  g{x)u , is a discontinuous function 
due to the discontinuous control, where f (x) ,g(x)  are smooth functions. In other 
words, the relative degree of the switching function s(t) with respect to the control u is 
one. The relative degree r is the number of times the function s must be differentiated 
with respect to time in order to have the input u explicitly appear on the right hand 
side.

Having observed the relationship between the relative degree of s and the discontin
uous nature of s, the main question posed in the second order sliding mode control 
philosophy is whether or not it is possible to enforce the sliding mode s =  s =  0 with 
a continuous function s and with a discontinuous control operating on the right hand 
side of the function s.

Literature on second order sliding modes is rich. Since A. Levant’s work in [4], there 
have been numerous results on the analysis of second order sliding mode controllers. 
A sub-optimal second order controller was given in [69] which removed the need for 
measuring or estimating the derivative of the switching function s (see (2.41)). A 
combination of linear and twisting controller can be found in [9]. Various versions of 
the so-called ‘super-twisting’ controllers have also appeared such as the combination 
of linear feedback terms and the standard super-twisting controller [14, 41].

In recent years, this topic is receiving new interest in terms of studying the existence of 
the corresponding strict and non-strict Lyapunov functions. Reference [9] provided the 
first weak global and strong semi-global Lyapunov functions (see [16, Section 12.1] for 
concepts of global and semi-global stabilisation of non-linear systems). Various results 
have subsequently appeared. Lyapunov function design for second order systems via 
solution of a first order partial differential equation is given in [70] for twisting and in 
[71] for the super-twisting controllers. A strict Lyapunov function for super-twisting 
observer first appeared in [41] which has been followed by a very recent results by 
the same author [42, 72], The adaptive gain super-twisting controller can be found in 
[73, 74].

Three cases are of particular interest. The next section describes the basic principles 
of second and higher order sliding mode synthesis in each of the three cases. Time 
varying systems will be considered from this point onwards in the thesis.
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Planar nonlinear systems with single input

Consider the planar single input single output system of the following form [3]

x =  f (x ,  t.) +  g(x , t)u (2.34)

where x  £ R 2,u £ R and functions f ( x , t ) ,g (x ,t )  are assumed sufficiently smooth. It 
is assumed that a switching function s(x) has been designed using one of the design 
principles described in the literature for system (2.34). The existence of the sliding 
mode s(x) =  s(x) =  0 of order one requires that the control u can be designed such 
that

3 s
S =  g ^ ( f { x , t) + g ( x , t ) u) =  0. (2.35)

In other words, the control

u =  —
ds
Ox

g{x, t)) 1f(x ,  t) -  psign(s) -  ks2 =  0 (2.36)

with an arbitrary p > 0, k >  0 (when using the reaching law approach of the previous 
section) can be designed to render the sliding surface s(x) =  0 attractive in finite time. 
This is only possible when (§^g(x, f))-1 7̂  0. Hence, the relative degree of s with 
respect to u is equivalent to non-singularity of (^¡¡g{x,i))~l [75]. It is assumed that 
the term (^¡g(x.t ))~1 is 11011-singular.

A continuous control can be designed by introducing an integrator in the dynamics to 
increase the relative degree of the resulting system with respect to the physical input 
as follows:

x =  f ( x , t )  +  g(x, t)u

ii =  v
(2.37)

where v is a discontinuous function employing sign(s). Since the relative degree of s 
with respect to u is one, naturally the relative degree of s with respect to v is two. 
Proceeding as before, the analysis of the sliding dynamics proceeds as follows:

s =  ^ ( f ( x , t ) + g ( x , t ) )

. . 7 . . ds
s =  F(x,  x, t, u) +  — gv 

ox

(2.38)

where,
d2s ,9 ds ■ d2s , ds .

F{x,  X, t, U) =  7—2/ “ +  — /  +  +  T-gil
oxz ox ox^ ox

(2.39)

and the argument (x, t) is dropped by slight abuse of notation for brevity. It is assumed 
that §^g(x, t) =  1 to clearly illustrate the basic design principles of the second order
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sliding mode synthesis. Then (2.38) can be re-written as follows:

¿1 =  S2

¿2 =  F(x, X, t, U) +  V
(2.40)

where a new notation of states si =  s, s2 =  s is being used. Assuming that F(x,  x, v) is 
bounded (which essentially means local nature of the analysis), the following so-called 
‘twisting’ control given by A.Levant [4]

v =  -/iisign(si) -  ¿t2sign(s2) (2.41)

causes the states sj =  s and s2 =  s to converge to zero in finite time without producing 
any sliding motion in the state space when and /i2 are chosen such that 0 < —M  < 
/¿2 where supf>0 \F(x,x, u)| < M.

Recalling the definitions of real sliding and ideal sliding [1, Section III], ideal sliding 
mode refers to the case when the system trajectories move exactly on the manifold 
s =  0. Note that due to the identity s =  0, the expression s =  0 also holds true. Such 
a motion is only possible when the considered system model and the control imple
mentation does not have imperfections like hysteresis and time delay amongst others. 
The real sliding mode, on the other hand, refers to the case when these imperfections 
cause the actual motion of the system trajectories stay in the vicinity of sliding mode 
and not identically on the sliding mode. In this context, the ideal sliding is caused 
only at the origin s =  s =  0 by the SOSM controller (2.41) which is of co-dimension 
two. Hence, this controller is an example of a second order sliding mode for planar 
uncertain systems with a scalar control. This is different from the traditional (or first 
order) ideal sliding mode control (defined in [1, Section III]) of planar systems where a 
part of the state space contains the line s =  0 where the trajectories converge and then 
reach the origin asymptotically. Although the first order ideal sliding mode control also 
possesses s =  s =  0 in finite time, the motion in the sliding mode is of co-dimension 
one even in the case of a planar system with single input. This is the major difference 
between the first order and second order sliding mode control.

It is important to note the salient features of controller (2.41). The trajectories of 
the closed-loop system (2.37), (2.41) converge to the origin (x,x) — 0 in finite time 
since s(x) does so, too without generating any sliding in R \{0,0}. The controller u is 
continuous. The discontinuous action v acts on s and not on s. Most importantly, the 
controller stabilizes the system despite the fact that the uncertain term F (x ,x , t ,u ) 
can be time varying and non-vanishing.
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In the context of the discussion in the previous subsection on matched uncertainties, 
the traditional sliding mode control would have required only the functions / ,  g to be 
bounded whereas the twisting controller requires the derivative of these functions to 
be bounded. This is the price of employing a continuous control u. A large class of 
mechanical systems, however, have dynamics of the form

¿1 =  X2

¿2 =  f (x ,  t) +  u j ( x , t) +  g(x, t)u.
(2.42)

where u)(x,t) is the external disturbance, x.\ is position and X2 is velocity. Then, 
designing a twisting controller u =  — <7- 1(/iisign(:ri) +  /i2sign(x2)) as above while using 
.X], 3’2 as states will render the twisting control superior to the traditional sliding mode 
controller since both can reject bounded uncertainty f { x , t ) + w (i) when assuming |g| 
is not singular and bounded (see [76, Section 3] for validity of such an assumption) but 
the traditional sliding mode control cannot ensure finite time convergence of both the 
states to origin.

Another type of second order sliding mode controller proposed by A.Levant for a 
general planar system can reject vanishing disturbances in the dynamics of si in (2.40).

¿1 =  S2

s2 =  F(x,  x, u) — g,i\s\5sign(s) +  u\ (2.43)

hi =  -yu2sign(s)

This controller u =  — /¿i|s| 2sign(s) +  u\ is the so-called ‘super-twisting’ controller [4]. 
It has been recently shown [41] that the super-twisting controller can generate a sliding 
mode of second order in uncertain planar systems of the form

¿1 =  s2 +  Fi(t)

•s'2 =  Fi{x, x, u) -  /ii|s|2sign(.s) +  u\ (2-44)

iii =  - /x 2sign(s)

where the bounds on the uncertainty that can be successfully rejected are [41, Th. 3]

\Fi \=M \s\K \F2\ =  M, (2.45)

where M  >  0 is a scalar.
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Systems with n states and single input

One consequence of the discussion in the case of planar mechanical systems is that 
sliding surface design may not be needed. However, in the case of a general nth order 
system, a second order sliding mode controller will still need a switching surface s. 
Consider the same system (2.34) with x  G 1R,” , «  G 1 . Then designing the sliding 
surface s(x) as described in the previous sections and proceeding in a similar way as the 
planar case will give a continuous controller that stabilises the system asymptotically 
(and not in finite time) after reaching the sliding surface in a same way as a traditional 
sliding mode controller would do.

These results are for the case when the sliding variable has relative degree one with 
respect to the control. When the relative degree of the switching function is two with 
respect to the control, the second order sliding mode control will generate a traditional 
sliding mode on the switching surface and will give a reduced order motion of the order 
n — 2. The difference here is that the discontinuous control will act in the system and 
an additional integrator cannot be introduced as was done above (see (2.43)).

It is timely at this juncture to point out that all the results in the thesis pertaining 
to second order sliding mode controllers are directly applicable to systems in the form 
(2.42). The results of the thesis are also applicable to the asymptotic stability analysis 
of controllable systems with n states and with relative degree one and/or two when 
the analysis of the sliding mode is carried out in the state-space (s, s).

Systems with n  states, multiple inputs and multiple outputs

The general case of non-linear systems with relative degree greater than two is not a 
valid candidate for the application of second order sliding mode control. The concept 
of higher order sliding mode control (HOSM) relates to the case when the relative 
degree of the selected switching function of the system is more than two with respect 
to the control input. Literature in this area is rigorous. An introduction to the topic 
can be found in [77, 78] and references therein. Various definitions can be found in 
[77]. The higher order sliding mode for a single input system is defined as the set of 
points x such that

dr-l

d f “ 1
s =  0 (2.46)

with all the functions ttts.O <  j < r — 1 continuous and the discontinuous control 
appears on the right hand side of to enforce the finite time stabilisation of trajec
tories of the closed-loop system (2.34) on the set (2.46) where r is the relative degree 
of the system.
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The literature reviewed thus far in Section 2.1.2 represents the state-of-the-art in the 
second order sliding mode controllers. In the current literature there is no theoretical 
proof of a simple intuitive expectation that the settling time approaches zero when 
gains tend to infinity. As mentioned in Chapter 1, such a result is available in linear 
classical control theory and it finds natural applications in automatic tuning algorithms 
[55]. Chapter 4 gives the proof that the finite settling time approaches zero when gains 
of a second order sliding mode controller approach infinity. This result also forms the 
basis for studying finite time stability of unilaterally constrained variable structure and 
non-smooth systems which are discussed in the following sections.

As mentioned in Chapter 1, the concept of finite time stability is perceived in this 
thesis in the sense that the trajectories of a planar system converges to the origin 
in finite time [4, 9, 13] rather than diminish to a bounded set over a finite time in
terval without actually converging to the origin [19]. Having reviewed the literature 
on discontinuous sliding mode controllers that produce finite time stable systems, the 
next section discusses advances in the area of finite time stabilisation of systems which 
employ continuous controllers.

2.2 Continuous finite time stabilisation

Continuous controllers that drive the trajectories of the system to the origin in finite 
time have been an active area of research. Hairno [11] first posed the question whether 
it is possible to achieve finite time convergence of the trajectories of a planar system 
without using the well-known result of discontinuous time optimal control (known as 
Fuller’s phenomenon) [79]. Time optimal control has long been known for studying 
controllers that produce trajectories convergent to the origin in finite time. Examples 
of such open-loop time optimal controllers include Fuller’s controller [79] and energy 
optimal controllers [80]. The main disadvantage of open-loop controllers is that they 
do not produce asymptotic stability (and render the system unstable) if there is any 
uncertainty or disturbance in the system.

A closed-loop continuous time optimal controller can be found in [81] which combines 
a continuous optimal state feedback with a time varying feedback that drives the 
trajectories to zero in finite time. This is a feedback form but any uncertainty or 
disturbances appearing in the system would render the trajectories only asymptotically 
stable and not finite time stable. The same is true with the continuous observer (with 
a closed-loop structure) that converges in finite time [82].



2.2. Continuous finite time stabilisation 30

The published literature shows that Haimo’s work [11] was the first effort in estab
lishing a continuous finite time stable feedback controller. This work showed that 
the resulting closed-loop systems are necessarily non-Lipschitz. The robustness to 
certain classes of disturbances was also proven. Finite time stability of continuous 
homogeneous systems were studied in [83] where a continuous homogeneous controller 
for a double integrator system was proposed. Another finite time stable continuous 
controller was established in [12]. The stability analysis explicitly identified a strict 
Lyapunov function that satisfied a differential inequality. It is noteworthy that no 
robustness analysis was performed in the references [12, 83]. Lyapunov and converse 
Lyapunov theorems were studied in [13] which defined the Lyapunov based finite time 
stability and established that the continuity properties of the settling time function is 
a necessary condition for finite time stability. The authors discussed the robustness 
properties of finite time stable systems and showed that Lipschitz systems are less 
robust than the finite time non-Lipschitz systems [13, Th 5.2]. A continuous finite 
time observer was proposed in [46] which was supported by a strict Lyapunov function 
satisfying the conditions established in [13]. This observer was combined with a finite 
time stable controller. The output feedback synthesis was shown to be robust to a 
certain class of disturbances.

Since these early contributions, finite time stabilisation using continuous controllers 
has attracted ever growing interest. It was shown in [84] that geometric homogeneity 
of the vector field of the closed-loop system leads to finite time stability of the origin if 
the equilibrium of the system is asymptotically stable and the degree of homogeneity is 
negative1. Existence of a C1-smooth Lyapunov function was also given [84, Section 7]. 
It is noteworthy that this result may be seen as presenting a weak robustness result in 
the sense that the perturbed system is also finite time stable under the assumption of 
homogeneity of the disturbance [84, Th. 7.4]. Reference [87, Th. 6] presented proof of 
existence of a smooth Lyapunov function without assuming continuity of the settling 
time. Continuous finite time stabilisation of non-linear systems of dimension n with m 
control inputs also remains an active area. An important result was given in [88, Th. 
3.1] which proposed a homogeneous controller that finite time stabilises the nonlinear 
autonomous system.

All the references discussed above either prove finite time stability for homogeneous 
systems which are autonomous (i.e. the vector field does not depend on time) or give 
ultimate boundedness when a time varying perturbation appears. Finite time stability 
of time varying (non-autonomous) systems have also been studied in recent years. 
A homogeneous feedback was proposed in [89] which stabilised a class of non-linear

1See pioneering works [85, 86] and references therein for detailed analysis of geometric homogeneity 
and asymptotic stabilisation of continuous homogeneous systems
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systems. The control was shown to be robust to uncertain terms with a bound that is 
a multiplication of the 1-norm of the state vector and certain C1 functions. Reference 
[90] proposed an adaptive finite time control of a class of non-linear systems with 
parametric uncertainties. These results were based on the aforementioned reference 
[88, Th. 3.1]. Although, the above articles allowed the right hand side to be a function 
of time or some parameter 0, uniform finite time stability was not achieved with respect 
to initial time and disturbances. Non-singular real-valued continuous robust terminal 
sliding mode controllers were established in [91]. Although, the authors define these 
controllers as exhibiting terminal sliding modes, they are simply continuous finite time 
stable controllers. The basis for this argument is the fact that these are not variable 
structure controllers [91, Th. 1]. Furthermore, the main result [91, Th. 1] clearly shows 
the fact that the controllers do not render the trajectories convergent to the sliding 
surface when persisting disturbances appear, something quite natural for other variable 
structure controllers like the non-singular terminal sliders [92] or the traditional sliding 
mode controllers.

Reference [9] was the first article where uniform finite time stability was discussed. 
Formal Lyapunov and converse Lyapunov theorems for uniform finite time stabilisation 
of non-autonomous continuous non-linear systems were given in reference [44]. This 
article extended some of the results of [13] on continuity of settling time to the time 
varying systems. This article related to establishing general Lyapuov theorems for 
continuous vector field and did not identify explicit Lyapunov functions for the specific 
case of homogeneous controllers. Uniform finite time stability of a class of non-linear 
autonomous systems was obtained in the reference [93, Corollary 2.24, Example 5.5] 
using the concept of so called ‘homogeneity in the bi-limit’ . However, in the presence 
of time varying and vanishing continuous disturbances, the subsequent results only 
provided global asymptotic stability and not finite time stability [93, Example 5.6]. 
Most recent results on finite time stability of time varying systems can be found in the 
reference [94] which does not give proof of uniform finite time stability as defined in 

[44].

It can be seen from the above literature that Lyapunov functions have not been 
identified to prove uniform finite time stability even for a simple perturbed double 
integrator system when time varying discontinuous (possibly variable structure) dis
turbances appear. As mentioned in Chapter 1 one of the main aims of the thesis is 
to apply the resulting uniform finite time stable controller to unilaterally constrained 
systems. Chapter 6 studies this topic.
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2.3 Unilaterally constrained systems

The previous two subsections detailed the state-of-the-art of discontinuous and con
tinuous finite time stabilisation. The trajectories of the resulting closed-loop variable 
structure systems were understood in the sense of Filippov’s definition [G] and were 
absolutely continuous. The purpose of this subsection is to give a literature review of 
the class of control problems where the trajectories of the controlled system undergo 
a jump. The trajectories are thus discontinuous. These solutions are understood in 
the sense of measure differential inclusions [47, 95]. Such discontinuous systems occur 
in various areas such as electrical circuit theory [22], mechanical engineering (non
smooth mechanics) [23] and control of hybrid systems [24], The literature review in 
this section is largely dedicated to control of impact mechanical systems arising from 
unilateral constraints. Unilaterally constrained mechanical systems occur when the 
position of the particle is only allowed to evolve in a limited part of the state-space. 
An introduction to the subject can be found in [23]. From the physicists’ viewpoint, it 
is a theoretically very challenging and interesting subject to study how the motion of 
a unilaterally constrained particle evolves. Of principal interest to researchers in non
smooth mechanics are the two non-linear phenomena, namely, the nature of contact 
and the process of collision.

The central chapters of this thesis concern the control of such unilaterally constrained 
planar systems using non-smooth and variable structure controllers. Such a control 
problem is relevant in two practically relevant scenarioes. The first scenario is when a 
vector relative degree two mechanical system (e.g. fully actuated n-link robot) is to be 
stabilised on the constraint surface. Such a motion can be found, for example, in surface 
contour machining processes [96, Section VII]. When stabilisation on the constrained 
surface is to be done via the externally designed control input u, the feedback law 
and stability analysis have to deal with jumps or resets arising from the collision with 
the constraint surface. The second scenario is when the impacts are recurrent, as in 
control of biped robots, when the resets give rise to orbits. The control problem then 
becomes that of ensuring a stable orbit [15].

Controllability and stabilisability of complementarity dynamical systems were stud
ied in reference [40] where a finite accumulation of impacts was considered. Tracking 
control of frictionless Lagrangian systems with unilateral constraints was studied in 
[36]. Conditions for weak and strong stability and existence of controllers were de
veloped based on Lyapunov analysis. The key result was to analyse the decay in the 
post-jump values of the Lyapunov function which essentially is caused by the jumps 
in generalised velcoity [36, Claim 3]. Reference [39] extended the Krakovskii-LaSalle
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invariance principle to a class of unilaterally constrained dynamical systems. A gen
eral framework for tracking control of biped robots, which are unilaterally constrained 
mechanical systems, was studied in [97]. A switched controller was proposed in [37] 
to track a suitably designed trajectory for multi-constraint systems where rigorous 
Lyapunov analysis along with trajectory planning methods were provided.

The above mentioned references study asymptotic stability and stabilisation. In the 
context of finite time stability of unilaterally constrained systems, reference [98] studies 
finite time stabilisation via impulsive control. Results on robust finite time stabilization 
of linear impulsive systems can be found in [99]. This does not encompass the finite 
accumulation of impacts.

It can be seen from the above references on mechanical systems as well as from the 
relevant Lyapunov based stability results of impulsive systems [23], [34], [33], [100], 
[101], [35], [102], [36], [21] that rigorous Lyapunov analysis has not been carried out 
for finite time stabilisation and stability of unilaterally constrained systems. As can be 
seen from the literature review on finite time stabilisation using variable structure and 
non-smooth controllers, there is a distinct opportunity to apply these methods to the 
unilaterally constrained systems due to the superior robustness properties than asymp
totic stabilisation. Chapter 5 studies this topic with variable structure controllers and 
Chapter 6 studies this topic with continuous finite time stable controllers.

2.4 Mathematical preliminaries

This thesis will establish uniform finite time stabilisation of variable structure and 
continuous non-smooth systems with unilateral constraints that gives rise to resets. 
It is important to clearly outline what is meant by each of the mathematical terms 
that will be used by all the chapters that follow the above literature review. The sole 
purpose of this sub-section is to provide the mathematical definitions that will have a 
recurring presence throughout the thesis.

Consider the discontinuous dynamical system

x =  (p(x,t) (2-47)

where x =  (x\,X2 , ■ ■ ■ , x n)  ̂ is the state vector, t £ R  is the time variable and function 
4>(x,t) is piece-wise continuous. The function cf> : R ra+1 —> Rn is piece-wise continuous 
iff R ” +1 is partitioned into a finite number of domains Gj £ R 7l+1, j  =  1 with
disjoint interiors and boundaries dGj of measure zero such that <f> is continuous within
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each of these domains and for all j  =  it has a finite limit cjA (x,t) as the
argument (x * , t *) £ G j approaches a boundary point (x ,t.) £ h)Gj.

For example, the function 4>(x,t) =  sign(a:) for x  £ IR, defines two domains G\ =  
{ x  : x  > 0} ,G 2 =  { x  : x  < 0} in R  with the common boundary of zero measure 
d G j =  {.r : x  =  0}, j  =  1,2. Of course, 4>(x) is a piece-wise continuous function since 
the limits lim;cj_. ).x+ dG\ =  1 and lim ,,.»^- dG o = —1 are finite £ G\, xt, £ G 2 , x  £
d G j , j  =  1,2.

Definition 2.1 (Solutions in the sense of Filippov [6]). G iven the differential 

equation (2.47), let the sm allest con vex  closed se t § ( x , t )  be introduced f o r  each point 

( x , t )  £ R " x  R such that <f>(:r,i) contains all the limit poin ts o f  f ( x * , t )  as x* —» x ,  

t =  constant, and ( x * , t )  £ Rri+1\(U^=19Gj). A n  absolutely continuous fu n ction  x ( - )  

defined on interval I is said to be a solu tion  o f  (2.47) i f  it satisfies the differential 

inclusion

¿ € $ ( ® , i )  (2.48)

alm ost everyw here on interval I.

Solutions to differential equations will be understood as defined in Definition 2.1 
throughout the thesis. For the example of <j)(x,t) =  sign(x), the closed convex set <f> is 
obtained as $ ( x , t )  =  [—1,1]. The solution to the differential equation (2.47) exists for 
arbitrary initial condition x ( t o) on an interval I =  [to ,t\ ) and is non-unique in general 
[6, Th, 10].

This thesis studies robustness of variable structure and non-smooth systems in order 
for these controllers to be applied to unilaterally constrained systems. It is important 
to define the class of perturbations that will be studied. Let the perturbed version of 
(2.47) be given as follows:

x  =  (¡>(x, t) +  ip(x, t) (2.49)

where, ip(x,t) is a piece-wise continuous function with components ip\, ip2 , ■ ■ ■, f>n- 
When studying variable structure systems, the components %fi,i =  1 ,2 , . . . ,  n  are as
sumed to be locally uniformly bounded by upperbounds

ess sup \ifi(x,t)\ < Mi, ¿ =  1,2, . . . ,n ,  (2.50)

for almost all (x , t) £ B$ x R, where B$ C R is a ball of radius S >  0, and some positive 
constants Mj > 0 fixed a priori. When studying a continuous non-smooth vector 
field (j>(x,t) along with piece-wise continuous perturbations the components
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ipi,i — 1, 2, . . .  ,n  are assumed to be locally uniformly decaying upperbounds

ess sup \ipi(x,t)\ < AijQ:(||.T||)), * — 1,2, . . .  ,n, (2.51)

where d(||x(a;,t)||)) is a continuous positive definite function such that

lim a(||̂ |D) 0 (2.52)

Definition 2.2 (Differential inclusions for uncertain discontinuous systems 
[9]). An absolutely continuous function x(-), defined on an interval I, is said to be a 
solution of the uncertain differential equation (2.49) with the rectangular uncertainty 
constraints (2.50) (sectorial constraints (2.51)y) iff it is a solution of (2.49) on the 
interval I in the, sense of Definition 2.1 for some piece-wise continuous function if 
subject to (2.50) (respectively, (2.51)/

An uncertain system (2.49) can bo represented as a differential inclusion of the form

i G $ ( i , f )  +  $ ( i , f ) ,  (2.53)

whore 4>(.'r, t) is the same as defined in Definition 2.1, 4/ is the cartesian product of the 
intervals 'll, =  [—Mi, Mf\ for the uncertainty constraints (2.50), *5 is cartesian product 
of the intervals 4/ =  [— t), M{Ci{x,t)] for the uncertainty constraints (2.51) with
(x,t) G c)Gj,j =  1 ,2, . . .  ,n representing the discontinuity (or limit) points of <p(x*,t) 
as x* —> x and the set

<h(x, t) +  4/(a’,i) — {(f +  if : (f) G 4>(x, t), ip G 4>(a;,f)}. (2-54)

Continuing with an example (see [11]) of a vector field to highlight where the above 
definition 2.2 is applicable, a planar non-smooth system u:i =  X2 , ¿2 =  — |xi|aisign(xi) — 
|̂ 2|“ 2sign(x2) where 01,02 are positive scalars belonging to the interval (0, 1) has the 
right hand side tp\ =  X2 , (p2 =  ~| î|ttlsign(a;i) — |x2|“2sign(2:2). Consider the un
certainty ip\ — 0,ip2{x,t) =  il/2|̂ 2|“ 2sign(xi) sin(i), M2 >  0. It can be verified that 
1P2 belongs to the class of uncertainties with upperbound (2.50) when 02 =  0 and 
to the class of uncertainties with upperbound (2.51) when 02 G (0,1). In the later 
case, the inclusion (2.53) can be obtained by considering 4/ as the cartesian product 
(0, — Ai l̂a l̂“ 2) x (0, Â 2 1 “ 2) on the set of all discontinuity points { (x , t )  : x\ =  0}.

The main focus of this thesis from the stability analysis viewpoint is on uniform finite 
time stability with respect to initial time to as well as uncertainty ip(x,t). It is impor
tant to highlight what is meant by uniformity. This is a well studied area for systems
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with Lipschitz dynamics and many references are available [16, 43, 103] as regards uni
formity with respect to initial time. It can be seen from the above references, however, 
that emphasis is seldom given to uniformity with respect to uncertainty. Definitions [9, 
Definitons 2.3,2.4,2.5] of (uniform) stability, (uniform) asymptotic stability and (uni
form) finite time stability of the inclusion (2.48) for the discontinuous vector field can 
be seen as the counterparts of the definitions available in the references [16, 43, 44, 103] 
for similar stability concepts in the case of continuous vector field. Hence, definitions 
[9, Definitons 2.3,2.4,2.5] are not included here as they only focus on uniformity of 
stability with respect to initial conditions. The following definitions are inherited from 
[9, Definitons 2.6,2.7,2.8] which take into account the uniformity of stability with re
spect to the uncertainty ip. It should be noted that the word ‘equiuniform’ appearing 
in [9] is utilised in the following definitions to refer to uniformity of various stability 
concepts with respect to the initial conditions as well as the uncertainty ip.

Suppose that x =  0 is an equilibrium point of the uncertain system (2.49), (2.50) 
(or similarly (2.49), (2.51)), i.e., x  =  0 is a solution of (2.49) for some function ?/’o, 
admissible in the sense of either (2.50) or (2.51), and let x(- ,to,x° ) denote a solution 
x(-) of (2.49) for some admissible function ip under the initial conditions x(to) =  x°.

Definition 2.3 (Equiuniform stability [9]). The equilibrium point x =  0 of the

uncertain system (2.49), (2.50) (or similarly (2.49), (2.51)) is equiuniformly stable iff 
for each to £ It, e > 0 there exists 5 =  <5(e), dependent on e and independent of to and 
ip, such that each solution x(-, to, x°) of (2.49), (2.50) (or similarly (2.49), (2.51)) with 
the initial data x° £ Bs exists on the semi-infinite time interval [to, oo) and satisfies 
the inequality

||(x(i, to, £°))|| < e V f e [ f 0,oo). (2.55)

Definition 2.4 (Equiuniform asymptotic stability [9]). The equilibrium point 
x — 0 of the uncertain system (2.49), (2.50) (or similarly (2.49), (2.51)) is said to be 
equiuniformly asymptotically stable if it is equiuniformly stable and the convergence

lim ||(x(i,t0,x 0))|| —>■ 0 (2.56)i—> oo

holds for all the solutions x(-, to, x°) of the uncertain system (2.49), (2.50) (or similarly 
(2.49), (2.51)  ̂ initialized within some Bs (uniformly in the initial data to and x°). If 
this convergence remains in force for each S > 0, the equilibrium point is said to be 
globally equiuniformly asymptotically stable.

Definition 2.5 (Equiuniform finite time stability [9]). The equilibrium point 
x =  0 of the uncertain system (2.49), (2.50) (or similarly (2.49), (2.51)) is said to 
be globally equiuniformly finite time stable if. in addition to the global equiuniform
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asymptotical stability, the limiting relation

x(t, to, x ° ) = 0 (2.57)

holds for all the solutions x(- ,to,x°) and for all t > to +  T(to,x°), where the settling 
time function

T(to, x°) =  sup inf{T > 0 : x(t, to, x°) =  0 for all t > to +  T}
x(-,t0,x°) (2.58)

is such that
T(Bf)  =  sup T(t0,x°) < oo for all 5 > 0,

x0£Bs,toëR

where 5 =  5(e) is independent of to and if.

(2.59)

The infimum in (2.58) is to detect the first instant t =  T  such that x(t, to,x°) =  
0, Vi > to +  T  and the suppremum is for taking the worst case trajectory that takes 
the longest time to arrive at the origin.

The following chapters will also use the concept of geometric homogeneity. The 
following definitions are inherited from [9, Definitions 2.9, 2.10],

Definition 2.6 (Homogeneity of differential inclusions and equations [9]).
The differential inclusion (2.48) (the differential equation (2.47), the uncertain systems

(2.49) , (2.50) or the uncertain systems (2.49), (2.51)  ̂ is called locally homogeneous of 
degree q £ R  with respect to dilation (jq, r2, . . . ,  r„), where i\ > 0, i =  1, 2, . . . ,n ,  if 
there exist a constant cq > 0, called a lower estimate of the homogeneity parameter, 
and a ball Bs C R n, called a homogeneity ball, such that any solution x(-) of (2.48) 
(respectively, that of the differential equation (2.47), the uncertain systems (2.49),
(2.50) or the uncertain systems (2.49), (2.51)y) eveolving within the ball Bs, generates 
a parameterised set of solutions xc(-) with components

xf(t) =  criXi(cqt) (2.60)

and any parameter c > cq.

Definition 2.7 (Homogeneous piece-wise continuous functions [9]). A piece- 
wise continuous function (f : R n+1 —» R n is called locally homogeneous of degree q £ R 
with respect to dilation (rq, r^,. . . ,  rn), where rq >  0, i =  1 , 2 , ,  n, and if there exists 
a constant cq > 0 and a ball Bs C R n such that

(fi(crix 1,cr2x2, ■ ■ . , c rnxn,c qt) =  cq+ri<fi(xx,x2, . . . , x n,t) (2.61)
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for all c >  Co and almost all (x, t) £ B$ x R.

The global homogeneity concept for the inclusions (2.48) and the piece-wise contin
uous functions <j> can be formally introduced using definitions 2.6 and 2.7 by taking 
S =  oo. It should be noted that geometric homogeneity defined in Definition 2.7 is 
a stronger concept than that appearing in [84] and the references therein since the 
former additionally covers differential inclusions arising from discontinuous right hand 
sides.

Definition 2.8 (Quasi-homogeneity principle [20, Th. 4.2]). Let the following 
conditions be satisfied:

1. a piece-wise continuous function f> is locally homogeneous of degree q £ R  with 
respect to dilation (rp r%, ■ ■ ■ rn),

2. components ipi,i =  1,2, . . . , n  of a piece-wise continuous function xf are locally 
uniformly bounded by constants Mi > 0,

3. Mi =  0 whenever q +  n  >  0.

4- the uncertain system (2.49), (2.50) is globally equiuniforrnly asymptotically stable 
around the origin.

Then, the uncertain system (2.49), (2.50) is globally equiuniformly finite time stable 
around the origin.

Before concluding this chapter, a few definitions relating to Lyapunov functions are 
presented. The following three definitions relating to the weak, strong and strict Lya
punov functions can be found in various excellent texts and papers. The reader is 
referred to the references [43], [16, Ch. 4], [9, 13, 44],

Definition 2.9 (Weak Lyapunov function and uniform stability [16, Th. 
4.8]). Consider the non-autonomous system (2.47) with <f>(x,t) locally Lipschitz in x 
and piece-wise continuous in t. Let x — 0 be an equilibrium point for (2.47) and 
D  C R n be a domain containing x =  0. Let V : [0, oo) X D —>■ R  be a continuously 
differentiable function such that

Wi(x) < V {x , t ) < W2(x) 
dV dV ,, ,

< 0
(2.62)

V t > 0 andMx £ I), where W\{x) and R L ^) are continuous positive definite functions 
on D. Then, x =  0 is uniformly stable.
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Extension of Definition 2.9 to Lipschitz-continuous (or locally Lipscliitz) non-smooth 
function V(x,t)  and to piece-wise continuous <f(x,t) can be found in [20, Tli. 3.1, 
Lemmas 3.1, 3.2].

Definition 2.10 (Strong Lyapunov function and uniform asymptotic stabil
ity [16, Th. 4.9]). Consider the non-autonomous system (2.47) with <p(x,t) locally 
Lipschitz in x and piece-wise continuous in t. Let x =  0 be an equilibrium point for 
(2.47) and D c  IR™ be a domain containing x =  0. Let V : [0, oo) x D —>• IR be a 
continuously differentiable function such that

W\{x) <V(x , t )  < W2(x) 
dV dV , TJ. , , (2.63)

V t > 0 and \/x £ D, where W\(x), W2(x) and W^(x) are continuous positive definite 
functions on D. Then, x =  0 is uniformly asymptotically stable. If the conditions 
D =  R ra, LLi(O) =  0 and lim||a.||_>00 W\(x) —>• oo hold true, then x =  0 is globally 
uniformly asymptotically stable.

Definition 2.11 (Strict Lyapunov functions and uniform finite time stability 
[44, Th. 4.1]). Consider the non-autonomous system (2.47) with <f>(x,t) continuous 
in x and t. Let x =  0 be an equilibrium point for (2.47) and D  C It'1 be a domain 
containing x =  0. Let V  : [0, oo) x D —>• IR be a continuously differentiable function 
such that

Wi(x) <V(x , t )  < W2(x) 
dV dV
— + — cf>(x , t ) < - k ( t ) ( v ( x , t ) y

(2.64)

V t > 0 and \/x £ D , where Wi(x), W2(x) and Ws(x) are continuous positive def

inite functions on D, k : [0, oo] —> 1R+ such that k(t) > OVf > 0 and a £ (0,1). 
Then, x =  0 is uniformly finite time stable. If the conditions D =  Htn, ILi(O) =  0 
arid limna-N̂ oo W\(x) —> oo, lim||a.M_>00 W2(x) —> oo hold true, then x  =  0 is globally 
uniformly finite stable.

The reader is refereed to [13] where finite time stability of autonomous systems was 
studied using strict Lyapunov functions. It can be seen from the definitions presented 
thus far that finite time stability is only meaningful when asymptotic stability is proven 
first. The thesis also uses the term semi-global Lyapunov functions frequently. The 
following definition of semi-global stabilisation can be found in [16, Section 12.1]:
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Definition 2.12 (Semi-global stabilisation [16, Section 12.1]). I f  feedback con 

trol does n ot achieve global stabilisation, but can be designed such that any given com 

pact se t Br =  { x  : ||x|| < r } ,  with 0 < r < oo chosen  arbitrarily large, can be included in 

the region o f  attraction, the resulting stabilisation is said to be sem i-global stabilisation.

2.5 Conclusion

This chapter presented a comprehensive literature review of second order sliding mode 
controllers, continuous finite time controllers and control of unilaterally constrained 
systems. Mathematical preliminaries were also briefly described.

It can be seen from the discussion at the end of Sections 2.1, 2.2 and 2.3 that uniform 
finite time stability of unilaterally constrained systems as defined in Definition 2.5 is 
a new and interesting direction. The next two chapters first study the finite time 
nature of second order sliding mode controllers to establish the main result of achieving 
arbitrarily less settling time in the case of systems where resets do not appear. The 
Lyapunov based stability framework for the non-impact case is proposed in such a way 
that the subsequent chapters can construct the same results for systems with resets by 
exploiting the applicability of Filippov’s solution concept and all the above definitions 
to systems with resets.



CH APTER  3

Settling Time Estimate for a Second Order Sliding Mode 
Controller: A  Homogeneity Approach

3.1 Introduction

Second order sliding mode controllers have received considerable attention from re
searchers within the sliding mode control research community since their formal intro
duction in [4] and numerous contributions have been made. The principal motivations 
to study second order sliding mode controllers can be easily identified to be (i) the 
possibility of having a non-Lipschitz but continuous control and (ii) mitigation of ad
verse effects of chattering while simultaneously preserving the well-known features of 
traditional sliding mode control, namely, robustness to persisting disturbances of some 
class and stabilization via appropriate design of sliding manifold [3, 104]. The main 
feature of second order sliding mode controllers is that finite time convergence to the 
origin of a planar controllable system is achieved where the persisting disturbances with 
a finite upper bound appear via the control channel [4]. Fully actuated controllable 
mechanical systems with Coulumb friction terms on the right hand side, for example, 
can be finite time stabilized by the so-called ‘twisting’ controller which is one type of 
second order sliding mode controller [105], [20, Cli. 12] [3, Ch. 3].

This branch of sliding mode control, however, has been receiving renewed interest re
cently relating to identifying strict Lyapunov functions such that the well-known finite 
time convergence property can be deduced along with traditional Lyapunov stability 
arguments [3, 41, 42, 70, 71, 106]. The finite time convergence property can be deduced 
either based on the homogeneity of the differential inclusion [9, 107] or based on the 
differential inequality of the underlying Lyapunov function (see [3, 41, 42, 70, 71, 106] 
for the discontinuous case where second order sliding mode controllers are used and

41
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[12, 13] for the case of differential equations with a continuous right hand side). This 
chapter gives a new Lyapunov based framework such that the differential inequality is 
not needed. The methodology is based on identifying homogeneity regions such that 
the finite time of convergence to the origin can be computed. Furthermore, the existing 
semi-global Lyapunov function is shown to be a globally radially unbounded function 
with a globally negative definite temporal derivative along the closed-loop trajectory of 
the system. Existing literature on Lyapunov methods [3, 41, 42, 70, 71, 106] does give 
settling time estimates but does not give straightforward tuning rules. In this chapter 
a new method is derived based on the result of finite time stability of homogeneous 
switched systems [9] to compute a settling time estimate. The main motivation to 
propose an alternative method of computing the settling time is that explicit tuning 
guidelines can be established by successfully avoiding any parameter optimization.

The chapter is organized as follows. First a comprehensive review of Lyapunov ap
proaches in the area of second order sliding mode control (SOSM) is given in section 
3.2. The problem statement is then motivated in section 3.3. Section 3.4 proves the 
global nature of an existing semi-global non-smooth Lyapunov function via a math
ematical proof of exponential stability and computes the homogeneity regions of the 
state space. A new method to compute the finite settling time is then established in 
section 3.5. Section 3.6 gives tuning guidelines to achieve a desired reduction in the 
settling time. Section 3.7 presents numerical simulation results. Section 3.8 gives a 
summary of results and motivates further investigations where it is argued why the 
existing knowledge and the research work proposed in this chapter are important with 
application to systems with resets in one of the states. Furthermore, a shortcoming of 
the approach is also discussed which is successfully solved in the next chapter. Some 
concluding remarks for the chapter are given in 3.9.

3.2 Lyapunov approaches: State of the art in SOSM

A robust second order sliding mode ‘twisting’ controller to stabilize a planar non-linear 
system to the origin in finite time was first presented in [4]. A survey of the finite time 
stability of discontinuous dynamical systems characterized by differential inclusions 
was carried out in [108]. The first instance where a Lyapunov function for a second 
order sliding mode controller is presented can be found in [9] where a semi-global strong 
Lyapunov function enables uniform finite time stability to be established in the presence 
of non-homogeneous disturbances. The attainment of finite time convergence is mainly 
due to the homogeneity of the differential inclusions. Recent work [70] formulates the 
Lyapunov function design problem for the twisting controller in terms of obtaining
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the solution of a first order partial differential equation. It should be noted that 
this work leads to an estimate of the settling time using the application of multiple 
Lyapunov functions. The latest development relating to the twisting controller in 
terms of providing a strong Lyapunov function that satisfies a differential inequality 
were recently given by [42, 106].

The twisting controller naturally finds its application to synthesis problems where 
the relative degree of the sliding function is 2 with respect to the control input [4], [3, 
Ch. 3]. The other variant of the second order sliding mode controller, the so-called 
‘super-twisting’ algorithm, naturally finds its application in observation of unmeasured 
state variables. There have been many contributions as far as identifying Lyapunov 
functions for the super-twisting algorithm is concerned. The first such contribution 
[41] established uniform finite time stability of the observer by identifying an explicit 
Lyapunov function and obtained an explicit upper bound on the settling time for the 
super-twisting algorithm. The problem of Lyapunov function design for the super
twisting controller via generalization of Zubov’s method is studied in [71] which is in 
fact a multiple Lyapunov function approach. Other contributions in this area have 
been given where the finite time stability of the super-twisting observer is proven via 
establishing a strict Lyapunov function [14]. More importantly, the Lyapunov function 
proposed in [14] leads to uniform finite time stability for both the cases, namely (i) 
when certain parameter of the observer is set at its homogeneity value giving robustness 
to persisting disturbances and (ii) when the aforementioned parameter is set between 
the interval (0,1) giving robustness to only vanishing disturbances. The latest advances 
in this direction can be found in [109] and [73] where adaptation in gains of the super
twisting controller is presented to minimize the effects of chattering and to reject 
disturbances with unknown boundaries respectively.

It is interesting to note that most of the references cited above share a unique prop
erty, namely, that finite time convergence of the Lyapunov function to the origin of 
the state space is achieved using an increasing condition on the Lyapunov function 
given by the differential inequality V < ~ K V a, where a  represents the strong decay 
rate and K  > 0 is a constant dependent on system properties. A completely differ
ent approach to prove global finite time stability of discontinuous switched systems 
was established by [9]. The estimate of an upper-bound on the settling time function 
was computed for quasi-homogeneous differential inclusions based on the definitions 
of homogeneity ellipsoids in a close vicinity of the origin. However, the definitions of 
th(' homogeneity parameters defining the ellipsoids were not identified for the twisting 
control algorithm. It appears from the above literature that the main difference be
tween the approaches that identify a Lyapunov function V(x ) ,x  £ B2 that satisfies the 
aforementioned differential inequality and those that do not is that the former could
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not establish uniform finite time stability as defined in Definition 2.5 of the previous 
chapter1 (also see [44] for definition of uniform finite time stability for the continuous 
right hand sides). Although no theoretical proof is presented in this chapter for the 
above observation, the intuitive reason appears to be the fact that it is more difficult to 
“guess” a Lyapunov function which satisfies a differential inequality along the closed- 
loop trajectory while also decaying uniformly in initial data and in disturbances, than 
the one that does not. The reader is referred to the discussion in Chapter 1 as regards 
the difference between the finite time stability and uniform finite time stability with 
respect to initial data and uncertainty (and also to the definition 2.5). This chapter 
and the rest of the thesis will follow the later method to keep focussed on uniformity 
of Lyapunov stability while establishing uniform finite time stability.

Robustness Comparison of SOSM with Continuous Finite Time Sta
bilization

As outlined in the literature review in earlier chapters, the literature on continuous and 
discontinuous finite time stabilization is rich. One of the early efforts of [11] showed 
that planar controllable systems, which can be converted in the Brunovsky canonical 
form

x — u(x , x ), (3-1)

can be stabilised in finite time to the origin when a non-Lipschitz but continuous 
controller of the form

u(x,x),  =  — |:resign (x) — |.r|bsign(:r) (3.2)

with the condition > b, a G (0,1) is utilised. The same controller but with the 
condition =  b also renders the double integrator (3.1) finite time stable [110]. A 
more rigorous Lyapunov based analysis was given such that the inequality of the form

V < —K V a (3.3)

is satisfied along the closed-loop trajectory of the system (3.1) with a continuous finite 
time stabilizing controller u(x 1, 2:2) defined by

Oi
u(x,x) =  -^i\4>\2-«sign(<(>) —/T2|i|“ sign(±), (3.4)

’ The results in [42] are an exception to this observation as the Lyapunov based finite time stability 
is uniform due to the proof of the inequality a(||x||) < V(x) < /3(||x||). However, no tuning rules are 
given for the gain parameters of the controller.
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where <f> =  x +  2z^sign(i)|i|2_a, a G (0.1). It was shown in [13, Th. 5.2] that finite 
time controllers exhibit better rejection properties to disturbances than their Lipschitz 
counterparts in that the ultimate bound on the state under Lipschitz feedback can only 
be guaranteed to be of the same order of magnitude as the perturbation and not less. 
It was shown in [14] that vanishing disturbances Lo(t) that satisfy an upper bound of 
the form

esssup |w(f)| < |x2|“ (3.5)

can be suppressed and asymptotic stability of the perturbed version

X\ =  X2

x2 =  u(x,x) +  uj(t)
(3.6)

of the system (3.1) can be established, where x =  (x\,X2)T =  (x, x )T is state vector. 
The work in [46] proposed a finite time observer the analysis of which was supported by 
a strict Lyapunov function. It should be noted that this observer was not shown robust 
to parameter uncertainties and measurement noises. Superiority of the super-twisting 
algorithm for observation of states can be easily seen in the latest research in Lyapunov 
analysis [14, 41, 71] where it was clearly shown via strict Lyapunov functions that the 
uncertainty on the right hand side of the first differential equation of (3.6) can have an 
upper bound (3.5) and that on the right hand side of the second differential equation 
of (3.6) can have an upper-bound of the form

ess sup |u;(f)| < M (3.7)

without affecting the finite time stability. Thus the second order sliding mode algo
rithms are designed to reject a stronger class of disturbances with the upper bound 
(3.7)[3, 4] as opposed to the bound (3.5).

The second order sliding mode algorithms can be utilised by adding an additional 
integrator when the relative degree of the sliding variable with respect to the control 
variable u is one [3]. The second order sliding mode algorithms produce a continuous 
and non-Lipschitz but more robust algorithms than the aforementioned continuous 
finite time stabilizing control laws. To support this observation, consider the following 
non-linear system:

x =  f { x )  +  g(x )u +  u> (3.8)

where x G R n,u G R and /  and g are sufficiently differential tie functions of x. The 
uncertainty cj(t) is assumed to be differentiable at least once. Assume that a sliding 
surface s(x) is designed such that motion of the closed-loop system is stable on the 
manifold s(x). Also assume that the relative degree of s with respect to u is one.
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Consider the first derivative of s during the stable sliding motion as follows:

f) Q 3 Q
S =  +  — g(x)u (3.9)

If it is assumed that (§^g(x)) 1 7̂  0, the following sliding mode controller enforces 
a sliding motion on s =  0

u =  ~ ^ f ( x )  +  psign(s)^ (3.10)

if p > ||§w(f)| =  M  >  0 [2, 3] since then s =  — {p — ||n>(f))sign(.s) is established. Such 
a controller will reject the disturbance with an upper bound of the following form:

3 s
esssup I—  w(i)| < M  (3-11)

ox

If for technological reasons, a discontinuous controller is not permitted and a contin
uous finite time stable controller of the form

u =  — f i x ) +p|s|"sign(s) (3.12)

is utlised with a  £ (0, 1) then only the disturbances uj with an upper bound of the 
form

3 s
sup | — uj(t)\ < M\s\a (3.13)

can be rejected without affecting the finite time convergence to the sliding manifold 
when p >  M . This claim can be easily checked by considering a Lyapunov function 
candidate V =  |s|. The temporal derivative of V along the trajectory (3.9) can be 
computed with u defined in (3.12) as follows:

V — ssign(s) +  ^m sign(s)

<  - { p  -  M)\s\a =  - ( p  -  M ) V a
(3.14)

Clearly s =  0 is reached in finite time [13, Th. 4.2]. It should be noted that the 
bound (3.13) is weaker than the bound (3.11). This is the cost of having continuity in 
control.

Let a second order sliding mode controller be utilised with an additional integrator 
such that u — (§^g) 1 v. The relative degree of the sliding variable s with respect 
to v becomes two. Then, considering the second derivative of (3.9), the following is
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obtained

where

s =  F(x,  u) +  ( ! S- g )  ù

=  F(x, u) +  v
(3.15)

(3.16)

If it is assumed additionally that ess sup |.F(:e, u )\ < F + < oo, the second order sliding 
mode control law

u(s, s) =  -/risign(s) -  /r2sign(s), (3-17)

where 0 < F + < <  /r2 — F + , guarantees uniform finite time stabilization of the
sliding variable s such that s =  s =  0 in finite time [9], It should be noted that the 
continuous finite time stabilizing control

v{s,s) =  —/¿i|.s|"sign(.s) -  /¿2| (̂S),s)|2tta (3.18)

where (f> =  s +  2zu|s|2_“ sign(s) can only reject vanishing bounds2

sup|.F(z,u)| < F + \s\a (3.19)

as can be seen from the existing results [84, Th. 7.4], Clearly, between the two con
trollers (3.17) and (3.18), (3.17) is more robust as it can reject persisting disturbances 
(or in terms of w, once differentiable disturbances with a persistent bound on the deriva
tive ù) as given by the right hand side of (3.16)) while maintaining uniform finite time 
stability. It should be noted that the controller u becomes a smooth controller when 
ù =  v with (3.18) is used. Whereas, the controller u is continuous but non-Lipschitz 
when ù =  v with (3.17) is used. Similar analysis on the super-twisting algorithm can 
be found in [3, Cli. 3].

Having discussed the superior robustness properties, it is important to highlight why 
the study of finite settling time behaviour and the corresponding tuning rules for the 
second order sliding mode controllers is relevant practically. Applications such as track
ing control of biped robots inherently require stabilization of tracking errors in each 
joint before the next successive impact occurs when the swing leg touches ground [15]. 
When a finite time stabilizing controller is used in such applications, an a priori guar
antee of achieving the prescribed settling time is of engineering importance to maintain

2The choice ess sup is invoked when the disturbances are allowed to be piece-wise continuous and 
only sup is invoked when the disturbances are restricted to absolutely continuous ones.
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overall stability. Thus giving constructive tuning guidelines for a robust second order 
sliding mode algorithm is theoretically challenging and practically relevant.

3.3 Motivation and problem formulation

The principal motivation and objective of this chapter is to introduce a novel homogene
ity based approach which obviates the need for the differential inequality V < —kVa 
while obtaining an upper bound on the settling time of the twisting controller. The 
framework differs significantly from the existing Lyapunov approaches while main
taining similar advantages. The framework is substantiated by exponential stability 
considerations using a global non-smooth Lyapunov function. The underlying philoso
phy is to combine the global exponential decay of the state trajectories to the domain of 
attraction with the finite time stability of quasi-homogeneous inclusion within the do
main of attraction. The homogeneity regions are identified which represent the domain 
of attraction.

The main contribution is twofold. Firstly, the proposed framework, while removing 
the dependence on differential inequalities, is novel and can inspire a new direction in 
establishing an upper bound on the settling time of exponentially stable homogeneous 
systems. Secondly, tuning rules are established for the twisting controller to achieve 
a desired settling time. In turn, the conservative nature of the settling time estimate 
becomes insignificant if the gains are appropriately tuned. This is clearly a contribution 
as the recent work of [106] does not provide straightforward rules to reduce the upper 
bound and hence cannot achieve a desired improvement in the settling time.

Consider the application of a twisting controller of the form [9]

u(xi,X2) =  -  ii\sign{x-2) — /J,2sign(xi) — hx\ — p x  2 

for stabilizing the following perturbed double integrator system

11 =  X2
1 2 = u ( x i ,  x 2 )  +  L o ( x i , x 2, t )

(3.20)

(3.21)

The following assumptions are made:

1. An upper bound on the disturbance term 
|u;| < Mi, M\ > 0 is known.
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2. The controller gains meet the conditions 0 < Mi < ¡i\ <  ~ Mi and let M
be such that 0 <  Mi <  M  <  p,\ < fi2 — M  holds true. Also h >  K2,p >  k for 
arbitrary k > 0.

The objective of this chapter is

1. To establish an upper bound P2 , h,p, M\, M)  on the settling time of the
system (3.20), (3.21).

2. To establish tuning rules for the controller parameters {/¿i, /¿2, h,p} to achieve 
the desired settling time.

3.4 Stability and homogeneity

This section develops the required mathematical details in order to achieve the aims 
stated in Section 3.3. Firstly, the global exponential stability of the twisting algorithm 
is established using a global non-smooth Lyapunov function. Secondly, the homo
geneity regions are identified step-by-step to facilitate the derivation of finite settling 
time.

3.4.1 Global Exponential Stability

The following result on global equiuniform asymptotic stability can now be stated (see 
Definition 2.4 for the definition of equiuniform asymptotic stability):

Theorem 3.1. Given the assumptions 1 and 2, the closed-loop system (3.20), (3.21) 
is globally equiuniformly exponentially stable.

Proof. Consider a non-smooth Lyapunov function candidate [9] as follows:

V =  H2 \xi \ +  \ (hx\ +  x|) +  kx  1 X2 (3.22)

It should be noted that the outcome of global equiuniform asymptotic stability in 
[9] was carried out on the premises of semi-global analysis. The negative definite 
temporal derivative of the Lyapunov function (3.22) was sought only in a compact 
set Da =  {x  : P2\xi\ +  \ {hx\ +  x2) < P}- No such assumption is made here to 
prove global equiuniform exponential stability. Equation (3.22) can be represented in 
quadratic form as follows:

(3.23)
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where, =  [ |xx|2 X\ x2 ] and

*1 =

i 'l  > 0 if h > k2. Hence the following can be deduced:

2/̂ 2 0 0
0 h K
0 K 1

(3.24)

Amin { 4 H }  I I 6 I I 2 <  ^  <  Amax (3.25)

where ||£i||2 =  \x\\ +  x\ +  x\ . The temporal derivative along the closed-loop system 
trajectories can be derived as follows:

V  =  —(/il -  M i ) H  — (p — k) x% — K,hx\ -K (/i 2 -  Pl — M\)\xi\ -  KXi — Kp X\ x2
(3.26)

The quadratic form of (3.26) can be obtained as follows:

where £J

V =  -

x2 ] and

Mi ~- Mi) 0 0 0
0 Mi — Mi 0 0
0 0 Kh (|/cp)
0 0 (hKP) P ~ K

(3.27)

'i'2 =

The matrix 4*2 > 0 if

p > k , k2 p2 — 4/c h p +  4 h k2 <  0 or h > 

The quadratic form (3.27) leads to the following:

~ A m in { T 2 } | | 6 | | 2

(3.28)

(3.29)

(3.30)

Noting that the inequalities HC2II2 =  |a-'i| +  \x2\ +  x\ +  x2 > |xi| +  x f +  x2 — ||£i||2 
and (3.25) hold true, (3.30) can be re-written as,

y  <  _  Aminiilil/

V(xi(t),x2(t)) = e~K (i- f°)H(xi(to),x2(io))
(3.31)

where, K  =  • From (3.31) and the definitions of AF1, H/2, the constant K  is
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bounded due to the inequalities h > k2, (3.29) and the assumption (2) imposed on the 
tuning parameters. It remains to prove that matrices are positive definite. It
is noted that the quadratic inequality (3.29) leads to the following real interval:

Pi < p < P2 where,
4k h — Vlfift2 h2 — 16k4 h

Pi 2k? P2 =
4k h +  \J 16/t2 h? — 16/i4 h (3-32)

2 K2

The values P\,P2 can further be simplified as follows:

Pi < p < p2 where, p\ = h -  y/h(h -  AC2)

P2 = h +  sjh(h — k?)
(3.33)

If h > k?  holds true then the interval [pi,P2] is always real, i.e [phPz] £ K and the 
positive definiteness of 4/2 is purely down to the satisfaction of the strict inequality 
Pi < p < P2 - This is easily achieved since the inequalities p\ >  0,p2 > h, h > k?  always 
hold true for all h, >  1, k <  1 and hence the choice p =  h. h >  1 > k2, k < 1 will always 
satisfy positive definiteness of both the matrices 4>i, 4>2 thereby proving the statement 
of the Theorem 3.1. □

Remark 3.1. The Lyapunov function V  is a globally radially unbounded positive defi
nite function which proves global exponential stability due to (3.25), (3.30) and (3.31). 
Except from the global nature, it is similar to the semi-global Lyapunov function pro
posed by [9]. The strict Lyapunov function recently proposed by [42, 106] does lead 
to a settling time estimate and is an even stronger candidate than the function V  pro
posed above. However, no constructive tuning rules for the gain parameters to achieve 
a desired settling time are currently available.

The Lyapunov function V  and the function V =  +  \ {hx\ +  x2) proposed in
[9] are equivalent in that the following inequality holds true on a compact set D r =

{ (xi .sa)  :

V < M RV where Mr > max 2/j,2+̂ ^ 1 +  K

k <  min ] 1 214
R ’

K2(m~Mi+p\/2R) 1
fi2V2R+pR J

}■ (3.34)

See [9] for further details on seini-global analysis. Hence the restriction pi > Mi +  \/2R 
in addition to the assumptions in section 3.3 suffices to obtain the values k <  1, Mr > 
1 +  K.
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3.4.2 Homogeneity Regions

Finite time stability of uncertain switched systems, which are characterised by homo
geneous differential equations with discontinuous right hand side, was studied in [9]. 
The main feature of this quasi-homogeneity study was that the finite time stability was 
established even when the homogenous differential equation has a uniformly bounded 
non-homogeneous possibly discontinuous perturbation appearing on the right hand 
side. From the engineering view-point, the motivation to study such problems stems 
from the case when second order homogeneous sliding mode controllers are utilised for 
fully actuated planar non-linear systems. The resulting nominal system may be glob
ally homogeneous enabling the elegant mathematical tools of homogeneity to produce 
finite time stability. However, it is highly likely that the physical system will have 
non-homogeneous disturbances where quasi-homogeneity has to be studied. Having 
discussed this background, it is of interest to establish the regions of state space of the 
current problem where the aforementioned quasi-homogeneity principle is applicable. 
The process of identifying the homogeneity regions can be listed as follows:

1. Identify the radius r of the homogeneity ball

where r\,r2 are dilation weights.

3. Identify the scalars R > 0, R > 0 such that the following expressions of the level 
sets of the Lyapunov function V  holds true in addition to (3.36).

(3.35)

2. Identify the scalar S > 0 such that the following definition of the homogeneity 
ellipsoid Eg holds true:

(3.36)

n 2 =  { ( x u x 2) : V < R}  C Es
(3.37)

4. Identify ¡¿S > 0, corresponding ellipsoid E i s and level set H3 in a similar way 
such that the following expressions are satisfied:

(3.38)
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where B > 0, which is the suprenmm of V  within the set fly, is also to be 
identified.

As discussed above, the motivation to achieve the above results is the fact that the

degree for the closed-loop system (3.20), (3.21) is q =  — 1 with respect to dilations 
ri =  2, r2 =  1. These values will be substituted hereafter. The stated steps can be 
established as follows:

Step 1: Definition of homogeneity region in terms of 1-norm ||X||i =  \x\\ +  \x2\

The system (3.20), (3.21) is homogeneous in the sense of Definitions 2.6, 2.7 in a 
small vicinity of the origin if the following condition holds true:

It is noted here that the summation of linear feedback terms and the uncertainty 
h\xi\ +  p\x2\ +  |w(.xi, %2 , t)\ is treated as nonhomogeneous perturbation. The finite 
time stability of homogeneous switched systems in the presence of nonhomogeneous 
perturbations is an established result (see Theorem 4.2 [9] with application to twisting 
controller). The existence of the parameter M  thus represents a bound on the nonho
mogeneous perturbations in the right hand side of the switched system (3.20), (3.21). 
Noting that the inequality

always holds true, the requirement (3.39) holds true whenever the following upper 
bound on ||X||i is satisfied:

The following is a well-known relationship between the Euclidian norm ||X||2 and 
1-norm ||X||x (see [111]):

estimate of the finite settling time can be obtained once the definitions of the homo
geneity ellipsoids Es and E is are known (See Theorem 3.2 of [9]). The homogeneity

h\xi| +p\x2\ +  \ui(xi,x2,t)\ < M  
h\xi \ +  p\x2\ <  M  — Ml

(3.39)

h\x\\ +  p\x2\ <  max {h,p}  (Isql +  |x2|)

11*111 =  l®l| +  N  < M - M  i (3.40)max{/i,p}

Step 2: Definition of homogeneity ball Br in terms of 2-norm ||X||2

1 (3.41)
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From (3.41) and (3.40), a conservative bound on the homogeneity radius r of the 
homogeneity ball Br can be obtained as follows:

!• =  v W  +  W  =  P l l  2 < 7 3 = r i § T  (3'42)

The inequalities (3.41) and (3.42), when combined, will always ensure that the inequal
ity (3.40) holds true.

Step 3: Definition of the parameter 5

The aim is to find 6 > 0 such that every point (x\,x2) contained within the ellipsoid 
Et5 is also contained within the homogeneity ball Br. Having computed the homogeneity 
radius r in step 2, if 8 >  0 is chosen such that the equalities

min {pr, ^  => max { ¿ 4, h2} =  r2
=> max {42, 4} =  r

are satisfied, then due to the fact that the equality

min { p , ^ }  (\xi\2 +  \x2\2) =  ^  ( k i |2 +  \x2\2) 

always holds true, the inequality

miniF > p } (i;cii2+ i^ i2) = y  ( k ip + i^ i2)
< m 2 + ( f ) 2

also holds true. If the given point ( x i ,x2) E Eg, then the inequality

f i W + i f ?  <1 <3«>

holds true which, using (3.44), leads to the inequality

2̂ (|^i|2 +  N l 2) < 1 (3.47)

(3.43)

(3.44)

(3.45)

Hence, ( x i ,x2) G Br and the choice (3.43) of 8 is indeed valid, which upon further 
simplification, satisfies:

5 =  min {r, sjr} (3.48)

The aim of computing 8 >  0 such that Eg C Br is thus achieved.
Step 4'- Definition of level sets and the upper bounds R ,R

The first aim is to compute R  >  0 such that the level set Q2 satisfies f l2 C  E g. 

Combining the definition of the level set Q2 with the inequality (3.34), it suffices that
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the inequality V <  holds true in order that C Eg is satisfied for any given 
{x\,X2) in a small vicinity of the origin. Hence the following must bo satisfied:

R N < i => m 2 +  < ? ) 2 < i (3.49)

Having computed the homogeneity ellipsoid parameter S in step 3, if 7? > 0 is chosen 
such that the inequalities

(!*) 2 < Mia r2 
-  2R X1 S (xz)2 < Mar2 

V 6 ) — 2 R X Z (3.50)

are satisfied, then the inequality

(jMi + ( « , s « # * M  + 3 N +  ^ 4

always holds true. For a given point (aq,aq) G fii, the inequality

I'^M n  | | , Ma 2 , Mia r2 < i
R  +  2R  X2 +  2R  ,E1 — 1

holds true, which using (3.51), leads to the inequality

(3.51)

(3.52)

( f ) 2 +  ( f ) 2 < l (3.53)

Hence (aq,aq) G Eg and the choice (3.50) of R is indeed valid, which upon further 
simplification, satisfies:

( ¿ ) ! < ^  and (J)2 < 4 £

=> R =  Ml] 8 min { h S2, 1}
(3.54)

The second aim is to compute R > 0 such that the ellipsoid Eg satisfies Eg C f^. 
Combining the definition of the level set Oi with the inequality (3.34), the following 
expressions must hold true so that Eg C is satisfied for any given (aq, aq) in a small 
vicinity of the origin:

( f  )2 + ( f  )2 < i =* + f H  + < i (3-55)

In other words, the following must be satisfied:

^  M  +  + ^ x 2 < ( f i ) 2 +  ( f  f  <  1 (3.56)
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Equation (3.56) always holds true if the following is ensured:

M2 M r

R |aq| < (1
Mar 2 I hMjL r 2 < ,2R 2̂ +  2k Xl -  £l

-  e i)

§T  +
(3.57)

where, 0 < e\ <  1 is an arbitrary constant. The fact that (xi,X2) G E,5 leads to 
|a’i| < <52 using the first inequality of (3.55). Hence (3.57) can be further simplified to 
derive formula for B by enforcing the following three sub-conditions:

2̂ Mr I 
R  11 (3.58)

The formula 7?, =  MrS2 max j  can be deduced from (3.58). The aims
of computing B  > 0, B  >  0 such that H2 Ç E s  Ç Q i  are thus achieved.

Step 5: Definition of the parameter B. and level set O3 Similar arguments to those 
outlined in Step 4 produces the following formula:

R =  (3.59)

3.5 Settling time estimate

The quasi-homogeneity concept is geometrically depicted in Fig. 3.1. Trajectories of 
the system (3.20),(3.21) in the phase plane (xi ,X2) are also shown. The existence 
of an exponentially decaying global Lyapunov function V  is utilized. The point Oj 
is the system initial condition which corresponds to the boundary of the level set 
il/i =  {(x\,X2) : V(x\,X2) <  Mr B}  where B =  V(xi(to),X2 (to))- Then, due to the 
fact that the system decays exponentially towards the origin, it can be deduced that 
the trajectory enters the homogeneity ball Br in finite time, where r is defined by 
(3.42), and subsequently enters the homogeneity ellipsoid Eg. This in turn causes the 
trajectories of the closed-loop systems to satisfy the definition of the level set Q2 =  
{ (x i ,X2) : V < R}  C Eg of the Lyapunov function V  in finite time. This corresponds 
to the point Og. Finally, finite time stability follows from the quasi-homogeneity 
principle once the system trajectories are inside the ellipsoid Eg. As a consequence, 
the settling time of the system is the summation of the following:

T{x  i , x 2) = Tch-Oz +  Th (3.60)
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F igure 3.1: Quasi-homogeneity concept: homogeneous regions ||A'||i, homogeneity 
ball Br, homogeneity ellipsoids (E,5, E i s) and level sets iijj, 2 ^ 3

where 7oj- o2 is the time taken by the state trajectories of the closed-loop system to 
attain the level set Q2 (point 0 %) from the initial condition level set Qr (point Oj) 
and Th is finite settling time of the system to attain equilibrium point (0,0) from the 
homogeneity boundary Eg C which can be readily computed using the expression 
(3.12) of [9] as follows:

Th =  < sup T0 2 -O 3 i (3.61)
[(xi,x2)e£d J

where q is homogeneity degree, Co is a lower estimate of the homogeneity parameter 
and T0 2 -O 3 is the time taken by the state trajectories of the closed-loop system to 
travel from the homogeneity boundary Eg C 12i to the boundary ilg C E is (point O3 ). 
The necessity to use the boundary of the level set ill in place of Q.2 stems from the fact 
that the supremum of To2- 0 3 has to be taken into consideration while computing the 
worst possible decay of the Lyapunov function. Hence, the boundary given by Q.2 has 
to be utilized to compute Toj-Oz and that given by Qi to compute To2- 0 3 in order 
to encompass the worst case scenario. Although an overlap of time contributions may 
occur in the summation (3.60) leading to a conservative result since Qo Q Hi holds true, 
the estimate of the settling time thus obtained is a true upper-bound, nevertheless. It
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can be easily noted that (3.60) is the same as the expression (3.1) of [9]. The terms 
7Oj-Og and To2~o3 can be estimated from the exponential decay (3.31) as follows:

To. - oA v u ^ K p iM iM ^ R .R ) =  tQl +

T0 g H 2 , h,p, M , Mi, R. R) =

where the substitutions V (to j  =  M r R ,  V (to2) =  R have been utilized corresponding 
to the level sets Q r  and fD at time instants to 1 and to2 respectively in the first equality 
and substitutions V (to2) =  R, V (to3) =  R have been utilized corresponding to the level 
sets Ox and O3 at time instants to2 and to3 respectively in the second equality while 
utilizing (3.31). Hence (3.60) can be re-written as,

n-m- n-\ , ln[Mflii]-lnfR] c0q fln(fl)-ln(H)| ( 2
T(T0 l - o 2 ,Th) =  t0l + ------ x — + —  jv ( i -2<o

Under the stated assumptions, the homogeneity parameters r, S, R , R, R outlined in 
Section 3.4.2 and in turn the settling time estimate (3.63) can be computed a priori.

Remarks on settling time estimate

The estimate of the homogeneity parameter c > cq should be satisfied for the chosen 
Co where Co is the lower estimate of the homogeneity parameter. It can be seen from 
the above development that the closed-loop system is homogeneous once it is inside 
the ellipsoid E$. The identity d' R^ 1 =  c then leads to c =  1 because i?o =  S is chosen 
to facilitate the application of (3.61), where the scalar Rq > 0 represents the largest 
homogeneity ellipsoid E r 0 (see (3.12) of [9] for more details). Hence Co =  1 is a valid 
choice.

The settling time estimate consists of the exponential decay summed with the finite 
settling time. The smaller the homogeneity parameter M  the longer it takes for the 
trajectories to reach the homogeneity regions. Hence, the choice of M  should be as 
large as possible. The interval M\ < M  < ¡12 — /q is the available range in which M  
can take values (see Definition 2.2).

The upper bound (3.63) is conservative. The latest advances in the literature also 
exhibit the conservative nature of the settling time estimate (see [106]).

3.6 Tuning rules

This section establishes constructive tuning rules for the controller parameters pi ,  ¡1 2 , h ,p  

to ensure the desired settling time T  is obtained. The proposed method does not
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require optimization of gain parameters. The following relations were obtained in 
previous sections:

k < 1, M r > 1 +  K,p =  h, h > 1 > k,2, p > K 
pi > AIi +  0 < Mr < M  < /ri < ¿¿2 — M

The following steps can now be performed to obtain the required tuning rules:

(3.64)

step 1: Choose a finite constant M  such that M  > Mi +  1. As noted earlier in Section 
3.4.2, the constant M  represents the bound on the non-homogeneous perturbations. 
In a small vicinity of the origin, parameters p \, pz of the variable structure controller 
enforce finite time stability. The aim is to tune p i,p 2 high enough to satisfy the 
inequality 0 < M  +  pi < p2 - Next, let the following relation be enforced:

h >  M -  Ah (3.65)

Then equalities (3.48) and (3.42) lead to the following formulae:

_  MMUi § ~  r 
r V2h ’ ° ~ r (3.66)

Step 2: Divide the desired settling time T  into two contributions, i.e. T  — Ti +  Th. 
such that 71 =  6372, where 63 =  p +  (| — p)e~7', 0 < p <  | and 71 and 71 represent 
the exponential decay and homogeneity based finite settling time respectively. Thus 
the following must hold true in order to achieve the desired settling time T :

<71, coTn[£]-ln[Â1)
K  -  ' L ’ I < (  1 —2 -3 )

where 7? =  Vr(^i(io),^2(io),fo)- 

Step 3: Let the following inequality be enforced:

<71 (3.67)

hS2 < 1 or using(3.66), h >  9A/l^ (3.68)

Then from (3.54) and (3.59), it is obtained that,

3  _  h M R S4 M n j M - M j p  3  ...  h M n 6 4  _  M r ( M - M i ) 4
K  2 8 P  ’ K  32 ' 128 /i3 (3.69)

Step 4 '■ Let the following inequality be enforced:

orl-ei — 2ei 11 -  261̂ 2 (3.70)
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Also let the following hold true:

P-71)

Then from the definition of R in Section 3.4.2, the following can be obtained:

(3.72)

(i-ei)

Ö __ MrS2H2 _  i)2H2
1-ei h'2( 1-ei)

Step 5: Equation (3.67) may now be invoked. Utilizing the equality in the first in
equality of (3.67) facilitates the elimination of the parameter K  as follows:

Ti (3.73)

Substituting K  in the second inequality of (3.67) leads to

2 ln(i?) -  ln(R) <  ^  \n(MRR ) -  ln(R) (3.74)

where, co =  l,q  =  —1 has been utilized. Substituting (3.69) and (3.72) into (3.74), the 
sub-ordination between h and p-o is obtained as follows:

_64/l£2_
2T-I
r2 < 8 h3R

II >

(1-e i){M-Ah) J -  (M-Ah)4 
8(4-n-r2) ( t̂ t) 2Ti (M—Mi)(472- 2Ti) ' 

flT2
3T2 - 2 T i (3.75)

Hence the parameter /i2 should be tuned such that the right hand side of (3.75) satisfies 
the largest lower bound on the parameter h described by the inequalities (3.64), (3.65), 
(3.68), (3.70). Mathematically, the following needs to be enforced:

8 ( 4 T ! - T a ) (  _i£2_ ̂  “ 1 ( M - M j  ) (4 7 2 - 2T1)

Wi
3T2 —27"|

> max ■
U M - M i ) ,  

( M —M i ) 2 ( M - M i ) 2( l - £ i )  
2 ’ 2ei/22

(3.76)

Solving for /¿2 in all the individual terms of (3.76), the following can be obtained:

R T2 ( l - e 1) 2Ti

(M—Mi) (472 ~2Ti) 8(4-7i ~t 2 )
R T2 ( l - e 1) 2Ti

l27i

/¿2 > M2 =  max <
8(4Ti-r2)(M_ Ml)r2_

_ 322Ti ( M - M i ) 2(r l - r 2) _

flT2(l-ei)3T2
T? +  0T ,

_4 3T2 (Ai—M i)(2Ti _272)

2Ti
12Ti

1
3T2

(3.77)
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where p2 is introduced for brevity and is utilized in the following. The following 
tuning rules can be concluded by combining (3.77) and (3.71) with (3.64)3:

Hi =  max | M, AI\ +  

H2 — max | e2(ni +  M ) 1 —Cl 
’ 2d

'2B

M2 }  , P =  h

h =
8 (4Ti-r2)̂ _£2_^

W 2

3r2 -2rx
(3.78)

where e2 > 1 is an arbitrary scalar.

The above tuning rules are obtained for some finite region around the origin. The 
parameter £3 can take any value in the interval [0, |]. The equality e3 =  p +  (| — p)e~T 
leads to infinite gain h when the specified settling time tends to zero. Such a definition 
is inspired from the expectation that infinitely high linear gains should lead to infinitely 
small settling time. Conversely, if the specified settling time is very large (T  —> 00), the 
expression e3 -> p holds. The parameter p lies in the interval [0, §]. The left boundary 
p =  0 causes the expression p2 =  00 to hold whereas the right boundary p =  | causes 
the expression h, =  00 to hold true. It is at the disposal of the designer to select an 
appropriate value to suit the needs of the system. The value p =  for example, may 
offer a good trade-off.

3.7 Simulation

Example 1: Perturbed Double Integrator or planar controllable systems in 
Brunovsky form

This section presents the numerical simulation for the problem studied in the previous 
sections. Fig. 3.2 shows the simulation for the specification of the settling time T  =  
2 sec with the disturbance bound M\ =  1. The chattering at the origin is due to 
numerical integration. The following initial conditions are assumed: aq(0) =  0, x2 (0) = 
2. Let the following choices be made according to the tuning rules: M  =  2,ei =  
0.4, £2 =  1-1, p =  0.5, e3 =  0.635.7) =  0.777 sec, T2 =  1.223 sec. Then the selection 
Pi =  3 and (3.78) leads to the following controller parameters: p2 =  5.5, h =  p =  21.77.

Example 2: Third order system: Reduction of the order of the closed-loop 
response by 2

3 The desired settling time is obtained by imposing conditions on the gains px, ¡12 and h. The 
equality p =  h is specified solely for the ease of tuning and is not a necessary condition.
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The following academic example is considered from the literature [112, Section 3]:

X l  =  X2

x2 =  X3 (3.79)

i '3 =  —2x\ — X’2 +  X3 +  5 +  w(£) +  u

where Xi,i =  1,2,3 are system states. It should be noted that this system is open loop 
unstable. Let the term w(£) — Nisin(10t.) be treated as uncertainty. It can be seen 
that u)(t) is upper bounded by the function

|w(t)| < iVi, (3.80)

where JVi > 0.

As discussed in [112, Section 3], the traditional sliding mode can be enforced on the 
sliding surface s(x) =  0 where the sliding function

s(x) =  x\ +  4 ii  +  4a; i = 0:3 +  4x2 +  4xi (3.81)

with a corresponding sliding mode controller u =  psign(s) +  2xi +  X2 — X3 — 5 with 
p > N\ produces a closed-loop system response given by a reduced order sliding motion 
of the order two with two close-loop poles located at —2.
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As compared to (3.81), the sliding sliding surface

s(x) =  xi +  cxi =  X2 +  cxi, c >  0 (3.82)

produces a closed-loop system response given by a reduced order sliding motion of the 
first order x\ =  —e~ctx\(Q) with a pole located at —c when the controller u is designed 
using the following second order sliding mode controller (see (3.20)):

u(s) =  —hs — ps — /¿isign(s) — /¿2sign (s) +  2xi +  X2 — (c +  1 ) ^ 3  — 5. (3.83)

Then, the following reaching phase dynamics results:

s =  x 2 +  cx i

=> s =  X3 +  cx3 =  aj(t) — hs — ps — ¿¿isign(s) — /¿2sign(s)
(3.84)

The dynamics (3.84) are finite time stable by Theorem 3.1 if the parameter M\ of 
assumption 1 is fixed as M\ > N\.

Let a settling time specification of 10 sec be given for attaining s =  s =  0. It 
should be noted that the meaning of settling time is different from example 1 since 
the attainment of s =  0 is being viewed as the objective as opposed to finite time 
stabilization of the state variables. Once the system slides on the sliding manifold s =  0, 
the system states asymptotically approach the origin. The following initial conditions 
are assumed: xi(0) =  £2(0) =  £3(0) =  1. This defines the sliding variable initial 
conditions as s(0) =  ¿(0) =  1.5. Let the following choices be made according to the 
tuning rules: M  =  l ,e j =  0.4,62 =  1.1, p =  0.5,63 =  0.5,71 =  3.34sec, T2 =  6.67sec. 
Then the selection /ii =  1.1 and the same tuning rules (3.78) can be applied with the 
uncertainty bound set at N\ =  0 which results in /x2 =  2.31, h =  p =  7.85.

Figure 3.3 shows reaching dynamics of the sliding variable s and its derivative s for 
the aforementioned tuning. The phase plane plot in the plane (s, s) is given in Figure
3.4. It can be seen that the sliding variable s and its derivative s go to zero in less 
time than 3 sec.

Next, it is of interest to investigate the effect of uncertainty w =  1.95sin(10i) with 
a non-zero bound N\ =  1.95. The tuning rules (3.78) with Mi =  2,/xi =  3.3 and 
with all other parameters unchanged result in ¡12 =  6.93, h =  p =  13.59. The resulting 
response after the attainment of sliding motion (after approximately t =  2.45 sec) is 
given in figure 3.5. It can easily be seen that once on the sliding surface, the closed-loop 
system mimics a first order dynamics x\(t) =  e~ctx\(t),t =  2.45 which is obviously 
independent of the uncertainty u) and is dependent only on the parameter c >  0.
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Settling Time of attaining sliding surface

F ig ure  3.3: Settling Time of the of the system (3.83), (3.84).

Phase plane plot

s
F ig ur e  3.4: Phase plane plot in the plane ( s , s )  for the system (3.83), (3.84).
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Dynamics on Sliding Mode

----_______

! 0 5 10
Tim e t (sec)

F igure  3.5: Sliding motion of the first order of system (3.83), (3.84).

Closed-loop system states

F ig ure  3.6: Asymptotic stability of the closed-loop system (3.79), (3.83).

Furthermore, figure 3.6 shows asymptotic stability of all the states of (3.79) under the 
feedback (3.83).
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3.8 Contributions and further investigations

3.8.1 A  Unique Contribution

It can be seen from sections 3.4 and from references [9, 42] that uniform asymptotic and 
uniform Lyapunov stability are well established results. The following three problems 
relating to finite time stability are being studied in this thesis:

1. The proof of finite time convergence either via a strict Lyapunov inequality (such 
as that obtained in [12]) or via the homogeneity of differential inclusions (such 
as that proposed in [9]).

2. The estimate of the time of convergence of the closed-loop trajectory of planar 
systems to the origin.

3. The opposite to the problem of item 2 above, namely, finding the gain parameters 
of the controller a priori to achieve a prescribed reduction in the settling time 
which is specified a priori.

The work in [9], which is the first to prove uniform finite time stability for the problem 
statement in section 3.3 solves the first two of the problems mentioned above via the 
homogeneity route. The recent work in [42] also solves the same two problems by 
showing existence of a strict Lyapunov function that decays in finite time to zero while 
also satisfying the stability criterion for the uniform asymptotic and the uniform finite 
time stability as defined in the previous chapter. The work in the aforementioned 
references [9, 42, 106] do not solve the third problem. The work in this chapter is 
the first instance in the literature which incorporates results of a recent publication
[56] (that was proposed prior to [42]) where tuning rules for the so called ‘twisting’ 
controller are given while also (i) proving the global uniform asymptotic stability and 
keeping the global uniform finite time stability intact and (ii) giving the estimate of 
finite time convergence. This is a clear contribution.

3.8.2 Does settling time approach zero as gains approach infinity?

An observation is in order before moving on to the next chapter. It is not evident from 
the explicit formula (3.62) of the settling time estimate and from the proofs in all the 
existing literature on the ‘twisting’ controller that the expression

lim T {T o ,-0 2 iTh) -> 0fll—>00,fl2—>00 (3.85)
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holds true. Although the tuning rules presented in this chapter successfully achieve this 
for the reverse problem of selecting the parameters /n , ¿¿2 when an arbitrary settling 
time specification is given, the settling time function T{Tot -Ogi T~h) does not reveal 
this feature by itself. This behaviour, while studying planar controllable systems, can 
be found in classical and modern control paradigms and it is only natural to expect 
the same and extend it to the second order sliding mode controllers. The engineering 
community, for example, would welcome such a result since the theoretical guarantee 
of a limiting behaviour such as (3.85) means the ease of usage of controllers to achieve 
the desired settling time (see [113, Section 7], for example, for remarks on ease of use 
and tuning of the alternatives to the ubiquitous PID controllers). This is the topic 
of the next chapter which gives an alternative Lyapunov based approach to the one 
presented in this chapter while (i) computing an upper bound on the finite settling 
time and establishing the corresponding tuning rules such that (3.85) holds true and
(ii) keeping the proofs of uniform asymptotic stability and uniform finite time stability 
intact. The next chapter thus seeks to strengthen the result developed in the current 
chapter.

3.8.3 Discussion on unilateral constraints

Consider the following system in place of (3.20), (3.21): 

i i  =  £2
¿ 2  =  u ( x i , x 2) +u>{t)

xi > 0
x 2 (tfe) = - e a j 2 (tfc) if x 2{t^)  <  0 , x i ( t k) =  0 ,

(3.86)

Such systems are more formally known as unilaterally constrained systems, the sta
bility study and mechanics of which are mature areas of science [23]. Control of uni
laterally constrained systems is one of the central topics of this thesis. The results 
presented in the previous subsections are of great importance while (i) synthesizing fi
nite time stabilizing control laws, (ii) identifying Lyapunov functions and (iii) revealing 
the connection between homogeneity and finite time stability of a class of unilaterally 
constrained systems. Although a great deal of work exists which considers asymptotic 
stability of unilaterally constrained systems, finite time stability of such systems is a 
novel concept. It will be clear during the study that the homogeneity of differential 
equations and the quasi-homogeneity approach presented in this chapter will inherently 
play a central role in deriving similar results. This is the topic of Chapter 5 which 
formally presents Lyapunov based proofs to the above effect.
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3.9 Conclusion

A novel homogeneity approach leading to both an upper bound on the settling time of 
the ‘twisting’ controller and the corresponding tuning rules has been developed. More 
importantly, the upper bound is obtained without recourse to the differential inequality 
of the Lyapunov function. The results appear to be superior to existing methods which 
do not provide tuning guidelines to achieve a specific reduction in settling time. These 
results may be of particular interest to practising control engineers in implementing 
a twisting controller. From the theoretical viewpoint, the new philosophy will inspire 
a similar estimate of the settling time for exponentially stable homogeneous systems. 
A possible further direction of research can be the study of the above problem when 
actuator saturation is considered.

As discussed in the section 3.8, a stronger result that preserves all the features of this 
chapter along with an additional guarantee (3.85) relating to the settling time estimate 
and the corresponding tuning is presented in the next chapter 4.

4The next chapter incorporates developments of a recent publication [57] that is parallel work to 
that proposed in [42], The former is stronger of the two as both present a conservative estimate 
of the settling time while proving uniform finite time stability but straightforward tuning rules and 
theoretical guarantee of (3.85) is only available in [57].



CH APTER  4

Global Uniform Finite Time Stabilization and A  Priori

Tuning

It is of interest to investigate if a control synthesis is easy to use and if it is straightfor
ward to tune the free parameters [113, Secion 7] as well as to study the performance 
and robustness characteristics. Proportional integral derivative controllers, for ex
ample, enjoy numerous automatic tuning algorithms for tuning the gains for a given 
performance specification which may be in the form of a settling time or percentage 
overshoot constraint [55, 114]. The second order sliding mode controller utilised in 
the previous chapter is straightforward to use as it only requires the sign of the states 
in the case of planar systems. The end users of more complex nonlinear controllers 
such as second order sliding mode controllers would certainly benefit from access to 
straightforward tuning rules for achieving a prescribed finite settling time. Such tuning 
rules which attain a pre-specificd settling time cannot be found in the latest literature 
for both continuous finite time stabilization [12, 44, 94, 115] and discontinuous finite 
time stabilization [42, 70, 106] of planar systems.

It is interesting to note that the problem of finding controller gains when a finite 
settling time is given is not a new paradigm. Consider the area of optimal control 
[80, 116]. The following example is known as the Fuller phenomenon [79]. Minimizing 
the integral

OO
j  x 2(t)dt (4.1)
o

on the trajectory of
x =  u(x, x ) (4.2)

under the input constraint
u\ < 1 Vt >  0 (4.3)

69
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generates an optimal controller

where,

u ( x , x )  =
1, if s(x, x) <  0; 
— 1, if s(x, x) > 0.

s(x, x) =  x  +  c x2 sign(x) =  x +  c x x

(4.4)

(4.5)

and c is a constant. The optimal trajectories do not generate a sliding mode on the 
s =  0 curve. The trajectory crosses the curve s =  0 at countably many points. The 
time interval between successive switches on the curve s =  0 decreases while following a 
geometric progression [20, Example 1.3] thereby producing a finite accumulation point 
otherwise known as Zeno behaviour. This finite accumulation point is nothing but the 
finite settling time when viewed from the perspective of achieving convergence of the 
trajectory to reach the origin in finite time.

Indeed, an open-loop minimum energy control [80]

u ( x i , X 2 , t )  =  a +  b t  (4.6)

where
2 6

a =  - - ¡2  (3xio +  2x2otf), 6 = - 3 (2x10 +  x20f /) , (4.7)if tf

transfers the state of the system x =  u from the initial conditions x i(0) =  X10, x2(0) — 
x2o to the origin in a given time if  while also minimizing the integral cost

tf
J(u) =  J u ( t ) 2 dr. (4.8)

0

It can easily be seen from (4.7) that the gains a —» 00, b —>■ 00 as tf —> 0. In other 
words, specification of a smaller settling time leads to higher gains.

It is intuitive to expect that higher gains lead to a smaller settling time in the case 
of controllable planar systems such as a double integrator. This expectation is indeed 
appropriate not only in the case of the aforementioned open-loop control but also in 
the case of closed-loop feedback control. For example, the well-known Ackerman’s pole 
placement procedure for linear controllable systems [117] leads to a controller of the 
form u =  —K x  where the gain matrix K  is determined by specifying the poles of the 
desired characteristic polynomial of the closed-loop system. It holds true theoretically 
that placing the poles farther to the left hand side of the Laplace plane corresponds 
to a direct increase in the gain values of K  arid also to a direct reduction in the decay 
rate of the trajectories of the states.
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This chapter seeks to establish similar results pertaining to the settling time estimate 
and tuning for the so called ‘Twisting’ controller which is a second order sliding mode 
feedback controller [4].

Motivation

Section 3.2 presented the state of the art in Lyapunov approaches for second order 
sliding mode algorithms. The previous chapter presented a homogeneity approach 
to establish a settling time estimate and corresponding tuning rules. As discussed in 
3.8.2, neither the results of the previous chapter nor the literature establish the desired 
result of attaining a desired reduction in settling time by increasing the gains. The 
results presented in this chapter give an explicit formula for the settling time based on 
integration of the trajectory of the closed-loop system such that the aforementioned 
intuitive expectation is shown to hold true mathematically. As noted in Section 3.9, 
this chapter incorporates the results of a recent publication [57] that is parallel work 
to that proposed in [42], The former is the stronger of the two as both present a 
conservative estimate of the settling time while proving uniform finite time stability 
but straightforward tuning rules and a theoretical guarantee of the desired result that 
the settling time tends to zero as the gains of the second order sliding mode controller 
tend to infinity (see (3.85)) is only available in [57].

Existing methods do not provide sufficient and constructive guidelines [9, 42] for 
tuning the twisting controller. The existing literature inevitably involves optimization 
of the gain parameters and hence cannot achieve a desired improvement in the finite 
settling time [106]. It is interesting to note that simultaneous application of a linear plus 
twisting controller appears to be unable to achieve a desired improvement in the settling 
time as evident from the recent literature (see [9] and [106]). Obtaining straightforward 
tuning rules to achieve a desired reduction in the settling time can easily be identified 
as an open problem as evident from the latest research work on twisting controllers 
(see [106]). This is the principal motivation of studying an alternative method in this 
chapter.

Objectives

The objectives of this chapter are as follows:
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1. To introduce a novel methodology based on a non-smooth Lyapunov function so 
that the upper bound on the settling time of the well-known twisting controller 
is estimated.

2. To derive explicit and constructive tuning rules to achieve arbitrarily small set
tling time.

3. The settling time and the tuning rules are to be achieved so that the theoretical 
results fulfill the intuitive expectation, namely, that arbitrarily large linear feed
back gains must correspond to an arbitrarily steep decay of the closed-loop trajec
tories. Such an expectation is justified in cases when feedback control strategies 
render fully controllable, minimum phase, linear time invariant systems stable in 
the absence of actuator saturation.

4. The second intuitive expectation is also to be addressed, namely, that increasing 
the gains of the twisting controller leads to a decrease in the finite settling time 
of the closed-loop system.

Hence the proposed framework, motivated by the need for more constructive and 
straightforward tuning guidelines fulfilling the stated objectives, will clearly contribute 
to the field of second order sliding mode control algorithms.

Methodology

A novel switched control synthesis is presented in this chapter. The proposed frame
work utilizes a step-by-step application of a classical linear feedback and the twisting 
controller. Global asymptotic stability is attained using linear feedback which renders 
the closed-loop system convergent to an arbitrarily large vicinity of the origin in finite 
time. A switch from the completely linear feedback control law to the well-known 
twisting controller is then introduced so that the trajectories reach the origin in finite 
time. The tuning rules are then developed for arbitrary initial conditions. It is noted 
that the use of linear feedback is not necessary. The proposed method of deriving a 
finite settling time estimate for the twisting controller is valid even for the case when 
there is no linear feedback. However, use of linear feedback is always preferable to 
avoid excessively large variable structure gains in the twisting controller. The analy
sis of chattering is not within the scope of this chapter and the reader is advised of 
the latest advances (see [118]) in the literature for implementation issues using digital 
controllers.
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A unique contribution

The main contribution of this chapter is twofold. Firstly, similar to the previous 
chapter a novel approach to estimate the upper bound on the finite settling time is 
obtained in the absence of a differential inequality of the form V  < —kVa. Secondly, 
tuning rules are established which guarantee attainment of arbitrarily small settling 
time while facilitating apriori tuning of the linear feedback gains and the twisting 
controller gains. It is shown that the feedback gains of the twisting control law do not 
need to be unnecessarily high, thereby avoiding excessive chattering. This is because 
the relative contribution of linear and twisting control laws in achieving the desired 
settling time can be chosen arbitrarily by the user. Hence, the proposed state feedback 
framework renders the resulting control algorithm attractive to practising engineers.

The rest of the chapter is organized as follows. The problem formulation is presented 
next followed by Section 4.1 which details the proposed control synthesis. The estimate 
of the upper bound on the reaching time for the robust linear state feedback feedback 
law for a linear double integrator is proposed in Section 4.2. Section 4.3 establishes the 
finite settling time for the twisting controller in the presence of uncertainty. The tuning 
rules that guarantee a specified settling time are established in section 4.4. Section 4.4 
also presents simulation results.

System description and problem statement

Let the open-loop system dynamics be given as follows:

x\ =  x2

x2 =  u(x\,x2) +  uj(t)

where x =  (xi, X9)T is the state of the system, u)(t) is a uniformly bounded disturbance 
and u is a control input. The following assumptions are made:

1. All the states are available for feedback.

2. An upper bound M  > 0 on the disturbance term |tn| < M  is known a priori. 

The control aim is to establish the following:

(4.9)

1. To synthesize a finite time stabilizing control law u (x i ,x 2).
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2. To establish an upper bound Ts on the settling time of the closed-loop system 
(4.9) such that x\(t) =  X2 (t) =  0 for all t > Ts-

3. To establish tuning rules for the parameters of the controller to achieve the 
desired settling time.

4.1 Switched control synthesis

The following variable structure feedback control law is proposed:

u ( x i , x 2) =
Lx, x r R-, 
4>(rr), r e f f i .

(4.10)

where

and

L — — —l2

$(.r) =  —/¿2 sign(.xi) -  //I sign(.'r2),

VR =  {.'E : V (x 1,x 2) < B;},

V { x x, x 2) =  fi2\xi\ +  -x?2.

(4.11)

(4.12)

The parameters l\,l2, [i2, R  are positive scalars. The condition

0 < M  < ¡¿i < fi2 — M  (4.13)

is required to enforce finite time stability of the closed-loop system to the origin where 
M  is a positive scalar. Furthermore, B > 0 can be chosen arbitrarily small or large. 
The control law T(a:) is in fact the well-known twisting controller. The feedback gains 
l\,l2 represent the traditional state feedback. Figure 4.1 graphically depicts the new 
switched control law and the finite time stability of the origin. The point Oi shows 
the arbitrary initial condition.

The underlying philosophy of the above switched control synthesis is the successive 
application of the classical linear state feedback law and the second-order sliding mode 
controller. Such a philosophy can be found in the existing literature. Work by [119], for 
example, utilizes a similar synthesis for achieving finite time stability of second order 
non-linear systems. The presented tuning rules differ from those presented in this chap
ter in that the tuning rules were primarily iterative and not as straightforward as those 
derived in this chapter. The proposed control law (4.10) simplifies the computation of 
the settling time estimate, thereby yielding tuning rules for the feedback parameters. 
As will be shown in section 4.4, the resulting tuning rules guarantee the attainment of
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a specified settling time. Since the open-loop system (4.9) is controllable, there exist 
feedback gains Zi, Z2 such that the trajectories of the unperturbed closed-loop system 
exponentially decay to the origin with a desired rate. In turn, while being perturbed 
by an admissible uniformly bounded disturbance uj(t), the system states x\(t),X2 (t) 
are steered, as t, —> 00, to a ball Br =  { (XX2) : x\ +  x\ < r2} with an arbitrarily 
small radius r, which is determined by the gains Zi, Z2- It can also be deduced that 
the trajectories of the properly-tuned closed-loop system enter the level set T# of the 
function V(x\,X2) in finite time (at some point O2) with a desired exponential decay 
rate provided that Br is small enough to be inside Fr so that the relation Br n dTr =  0 
holds true where cT r =  {(xi,X ) : H2 |̂ i| +  \x\ =  stands for the boundary of the 
level set Fr .

A switch from the linear state feedback control law to the twisting controller is then 
introduced at the time instant when the trajectory reaches the level set Fr . It can be 
shown that the function V (xi,X 2) is indeed a valid Lyapunov function when a twisting 
controller is utilized for feedback (see [9]). Moreover, the trajectories of the closed- 
loop system can never leave the level set Tr of the Lyapunov function V(x\,X2) once 
they are inside Tr . The fact that the temporal derivative of the Lyapunov function 
satisfies V  < 0 V.x £ Tr along the trajectories of the closed-loop system is the main 
motivation for choosing the level set Tr for switching from the linear to the twisting 
controller. The finite time stability to the origin using the twisting controller is well- 
known from [4], [9]. The settling time estimate has also been derived by [106] by 
showing the existence of a strong Lyapunov function. Hence the proposed switched 
control synthesis renders the origin of the state-space finite time stable. However, a 
different approach is utilized in this chapter to facilitate the settling time estimate 
derivation, on one hand, and to straightforwardly tune the controller parameters that 
would ensure the desired settling time, on the other hand.

Remark 4.1. Real systems may have small switching delays and parametric uncer
tainties. These small system defects may provoke some stable sliding modes on the 
switching set Tr , where a switch from the linear feedback to the twisting controller 
takes place. However, as noted earlier in the section on motivation, the results pre
sented in the following sections on finite settling time and the tuning algorithm are 
valid even in the absence of the linear feedback; in this case the aforementioned problem 
does not arise.
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F ig ure  4.1: Concept of finite settling time by utilizing step-by-step application of 
the linear and the twisting controller, Level set Th, ball B r, the outer ball B ri such 

that C B ri and the initial condition region B ro.

4.2 Reaching time estimation with respect to the level 
set Tn using a linear feedback controller

The well-known method of finding the explicit solution of the second order linear time 
invariant system in the given canonical form is utilized and briefly outlined in this 
section. In turn, the closed-loop system is globally asymptotically convergent to the 
ball Br. The unperturbed closed-loop system (4.9) with the feedback law u(x 1, 22) =  
Lx can be described as follows:

Letting

X\ — X2

x 2 =  —h  x l ~  h  x 2

l\ = a A , I2 — (rr  T  1 ) A, cr 1, A 0

(4.14)

the eigenvalues
Ai =  —A, A2 =  —ct A

are imposed on the closed-loop system. Then the general solution of (4.14) is given by

xi  (t) = CKElo e~À t- x lo +
,,—a  A t

x2 (t) =  “  [aA xi0 +  x2o] e A/- +  a [Aa?i0 +  x2o] e -(v X t
(4.15)
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where x® =  xi(0), =  2:2(0) are the initial conditions of the system (4.14) defining
an initial condition ball Dro =  J (x° )2 +  (x®)2. Thus the reaching time T\ for the level 
set

rrx = {(xi,x2) : V(xi,x2) < R1}

of the Lyapunov function

V ( x i , x 2) =  +  - x \

is estimated on the solutions (4.15), initialized within the ball Bro, as follows: 

V { x i , x 2) <  lx2\axlo +  j x 2o\erxt + //,2 |.t 1q + ~ x 2o\eraXt

1
+ 2 ~ (a \ x i0 +  x2o) e Xt +  a (X xlo +  x2o) e aXt 

1 , -A i , 12̂.*2o| 6 T M2FI0 T 
1 
2

< /i2|axi0 +  y '̂20| e xt +  ti2\xi0 +  ^ x2o\e aXt 

+  (aA;ri0 + x 2o)2e~2Xt +  ^-a2(X xlo +  x 2o)2e~2aXt

(4.16)

< M «  +  l)|.xi0| +  ~ \ x 2o\ +  2(y2X2x j0 +  (a2 +  l)a|0 e~xt < B\

While deriving (4.16), the corresponding gain fi2 of the twisting controller is viewed 
as a parameter and the well-known inequality \{a +  b) 2 < a2 +  b2 is employed. The 
upper bound on the reaching time T\ is a solution of the transcendental inequality

2^2 1
AM a +  l)|aq0| +  ~ \ x 2o\ +  2a2X2x 20 +  (a2 +  l)x lQ ,-ATi < R  1 (4.17)

Taking into account lim A2e xt =  0 for all t > 0, it follows that T\(A), viewed as aÀ—̂OO
function of A, escapes to zero for all admissible parameters x\0 ,x 2o,a , /¿2, R\ as A goes 
to infinity. The upper bound on the reaching time 71(A) is thus given by,

T l - \ hl
M a + iMiol + + 2a2A2.rf0 + (a2 + l).x|'2o

R1
(4.18)

It should be noted that (4.15) defines the state transition matrix of (4.14) in the form

(4.19)eAt =
ae xt — e aXt 4(e xt — e " Ai)

—a-Ae ^ -l-aA e aXt —e xt +  ae aXt

Consider now the perturbed version

x\ =  x2

x 2 =  ~l\ x\ - l 2 x2 +  io(t)
(4.20)
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of system (4.14) where the external disturbance is upper bounded

|<j(i)| < M  (4.21)

for almost all t >  0 by some positive constant M. Then the solution of (4.20), initialized 
at the origin 21 (0) =  0, 22(0) =  0, is given by

t

o

where 0  = 0 LJ
1 T

. Thus,

Il(i> = /  X
0

t
X2 (t) =  J

, - X ( t - r )  _  e -a A (t -r )

_ e - A ( t - r ) +  a e -a A (t -r )

fl(r)dr, 

il(r)dr

(4.22)

The Lyapunov function

V (x u x2) =  M21 «il + 2
2

is now estimated on the solutions (4.22):

V ( x \ , x 2) <  ¡J-iM

Z

/x - A ( i - r )  _|_ g—aA(t—r) dr +  (a + l ) 2ild2

r c
-X(t—T)dj

< 2fi2M  +  {a +  l ) 2M 2 

A2
(4.23)

It can be noted that the upper-bound '2̂ a/+(q+ i) jn 4̂ 23) escapes to zero as A 
goes to infinity.

Clearly relations (4.16) and (4.23), coupled together, ensure that the perturbed 
system (4.20) with nontrivial initial conditions enters the level set F_r =  { (21, 0:2) : 
V (21, 22) < i?,} with R =  i?i +  r  and

2 ii2M  +  (a +  1)2M 2
A2

(4.24)

in the same reaching time 71(A) and 71(A) —> 0 as A —x 00.
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4.2.1 Definition of Bri,B r2 with respect to the level set F# and the 
radii r\, r2

The next aim is to define the scalar n  > 0 such that the expression I’ / { C Bri holds. 
In other words, the following is required:

# 21Sl |
R 2R -

(4.25)

Let the following inequalities be imposed:

( x A 2 n 2\xi\ i x 2\ 2 x\

\ r j  ~ R ’ -  2i?
(4.26)

Then the expression (x i,x 2) E Bri holds true for every given point (x\.x2) G T^ in 
the state space. Note that the following always holds true for all x  e  T^:

|si| < —  (4.27)
M 2

The first inequality of (4.26) can be simplified as follows:

(4.28)

Utilizing the relationship (4.27), the following conservative requirement can be formu
lated to render sufficiently large value for the radius r\:

(4.29)

Hence, the following upper-bound on n  suffices to satisfy the first inequality of (4.26).

r\ >
R_

(4.30)

Similarly, the second inequality of (4.26) leads to ry > y/2R. Hence the following 
estimate of the parameter ri is obtained:

r i =  max (4.31)



4.2. Reaching time estimation for linear feedback 80

Next, the definition of the scalar r2 > 0 is to be obtained such that the expression 
Br2 C F r holds. In other words, the following is required:

\ 2 / \ 2+  X2

r2 J  V r'2
< 1 =» H2\X\\

R 2 R
< 1

It can be noted that for all x  G Br2 the following holds true:

lu i < r2 =» < " 2’ '2

Let the following inequality be satisfied:

T2 <

R.

pR
M2

R

where 0 < p <  1 is an arbitrary scalar. Then the following inequality results:

M2 l^i | . M2L2 ,-------- < -------  < p

Furthermore, let the following inequality be satisfied:

r2 < y / 2 R (l-p )

Then the following inequality results:

(4.32)

(4.33)

(4.34)

(4.35)

(4.36)

Hence, by combining (4.35) and (4.37), the following is obtained:

{ ^ ■ 7 ^ 7 ) } ,r9 =  mm ■

(4.37)

(4.38)

Thus the following holds true for all x  G Br2:

M2^i| A_ 
R 2 R (4.39)

XIt can be noted that the inequality (4.39) is obtained from the fact that < 1 V.x G
r 2

BT2. The aim B r2 C F^ is thus achieved.

Remark 4.2. It is assumed that the inequality ro > r\ > 0 holds true. Otherwise, 
the twisting controller is used without application of the linear controller. Section 4.3 
derives a finite settling time estimate to the origin starting from the radius r\. Hence 
the settling time estimate derived holds true for any arbitrary initial condition.
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Remark 4.3. It is possible to guarantee that the relation r2 < R holds true by imposing 
a tuning rule on the gain parameter [i2- Subject to the following condition

M2 > p\/5 £ y  ’

the following holds true from (4.38):

ro

(4.40)

(4.41)

Then r? < R is guaranteed if the condition ¿¿2 > P is satisfied. Summarizing, the first 
tuning rule on ¿¿2 is obtained as follows:

M2 > P max | y j2(mjo) ’ [ }  ' (4-42)

Remark 4.4. The reason why (4.29) is conservative can be seen in the outcome equation
(4.30). Even small values of the state |a:i| are replaced by the upper bound — in the 
equation (4.29). Hence the lower bound of the scalar r\ is conservatively determined 
by the bound ^|. It should be noted that smaller values of rq may suffice if it was 
not for the conservatism of equation (4.29). The solution to reduce the conservatism 
is either to choose the switching boundary R small or the gain parameter /¿2 very 
high. Both approaches have advantages and disadvantages. Choosing R very small 
may cause the linear feedback gain to increase when dealing with fixed finite settling 
time requirement. This means that the switch from the linear to the twisting controller 
occurs very close to the origin, resulting in low magnitude chattering. On the other 
hand, choosing ¡12 very high overcomes the disadvantage of the previous choice at 
the cost of high magnitude chattering. It is recommended that the designer strikes a 
judicious balance between linear and twisting controller gains to trade-off the above 
conflicting outcomes. This is always a plausible solution because the choice of switching 
parameter R can be made arbitrarily.

4.3 Settling time estimate of ‘Twisting’ controller using 
convolution integral

A finite upper bound on the settling time of the closed-loop system (4.9), (4.10) with 
the application of twisting controller is presented in this section. The time taken by 
the trajectories to travel from the point O4 on the vertical positive semi-axis =  {x  e 
R 2 : X\ =  0, X2 > 0} on the ball B$ to the point O3 on the e f  axis is computed (see 
Figure 4.2). When the trajectories are initialized on the positive vertical axis at O4 , 
the factor by which it gets close to the origin after one revolution can be computed.
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The value of the intercept (point O3) on positive vertical semi-axis after one iteration 
should be greater than the radius r\ of the ball Bri containing the level set F^. Such 
a value of S will ensure that the settling time estimate will be more conservative than 
the one computed with the initialization on the level set.

The motivation for such a choice of initialization of the trajectories on the ball Pa
sterns from the fact that the trajectory, containing 0 2 on the level set starting 
from any arbitrary point below O4 on the e\ axis cannot intersect the trajectory 
starting from the point O4 . The basis for this is the fact that different trajectories 
have no intersections because otherwise they would coincide with each other due to 
the uniqueness of the solution of the second order linear double integrator system driven 
by the twisting controller (see [120] and [4]). The approach utilized in the following is 
a two step process. Firstly, a comparison system, the trajectory of which encompasses 
the actual system, is defined. Secondly, the comparison system is then initialized on 
the positive vertical semi-axis e\ with the coordinates (0, <5). Then the finite settling- 
time is computed for the comparison system subject to the condition > ?q where 
4/ is the factor by which the trajectory gets closer to the origin after one revolution 
at point O3. Such an estimate is conservative as it encompasses the actual system 
trajectory.

Consider the closed-loop system,

¿ 1  =  x 2

X2 =  —Aiisign(x2) -  /i2sign(xi) +  uj(t)
(4.43)

where u>(t) is a bounded uncertainty which satisfies the upper bound (4.21). The 
solutions of the closed-loop system (4.43) are understood in the sense of Filippov
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[6]. The method of considering a comparison system for such a second order system 
has been detailed by [120] (also see work by [4]). The same method is inherited in the 
following and briefly outlined. The right hand side of (4.43) can be obtained as follows:

<t> l =  x 2

<t>2 =  - /i is ig n ^ )  -  M2sign(:ri) +  cu(t)

Let a comparison system corresponding to (4.43) be given as follows:

(4.44)

¿1 =  X2

X2 =  -  [mi -  M]  sign(£2) -  M2SÌgn(xi)
(4.45)

In turn, the right hand side of the comparison system (4.45) is obtained as:

4>i =  X2

<t>2 =  ~  [Ml -  M \ sign(.r2) -  /t2sign(.x1)
(4.46)

The comparison system (4.46) and the plant (4.44) are related by the following iden
tity:

<h =  4>i

4>2 =  $ 2  T A<f)
(4.47)

where

A 4> =  — M  sign(.T2) +  uj (4.48)

It is trivial to note that,

Affi < 0 if X e  (Gl U G4)

A(j) > 0 if X e  {G2 U g 3)
(4.49)

where

Gi =  {x  G R 2 : x\ > 0, x 2 > 0} , G2 =  {x  G R2 : x\ > 0, x2 < ()} 

Gi =  {x  G IR2 : xi < 0, x 2 < 0} , G4 =  {x  G R2 : xj < 0, x2 > 0}
(4.50)

The idea behind the analysis presented in (4.44) through (4.49) is that of analysing 
the motion of the trajectory that represents the “worst case” scenario. Reference [120] 
presented this analysis in detail. The main concept can be seen in Fig. 4.3. For 
example, the inequality A(p <  0 when x £ G\ of (4.50) simply means that the growth 
of x2 is more negative in quadrant G\ than that of In other words, the distance 
of the point (x^x^) can evolve farther away from the origin than (x\,x2) in quadrant
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F ig ure  4.3: Phase-plane plot of the closed-loop system (4.43) and that of its com
parison system (4.45)

G\. Also, in terms of the slope of the vector field, the phase-plane of the comparison 
system contains less steep slope in the quadrant G\ since — (/¿i — M )  — is always less 
negative than — (/it— u) — resulting inaflatter trajectory ( x ^ x ^ )  than (2 1 , 2:2) inGi. 
This causes the trajectory (2 1 , 22) to intercept the semi-axis x\ > O ,^  =  0 at a point 
farther to the right of the point where (2 1 , 2 2) intercepts the semi-axis 21 > 0 ,2 2  =  0 
with the principal axes 22 =  0, x\ =  0 coinciding. Similar analysis can be extended for 
each of the four quadrants.

R em ark  4.5. The above method of considering the comparison system that encom
passes the actual trajectory is sometimes termed m ajorisation  in the literature [4, 120]. 
Also, the trajectory of the comparison system is called the m ajorant curve.

Hence, the inclusions (4.46) are easily seen to be more conservative dynamics than 
the original system (4.44) in the sense that the solutions (2 1 (f), 2 2(f)) of the original 
system (4.43) are bounded by the solutions (2 1 (f), 2 2(f)) of comparison system (4.45). 
Hence it suffices for the purpose of estimating the finite settling time to consider system 
(4.45) which can be represented in the matrix vector notation as follows:

x ( t )  =  A  x ( t )  +  B  u(t )  (4-51)

where
T " 0 1 ' 0 ’

X  = 2 i  22 , A  = , B  =
0 0 1

u(t )  =  ~(Mi -  M)sign(2 2) -  /i2sign(2 i)
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The motion in the state space can be obtained using the convolution integral as 
follows: ft

x{t) =  eA tx {0 )+  /  eA^ B u { r ) d T  (4.53)
Jo

Since the control switches on the axes x\ =  0,22 =  0, the integral (4.54) is required to 
be computed in each quadrant as follows:

x(t)  =  eA t x(0)  +  f  eA ^  
Jo

x{t)  =  eA t x ( 0 ) +  f  eA ^  
Jo

x { t ) =  eA t x(0)  +  / V ^  
Jo

x{t)  =  eA t x { 0 ) +  [  e A ^  
Jo

0
-H i -  H2 +  M

0
Hi -  H2 -  M  _ 

0
Hi +  H2 ~  M  _

0
~Hi T H2 +  M

dr

dr

dr

dr

, x  £ G i;

X  £

x  £ G 3;

, x £ G 4.

(4.54)

It is noted that using such integrals to define the solutions of the comparison system 
(4.45) is mathematically correct as the control law never generates a sliding mode on 
the switching lines x\ =  0 and 22 =  0. Hence the solutions always cross the switching 
lines x\ =  0,22 = 0 except at the origin (21, 22) = 0 (see [120], [9] and [121]).

Step 1: Time to travel from the point O4 G Bg to point O3 on the e f  — {2  G R 2 : 
21 =  0,22 > 0} axis:

Case 1: sign(x\) =  1, sign(22) =  1: Noting that the initial condition is assumed to lie 
in the first quadrant for a conservative estimate, equation (4.54) takes the following 
form:

" 0 "
+ f  f A i i - r ) dT

0
5' Jo - H i  -  H2 +  M  _

(4.55)

where S =  22(h)) represents the projection on the e f  axis. The matrix exponential in 
(4.55) can be computed as follows:

4/2
eAt =  1 +  A t+  —  +  • • ■ (4-56)

Since An =  0, Vn > 2, eq.(4.56) leads to the following:

eAt =  I  +  At =
’ 1 t

t
, [ e - Ardr =

t -t2 1
2

0 1 J
0

0 t
eAt =  I  +  At (4.57)
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Further simplification produces:

X\(t) St -  \t2(iii +  M2 -  M )

_ X2(t) _ S -  t(ni +  H2 -  M )
(4.58)

The time of interception on the x2 =  0 axis can be obtained using the expression of 
X2 (t) the last inequality of (4.58) as follows:

X̂2=0 — 11
6

Mi +  112 -  M
(4.59)

The point of interception on the X2 =  0 axis can be obtained using the expression of 
x\(t) in the last inequality of (4.58) as follows:

Xi(ti)
S2

2(mi +  p-2 — M )
(4.60)

Case 2: sign(xi) =  1. sign(x2) — —1: Repeating the same computation for the second 
quadrant, equation (4.54) takes the following form:

x i{h )
+

0
0 Jo _ Ml -  M2 -  M  _

(4.61)

Further simplification leads to the following time estimate t =  ¿2 when the trajectory 
intercepts on the x\ =  0 axis and the intercept x2(t2):

S¿2 =  — :;;■■■ ■■ ■■■■■■■. ----
V (M2 + Ml ~ M )(H 2  — fll +  M )

, s <5\/(/A2 -  Ml +  M )
X2 {t2) = ------7t= = = ttC

\J(M2 + Mi ~ M )

(4.62)

Case 3: sign(x 1) =  —1, sign(x2) =  —1: Repeating the same computation for the third 
quadrant, equation (4.54) takes the following form:

0
+

0
_ x2(i2) Jo Mi +  M2 -  M

(4.63)

Further simplification leads to the following time estimate t =  t3 when the trajectory 
intercepts on the X2 =  0 axis and the intercept x\(t3):

______ S \J (m2 Mi +  -^0
(M2 +  Mi -  M )  ,J{n2  +  Mi -  M )  

ó2(h 2 -  Mi +
2(M2 +  Mi ”  M f

xi(t3) =

(4.64)
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Case 4-' sign(xi) =  —l,sign(x2) =  1: Repeating the same computation for the third 
quadrant, equation (4.54) takes the following form:

x iih ) + [  eA{t~T'>dT
0

0 Jo M2 Mi T M
(4.65)

Further simplification leads to the following time estimate t =  A4 when the trajectory 
intercepts on the x\ =  0 axis and the intercept £2(̂ 4):

14 =

X2{U) =

6
ill-2 +  Ail -  M )  

¿(M2 -  Ail +  M ) 
2 +  /¿I -  M)

(4.66)

Hence the time T2 taken by the trajectory to travel from the point O4 on the ball 
Bs to some point O3 on the semi-axis ej1" is obtained using (4.59), (4.62), (4.64) and 
(4.66) as follows:

T\ — t\ +  Î2 +  ¿3 +  ¿4
5 (4-67)

=  — A 
M2

where,

V =
Ail "  hi 

M2
A 2 H________ 1_______ +  V 1 -  v

1 + V  V (1 +  r/)(l -  77) (1 +  ?A)yi +  T]
(4.68)

Step 2: Time to travel from the point O3 on the e f  =  {x  £ 1R2 : x\ =  0,X2 > 0} axis 
to the origin:

It can be seen that the time T\ taken by one revolution depends on the initial condi
tion Ô, gain parameters (/¿1 ,^2) and the bound M  on the uncertainty. Hence the time 
T\ and time taken by the subsequent revolutions can be computed apriori. Further
more, as shown by the last equality of (4.66), the closed-loop trajectory decays closer 
to the origin by a factor T of the initial condition 6 where,

T = 1 — V
1 + T] (4.69)

The computation of trajectories for four quadrants can be repeated with the initial 
condition set at 22(̂ 4) to obtain the intersection of the trajectory with the x\ =  0 axis 
at the end of the second revolution as follows:

x (T2) =  0:2(¿4) 4/ =  ó'4/2 (4.70)
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where T2 is the time at which the second revolution is completed. Noting that one 
revolution takes ^  multiplied by the initial value on the vertical axis (see (4.67) ), the 
total time taken for two revolutions is estimated as follows:

T2 =  Ti +  (4.71)
M 2

where £2(̂ 4) is treated as the new initial condition at the start of the second revolution. 
Equation (4.71) can be simplified using (4.66) and (4.67) as follows:

T2 =  —  A [1 +  tf] 
M 2

(4.72)

Similar arguments lead to the computation corresponding to the third revolution as 
follows:

x (T3) =  x 2{T2) T =  d'k3

T3 =  T2 +  i ^ ^ A  =  — A [1 +  $  +  T2] 
M2 M2

(4.73)

Proceeding further and generalizing the above results for the rzth revolution, it is 
obtained that,

x(Tn) =  x 2 ( T „ _ i ) T  =  5 T "

Tn =  T„_i +  -  —  A [1 +  +  . . .  +  T "“ 1]
M2 M2

The number of revolutions tends to 00 as time t tends to 00. Hence the following holds 
true:

lim Tn =  lim Tn =  lim — A fl +  'I' +  T 2 +  . . .  +  T "“ 1! (4.75)i—>■ 00 n—>00 n—>00 f±2 L J

As can be noted from the definition (4.69) of \& that the inequality 0 < \k < 1 always 
holds true because M2 > Ml +  Ai. Hence the infinite series in (4.75) can be represented 
as follows:

1 +  +  'k2 +  . . .  +  \k" _1 =  1 ~ 'P'1 (4.76)1 -  T
In turn, the time Tn taken by an infinite number of revolutions represents the second 
segment of the settling time Ts in question which can be obtained as follows:

72 =  lim Tn71—>00 lim71—>00
-A

M2
<5 A

M2(l -  ik) 
SA

M2(1 -  'k)

1 -  
1 -  T

lim (1 -  Tn) (4.77)

< 00
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Relation (4.77) thus always gives a finite upper bound To on the settling time estimate 
of the twisting algorithm for finite values of gains pi, p2. The following can be obtained 
from (4.68) and (4.69):

2 \ / l

i 
i 

i—
1

+CN1

( i  +  v ) y / l  -  7f
1 + = 2 r)

1+7?
(4.78)

By substituting A and (1 — T) obtained from (4.78) and (4.69) respectively, the last 
equality of (4.77) can be further simplified as follows:

5A 5 y /l -  7?2 +  1

1 yj 1 rp +  1
p2(l -  T) P2W 1 -  V2 (pi -  M )y jl — T]2

(4.79)

Then, letting

H2 > Phi (4.80)

for some /3 > 1, the following is obtained from the definition of ?? and T in (4.68) and 
(4.69) respectively:

1 1 — fi~l
lirn 7? <  —, lim T > ----- fi—

/.41-70O ( j  H i-ooo  1 +  p i
P - 1
p +  1

(4.81)

In order to prove the existence of a finite S in the limit pi —> oo, it is necessary to 
establish the following Lemma.

Lemma 4.1. There always exists a finite 6 in the limit pi —>■ oo.

Proof. Let p2 > Phi hold true for some ¡3 > 1 to satisfy the requirement (4.13). Then 
there exists another scalar j3\ > ¡3 such that p2 =  PitP- Then, the definition of rj in 
(4.68) can be analysed as follows:

7? =
IP ~ M

Pup

lim tj — ——pi
1< -  

“  P

J_ _  M  
Pi IP

(4.82)

The analysis of this section started with the requirement 5 > ft. In the limit pi, P2 —̂► 
oo, a finite ?q is defined solely by a finite B due to the definition of rq in (4.31). Since
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R is a user’s choice and is finite, the following inequality holds true from (4.81):

lim 3 . < -Tg+1> 
T ¡3 — 1

< oo
(4.83)

The statement of Lemma 4.1 is proven due to the finite upper bound (4.83) of ^  as 
an arbitrary 5 can always be chosen such that the inequality 0 < ^  < Ti<f ^  < 5 < oo 
holds true in the limit fi\ —» oo. □

Hence a finite 5 >  ^  can always be chosen1 even as ¡i\ —> oo. Proof of the
existence of a finite 6 is thus complete.

It follows that

S
lim 72 =  lim — ------- - ^ ^ ---------------- ,--------- ---  u. itm i

m - w o  ( ^ _  A f ) V l  - r ?2 w - > ° °  ( / i X -  M)yjl  -

Thus, the intuitive expectation and in turn the final objective is achieved, namely, 
that increasing the gains of the twisting controller causes the settling time to decrease. 
Tuning rules to achieve an arbitrarily specified settling time are discussed in the next 
section.

\/l ~ V2 +  1 28 _ n (A OA\

4.3.1 Finite settling time of the origin under the switched control 
synthesis

The closed-loop system (4.9), (4.1) is finite time stable in the presence of the persisting 
disturbances uj(t) with uniformly bounded magnitude |w(i)| < M. The finite settling 
time can be represented using the results (4.18) and (4.77) of the Sections 4.2 and 4.3 
respectively as follows:

Ts(Ti ,T2)
T1 + T 2 , 0 < 6 < r0;
72, 0 < r0 < S.

(4.85)

where r0 =  ^/xj(fo) +  a ^ o )  is the Euclidian norm of the system initial condition, 
the estimates T\ and T2 are given by (4.18) and (4.77) respectively. The second aim 
detailed in Section 4 is thus achieved.

^ee Lemma 4.1.
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4.4 Tuning

This section derives constructive tuning rules to define the gain parameters l\, ¿2, Mi, M2 
such that an arbitrarily chosen desired settling time can be achieved. In addition, the 
parameter B, which defines the boundary of switching between the linear and the 
twisting control laws, is an independent parameter to be chosen by the user. Let the 
specified settling time be denoted as Ts > 0. Hence, in order to ensure that the closed- 
loop system (4.43) settles to the origin in specified time Ts, the following must hold 
true:

7i +  T2 < Ts (4.86)

where 71 and 71 are defined in (4.18) and (4.77) respectively. The proposed tuning 
strategy is that of dividing the desired settling time Ts into two time segments which 
can be arbitrarily chosen by the user. Then each time segment is considered to be the 
permissible upper bound on 71 and 71 which then leads to explicit tuning rules for 
the gain parameters of both the linear and twisting controller. Mathematically, the 
arbitrary allotment of the settling time can be obtained as follows:

vuII if r0 > 5;

l 0, otherwise.

i (1 -  e i)r „ if r0 > 6 ;

l  i , T„ otherwise

(4.87)

where the scalar £ (0,1) can be chosen by the user arbitrarily. Observing (4.18) and 
(4.79), the objective is to find the tuning of the twisting and linear gains such that the 
following inequalities hold true:

! in
M2 (<a + l)|ah0| + + 2a2A"xj0 + (a-2 + 1)2:^

R1 2 6

(Mi -  M ) s jl  -  rj2

< TS1, 

— Ts2 ■
(4.88)

Then (4.86) is always ensured. The application of twisting controller is invoked without 
linear feedback if the condition ro < 8 holds true due to user’s choice of B. As 
mentioned in Section 4.2, gain ¡1-2 of twisting is seen as a parameter in the formula of 
7). Hence the tuning rules for the parameters Mi, M2 are obtained first in the following.
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The requirements on the gains can be summarized from the previous sections as follows: 

ri =  max | — , V 2r \ , r2 =  8 T > rq,l 02 J 02
(4.89)

where the scalar p € (0,1) is at user’s disposal. It is assumed in the following that the 
initial condition of the states and the uniform upper-bound M  are known. The
step-by-step tuning procedure is now detailed:

02  >  max <pi +  M, p
R

2(1 - P ) '

Step 1:
choice of

Choose an arbitrary R. > 0. Let the following condition be imposed on the

0 2 -

(4.90)

Then, n  can be computed by combing (4.31) and (4.90) as follows:

n  =  V 2 R (4.91)

Step 2 : Next, select rj as follows:

0 < i) <
1
P

(4.92)

where /? > 1 is a tuning variable. The above is motivated by the fact that the variable 
r) thus defined does not allow T to equal either to unity or zero. It can be noted that 
the following holds true:

1 +Tj

Step 3 : Select the scalar <5 according to

l  —  i) ¡ 3  —  1------ 1 =  T > ------
“ P +  1

(4.93)

<5 >
ri( /3+l)  

/3-1 ’
ro(/3+l)  

P-l ’

if i’o >
if r0 <

n (/?+!). 

0-1 ’ 

h (/3+1) 
0 -1  ■

(4.94)

Then due to (4.94) the requirement ¿T > r\ is always satisfied.

Step 4: If ?’o < the twisting controller tuning is invoked without linear
feedback. Compute p i,p 2 using the next step and apply the twisting controller. If 
r0 > n^ 11̂ , go to step 6 .

Step 5: Tuning for the twisting controller is carried out in this step using results of 
Section 4.3. The following requirement can be formulated from (4.79) and the second
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inequality of (4.88):

(AT -  M ) \J\ -  tf
(4.95)

In turn, the following tuning rules on p\ and p2 can be obtained by combining (4.89) 
and (4.95):

Remark 4.6. From the tuning viewpoint, higher values of ¡3 (and in turn, lower values

to the fact that the behaviour of the settling time estimate (4.79) is fully known only 
in the limit p 1 —>• 00. Relationship of To with respect to p\ and ¡3 is highly nonlinear 
especially in the vicinity of 72 =  0 (see (4.79)). Hence (4.79) does not clarify as to the 
rate at which the settling time can be reduced. Nevertheless, due to (4.84), it can be

(4.88) is satisfied. In this sense, ¡3 is seen as a tuning variable.

Step 6: This step performs the tuning for the linear gains

h =  a  A2, I2 =  (a  +  1) A

where a > 1 is an arbitrarily chosen scalar and the scalar A can be obtained as follows: 
Perform the tuning procedure of Step 5 to obtain the parameters p i,p 2- Choose 
an arbitrary scalar p £ (0,1). Then choose an arbitrary scalar r >  0 such that 
0 < r < T2 holds true where r2 is computed from (4.38) using the above p. Next, 
compute i?i =  R — r (it should be noted from Remark 4.3 that the relation r < r2 < Ft 
is guaranteed). To ensure that (4.24) holds true let us choose A according to

(4.96)

of Vj) may be required for very small settling time requirements. This is mainly due

deduced that there always exists a finite scalar ¡3 such that the second inequality of

(4.97)

Next, utilizing the first inequality in (4.88), the following transcendental equation can 
be obtained:
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F ig ure  4.4: Numerical simulation for the specification of % = 10 sec, M  = 1.

It can be noted from (4.18) and (4.23) that there always exists a solution 7 such 
that (4.98) is satisfied. The basis for this is that lim 72e_ 7 1 =  0. A valid solution 77—>00
satisfying (4.98) can be obtained, for example, using numerical optimization routines. 
Hence the tuning rule for A can be obtained as follows:

. f /2 tL2M  +  («  +  1 )2M 2 Ì ,A — max < y -----------------------------, 7 > (4.99)

Then, (4.97) gives the tuning rules for the linear gains h,l,2- The third aim detailed in 
Section 4 is thus achieved.

Figure (4.4) shows the numerical simulation for a specification of Ts =  10 sec with 
the initial condition Xq =  x\ — 4 arid the upper-bound M  — 1. The aforementioned 
tuning steps have been carried out rendering the tuning variables as follows:

p =  0.99, r =  0.173, B =  1.5, <7 =  0.3,77 =  0.45, /3 =  2 .1 1 ,a =  1.01. (4.100)

The tuning rules (4.96) and (4.99) then compute the controller parameters as follows: 
¿¿1 =  2.47, p2 =  8.57, =  123.6, 12 =  22.243. A switch from the linear controller to the
twisting controller can be seen at t =  0.5 sec.

4.5 Remarks on geometric homogeneity and time collapse

The previous chapter proposed a geometric homogeneity based approach to estimate 
an upper bound on the finite settling time for a second order sliding mode controller. 
Geometric homogeneity have been used several times in the literature as a tool to 
establish stability [9, 84-86]. Early results [85, 86] studied asymptotic stabilization 
and existence of homogeneous Lyapunov functions when different dilations of the state
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vector and that of time give rise to homogeneity of the continuous vector field. The 
extension to a similar study for establishing finite time stability was carried out in [84] 
where it was shown that geometric homogeneity of vector field of a dynamical system 
leads to finite time stability if the system is asymptotically stable and has a negative 
degree of homogeneity.

The results in the previous sections of this chapter can be seen as a special case of a 
more general geometric homogeneity result [9] pertaining to the finite time stability of 
switched systems. However, the result in [9] did not provide the estimate of the settling 
time such that the intuitive expectation is fulfilled, namely, that increasing the gains 
of the feedback controller reduces the settling time. The results established in earlier 
sections not only prove the same but also provide tuning rules to achieve pre-specified 
settling time.

It is interesting to note that the geometric series (4.76) and (4.77) encountered as a 
natural outcome of the mathematical analysis are indeed in agreement with the earlier 
results on homogeneity of discontinuous vector field [4], [9, Th. 3.1] that inherently 
involve a geometric series producing finite time convergence of trajectory due to the 
negative degree of homogeneity.

Uniform Finite Time Stability

The Definition 2.5 of equiuniform finite time convergence given in Chapter 2 requires 
that the stability (that may be substantiated by Lyapunov functions) be uniform in 
the initial conditions of the state and time and the uncertainty. It also means that 
the parameter e mentioned in the aforementioned definition should be independent of 
the initial time to- As discussed in Section 3.8.2, it is worth noting that the results 
presented in earlier sections of this chapter satisfy these requirements. The first reason 
is that the underlying global uniform asymptotic and exponential stability is guar
anteed by combining the Lyapunov function based analysis presented in the previous 
chapter with the semi-global analysis in [9] (also see Remark 3.1). In particular, the 
inequalities

L r V ( x i , x 2) <  V (a q ,X2) <  M r V ( x i , x 2 )
(4.101)

V {x u x2) < L~RlMRR erK^ t~t°)

hold true within the compact set T r =  {(.-iq,^) : V < I?.}, V (x i ,x 2) =  ^2\x\\ +  ^x\ +  
kx\x2, V (x i ,x 2) =  n2\x\ \ +  \x\ and K r , Lr ,M r are positive scalars suitably fixed a 
priori [9, Th. 4]. The compact set utilised in the switched synthesis (4.10), which is 
based on the same function V  appearing in (4.12), is the same as that defined in proof 
of [9, Th. 4.2], Hence, the definition of equiuniform finite time stability is satisfied due
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to the very fact that the twisting controller is invoked inside T r. The second reason is 
that the computation of the transcendental solutions of the integrals (4.54) was carried 
out without depending explicitly on initial time to- More specifically, the point 0\ of 
figure 4.1 and point O4 of figure 4.2 do not depend on any fixed value of the initial 
time to- A unique S thus exists for all finite initial conditions x2 {to) for all to because 
the region Bn encompasses T^, i.e., Fr C Bri (see section 4.2.1, lemma 4.1 and figure 
4.1).

4.6 Remarks on conservatism of settling time estimate

The previous chapter and this chapter presented two methods of computing the upper 
bound on the settling time of the perturbed double integrator when a twisting controller 
is used. As mentioned earlier in the thesis, the work presented in [106] also addressed 
this problem. More recently, the work in [42] solved this problem via identifying strict 
Lyapunov function. All the results, reported in the thesis or otherwise, exhibit some 
degree of conservatism in the upper bound of the settling time estimate. This is because 
the computation of the settling time is based on either the decay rate of the Lyapunov 
function or the level sets of the same. It is of interest to investigate the conservatism 
of the upper bound presented in this chapter with that proposed in parallel or existing 
works. The most recent reference [42] is chosen for this comparison.

Reference [42] considers the following system:

¿1 = x2
±2 =  a (x ,t) +  b(x,t)u,

(4.102)

where x = (x\,X2)1' G R2,u G R and \a(x,t)\ < M  is bounded uncertainty. If it 
is assumed that b(x,t) = 1 then system (4.102) coincides with (4) when uj = a(x,t) 

and twisting controller is used. It should be noted that the gains need to be selected 
according to the following condition:

Hi +  p >  H2 -  M  > pi

for some p > 0, 7T2 > 0.

(4.103)

The upper bound on the settling time function established in [42] is as follows:

T(x0) = - V ls(xo)
7

(4.104)
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where,

ÎT2 >

X Q  =

7  = (4.105)

VT2(M2 -  Mi -  M )

c > 0

Let the initial condition xq =  (0.5,—1) be considered. Let the upper bound M  on 
the uncertainty w be M  =  1. This defines r] and 4/ (See Section 4.3). Let R =  0.5 be 
selected. Let S =  1.1^- be chosen in order to satisfy the requirement ¿4/ > ri. Then

when ¡ii =  2,/i2 =  4 are chosen. Furthermore, 71 =  2.05 can be computed from (4.18) 
where a =  2,l\ =2,l% =  3.Ri =  2.5 have been chosen. Hence, the total settling time 
according to the formula (4.85) is obtained as 71 +  72 =  5.78.

Next, let the upper bound on the settling time given by (4.104) be considered. Choice 
/ii =  2,/i2 =  4,p =  2, 7T2 =  0.2 is a valid one that satisfies (4.103) for M  =  1. Then 
7Ti =  4.2 follows from the definition given in (4.105). The scalars aq — 0.2 and 
a2 =  0.66 also follow from the definition given in (4.105). Choosing c =  1 and noting 
that 7 =  0.04, V'(xo) =  4.08 leads to the upper bound T (xo) =  127.4.

The actual settling time of the system is just less than 2.5sec. as shown in Fig. 4.5. 
It can be seen that the upper bound T (xo) =  127.4 obtained via the results of [42] is 
significantly more conservative than 71 +  72 =  5.78 obtained via the results presented 
in this chapter. This holds true at least for the initial conditions in question.

4.7 Planar systems with unilateral constraints and resets

formula (4.77) leads to the estimate of the upper bound on the settling time 7*2 =  3.73

Robust discontinuous uniform finite time stabilization has been a significant theme in 
this thesis. The planar systems considered thus far can be described by a discontinuous 
vector field. The solutions of the closed-loop systems are understood in the sense of
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F ig ure  4.5: Actual setting time of the closed-loop system (4.43)

Fillipov’s definition [6]. The solutions are absolutely continuous and in general non
unique in forward time.

The focus of the investigation in the next chapter shifts to the study of unilaterally 
constrained planar systems. More specifically, the focus is on studying the same tech
niques of homogeneity and non-smooth Lyapunov functions to establish uniform finite 
time stability and to estimate a finite upper bound on the settling time for unilaterally 
constrained planar systems.

Section 3.8.3 described a class of unilaterally constrained systems. Systems with 
unilateral constraints occur when one of the states cannot evolve beyond a physical 
constraint and typically have discontinuous solutions [23]. Discontinuous systems with 
jumps in the states, which are a class of complementarity systems, are studied in various 
disciplines within the sciences. References [23, 40, 95] provide a comprehensive study 
of solutions, stability and control of non-smooth mechanical systems with discontinuity 
and collisions and [122] studies complementarity systems in economics that allow for 
discontinuous solutions. As far as non-smooth mechanics of the motion of a particle is 
concerned, a unilateral constraint on position induces a jump in its velocity [23, Ch. 1], 
A classical example where a unilateral constraint gives rise to jump in velocity is the 
well-known ‘Bouncing Ball’ example. For example, robotics applications in mechanical 
engineering where the position of a particle is hindered by the constraint surface is a 
typical example of such systems [96]. Control of biped robots, a very active area of 
research [15, 27, 28], inherently involves jumps in angular velocities of all the joints 
[97].
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As evident from the above references, the practical significance of the study of sta
bility and control of systems with jumps is very relevant to a large class of mechanical 
systems. It can be seen from the aforementioned literature review that asymptotic 
stability in the presence of impacts is an active area of research. However, finite time 
stability in the presence of impacts is less studied. Impacts due to collision present a 
hard non-linearity within the whole control problem and the challenge of stabilizing 
the trajectory to the origin arises mainly due to the fact that impacts take the tra
jectories away from the origin in systems such as (3.86) where a unilateral constraint 
appears on the position. Hence, discontinuity of solutions and instability due to the 
hard non-linearity induced by state jumps pose a theoretically challenging problem.

The nonlinearity posed by impacts can be thought of as belonging to two types of 
systems: (i) Problems where the impacts have a finite accumulation point (see [23, 36] 
for detailed discussion on the so called ‘Zeno’ behaviour caused by the accumulation of 
impacts) and (ii) where the impacts do not have an accumulation point. In this thesis, 
the first problem is studied in the form of a regulator problem and the second problem 
is studied in the form of a tracking problem. The second problem inherently involves 
a definition of stability that is based either on the boundedness of solutions or on the 
periodicity of solutions [27, 36].

As far as the problems with an accumulation of impacts are concerned, the problem 
of defining the solutions of non-smooth systems in the closed-loop is theoretically chal
lenging [23, Section 1.3.1(c)]. The state x(t) of unilaterally constrained planar systems 
such as that given in (3.86) becomes a discontinuous function of time due to impacts. 
The flow remains continuous only between the impacts. Existing Lyapunov approaches 
can be found in [23, 101] which inevitably involve analysis of jumps in the correspond
ing Lyapunov function. From the perspective of formulating a control synthesis, the 
problem of finite time stabilization of such systems is a novel concept which has not 
been studied in the published literature (see [23] and references therein). Such a study 
is relevant to a class of mechanical systems with unilateral constraints [23, 97].

Out of the two aforementioned problems with impacts, the next chapter solves the 
theoretically challenging and practically relevant problem of uniform finite time stabi
lization of the unilaterally constrained perturbed double integrator to the origin in the 
presence of impacts which have a finite accumulation time 2. The problem of stabi
lizing the trajectories when the impacts do not have a finite accumulation and persist 
for all t £ [0, oo] is studied in Chapter 7. Since the control of joints of fully actuated

2As noted in [123], “one can argue that physical systems do not exhibit Zeno behaviour. However, 
modelling abstraction can often lead to Zeno models of physical systems. Since abstraction is crucial 
for handling complex systems, understanding when it leads to Zeno hybrid systems is important”. 
This is indeed the case with unilaterally constrained system (3.86) not only in understanding when 
‘Zeno’ motion occurs but also from the viewpoint of achieving stability.
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robots can be formulated as the control of a perturbed double integrator [23. Ch. 8], 
the results in the next chapter cover a large class of mechanical systems. The afore
mentioned finite time stabilization is achieved by extending the results of the previous 
chapter on the Lyapunov analysis for planar controllable systems and geometric results 
of this chapter to the case of unilaterally constrained systems.

4.8 Conclusion

A novel switched control synthesis has been developed. An upper bound on the settling 
time of the ‘twisting’ controller and the corresponding tuning rules are also established. 
The upper bound is obtained in the absence of the differential inequality of the Lya
punov function. Explicit tuning rules, which enable desired reduction in settling time, 
are obtained due to the several straightforward steps. The results appear to be su
perior to existing methods that do not provide tuning guidelines to achieve a specific 
reduction in settling time. These results may be of particular interest to practising 
control engineers in implementing a twisting controller.

The next chapter utilises the above results which are based on geometric analysis and 
combines them with the Lyapunov and homogeneity results of the previous chapter to 
solve the problem discussed in Section 4.7.



CH APTER  5

Uniform Finite Time Stabilization of a Unilaterally 
Constrained Perturbed Double Integrator

5.1 Systems with resets

The study of discontinuous systems has received considerable interest amongst control 
theorists and practitioners [21]. Discontinuous systems are studied in very different 
research fields such as economics, electrical circuit theory, mechanical engineering, 
biosciences, systems and control theory. Many different frameworks therefore exist to 
describe various classes of discontinuous systems, for example, differential inclusions [6], 
measure differential inclusions [25] and complementarity systems [23] amongst others. 
Discontinuities appear either due to the nature of the system dynamics or due to 
the application of discontinuous feedback control. A survey article on discontinuous 
dynamical systems can be found in [21], which discusses various kinds of discontinuities, 
their respective solution concepts together with the stability tools available in the 
literature.

This chapter is concerned with the study of systems with resets or subject to re
initialization of the states. Such systems are studied in various branches of the control 
sciences. In the study of hybrid systems, for example, systems with resets are studied as 
a combination of the two phases: (i) continuous time dynamics and (ii) discrete event 
dynamics caused by state jumps (see recent studies [49, 124] and references therein 
for a rigorous survey of solutions, stability theory and Lyapunov based frameworks for 
such systems). Systems with resets are also studied in complementarity systems arising 
from systems with collisions as studied in the area of non-smooth mechanics [23]. The 
solution concept for these can be found in [25, 47, 95]. The relevance of systems with 
impulse effects to the area of robotics is studied in [23, Ch. 8]. The tracking control
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of robotic systems when impacts appear as a hard nonlinearity is both a practically 
and theoretically challenging problem. Tracking control of biped robots [27, 36], for 
example, presents a befitting example of systems with impulse effects in velocity.

The main focus of this chapter is on mechanical systems with resets in velocity. The 
well-known twisting controller, which is a second order sliding mode controller [4], is 
utilised for finite time stabilization of a double integrator with a unilateral constraint 
surface as well as with a disturbance term in the velocity dynamics. The disturbance 
can account for discontinuous terms such as Coulomb friction. The velocity under
goes an instantaneous reset when this inelastic collision occurs. It is assumed in this 
chapter that the restitution or reset map relating the velocities just before and after 
the time of impact is fully known. However, no such assumption is made on the time 
of impact. The method of Zhuravlev’s non-smootli transformation [125] is utilised to 
first transform the system into a variable-structure system without jumps (also see 
references cited in [23, Ch. 1, Sec. 1.4]). Within the domain of engineering appli
cations, such a transformation is very useful in the analysis of vibro-impact systems 
[125], [126]. The resulting transformed system turns out to be a switched homogeneous 
system with a negative homogeneity degree [9] where the solutions are well-defined in 
the sense of Filippov’s definition [6], an attribute absent in the case of the original 
jump system (see [95] for solutions concept of systems with jumps and friction). As 
an immediate consequence, the x'esulting transformed system turns out to be a valid 
candidate for stability analysis via smooth and non-smooth Lyapunov functions [23, 
Section 1.4]. Next, a non-smooth Lyapunov function is identified to prove global equiu- 
niform asymptotic stability. In turn, the quasi-homogeneity principle [9] is shown to 
be applicable to the transformed system which, while being locally homogeneous with 
negative homogeneity degree, is shown to be finite time stable!.

A brief review of the literature on control of systems with 
resets

The monograph [23] details methods for specifying solutions, together with the Lya
punov stability framework and control synthesis for non-smooth mechanical systems 
with friction and collision. The rigorous theoretical developments in the theory of 
non-smooth mechanics have been accompanied by applications such as biped robotics 
[15, 36, 97] thereby emphasizing the practical importance of the developed theory. An 
introduction and a detailed study of non-smooth Lyapunov functions in the context of 
discontinuous systems can be found in [20].



5.1. Systems with resets 103

Stability studies for systems relevant to this chapter can be traced back to early re
sults, see references [34] for example. The results in [33] and [100] studied the bound
edness of solutions and the second method of Lyapunov for stability of linear impulsive 
systems. A multiple Lyapunov function approach can be found in [101] for switched 
and hybrid systems. It is noted however, that the Zeno behaviours produced by infi
nite number of switches and infinite number of impulses accumulating in finite time are 
not covered by this work 1. Stability analysis for systems with impulse effects can be 
found in [35] where conditions on jumps in Lyapunov functions were given for uniform 
asymptotic stability of the system. Results on Lyapunov stability and dissipativity 
theory were given in [102] for a class of hybrid systems which covered accumulation of 
impacts (or the Zeno mode).

Results on asymptotic stability and the invariance principle for unilaterally con
strained systems can be found in [36, 39]. Results on robust finite time stabilization 
of linear impulsive systems can be found in [99], which does not encompass the finite 
accumulation of impacts. Unilaterally constrained systems can also be seen as hybrid 
systems. The reader is referred to the latest advances in the literature on stability of 
hybrid systems [50, 124]. However, more references on hybrid systems are not included 
here as the study of hybrid systems is not one of the principal topics of this thesis.

It can be seen from the above literature review that uniform finite time stabilization 
in the presence of accumulating impacts is a new and open problem.

The rest of the chapter is outlined as follows. The problem statement is presented 
in Section 5.2. Section 5.3 presents arguments about the challenge of the proposed 
problem statement as well as about the novelty of the presented results. It also pro
vides clear motivation to study the problem defined in Section 5.2. Sections 5.4 and 
5.5 contain the main results, namely, the proof of finite time stability and computation 
of the upper bound on the settling time respectively. More importantly, these two 
sections extend the Lyapunov framework of Chapter 3 and geometric results of Chap
ter 4 to cover variable structure systems with resets. Section 5.6 presents numerical 
simulations. Section 5.7 outlines some future directions of study which are worth pur
suing not only due to the underlying theoretical challenge but also due to the practical 
relevance. Section 5.8 includes discussion on extending the results of the thesis thus 
far to non-smooth systems, a topic of investigation for the next chapter. Finally, some 
concluding remarks for the chapter are given in Section 5.9.

1In the previous two chapters, the infinite number of switches were covered at the origin, leading 
to a geometric series.
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5.2 Problem statement

The mathematical statement of the problem is given first. The next section follows the 
problem statement by clearly providing details of the underlying motivation and chal
lenge as well as the unique contribution. Consider the following open loop system [23, 
Ch. 1]:

±i =  x 2 (5.1a)

±2 =  u (x i,x2)+cu(t) (5.1b)

X! >  0 (5.1c)

X2 (tfc) =  - e x 2(tfc) if x2(ifc) < 0, x i ( t k) =  0, (5.Id)

where x\,x2 are the position and the velocity respectively, u is the control input, w(f) 
is a piece-wise continuous disturbance [9, Sec. 2], [6], tk is the time instant of the kth 
jump where the velocity undergoes a reset or jump, e represents the loss of energy and 
x 2 {kf. ) and x 2(tj7) represent right and left limits respectively of x 2 at the jump time t 
The equalities (5.1a) and (5.1b) represent the continuous dynamics without jumps in 
the velocity. The inequality (5.1c) represents the unilateral constraint on the position 
X\ which evolves in a domain with a boundary [23]. It is assumed that the jump event 
occurs instantaneously within an infinitesimally small time and hence mathematically 
can be represented by Newton’s restitution rule [23], [15] given by (5.Id) where it is 
assumed that e € (0,1). The twisting control law [4] in (aq, x2) coordinates is given as 
follows:

u (x i,x 2) =  -fx i sign(a;2) -  h2 signal) (5.2)

where, /i2 > /ii > 0. It should be noted that the above control law undergoes a jump 
whenever the state x 2 undergoes a jump (this is similar to the existing literature [15]). 
The disturbance u> is assumed to admit a uniform upper bound

ess sup |w(.x, i)| <  M  ("5 3)
t >o v ' '

on its magnitude such that
0 < M  < fii < fi2. (5.4)

It should be noted that the solutions of the closed-loop system (5.1),(5.2), which 
involve switched terms along with impact, can be defined using existing methods (see 
[25], [23], [95] and [47] for the solution concept via differential inclusions with both 
friction and collisions terms on the right hand side).
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The aim of this chapter is to i) prove finite time stability and ii) to establish a finite 
upper bound on the settling time T  of the closed-loop system (5.1), (5.2).

It should be noted that the existing finite time stabilization approaches [4, 9, 12, 14, 
106] do not apply to the case of jumps in the velocity dynamics. The motivation to 
achieve finite time stability is twofold. Firstly, the effect of the jump in velocity when 
x\ =  0 is a destabilizing one for the double integrator. This is contrary, for example, to 
the self-stabilizing nature of a bouncing ball where impact with the ground stabilizes 
the motion [23], with loss of energy at the time of impact. Hence proving finite time 
stability is a theoretical challenge due to the complexity of the definition of the solutions 
of the closed-loop system (5.1), (5.2) [95].

Relevance to mechanical systems

Although limited, system (5.1) is not too restrictive as such planar controllable systems 
may occur when non-linear constraints of the form F (x) =  0 are transformed into 
x\ =  0. The reader is referred to [96, Section III] where the problem of control 
of constrained robots described by M{q)q +  F(q,q)q — f  +  u, where /  denotes the 
generalized constraint forces due to a constraint surface (j){q) =  0, is transformed into 
x\ =  u +  to(t,x) +  T r (x ) f  with a constraint x\ >  0. The matrix T(x) is a non
singular transformation and /  =  0 when there is no contact with the surface. In 
terms of compact notations of complementarity theory [23], 0 < f-Lcj)(q) > 0 holds 
true. Then, the results presented in this chapter are directly applicable to such planar 
controllable systems with the aim of finite time stabilization on the constraint surface 
x\ =  0. Therefore, the proposed results do not merely mimic the bouncing ball like 
behaviour, but rather they achieve uniform finite time stability in the presence of 
friction and impacts for a large class of impact mechanical systems. Secondly, the 
proposed stabilization results can form the basis for similar developments for nonlinear 
systems with resets in velocity such as biped robots when the joints undergo rebounds of 
impacts. Thus the problem formulation is both theoretically challenging and practically 
relevant. It should be noted that the latest advances in the literature of numerical 
schemes [118] aid the implementation of discontinuous control laws.

5.3 A  novel concept: finite time stability in the presence 
of resets

Finite time stability [13] between two successive impacts when the impacts do not 
have an accumulation point is relevant to the area of biped robots [27]. The stability
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of a nonlinear system in the presence of such a finite time convergence of tracking- 
errors between the impacts is better understood in terms of periodic orbits [28]. Such 
a finite time convergence is fundamentally different from that obtained in the presence 
of accumulation of impacts otherwise known as ‘Zeno’ behaviour [23, 29]. This chapter 
achieves finite time stability of unilaterally constrained systems with the accumulation 
of impacts.

The existing work [36] can be utilised by showing that the limit of post jump values 
of the Lyapunov function goes to zero. The problem presented in Section 5.2 can be 
analysed in a manner very similar to Chapter 4 where integration of the trajectories 
is carried out and the corresponding Lyapunov function jumps are computed. This 
must be followed by the computation of the limit of the post reset Lyapunov jumps. 
Although this is possible theoretically, there is an inherent theoretical challenge due to 
the way the solutions are defined. For example, the Fillipov’s solution concept is no 
longer feasible for the jump system. Alternative methods [47, 95] should be employed 
first to clearly define the solutions of the closed-loop system. Then, the next challenge 
is to see if the convolution method of integration carried out in the previous chapter 
holds in this case. It is therefore not a straightforward problem to solve, even for a 
simple jump system (or a simple unilaterally constrained system), such as (5.1),(5.2).

In view of the above discussion, this chapter utilises an existing method of non
smooth transformation [125] to transform the system with resets to a system without 
resets. This conversion is essential to the subsequent result of equiuniform finite time 
stability since the trajectory of the transformed system can be defined completely by 
Fillippov’s solutions, a tool not available in the case of the original jump system. The 
main consequence of this transformation is that all the methods established in the 
previous two chapters, namely, Lyapunov and geometric analysis of homogeneity of 
uncertain switched systems, become applicable to the class of systems being studied 
in this chapter. Interestingly, hope for establishing various Lyapunov frameworks for 
such a transformed system was expressed in the literature [23, Remark 1.15]. The 
problem of finite time stability, however, has never been studied even for transformed 
systems generated by non-smooth transformation. The relevance of the investigation 
presented in this chapter to engineering applications has been discussed in Section 5.2. 
This chapter studies this theoretically novel and practically relevant problem.

Theoretical motivation

The theoretical motivation to propose this new framework to replace the existing Lya
punov methods for discontinuous systems [9], [4], [106] is that the later do not apply
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to the case of jumps in the velocity dynamics. In contrast, a class of non-smooth 
semi-global Lyapunov functions is shown to exist in this chapter to prove equiuniform 
asymptotic stability of the transformed system in order to take advantage of the exist
ing finite time stability results [9]. In turn, attainment of global equiuniform finite time 
stability becomes possible. From a practical viewpoint, the motivation stems from the 
applicability of the proposed method to the analysis and control of mechanical sys
tems with jumps in velocity such as biped robots [15]. The proposed theory not only 
covers individual resets but also encompasses the proof of finite time stability under 
the influence of infinite rebounds of impulses, otherwise known as the so-called ‘Zeno 
mode’. In the context of cyclic gait control of a biped robot, the practical significance 
of this proof is that the stability of all the actuated joints under the influence of infi
nite rebounds at each step is substantiated by mathematically transparent Lyapunov 
theory.

A  unique contribution

The main theoretical contributions of this chapter are threefold. Firstly, although re
sults exist for asymptotic stabilization of continuous and discrete dynamics [38], finite 
time stabilization in the presence of velocity jumps is a novel concept. Whereas the 
existing stability results using Lyapunov methods [23], [36], [101], [21], [34], [33], [100], 
[35], [102] inevitably involve analysis of jumps of the Lyapunov function and their re
spective limits in asymptotic time, the proposed method proves the finite time stability 
of the origin of a perturbed double integrator in the presence of jumps in velocity with
out having to analyse jumps in the proposed non-smooth Lyapunov function. Secondly, 
finite time stability is proved using the homogeneity principle for the switched system 
thereby obviating the need for obtaining a differential inequality of the Lyapunov func
tion. In turn, the quasi-liomogeneity principle [9] is extended to the case where jumps 
in velocity are present. Finally, the ‘twisting’ controller [4] is shown to stabilize the 
unilaterally constrained perturbed double integrator in finite time. Furthermore, an 
upper bound on the settling time is also computed. These contributions bridge three 
streams, namely, non-smooth Lyapunov analysis, the homogeneity principle and finite 
time stability for a class of impact mechanical systems.

This chapter presents one of the main results of the thesis. It sets an analytical bench
mark for future studies pertaining to the stability of a class of unilaterally constrained 
systems by providing rigorous Lyapunov based proofs and geometric homogeneity re
sults. For example, convergence analysis of advanced methods such as [30] may be able 
to utilise the proposed proof while verifying the results of stabilization of the system 
trajectory locally on a constraint surface. Furthermore, the results presented in this
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chapter allow for the so called ‘Zeno’ mode in constrained planar systems where the 
impacts have a finite accumulation point.

It should be noted that unlike some existing methods in the hybrid systems literature 
[50, Section V.C] [52, Example 6.8] that provide uniform asymptotic stability results, 
the ideal Zeno solution is not required to be eliminated by temporal regularization. 
Instead, the Zeno solution is automatically encompassed due to the non-snrooth trans
formation paving the way for non-smooth Lyapunov theory [20] to be applied to the 
problem. More importantly, the uniform finite time stability (as defined in [44], for 
example,) is achieved for the unilaterally constrained double integrator in the presence 
of friction and bounded disturbance on the right hand side of the velocity equation as 
well as in the presence of the Zeno behaviour of the solution, a robustness feature not 
available in the hybrid systems literature. Furthermore, equiuniform stability (with 
respect to uncertainty) is a different concept than that given in [44] in that the later 
only discusses uniformity with respect to the initial time and state. It is interesting to 
note that the problem of capturing the accumulation of impacts numerically is quite 
difficult to solve when event based numerical schemes are used [22, Ch. 1], This is 
discussed in more detail in Section 5.7.

A remark on ‘Zeno’ mode

Unlike the existing literature on hybrid systems [29], this chapter does not regularize 
the Zeno motion temporally or dynamically. For the bouncing ball example, ideal Zeno 
motion occurs when the ground and the ball are assumed to be rigid and non-deforming 
and each impact with the ground is assumed to be purely non-elastic [23, 48]. In the 
context of the bouncing ball analogy, the temporal regularization as described in [29, 
Section 4] and subsequently utilised in [50, Section V.C] means that the impact takes a 
small but (not infinitesimally small) time e > 0 and the dynamic regularization means 
that the impact is elastic but is more like that with a highly stiff spring. No such 
regularization is employed in this chapter and ideal Zeno modes due to non-elastic 
impacts are allowed giving rise to instantaneous jumps in zero time2 Furthermore, 
existing Lyapunov approaches on the study of ‘uniformly small ordinary time’ [48] 
that leads to finite time stabilization results and computation of finite settling time 
inherently differ in that the jumps in the corresponding Lyapunov function [48, Th.
3.3, Example 3.4] is always needed to be analysed at the time instance of a reset. More 
importantly, the decrease in successive jumps also have to belong to class /Coo (see 
[48, Th. 3.3]). This chapter does not need such an assumption while proving robust 
finite time stability and computing the finite settling time without analysing the jumps

2The measure of time is in fact better represented by Dirac measure [23] and Dirac distribution.
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in the Lyapunov function due to the jump-free system produced by the non-smooth 
transformation.

5.4 Global equiuniform finite time stability

This chapter employs Zhuravlev-Ivanov’s method of non-smooth transformation [125, 
127], [23, Sec. 1.4.2] to transform the impact system (5.1) into a jump-free system. 
Let the non-smooth coordinate transformation be defined as follows:

x\ =  |s|, xo =  R v  sign(s).
1 — 6

R  =  1 — k sign(s v). k = ------- .
1 +  e

(5.5)

The variable structure transformed system 

s =  R v
(5.6)

v =  R  1sign(s) (it(|s|,i?usign(s)) +  w(|s|,-Rwsign(s), f))

is then obtained by employing (5.5) and using the dynamics (5.1a), (5.1b) (see [23, Ch. 
1] and remarks on non-smooth transformation (5.5) at the end of this subsection for 
the mechanics viewpoint and detailed derivation). By combining (5.2) and (5.5), the 
controller (5.2) can be represented in the transformed coordinates as follows:

u(|s|,i?usign(s)) =  —fix sign(sv) -  fi2 (5.7)

Substituting (5.7) into (5.6), the closed-loop system in the new coordinate frame can 
be obtained as follows:

s =  R.v
(5.8)

v =  - f ix  i?_1 sign(u) -  f i2 R r 1 sign(s) +  h,“ 1sign(s)a;(i)

It should be noted from the definition of the transformation (5.5) that the origin 
s =  v =  0 of the system (5.8) corresponds to the origin x\ =  X2 =  0 of the system
(5.1),(5.2). Although the transformation (5.5) is not invertible, it is important to note 
that one starts from the closed-loop system (5.8) and that the original dynamics can 
be recovered via (5.5). Due to the boundedness of the solutions in both coordinate 
systems (see Remark 5.2) and due to the unique correspondence between the two 
coordinate systems at the origin, stability analysis can be performed in the transformed 
coordinates. The limitation of the non-smooth transformation approach is that it holds 
true only when the constraint surface is of co-dimension one [23]. The unique advantage



5.4. Global equiuniform finite time stability 110

of the method is that the solutions of (5.8) are well defined in the sense of Filipov [6]. 
Furthermore, such a formulation admits both friction and jump phenomena, while 
guaranteeing existence of solution. The formulation (5.8) also captures the infinite 
rebounds [38] (the so-called Zeno behavior) once the system stabilizes to the origin 
and in turn on the constraint surface.

Remarks on non-smooth transformation

Zhuravlev [125] first proposed the non-smooth transformation (5.5) to avoid the jumps 
in the solutions. The concept was later utilised in [127] to study periodic solutions 
and stability of planar vibro-impact systems. All the theorems of this work assumed 
differentiability of planar vector field / (x )  where x =  / (x ) .  However, the differen
tiability was needed by the proof of asymptotic stability and not by the definition of 
non-smooth transformation itself (see [127, Th. 1]).

The main idea of the transformation (5.5) is to use the mirror of the original trajectory 
x\(t) with the mirror placed on the constraint xj =  0 [23, Ch. 1]. The following 
analysis is included here from [23, Ch. 1] and from [127, Section 1] for completeness. 
Consider the definitions of transformation x =  |s| =  s sign(s) for the position and 
x =  R v sign(s) for the velocity. Let the dynamical equations of planar system x =  
f ( t , x , s ) +  (Tx{tk)Stk be analysed in transformed coordinates, where a±(tk) represents 
a jump in the velocity at time tk- The definition x  =  |s| =  s sign(s) dictates that 
s =  ^ {s (t) sign(s(i))} +  Uxitj'jdtj, where tj specifies an instant when the sign of s(t) 
undergoes a change, op) represents a jump in the quantity, <5(.) denotes Dirac delta 
measure and {F }  represents the derivative of any function F (i) calculated ignoring 
the points of discontinuity and which is not defined at the points of discontinuity. 
From the fact that crx(tt) = s(tj~) sign(s(t^)) — s(t~ ) sign(s (t j))  and since s(t) is 
continuous (due to the fact that x(t) is), it follows that

x =  ^ { s ( f )  sign(s(i))} sign(s) =  R v sign(s), (5.9)

where the definition of the new coordinate x =  R v sign(s) is used. Since, there is no 
jump in x, crx =  as =  0. Furthermore, sign(s)} =  s sign(s) ignoring the points of 
discontinuity (i.e. ,s =  0). Hence, (5.9) produces the first equation in (5.5) by canceling 
sign(s) on both sides, namely s =  R v. As to the velocity equation, it can be obtained 
that

x =  f ( t , x, x) +  ax(tk)Stk =  — {R  v sign(s)} +  aR v sign (5.10)
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where tj denotes generically an instant where x =  R v sign(s) may be discontinuous. 
An inspection of (5.5) shows that this can occur when either of s(t) or v{t) crosses 
zero. In the case when v(tj) =  0, it follows that cr±(tj) =  aR v Sign(,s)(^ ) =  0. The 
following can be obtained from the last term of (5.10):

x — R it sign(s) (5-11)

In other words, the jump a±(tk) has to equal zero, since aR v sign(s)(%) equals zero due 
to v(j) =  0, for the equality (5.10) to hold true. Substituting x =  /  from (5.10) into
(5.11) and simplifying, v =  R r 1 sign(s) /  is obtained as given in the second equation 
in (5.5). However, if the trajectory intersects the u-axis with r ^ 0 ,  then the change of 
sign is due to s and the jump can be computed as &i(tj) — 2 v(tj) sign(.s(/,J )) =  a±(tk), 
where and tj coincide. The quantity 2 v(tj) sign(s(ft)) is obtained as follows. The 
jump occurs only when the variable s changes sign [127, Section 1], When s changes 
its sign from positive to negative with v < 0 on s — 0 axis (i.e. from fourth quadrant 
of (s, v) plane to third quadrant) at time t =  tj, the following can be obtained:

v (tf)  =  lim v(tj) =  lim v(tj) =  v (t j)
t-*tf t-ttj

lim sign(s(ij)) =  — lim sign(s(tj)) =  —1 
i->it t-*tj

R (tt) =  lim (1 -  fcsign(s(it))sign(v(it))) =  1 -  k
t-+t+ J J (5.12)

R (tj) =  lim (1 -  ksign(s(t~))sign(v{tj))) =  l +  k
t—>tj

aR v sign(s)(^i) =  R (t j )  v (tpsign (s(tf)) -  R (tj)  v (tj)sign {s(tj))

=► aRv signW^J') =  - 2 i;(ij+) =  2 w(it)sign(a(t+))

The same analysis can be carried out when s changes sign from negative to positive 
with v >  0 and o^Dsign(S)(W  =  2w(i+)sign(s(ijh)) can be obtained.

The coincidence of tk and tj above is due to the fact that there is no jump in s or x 
for all times and the fact that the contact occurs on constraint x =  0 when s changes 
sign with a non-zero v. In this case cr±(tk) ~  aR v sign(s)fe) =  2 v(tj) sign(s(it)) holds 
true and the same second equation of (5.5) is arrived due to cancelation of equal jump 
terms on both sides of (5.10). Substituting x from (5.10) into (5.11) and simplifying 
again produces v as given in the second equation in (5.5).

Hence, starting from the transformed system in (5.5), it follows that no impact occurs 
if the (s,u) trajectory crosses the s-axis (i.e. {(s,u) : v =  0}). If it crosses the u-axis, 
then this occurs when s =  0 (i.e. x  =  0, the constraint is attained), and an impact 
occurs with a magnitude 2 v(tj) sign(s(i^)).
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Before beginning with the proof of finite time stability, a summary of the stabilization 
characteristics is given. The following four facts are summarised from the analysis of 
the previous section:

1. The point (0,0) =  (aq, £2) is the equilibrium of the dynamical system (5.1), (5.2). 
This is because aq =  0,£2 =  0 is obtained when, for example, co(t) =  0 and 
(£ i(0 ),£2(0)) =  (0,0). Similarly, the point (0,0) =  (s ,v ) is the equilibrium of 
the dynamical system (5.6), (5.7). This is because

s =  B v =  0, £2 =  B~l sign(s) u(|s|, B v sign(s)) =  0

is obtained, for example, when tuft) =  0 and (s(0),u(0)) =  (0,0). Hence, the 
trivial solution (0, 0) is a unique solution and is the equilibrium point for both 
dynamical systems.

2. The non-smooth transformation (5.5) is such that the coordinates (s, v) cannot be 
retrieved from the (£i ,£2) as it is a singular transformation. However, the point 
(0, 0) is an exception in that it is uniquely transformed from (aq,£2) system to 
the (s, v) representation and vice versa. This claim can be verified as follows: v =  
0 => x =  B v sign(s) =  0. Also, the expression x =  0 => v =  (B, sign(s))-1 x =  0 
holds true. Furthermore, expressions x =  0 => s =  ± £  =  0 and s — 0 => x =  
|s| =  0 hold true.

3. The boundedness of (s, v) guarantees boundedness of (£1, £2) as noted in Remark 
5.2.

4. There exists a semi-global Lyapunov function proving equiuniform finite time sta
bility of (5.6), (5.7), thereby proving equiuniform finite time stability of (5.1), (5.2) 
due to the aforementioned points 1, 2 and 3.

The finite time stability results can now be presented for the transformed closed-loop 
system (5.8).

Lemma 5.1. Let the dynamical system be given by (5.8). Also assume e € (0,1), 
then the following is true:

sign(sv) sign{B. — B ) =  — 1 (5.13)

Proof. The parameter B is defined in (5.5). For the case when sign(su) =  —1, B, can 
be computed as B =  1 — ksign(sv) =  1 +  k =  Hence B  — i?-1 =  (egfi+g)'̂  •
Noting that e e (0,1), it is indeed clear that sign(i? — i?” 1) =  1. Hence the result
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sign(su) sign(i? — B r 1) =  —1. For the case when sign(su) =  1, R can be computed as 
R — 1 — ksiga(sv) =  1 — k — -^=. Hence R -  R r 1 =  Noting that e G (0.1),
it is indeed clear that sign (R — R r 1) =  — 1. □

The transformed system (5.8) is not a standard double integrator system and is not 
a candidate for the application of existing methods [4] because R causes discontinuity 
in the right hand side of the first equation of (5.8). Hence, proving finite time stability 
is not as trivial as merely combining the existing controller and existing non-smooth 
transformation technique. Furthermore, finite time stability of (5.8) has never been 
studied.

It is of interest to note that the discontinuity and in turn Filippov’s inclusion [6] 
in (5.8) is caused by the fact that R switches between two positive values on sets 
{(s, v) : s =  0}, {(s, v) : v =  0} of Lebesgue measure zero. Let the two values of R be 
defined as follows:

#1 =  r+g, if sign(su) =  - 1; 
Ha =  r h ,  if sign(sw) =  1.

Then, it is trivial to note that given e G (0,1), the following is true from the compu
tations in Lemma 5.1:

I?i > i?2 > 0 , R f 1 < Rif1, l-ffi -  fl-r1! < 1̂ 2 -  R^\

¡R x -R ^ l 3 +  e ,,, o —i I 3e +  1,
k I , I =

(5.15)
2c

The following is the first main result that establishes equiuniform finite time time 
stabilization.

Theorem  5.1. Given M  =  0, the impact system (5.1), (5.2) and its transformed 
version (5.6), (5.7) are globally equiuniformly finite time stable.

Proof. Lyapunov stability analysis can be performed in the transformed coordinates 
since both the set of expressions (5.1), (5.2) and (5.6), (5.7) represent the same 
system. Let a Lyapunov function candidate be given as follows:

V (s,v ) =  ¡i2 |s| +  i  v2 (5.16)

By computing the temporal derivative of this function along the system trajectories 
in (5.6), (5.7) with M  =  0, it is obtained that,

V < p,2 \v\ |i? -  i?._1|sign(sn) sign(ii -  Rr1) — /i1i?_1|n| (5-17)
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From Lemma 5.1, equation (5.17) can be simplified as,

V  < - / i 2|v| |i? -  i T 1] -  m  R - 1 |v| (5.18)

It can be verified that i?-1 >  0 for either sign of sign(s v) since e E (0,1). Since the 
equilibrium point s =  v =  0 is the only trajectory of (5.8) on the invariance manifold 
v =  0 where U(s,u) =  0, the differential inclusion (5.6), (5.7) is globally uniformly 
asymptotically stable by applying the invariance principle [128], [129]. Moreover, the 
system described in (5.6), (5.7) is globally homogeneous of the negative degree q =  — 1 
with respect to dilation r =  (2, 1) and is globally uniformly finite time stable according 
to [9, Theorem 3.1]. □

It can be observed that the Lyapunov function V(s,v) defined in (5.16) is inspired 
from and is similar in structure to that proposed in [9, Th. 4.1]. However, Lemma 5.1 
is needed to prove the negative definiteness of V  appearing in (5.17) since the right 
hand side of (5.17) involves the switching element R — R~ 1. The closed loop system
(5.8) is a globally homogeneous system if ui(t) =  0 Vf > 0. Consider next the case 
when M  takes a nonzero value. The discontinuous control law (5.7) can reject any 
disturbance to with a uniform upper bound (5.3). Thus, the following result can be 
stated.

Theorem  5.2. The closed-loop impact system (5.1), (5.2) and its transformed ver

sion (5.6), (5.7) are globally equiuniformly finite time stable, regardless of whichever 
disturbance oj, satisfying condition (5.3) with M  < ¡ii < p.2 — M , affects the system.

Proof. The proof is constructed in several steps.
1 . Global Asymptotic Stability
Under the conditions (5.3), (5.4) of this theorem, the time derivative of the Lyapunov 
function (5.16), computed along the trajectories of (5.6), (5.7) is estimated as follows:

V =  fi2\v\ l-R -  7?- 1|sign(sij) sign(i?, -  T?-1 ) -  p,\ R~l |u| +  R -1 |w|sign(su) u
(5.19)

< -H 2 \v\ |i? - R - 11 -  (hi -  M )R ~l \v\

The first term in the last inequality follows from Lemma 5.1. Since M  <  by condi
tions (5.3), (5.4) of this theorem, the global asymptotic stability of (5.6), (5.7) is then 
established by applying the invariance principle [128], [129].
2. Semiglobal Strong Lyapunov Functions
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The goal of this step is to show the existence of a parameterized family of local Lya
punov functions VR(s ,v ),R  >  0 such that each VR(s, v) is well-posed on the corre
sponding compact set

Dr =  {(s; n) G IR2 : F (s, v) < R}. (5.20)

In other words, V ,̂(s, v ) is to be positive definite on D^ and its derivative, computed 
along the trajectories of the uncertain system (5.6), (5.7) with initial conditions within 
Dft, is to be negative definite in the sense that,

VR( s , v ) < - W R(s,v) (5.21)

for all (s,v) G and some WR(s,v), positive definite on L>̂ . A parameterized 
family of Lyapunov functions VR(s ,v ),R  > 0, with the properties defined above are 
constructed by combining the Lyapunov function V of (5.16), whose time derivative 
along the system motion is only negative semi-definite, with the indefinite function 
U(s, v) =  s v:

VR(s,v) =  V(S,V) + K RU(s,v) =  ¡12 N +  - v 2 +  k r s v (5.22)

where the weight parameter is chosen small enough namely,

kr < mm ( ,  2M22 h 2\Ri - R 1 1\ +  R 11( ß i - m ) \

r  R , RXy m  ]
(5.23)

and i?i is defined in (5.14). It can be noted from (5.20) that the following inequalities 
hold true:

s| < -3-, M <1 — ’ 1 1 ~ \Ì2È. (5.24)

Hence, the Lyapunov function (5.22) is positive definite on compact set (5.20) for all 
(s, v) G JD^\{0,0} and nR >  0 satisfying (5.23) as shown below:

> ß2

1 2 1 2 1 2
2 2hRb 2 ^ ’

krD
jw + l ' 1 -  kr) 1,22/ 2̂

>  0
(5.25)
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The time derivative of the indefinite function U(s, v) along the trajectories of the 
uncertain system (5.6), (5.7) is obtained as follows:

U(s,v) =  R v2 +  s (—fii R 1 sign(u) — ¡lo R 1 sign(s) +  l?“ 1 sign(s)uj)

=  R.v2 — /iii?“ 1|,s|sign(su) — fi2 R ^ 1 |s| +  i?^1|s| lo (5.26)

< R v 2 — i?_ 1|s| (/i2 — /¿i — M)

Then, by combining (5.19) and (5.26) the time derivative of (5.22) can be obtained as 
follows:

Vg < — r 2\v \ \R — R x| — (/¿i — M ) R 1 |u| +  KftR.v2 — k ^ R  1|s| (m2 — Mi — M )
(5.27)

The parameter R in (5.27) is a state function and keeps switching between the two 
values as shown in Lemma 5.1. This corresponds to the fact that the rate of decay 
of the Lyapunov function (5.25) switches depending on R. Considering the slowest 
decay, a conservative estimate of the upper bound (5.27) can be readily obtained using 
Lemma 5.1 and Eq.(5.15) as follows:

Vr < ~R2\v\ |i?i -  i? rX| -  (Ml ~ M)i?j“1|w| +  k^R i v2 -  (fa ~ Mi ~ M )
(5.28)

Noting that, due to (5.19), all possible solutions of the uncertain system (5.6), (5.7), 
initialized at to £ R  within the compact set (5.20), are a priori estimated by

sup V (s ,v )< R ,  (5.29)
ie[i0,oo)

and that (5.24) holds true within the compact set (5.20), (5.28) can be re-written as 
follows:

-  (m-2 |i?i — i?i11 + (mi -  M ) i?11 -  KftRi V2R j
-  KfiR - l (n2 -  mi -  M)\s\ < - c k [|s| +  |i;

(5.30)

where

cr =  min {  «Mi?r 1(M2 ~ Mi ~ M ), fi2\Ri -  ^ r 11 +  (Mi -  M )R x1 

It follows from (5.23) that ck > 0. Hence (5.30) results in

Kr R i V^È. I 
(5.31)

Vr < ~ k r vr M (5.32)
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where

K R  —  c r

-1

■ )/*(>+**) > 0

and the upper estimate

2/To H“ n d7?. / 7?
-  2̂  lsl +  \ / +  kr ) H

of the Lyapunov function (5.25) on compact set (5.20) has been used. Hence the desired 
uniform negative definiteness (5.21) is obtained with WA(s,v) =  K^V^(s,v).
3. Global Equiuniform Asymptotic Stability

Since the inequality (5.32) holds on the solutions of the uncertain system (5.6), (5.7), 
initialized within the compact set (5.20), the function Vr̂ (.s, v) decays exponentially

VA(s(t),v{t)) < V^(S(t0), K io ))e -^ (i- io) (5-33)

on these solutions with decay rate Kp  which depends on the gain parameters p i,/i2, 
bound M  on disturbance uj and the system property R\. On the compact set (5.20), 
the following inequality holds (see (5.25)):

LRV(s, v ) < VR(s, v) < M AV(s, v )  (5.34)

for all (s, v) E DA and positive constants Lk , Mk , satisfying

i 2/Xn — R.Ki, 1 ( 2  U?+l?Kp )
Lr < mu11 -----^ 2 ----- M r > max j  ^ ------------------------ , 1 +  Kjj J (5-35)

The above inequalities (5.33) and (5.34) ensure that the function V (s,v ) decays 
exponentially

< LM M RV(s(t0),v (t0) ) e -KnMto) < l ^ M rR e~K&<■*-*°> (5.36)

on the solutions of (5.6), (5.7) uniformly in uj and the initial data, located within 
an arbitrarily large set (5.20). This proves that the uncertain system (5.6), (5.7) is 
globally equiuniformly asymptotically stable around the origin (s, v) =  (0, 0).
4. Global Equiuniform Finite Time Stability.

Due to (5.4), the piece-wise continuous [6], [9] uncertainty B,f1uj(t)sign(s) in the right 
hand side of the system (5.6), (5.7) is locally uniformly bounded by R f lM  whereas 
the remaining part of the feedback is globally homogeneous with homogeneity degree 
q =  — 1 with respect to dilation r =  (r i,r2) =  (2,1). Noting that q +  r2 < 0, the



5.4. Global equiuniform finite time stability 118

globally equiuniformly asymptotically stable system (5.6), (5.7) and in turn the original 
impact system (5.1), (5.2) are globally equiuniformly finite time stable according to [9, 
Theorem 3.2]. □

Remark 5.1. Given the bound M  on the uncertainty uj and fixed values of /i i,/i2, 
an arbitrarily large R can be chosen such that the expression V(s(io), v(to)) < R 
holds true. In other words, global finite time stability follows from Theorem 5.2 as an 
arbitrarily large R always exists. The only restriction of the whole formulation is that 
R. should be finite [9] (the initial condition set (5.20) must be known). In the context 
of control of mechanical systems such as biped robots, the initial condition region is 
known to be finite and hence the aforementioned condition is not a major restriction. 
Furthermore, the scalar k is inversely proportional to the parameter R.

Remark 5.2. The singularity of the transformation (5.5) means that the initial con
ditions s , cannot be retrieved from the actual initial conditions [23]. It is
interesting to note that this is not a limitation. It can be proved using the following 
analysis. Within the compact set (5.20), the following is obtained by utilizing the 
inequalities (5.24):

|xi| =  |s| < — , \x2 1 =  |i?i>sign(s)| =  |VR?v2 1 < R\/2^ (5.37)
M2

Hence, despite the singularity of the transformation (5.5), the settling time estimate 
as well as the tuning guidelines (developed in the following sections) based on the trans
formed system are applicable to the original system. The reason is twofold. Firstly, the 
mapping from (s, v) to (aq, X2) or vice versa is unique at the origin. Secondly, as shown 
by (5.37), while the transformed system coordinates (s, u) settle from their respective 
upper bounds (-^-, y/tik) to the origin due to finite time stabilization, the original sys- 

tem coordinates (a q ,^ ) settle from their respective upper bounds 2R) to the
origin.

Remark 5.3. The results obtained in this section are applicable to second order feedback 
linearizable non-linear systems with relative degree 2 [75]. Let the nonlinear system 
be given as follows:

x =  f { x ) + g ( x ) u  

h(x) = xi

x(t£) =  ex(tfr) if x <  0, x  =  0

(5.38a)

(5.38b)

(5.38c)
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where, u £ R  is control input, x  G R 2 is state vector, h(x) is output and the Lie- 
derivative CgCllh{x) takes non-zero values due to the assumption of feedback lin- 
earisability [75]. Such systems may occur, for example, in the field of robotics where 
CgC f h ( x )  can take non-zero values. Also, full-state feedback control synthesis is pos
sible as it is realistic to assume the availability of both position and velocity in the 
case of a broad class of mechanical systems. It is well-known [75] that the control law

u(x)
£ s£ j lh(x)

( - £ / 2/i0 ) +  v(y)) (5.39)

transforms the continuous part (t ^ {tk}) of the dynamics of system (5.38) into the 
following double integrator:

in =  2/2,

V2 =  v(y\,y2)
(5.40)

It remains to check how the impact map (5.38c) is affected in the process of trans
formation. It should be noted that the new coordinates are given as y\ =  h(x) =  x 
and =  Cfh(x) =  x. Hence the same impact map as that given by (5.38c) holds 
true and the control law (5.39) with v{y) =  —/iisign(y2) — /¿2sign(yi) results in the 
feedback-linearized closed-loop system

Vi =  2/2
i)2 =  ~ni sign(y2) -  V2 sign(yi) if V\ ±  0 (5.41)

m {tl) =  e if 2/2 < 0, 2/1 =  0,

which is the same as that described by (5.1), (5.2) thereby proving finite time stability of 
the system (5.41) and in turn finite time stability of a class of nonlinear systems (5.38) 
in the presence of jumps in the velocity.

5.5 Settling time estimate

A finite upper bound on the settling time of the closed-loop system (5.6), (5.7) is 
computed in this section. This section utilises the same geometric analysis as that 
carried out in Section 4.3. As described in section 5.3, the possibility to perform a 
similar geometric analysis for the transformed system highlights the importance of the 
non-smooth transformation and that of the finite time stability tools developed in the 
previous chapters (see section 4.3) to establish similar results for the systems with
resets.
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F igure 5.1: Schematic of finite settling time behavior of the transformed sys
tem (5.6),(5.7)

The concept is graphically depicted in Figure 5.1. When the trajectories are initial
ized on the positive vertical semi-axis =  {:r £ R2 : x\ =  0,.X2 > 0} at O4 , the 
factor by which it gets closer to the origin after one revolution can be computed. The 
value of the intercept (point O3) on the positive vertical semi-axis after one revolution 
should be greater than the radius rq of the ball Br% containing the level set Dp defined 
in (5.20) (see Section 5.5.1 for the definition of r\ to render the relation Dp C Bri to 
hold true).

The choice of 6 , such that d'T > ri where T is the factor by which the trajectory gets 
closer to the origin after one revolution at point O3, will ensure that the settling time 
estimate will be more conservative than the one computed with the initialization on 
the level set Dp, (point O2). The motivation for such a choice of initialization of the 
trajectories on the ball B$ stems from the fact that the trajectory, containing O2 on 
the level set Dp, starting from any arbitrary point below O4 (see Figure 5.1) on the 
ej axis cannot intersect the trajectory starting from the point O4. The basis for this 
is the fact that the solutions of (5.8) are unique everywhere. In fact, the solution does 
not remain on the axes s =  0, v =  0 for finite time and always crosses the axes except 
at the origin [9, Th. 4.1]. Hence, different trajectories have no intersections because 
otherwise they would coincide with each other outside the origin due to the uniqueness 
of the solution.

The approach utilized in the following is a two step process. Firstly, a comparison 
system [120], the trajectory of which encompasses the actual system, is defined as 
shown in Figure 5.1 (see the early work on the majorant curves [4] for the twisting
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controller; also see Remark 4.5). Secondly, the comparison system is then initialized on 
the positive vertical semi-axis e^ with the coordinates (0,5). Then the finite settling 
time is computed for the comparison system subject to the condition 54/ > ri.

5.5.1 Definition of the radius ri such that D^  C B ri

As described in the first paragraph of Section 5.5, it is necessary for the computation 
of 5 to compute the radius r\ such that the expression D^ C Bri holds true. The 
following is required:

R2I£
R.

--— < 1 =>
2 B

(5.42)

Impose the following inequalities:

s
ri

2

<
R ’

(5.43)

Then the expression (s,v) £ Bri holds true for every given point (s,v) £ D^ in the 
(s,v) state space. Note that the following always holds true for all (s,u) £ D[f:

s
R
f/2

The first inequality of (5.43) can be simplified as follows:

s

(5.44)

(5.45)

Utilizing the relationship (5.44), the following more conservative requirement can be 
formulated from (5.45):

1 N to

A 1 t
Qi

r i N
. 2

/ //2 1 ~  R
(5.46)

Hence, the upper-bound r\ > ■— on r\, obtained from (5.46), suffices to satisfy the 
first inequality of (5.43).

Similarly, the second inequality of (5.43) leads to r\ > \/2^, combining which with 
?’i > —, the following estimate of the parameter r\ is obtained:

7*i =  max (5.47)
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5.5.2 Finite Settling time

Let the right hand side of (5.8) be written as follows:

(¡>i =  B v,

4>2 =  - f i iB r lsign(v) -  /¿2.R- 1sign(s) +  B r1 sign(s)w(t)
(5.48)

Let a comparison system corresponding to (5.8) be given as follows:

s =  B v

v =  -  [hi — M] i? r1sign(n) -  /x2i?_ 1sign(s) 

In turn, the right hand side

(j>\ =  B v

(j>2 =  ~ [Ml “  M] B~lsign(u) +  ¿i2i?_ 1sign(s) 

of the comparison system (5.49) relates to (5.48) as

(5.49)

(5.50)

<h =41

(f>2 =  <t>2 +  A <f)

where
A <j> =  —M B sign(u) +  i?- 1sign(s)a;.

It is trivial to note that,

if (s, v) € (Gì U G4); 
if (s,v) € (G2 UG3).

(5.51)

(5.52)

(5.53)

where
Gi =  {(s,v ) : s > 0,v > 0 } , G2 =  { (« ,« )  : s > 0,v < 0} (5.54)
G3 =  {(s, v) : s < 0, v < 0} , G4 =  {(s, v) : s < 0, v > 0}

By virtue of (5.51), (5.53), the motion of the plant (5.8) is dominated by that of (5.49) 
subject to the same initial condition. In other words the solutions (s(t),v(t)) of the sys
tem (5.8) and the solutions (sc(t), vc(t.)) of the comparison system (5.49) rotate around 
the origin and in each region G j,i =  1,2,3,4 the plot of the trajectory (s(t),v(t)) is 
bounded by the plot of the trajectory (sc(t),v c(t)) and the switching lines s =  0, v — 0. 
Hence it suffices for the purpose of estimating the finite settling time to consider system
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(5.49) which can be represented in the matrix vector notation as follows:

C(t) =  AC(t) +  B u,

where

and

r T ' 0 R ' 0  ’
s  V ,A  = ,B  =

L 0 0 1

u =  —(m — M) sign(v)B, 1 -  fi2 sign(s) R 1

(5.55)

(5.56)

(5.57)

The motion in the state space can be obtained using the convolution integral as 
follows:

((t) =  eAt £° +  /  eA  ̂ T) B u dr (5.58)
o

(°  =  [,s(fo) n(io)]T is initial condition. It should be noted that R is a time varying 
discontinuous function of state (. The integral (5.58) holds for time-invariant systems. 
However, this integral can be used for defining the solutions ((t) of the time varying 
system (5.55) in each quadrant Gi, i =  1,2,3,4 defined in (5.54) since R remains 
constant in a given quadrant. Hence, the same procedure can be repeated as that 
utilised in Section 4.3. Since the control switches on the axes =  s =  0, ( 2  =  v = 0, 
the integral (5.55) is required to be computed in each quadrant utilizing Bu as follows:

B u =
0

— M ) sign(u) Rrl — /¿2 sign(s) R~1
(5.59)

It is noted that using such integrals to define the solutions of the comparison system 
(5.49) is mathematically correct as the control law never generates a sliding mode on 
the switching lines £1 =  0 and £2 =  0. Hence the solution always crosses these switching 
lines except at the origin [4], [120]. The matrix exponential in (5.58) can be computed 
as follows:

eAt =  I  +  A t + ^ -  +  . . .  (5.60)

Since An — 0,V?z > 2, (5.60) leads to the following:

1 Rt 
0 1

-Rt2 
2

t

eAt =  I +  At =

t

(5.61)
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Utilizing (5.58), (5.59) and (5.61), the following can be obtained (see Section 4.3):

, SR SR. SRy/T^lj
1 M2 ( 1 + » ? ) ’ 2 ¿ ¿ 2 \ / ( l  + ri)(l -  77)’ 3 M 2 V  +  f i ) V l  +  V

(5.62)
where 77 =  /;i ---  and U is time taken by the trajectory to travel from the semi-axis 
{ (  £ IR2 : Ci =  0, C2 > 0} to the semi-axis { (  6 R 2 : (1 > 0, ( 2  =  0} and so on. 
Furthermore, the interception of the trajectory on the positive and negative semi-axes 
can be obtained as follows:

Ci(U) 

Ci (is)

m 2
2^2(1 +r)Y  

(RS)2( 1 -  rj)
2M2(1 +  fi)2 ’

C2 (̂ 2) =

C2 (Ì4) =

V i +  v ’
¿(1 -  V

1 +  77

(5.63)

where the intercepts Cl(¿1)5 C2V2), Cl(̂ 3)5 C2V4) are depicted in the Figure 5 .1. Flence 
the time T\ taken by the trajectory to travel from the point O4 on the ball Bg to some 
point O3 on the semi-axis is obtained using (5.62) as follows:

RA  . i?iA  .
T\ — ii +  ¿2 4" i.3 +  Ì4 — S < • ò

M2 M 2
(5.64)

where A =  tt— I--- , 1 +  3 -^ . It can be seen that the time T\ taken
i +  T) \J (1+ jj) (1—r;) (I-HjIn/I+Ì)

by one revolution depends on the initial condition 5, gain parameters (mi,M2)> system 
property Ri and the bound M  on the uncertainty. Hence the time T\ and time taken 
by the subsequent revolutions can be computed apriori. Furthermore, as shown by 
the last equality of (5.63), the closed-loop trajectory decays closer to the origin by a 
factor 4> of the initial condition S where >F =  < 1 .  A similar computation can
be repeated with the initial condition set at C2 (V) to obtain the next intersection of 
the trajectory with the semi-axis =  0 at the end of the second revolution, namely 
("2(1/ 2) =  C2C/4) 4/ =  ó'<F2, where T2 is the time at which the second revolution is 
completed. Noting that one revolution takes ~  multiplied by the initial value 011 
the vertical axis (see (5.64) ), the total time taken for two revolutions is estimated as 
follows:

T2 =  Ti +  —  C2(/4) < — S [1 +  *] (5.65)
M2 M 2

where the last equality of (5.63) and the right hand side of (5.64) are utilized. Noting 
that the number of revolutions n —» 00 as time t —> 00, above steps can be repeated 
and the following generalization for the nth revolution can be obtained:

lini Tn =  lim Tn < lim —-— S (l +  4/ +  4/2 +  . . .  +  'F'1“ 1] (5.66)
£—>00 n —>00 n -> -  00 f l 2 L

Noting that the inequality 0 < ^ < 1 always holds true, the infinite series in (5.66)
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can be represented by a convergent geometric series. In turn, the upper-bound on the 
settling time Ts of the system (5.8) can be obtained apriori as follows:

Ts =  lim Tn <n—»•oo
lim

n—>oo
M ,
Â2

1 -  T rtl R\ A 6

1 -  T J ~ M2(l ~ '&) (5.67)

It can be seen from (5.66) and (5.67) that the result on switched planar uncertain 
systems developed Section 4.3 is proven to hold true for a system with friction and 
collision terms on the right hand side.

5.6 Numerical simulation

This section presents numerical simulation results illustrating finite time stabilization of 
unilaterally constrained planar systems. The numerical simulation result is presented 
in Figure 5.2 which gives a comparison between the system (5.1), (5.2) with fii =  
1, ¡12 — 2,M  =  0.5, e =  0.9 and the transformed system (5.8). Appropriate initial 
conditions a’i(io) =  2 ,22(̂ 0) =  1 and s(to) =  2, v(to) =  [1 — fc]“ 1 are used. The jump 
in velocity occurs when s changes sign [23]. The simulation is carried out using the 
event based Runge-Kutta method and it is inherently prone to exhibit departure from 
the physical behaviour for both the discontinuities in the system (5.1), (5.2), namely, 
the ‘sign’ function and the jump. The system settles in less than 7 sec which is less 
than the upper-bound 23.6865 sec computed using (5.67). The phase plane plot of the 
jump system can be seen in Figure 5.3 and that of (5.8) containing no impacts can 
be seen in Figure 5.4 for the aforementioned initial conditions. It is easily observed 
that the phase plane plot in Figure 5.4 closely resembles the phase plot of the twisting 
controller [4, 9].

5.7 Some open problems

The results in this chapter have assumed an idealistic impact model where the reset 
in velocity occurs instantaneously. An interesting and challenging open problem is to 
study finite time stabilization in the presence of a slip as in the case of a border collision 
bifurcation at the time of impact. Within the framework of grazing bifurcations, such 
impact systems are said to have grazing velocities [23, Problem 5.2], [130, 131] and 
are more formally studied within mechanical engineering where the trajectory of the 
system comes in contact with the constraint surface tangentially [130] or with zero 
velocity [131]. Although, this is an active research area of non-smooth mechanics, the 
investigation of whether finite time stabilization can play a significant role or not is a
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Fintie tim e stabilization in presence o f  resets in velocity

Figure 5.2: Finite time stabilization of the unilaterally constrained sys
tem (5.1), (5.2) and that of its transformed version (5.8).

P h a se  p la n e  p lo t  o f  u n ila te ra lly  co n s tra in e d  sy stem

Figure 5.3: Phase plane plot of the unilaterally constrained system (5.1), (5.2).

practically relevant topic since it has direct applications in terms of both behavioural 
and stability analysis of advanced hybrid mechanical systems such as biped robots 
[130] and that of most commonly used systems such as rotating shafts with bearings 

[132].

Another open problem is extending the proof of finite time stability when mea
surement of only the position is available and an observer is constructed to estimate 
velocity, which in turn is to be utilised by output feedback. There are two theoretical
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P h a se  p la n e  p lo t  o f  th e  tr a n s fo r m e d  sy stem

Figure 5.4: Phase plane plot of the system (5.8) obtained via non-smooth transfor
mation.

challenges here. First, ail observer for the velocity has to be finite time stable since the 
corresponding finite time state feedback controller needs the ‘true state’ information 
for stabilizing the system in finite time even when there are no impacts. Furthermore, 
it is required that the observer stabilizes faster than the controller otherwise the overall 
system can lead to instability. Such an output feedback scenario when there are no 
impacts has been studied, for example, in the reference [46] in the case of continuous 
homogeneous systems and in [14, 42] in the case of discontinuous systems amongst 
others. This requirement is similar to the classical separation principle and has always 
been an area of investigation when an observed state is used by the control synthesis. 
It will be shown in Chapter 7, which incorporates the revised results of a recent pub
lication [60], that the system trajectory can escape to instability unless it is ensured 
that the observer settles at the origin quicker than the controller. Second challenge 
is that the observer also has to ‘see through’ the Zeno mode arising due to the accu
mulation of impacts. As the impacts go on accumulating near Zeno motion, the time 
interval between two successive impacts goes to zero with a finite limit. When there is 
no uncertainty in the impact parameter e, an impacting observer may be constructed. 
Even in this ideal case, impact times have to be known precisely for introducing a reset 
in the observer. However, when the parameter e is not known completely, it is difficult 
to nullify the post impact error in the observed and real velocities in the presence of 
the accumulation of impacts. This remains an open problem in the area of finite time 
stabilization. Two possible directions are (i) to achieve ultimate boundedness in the 
presence of uncertainty at the time of impact and (ii) to achieve finite time stabilization



5.8. Extension to non-smooth systems 128

as presented in 5.2 but with the feedback (5.2) using observed velocity ¿2 and with the 
assumption that impact times are also known in addition to accurate knowledge of e.

The third problem is a very natural extension of the results obtained in this chap
ter to the time discretization of dynamics with accumulating impacts. The system
(5.1) , (5.2) with accumulating impacts possesses a Zeno mode. It is well-known in the 
area of numerical integration of discontinuous systems that event based explicit nu
merical schemes are inherently prone to spurious oscillations close to the discontinuity 
surface [22, Section 1.2.3.1]. Such oscillations are known as ‘numerical-chatter’ in the 
area of sliding mode control [2, 3], which appears even in the absence of uncertainty. 
The recent results on numerical integration of variable structure systems [118, 133] 
using Euler’s implicit method appear to offer an advanced alternative such that the 
discrete-time chatter is completely removed for first and second order sliding mode 
systems at least when there is no disturbance u>(t). Conversion of the jump system
(5.1) , (5.2) to a variable structure system (5.8) was key to the Lyapunov analysis pre
sented in this chapter. It is then a very interesting problem to study whether the 
closed-loop variable structure system (5.8) lends itself as a valid candidate of the latest 
numerical schemes [118, 133], solving in the process a very challenging open problem 
of ‘going thorough’ the Zeno mode of impacts in discrete time and capturing the an
alytical solution numerically without recourse to any approximation such as temporal 
or dynamic regularization [29].

5.8 Extension to non-smooth systems

This chapter presented finite time stability of systems with reset using a second order 
sliding mode controller which is a variable structure controller. It builds on the frame
works of homogeneity and Lyapunov stability developed previous in chapters. Finite 
time stability is obtained in the presence of disturbances uj(t) with a persisting bound 
|u;(f)] < Mo in the continuous phase of motion. As discussed in Section 3.2, if the 
robustness requirement is relaxed to |tn(i)| < Mola^l“ , the finite time stability of a 
double integrator can be established by using existing continuous finite time stabiliza
tion schemes [11, 12]. However, these methods do not ensure uniform or equiuniform 
finite time stability.

The previous two chapters utilised and extended the semi-global Lyapunov frame
work [9] extensively. Furthermore, the second order sliding mode controller utilised 
was a homogeneous controller [4]. It can be seen from references from the continu
ous finite time stabilization literature [11, 12, 14, 44-46, 115] that attaining uniform 
or equiuniform finite time stabilization of a perturbed double integrator is an open
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problem when a continuous controller is used. It is then a very interesting problem 
to investigate whether the homogeneity and Lyapunov frameworks developed thus far 
in the thesis can be extended to the non-smooth systems with continuous homoge
neous right hand sides [85, 86] generated by homogeneous continuous non-Lipschitz 
controllers [84]. The main motivation for such an extension is in achieving equiuniform 
finite time stabilization.

Considering (i) the rich literature on the subject of continuous finite time controllers 
[134], (ii) the fact that it remains an active area of research [94, 135] and (iii) that 
uniform finite time stability is an open problem even for a perturbed double integra
tor (see [14] for asymtotic stability), establishing equiuniform finite time stability of 
non-smooth planar systems with and without impacts is an important and challeng
ing problem. This is the topic of the next chapter which establishes uniform finite 
time stability not only for a perturbed double integrator (4.9) but also for the impact 
mechanical system (5.1) using a continuous control u.

5.9 Conclusions

Robust finite time stabilization has been considered for a unilaterally constrained per
turbed double integrator. A non-smooth state transformation is employed to generate 
a jump-free system which is then shown to be finite time stable. The theoretical con
tribution of the presented work lies in achieving finite time stabilization of a class of 
impact mechanical systems with accumulation of impacts without the need to analyze 
jumps in the Lyapunov function explicitly. A finite upper-bound on the settling time 
is also estimated. Deriving similar results for nonlinear impact systems and deriving 
numerical schemes for such systems are seen as the future immediate goals. From 
a practical viewpoint, the results will motivate a similar development for nonlinear 
impact mechanical systems such as biped robots.

The next chapter extends the results obtained thus far in the thesis, which are based 
on geometric homogeneity and Lyapunov functions, to solve the problem discussed in 
Section 5.8.



CH APTER  6

Uniform Continuous Finite Time Stabilization of Planar

Systems

Finite time continuous controllers

Chapter 4 presented a brief review of Fuller’s phenomenon [79]. There is no sliding 
motion in Fuller’s time optimal controller when it is used for stabilising planar control
lable systems. Instead, the decreasing geometric progression of the switching times lead 
to a finite convergence time and the switching curve is given by two half segments of 
parabolas [116]. The trajectory of a planar closed-loop system exhibits Zeno behaviour 
after reaching the origin when a time optimal controller designed using Fuller’s phe
nomenon is employed. It is important to note that such motion at the origin is of 
co-dimension two for planar systems and is referred to as a second order sliding mode
[4] in the sliding mode community when a class of robust feedback controllers are under 
study. A so-called ‘sub-optimal’ approach can be found in [69] for the second order 
sliding mode controller. A near time optimal control using sliding mode technique can 
be found in [136].

All the above controllers are discontinuous controllers. It is interesting to study 
whether finite time convergence can be attained when a continuous bounded controller 
is used. This was the question posed in [11]. A significant motivation for this is the 
desire to remove the discontinuity from the controller and avoid the high gain nature 
of the control at the origin. This is an interesting problem as the resulting controller is 
necessarily non-Lipschitz [11]. It is well-known that a continuous finite time controller 
has better robustness properties [11], [13, Th. 5.2] than its Lipschitz counterpart. 
Since the early result in [11], the topic of finite time continuous controllers has always

130
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been an active area of research as evident from the literature review presented in the 
next section.

This chapter studies equiuniform continuous finite time stabilisation. It is of interest 
to study if the Lyapunov and quasi-homogeneity results of [9] can be extended to 
achieve uniform continuous finite time stabilization of a perturbed double integrator 
with and without resets. The flow of this chapter is similar to previous chapters. In 
particular, section 6.3 is similar to Chapter 4 since it achieves equiuniform continuous 
finite time stabilisation of a perturbed double integrator such as (4.9) without resets 
and section 6.4 is similar to Chapter 5 since it achieves equiuniform continuous finite 
time stabilization when resets in velocity are present due to a unilateral constraint.

It is well-known that geometric homogeneity leads to finite time stability of an un
certain continuous system if it is asymptotic stable and if the degree of homogeneity 
is negative [84]. Due to geometric homogeneity, the same finite time stability result 
holds true for uncertain switched systems with negative homogeneity degree but with 
an additional condition of uniform asymptotic stability [9]. Both areas have been stud
ied separately as the underlying mathematical apparatus was different. However, the 
result on switched systems [9] is a stronger one as it presents a control synthesis which 
is robust to disturbances with persisting bounds. Hence, it is a valid candidate for 
rejecting disturbances which are piece-wise continuous as defined by Fillipov’s defini
tion of solutions [6]. With the above background on geometric homogeneity and finite 
time stability, this chapter extends the discontinuous case to the continuous one. The 
main motivation is to prove robustness of continuous controllers for a larger class of 
uncertainties while also achieving uniform finite time stability, a relatively new con
cept, which is in its infancy in the finite time stabilisation paradigms [44] and which 
is not guaranteed by existing approaches [11, 12].

The proposed theoretical development considers a perturbed double integrator. An 
existing finite time stabilizing, continuous, bounded homogeneous controller [14], [83] is 
utilized. However, the result on finite time stability of switched systems [9] is employed 
in place of a continuous approach [13] in order to extend the class of perturbations that 
can be successfully suppressed in finite time. Equiuniform asymptotic stability of the 
closed-loop system is achieved by identifying a class of semi-global strong C1 Lyapunov 
functions. Equiuniform finite time stability then follows from the quasi-homogeneity 
principle which is extended for a continuous vector field. An explicit upper bound on 
the settling time is then computed using the homogeneity regions.

The main objectives of this chapter are (i) to achieve equiuniform continuous fi
nite time stabilization of planar controllable systems with piece-wise continuous, non- 
homogeneous disturbances and (ii) to achieve (i) for systems with unilateral constraints.
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A brief literature review dedicated to continuous finite time stabilization is given 
next before the problem statement is formalized.

6.1 The state of the Art in continuous finite time stabil

isation

Continuous finite time stabilization of linear and non-linear control systems has been 
an active area of research. Introduction of continuous finite time controllers [11] re
vealed the non-Lipschitzian nature of the closed-loop dynamics of planar finite time 
stable systems. Lyapunov and converse Lyapunov theorems were subsequently estab
lished and the continuity properties of the settling time function were studied [12, 13]. 
The literature shows that the aforementioned theoretical results find applications in 
robotics [11, 14, 15, 88] as well as in aerospace engineering [110, 137]. A survey of 
finite time stability and stabilization is available in [108].

Stability of non-linear homogeneous systems is also a well studied area. Earlier 
results on asymptotic stabilisation [85, 86] of continuous homogeneous systems are 
based on the definition of a class of dilations where each state is dilated with a differ
ent weight [85]. It was established in [84] that geometric homogeneity leads to finite 
time stability if the homogeneity degree of the asymptotically stable continuous homo
geneous system is negative. A result on output feedback synthesis which combines a 
continuous finite time observer with the continuous finite time controller can be found 
in [46]. Finite time stability and uniform finite time stability of nonlinear time varying 
systems was studied in [44], Uniform finite time stability results were established in [9] 
for discontinuous homogeneous systems with a negative homogeneity degree but with 
an additional requirement of uniform asymptotic stability. A settling time estimate 
and tuning for the planar discontinuous case with rectangular disturbances has been 
established in Chapter 4 which is a special case of the more general result [9].

Continuous finite time stability and homogeneity have been rigorously studied and 
several results exist. Continuous finite time stable controllers proposed in [11] for a 
double integrator system x =  u take the form

u (x ,x ) =  ~-|j:|&sign(a;) — |i|°isign(i;) (6-1)

with the condition > b whereas those proposed in [83, Sec. 4] take the form

u(x ,x) =  — |ic|"sign(rc) — |i|“ sign(£) ( 6 . 2)
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with the equality The difference between the above two controller formu
lations is that the former has a phase-plane plot that has a closed-loop trajectory 
approaching the origin tangentially to the asymptote x\ =  0 whereas the later has 
the closed-loop trajectories approaching the origin while also rotating infinitely many 
times around the origin. The robustness to a class of continuous disturbances was 
established in [11] when the controller (6.1) is utilized. Asymptotic stability and ro
bustness to piece-wise continuous disturbances was recently established in [14] when 
the controller

u (x ,x ) =  —yU2|̂ |fesign(a;) — /ii|i|Qsign(i:) (6.3)

is used with a  £ [0,1) and ¡1-2 >  > 0. Another class of finite time controllers can be
found in [12] which take the form

u (x ,x ) =  -  /i2|i:|“ sign(i) (6.4)

where tj) =  x +  2̂ jsign(i:)|i|2_a is the manifold which the closed-loop trajectory first 
reaches in finite time, then slides on the same and eventually reaches the origin in 
finite time. This synthesis, while being supported by a strict homogeneous Lyapunov 
function [12], prescribes better rejection of continuous disturbances than that achieved 
by Lipschitz controllers [13. Th. 5.2]. An output feedback finite time stabilization 
result can be found in [46] which also establishes robustness to a class of continuous 
homogeneous disturbances. A detailed survey of various control strategies for a double 
integrator can be found in [138].

Several results also exist on continuous finite time stabilization of linear and non
linear systems of higher dimension than two (see [84] and references therein for linear 
controllable systems and [45, 87, 89, 91, 94, 115, 135, 139, 140] for nonlinear systems). 
In all the above references, the robustness to disturbances is obtained by considering 
the vector field as one of the following three cases: (i) A summation of more than one 
homogeneous vector field [84], (ii) a summation of a continuous homogeneous vector 
field and a continuous homogeneous perturbation (see, for example, [46, Lemma 3]) 
or (iii) a non-homogeneous vector field with continuous non-homogeneous disturbance 
(see, for example, [55]). In this chapter, robustness of the controller (6.3) is established 
in the presence of p i e c e - w i s e  c o n t i n u o u s  non-homogeneous disturbances u j ( x , x ) that 
admit a uniform upper-bound

ess sup \u j ( x , x ,  i)j < i\/o|i|“  
i>0

(6.5)
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This is established for a  G (|, 1) while preserving finite time stability of a controllable 
planar system, a robustness feature not enjoyed by the aforementioned references1.

Motivation

The first objective is to achieve equiuniform finite time stabilization for the case with
out jumps in velocity. The theoretical motivation to propose a new Lyapunov and 
homogeneity framework for planar continuous homogeneous vector fields is to give 
uniform finite time stability with respect to uncertainty and initial data alike while 
giving a more robust synthesis than the existing methods which utilize the link be
tween homogeneity [86], [85] and finite time stability [84] and computing the settling 
time for the class of homogeneous controllers (6.3) in the presence of non-homogeneous 
perturbations. Equiuniform finite time stability is a stronger feature than finite time 
stability and requires the Lyapunov stability to be uniform with respect to the initial 
time and disturbances (see [44, Remark 3.1] and Definition 2.5). The result presented 
in the following sections of this chapter achieves this for the class of controllers (6.3). 
This is the main motivation and a key contribution of this chapter.

The method proposed in [12] relies on the homogeneity property of the strict Lya
punov function and that of its derivative. It is known that every controllable linear 
system admits a class of homogeneous finite time stabilizing controller accompanied 
by existence of the differential inequality of a Lyapunov function (see [84, Sec. 7,8] 
and references therein). However, construction of a strict Lyapunov function is re
quired to find an explicit formula for both the upper bound on the settling time and 
the tuning rules for the given homogeneous controller. For example, the homogeneous 
controller [83, Sec. 4] was shown to render the unperturbed double integrator finite 
time stable only via the homogeneity route. Finite time stability as well as the ex
istence of a Lyapunov function can be inferred from the existing results [84] but an 
explicit formula for the settling time is not available for this class of controllers (the 
effect of a class of perturbations was explicitly included in the asymptotic Lyapunov 
stability analysis recently [14]). Furthermore, the proposed results can motivate simi
lar developments for even arbitrarily higher order controllable systems in the presence 
of piece-wise continuous perturbations, which is also an interesting problem from the 
engineering viewpoint. It should be noted that the proposed method requires uniform 
asymptotic stability of the origin, a condition stronger than that required by existing 
results [84].

1The continuous terminal slider proposed in [91] makes no assumption on the continuity of lumped
disturbances. However, the corresponding synthesis leads to finite time stability only if ||oj|| = 0. In 
the presence of nonzero lj and with the upper bound of the form ||cj|| < bo +  HIHII + 62 ||a:||2, the states 
are rendered only ultimately bounded. An upper bound of the form (6.5) is not discussed.
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As to the second objective, a double integrator is considered with a unilateral con
straint surface. This is the same problem as the previous chapter (see the discussion 
in section 5.3) but with an aim to establish similar results in the case when a contin
uous homogeneous controller (6.3) is used. The velocity undergoes an instantaneous 
reset when the inelastic collision occurs. Similar to Chapter 5, it is assumed in this 
chapter that the restitution or reset map relating the velocities just before and af
ter the time of impact is fully known. However, no such assumption is made on the 
time of impact. The continuous homogeneous controller (6.3) is considered for finite 
time stabilization of the closed-loop system in the presence of resets in velocity. The 
method of Zhuravlev-Ivanov non-smooth transformation [125, 127] is utilised to first 
transform the system into a variable-structure system without jumps. The discontinu
ous finite time stabilization using the quasi-homogeneity principle of switched systems 
has been established in Chapter 5 using the above transformation approach. Within 
the engineering applications, such a transformation is very useful in the analysis of 
vibro-impact systems [125, 126], The resulting transformed system turns out to be a 
switched homogeneous system with a negative homogeneity degree [9] whose solutions 
are well-defined in the sense of Filippov’s definition [6], an attribute absent in the 
case of the original jump system (see [95] for solutions concept of systems with jumps 
and friction). It is important to note that the use of finite time stability of switched 
systems [9] is the only suitable method for the proposed synthesis due to the switched 
nature of the transformed system despite the continuous controller (6.3). This is be
cause all the existing references on continuous homogeneous systems [11, 12, 14, 46] 
require continuity of the vector field, a condition unavoidably violated at the time of 
jumps.

The theoretical motivation to propose this new framework in place of the existing 
continuous finite time stabilisation approaches [11, 12, 14, 46] stems from the fact that 
the existing homogeneity frameworks [12, 46, 86] are not applicable to systems with 
jumps because the requirements of continuity of the vector field and of the Lyapunov 
function are not satisfied at the time of jumps in velocity. It also turns out that the 
Lyapunov stability framework proposed in [12] is not applicable to the transformed 
system. The reader is referred to section 6.4.1 for the theoretical proof of this claim. 
In contrast, a class of C l seini-global Lyapunov functions is shown to exist in Section 
6.4 to prove equiuniform asymptotic stability of the transformed system in order to 
take advantage of the existing results [9] for a continuous synthesis (6.3). In turn, 
attainment of equiuniform finite time stability and derivation of explicit formulae of 
the upper bound on the settling time becomes possible. Also note that the existing 
Lyapunov approaches for discontinuous systems [4, 9, 106] do not apply to the case 
of jumps in the velocity dynamics. From a practical viewpoint, the motivation stems
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from the applicability of the proposed method to the analysis and control of mechanical 
systems with jumps in velocity such as biped robots when continuous homogeneous 
controllers like (6.3) are utilised.

The rest of the chapter is outlined as follows. The problem statement for the first 
objective is presented in Section 6.2. Section 6.3 establishes equiuniform Unite time 
stability of planar non-smooth systems and computes an explicit formula for the upper 
bound on the finite settling time. Thus, this subsection achieves the first objective of 
the chapter. Section 6.4 repeats the same when resets are present due to the unilateral 
constraint surface thereby achieving the second objective of the chapter. Theoretical 
contributions of this chapter along with future directions and some open problems in 
the area of continuous finite time stabilization are discussed in Section 6.5. Section 6.6 
motivates the problem of tuning the gains for a finite time output feedback variable 
structure synthesis which is the topic of the next chapter. Section 6.7 outlines the 
conclusions of the chapter.

6.2 Problem Statement

Consider the open loop system (4.9). The modified version of the twisting control 
law [4] in (x\,x-2) coordinates is given in [14] and in (6.3) with a  £ [0,1) and M2 > 
Mi > 0 (also see [83] for purely continuous case a  £ (0,1)) with the gains mi =  M2 =  1. 
As in [14], the piece-wise continuous disturbance io is assumed to admit a uniform 
upper bound

ess sup \u j ( x . t)\ <  M \ x 2 \ a  (6.6)
i>0

on its magnitude such that

0 < M  < Mi < M2 — A/. (6-7)

The aim of this section is to i) prove equiuniform finite time stability and ii) to estab
lish a finite upper bound on the settling time T  of the closed-loop system (4.9), (6.3) 
for a £ (|, 1) in the presence of the disturbance uj with the upper bound (6.6).

Global asymptotic stability of such a perturbed double integrator can be found in 
[14, Theorem 2]. Global finite time stability for the unperturbed case with the con
troller (6.3) was established via homogeneity in [83]. Finite time stability for a class 
of perturbations was established in [84, Th. 7.4] by combining the geometric homo
geneity of a vector held with Lyapunov stability result [13]. However, the class of 
non-homogeneous disturbances (6.6) has not been studied explicitly in the literature
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while proving finite time stability. It was also established that there always exists a 
strict Lyapunov function [84, Th. 7.2] for the continuous homogeneous vector-field 
such as that of the closed-loop system (4.9), (6.3). However, finding a finite upper 
bound on the settling time for (4.9), (6.3) is still an open problem. This chapter 
solves this problem. Recalling the discussion in the previous section on motivation, 
the problem formulation is theoretically challenging and practically relevant.

While finite time stability of the closed-loop system (4.9),(6.3) with a G (0,1) can 
be established from either of the two methods [83, Th. 2], [9, Th. 3.2], the result 
for discontinuous systems [9] is more general as it encompasses the discontinuous case 
when a — 0 [14, Th. 1], Moreover, existing results [46, 83, 84, 86] encompass only 
continuous disturbances uj(t) whereas the proposed method accommodates even the 
piece-wise continuous ones because the result on switched systems [9] is utilized and 
extended in Theorem 6.1 below. For example, the results in the next section allow 
disturbances of the form |a;2|“ sign(a;i) whereas the existing literature does not allow 
this due to the discontinuity on the line x\ =  0. Of course, in the presence of continuous 
disturbances with an upper-bound |x2|a, it is enough to apply [14, Th.l] to establish 
global asymptotic stability and in turn [84, Th. 7.4] to establish global (but not 
uniform) finite time stability of the closed-loop system (4.9), (6.3).

The controller (6.3) does not belong to the class of controllers proposed in [11, Corol
lary 1]. The phase plane plot of the closed-loop system (4.9),(6.3) with a  G (0,1) can 
be found in [14] which shows that the trajectories spiral infinitely around the origin 
without approaching tangentially to the hyperplane x\ =  0 as they move to the origin.

The following Lemma extends the existing result [9, Lem. 2.12] for the present case 
with uniformly decaying piece-wise continuous disturbances u> and is utilized in the 
proof of the main result. It should be noted that the unperturbed closed-loop system
(4.9),(6.3) with M  =  0 is globally homogenous of degree q =  — 1 with respect to 
dilations (r i ,^ )  =  ( f r f  5 yryy) (see [83, Sec. 4]). Furthermore, the definitions 2.1, 2.2,
2.3, 2.4, 2.5, 2.6, 2.7 given in Section 2.4 and definitions [9, Definitions 2.3, 2.4, 2.5] 
are invoked hereafter for the solution concept, homogeneity and finite time stability of 
the closed-loop system (4.9),(6.3).

Lemma 6.1. Let the function u (xi,X 2 ,t) be a piece-wise continuous function which 
is locally uniformly bounded by the upper-bound (6 .6). Then, the uncertain differential 
equation (4-9), (6 .3) with the uncertainty constraints (6 .6) is locally homogeneous of 
degree q — —1 with respect to the dilation {r\,rf) =  y iy ).

Proof. Let x(-) =  (mi(•), m2(-))T be a solution of (4.9),(6.3) under some piece-wise 
continuous function uj, satisfying (6.6), and let x(-) evolve within a homogeneity ball
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Bs C B 2 where the homogeneity condition 2.7 holds almost everywhere for all c > co >
0. Then it is straightforward to verify that for arbitrary c > max(l,co) the function 
a;c(-) with components x q(t) — criXi(cqt ) , i  =  1,2, is a solution of (4.9),(6.3) with the 
piece-wise continuous function lj(x \,X2 , t )  =  u)c(x\ ,X 2 , t )  which is are as follows:

UJC ( X i , X 2 , t ) =  Cq + r 2U j ( c ~ r i X i ,  C ~ r2X 2 ,  c q t )  (6 .8 )

where, the right hand side represents a parameterized set of uncertainties. The follow
ing holds true due to the parameterization (6.8):

\ujC(x\, X 2,  t)\ =  |c9+r2U>(c riXl,C r 2 X 2 , Cqt)\

=> \ü0c(x 1,X2 , t )\ < c q+r2M\c-r2x2\o: < cq+r2- nr2M\x2\a
(6.9)

Hence, all parameterized disturbance functions represented by the right hand side of 
(6.8) are admissible in the sense of (6.6) if the following holds true:

c q + r2- a r 2 <  , (6 .10)

From the definitions r2 =  , q =  — 1, it is obtained that

q +  T2 — ar2 =  0 =» cq+r'2~ ar'2 <  1 (6-11)

and that the function coc(xi,X 2 ,t) is admissible in the sense of (6.6). Recalling defi
nitions 2.6, 2.7 the solutions x\(t) =  cn x\{cqt) , x^{t) =  cr'2X2(cqt) are solutions of the 
system (4.9), (6.3) with the piece-wise continuous function uj(xi,X2 ,t) =  ujc(x i , X2 , t) 
given by (6.8). Thus, any solution of the differential equation (4.9), (6.3) evolving 
within a homogeneity ball B$, generates a parameterized set of solutions xJ (t), (t)
with the parameter c large enough. Hence, (4.9), (6.3) is locally homogeneous of degree 
q =  — 1 with the dilation (r i,r2) =  (| r f , yz^)- This proves the statement of Lemma 
6 . 1. □

The importance of Lemma 6.1 lies in the fact that proving uniform asymptotic stabil
ity of the perturbed system (4.9), (6.3) in the presence of disturbances uj(x i , X2 , t) will 
render the existing result on finite time stability of switched systems [9, Tli 3.1] applica
ble to the present case. Equiuniform asymptotic stability is proven next by identifying 
a class of semi-global C1 Lyapunov functions for a limited range of a  £ (|, 1).
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6.3 Global Uniform Finite Time Stability

This section is a parallel to Chapter 4 as discussed in the first few paragraphs of 
this chapter since it achieves the equiuniform continuous finite time stabilisation of a 
perturbed double integrator such as (4.9) without resets. The following result is in 
order.

Theorem  6.1. Given a £ (|, 1), the closed-loop system (4-9), (6-3) is globally equiu- 
niformly finite time stable, regardless of whichever disturbance ui, satisfying condition 
(6 .6)  with 0 < M  <  pi < \x2 — M, affects the system.

Proof. The proof is given in several steps.
1. Global Asymptotic Stability Let the following candidate Lyapunov function V  be 
considered [83] [14]:

rT, , 2 — 0!. ,_2_ 1 9 , . 
V(X!,X2) =  k i l 2- “ +  2 x2 (6-12)

Under the conditions of the theorem, the time derivative of the function V (x\,x2), 
computed along the trajectories of (4.9), (6.3) is estimated as follows [14, Th. 1]:

V < - ( P i - M ) \ x 2 \a+1 (6.13)

There is no sliding mode on x2 =  0 where V =  0 since x 2x2 ft 0. It should be noted 
that the Lyapunov function (6.12) is a globally radially unbounded positive definite 
function and that its derivative remains negative definite for almost all t due to (6.13) 
and due to the fact that there is no sliding on x2 =  0. Noting that M  < p,\ by 
a condition of the theorem and that the equilibrium point x\ =  x2 =  0 is the only 
trajectory of (4.9), (6.3) on the invariance manifold x2 =  0 where V (x i ,x 2) =  0, the 
global asymptotic stability of (4.9), (6.3) is then established by applying the invariance 
principle [128],[129].
2. Semi-global Strong Lyapunov Functions.

The goal of this step is to show the existence of a parameterized family of semi-global 
Lyapunov functions Vpfixi,x2), with an a priori but arbitrarily given R >  0, such that 
each V^(xi,X2) is well-posed on the corresponding compact set

D r =  {(.'Cl,^2) € R 2 : V (x i,x 2) < /?}. (6.14)

In other words, V^{x\,x2) is to be positive definite on D^ and its derivative, computed 
along the trajectories of the uncertain system (4.9), (6.3) with initial conditions within
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Dp, is to be negative definite in the sense that,

V r { x i , x 2 ) < -W p (x ! , x 2 ) (6.15)

for all (x i ,x 2) E Dp and for some W ^{x i ,X2 ), positive definite on Dp. A parameterized 
family of Lyapunov functions Vp(a;i, X2), R >  0, with the properties defined above are 
constructed by combining the Lyapunov function V of (6.12), whose time derivative 
along the system motion is only negative semi-definite, with the indefinite functions

U (x i,x2) =  Ui(x1,x 2) +  U2 (xi,X 2) +  U3 (x i ,x 2)

U i(x i,x2) =  Ki|xi|2̂  sign(xi) \x2\2a X2

U2 (x l ,x 2) =  Ki k2 x\ x 2 \x2\a ,

U 3( x i , X 2 ) =  K i K 2 K 3 x l x 2

(6.16)

(6.17)

as follows:
3

Vr (x i , x2) =  V (x i ,x 2) +  y^yUj{x\,x2) (6.18)
i=1

where the positive weight scalars Ki,i =  1,2,3 are chosen small enough so that,

K 1

K 2

«3

«1

+

<

<

<

( 2f i)  ^  +  (Ml +  M ){ 1 +  2a)pa ( 2R ) 2“2 1

3« iac2p 2 ~ a  ( 2 i? )  5 +  b ^ 3p 2{2~ a)  ( 2 R )  ~

___ (1 + 2a) 112___
(1 +  a)(p i +  M ) p3(1_a)

(1 +  a) ¡i2

(hi +  M ) p 2
. J Ml-M ___ ¡12(2—a)___ ____  1______

m m 1 * 1  ’ K2P5 - 3“ ( l + « 3 P 2 <2 - “ > ) 5 p2Q +  ( 2 Ä ) ^ - 1+ K 2 ( ( 2 P ) - + K 3 )

where,
2R

(2 -  a )p2 (6.20)

A11 a priori definition of the scalars Ki is always possible. This is because for known 
initial conditions x° E 1R2, a given bound M  and in fixed values of /i\. p2, there 
always exists an arbitrarily large R such that V <  R holds true. Then (6.19) gives 
straightforward formulae for Ki. i =  1, 2.3

Remark 6.1. The functions Up and U{. i =  1,2,3 are not only continuous but also 
C1 smooth for all x E 1R2 for a E (|,1). Setting a =  0 in the following analysis 
corresponds to the discontinuous case for which the finite time stability has been es
tablished following a similar semi-global analysis [14, Th. 4]. It is further noted that
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the expressions 2a — 1 > 0 ,3a — 2 > 0 hold true due to a  G (|, 1) in the derivations 
below.

Noting that, due to (6.13), all possible solutions of the uncertain system (4.9), (6.3), 
initialized at to £ R  within the compact set (6.14), are a priori estimated by

sup V{x\. x 2) < R, (6-21)
*e[to,°o)

the following inequalities hold true:

jsi|5=s < p, \x2 1 < y/2 .̂. (6.22)

Let the positive definiteness of the Lyapunov function (6.18) be verified. The follow
ing analysis is in order for the indefinite functions U{. i =  1,2,3.

2 a, 1 9 ACl 4 a  r\ a

u l(.Xl,.T2) =  Kl|xi|2-“ sign(.Ti) \x2\ “ X2 > ---— |.Tl | .T2 -  — \x2\
(6.23)

> - ( y + H i - I) f , i

where, (6.22) and the trivial inequality 2ab > — (a2 +  62),Va,5 G R  have been utilised. 
Similarly, U2 and Us can also be analysed as follows:

U2( x i , x 2) =  \x2\a > — « 1  « 2  (acf + a’2 |x2|2")
2 (6.24)

> H ° T

rr / \ K 1 k 2 ^3 5 10 2
1 / 3 ( a q ,  £ 2 )  =  ----------- -------------- X !  X 2  >  — K l  K 2  K s X x -  K\  K 2 K 3X 2

(6.25)
K l K 2 K 3 2 9„ 5q  K i  K 2 K 3 2

>  -------2— M 2_aP -------- 2— X2

Hence, the Lyapunov function (6.18) is positive definite on a compact set (6.14); for 
all (x i,x 2) G 0,0} and K4 > 0pi =  1,2,3 satisfying (6.19), as shown below:

2 1 3

= ^ 2 - ^ — \ x i \ ^  +  - X 2  +  Y ^ Ui(x ^ x )̂
i—1

> ( « ^ - ^ / - » “ ( l  +  w 2'2- “» ) ) ^ : ! *  (6.26)

+  ( l  - M  ( V "  +  ( 2B.)2“ “ 1 + K 2 ( ( 26' j '  + K'.) ) j  If.f&T;.

> LplV ( x  i ,x 2)

Vr (x i , x2)
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where,

(j +  ^ 2(2-* )) }

1 -  Ki (p2a + ( 2¿ ) 2“ -1 + «2 ((2i?.)“ +  k3) )

(6.28)
It should be noted that > 0 due to (6.19) and hence positive definiteness of 
is ensured from (6.26) on D^ \ {0 ,0}. Similarly it can be shown that the following 
inequality holds true:

Vpt(x i ,x 2) < M jjV (x i ,x 2) (6.29)

where,

Lp < min

M f t  >  m a x

II 2 — 0! 2 — +  M  P5~3a (1 +  «3p2{2~a))
1 +  K\ Ko  ̂̂ 2B, ) +  K3

(6.30)

is a positive scalar. The time derivative of the indefinite function U i(x i,x2) along the 
trajectories of the uncertain system (4.9), (6.3) is as follows:

Ù\(x\, X2) =

<

2 OL 3 a  —2  c\ I <~) 2 a  ry

« 1  7TZ— N I 2_cv |a:2 | + + K id 'll2- “ sign(xi)|x2| “ ¿ 2
Z  OL

O T
+2aK i|xi|2- “ sign(xi)|x2| sign(x2)x2x 2

2 (y . 3 a  —2  rj . rx 2 a  o
K i— —  |xi| |x2f  + -  K i^ i|zi|2-«sign(xi)|x2|dasign(x2)

z ol
3 a  cy 2 a  n

- K i H 2 \xi\2-<*\x2\2a +  Ki u l xi l2- «  sign(xi)|x2|2a (6.31)
2 a  o

—2cv/ci/xi |mi 12-« sign(ru1) |rc21 sign(a;2)
_3»_ « « o 2a  cy

-2tt/vi/i2|xi|2- “ |x2| “  +  2a/iia;|xi|23̂  sign(xi)|x2|

-K uiail +  2a)\xi\^\x2\2a +  \xi\%=£ |x2|2“+2
Z  —  OL

, v , 20! 0
+ /ii(/ii +  M )( 1 +  2a)|xi|2-^ |x2|3"

The temporal derivative of t/2 along the trajectories of the closed-loop system (4.9), 
(6.3) is as follows:

U2 =  3/«i k 2x 2|x 2|"+2 +  /ii/i2x 3|x2|“ x 2 +  a /ci k 2 x 3 |x2|Q” 1s ig n ( x 2) x 2x 2

=  3« i  k 2 x \ |x 2|"+2 -  /ii/v2^ i x f | x 2|2a!s ig n ( x 2) +  k \ k 2 x f  |x 2 |“  cu

- K i K 2H 2 x l \ x i \ ^ \ x 2 \a  -  a n  1 k 2 i l l  x \  |x 2 |2q  sign(x2) (6.32)
o r, 2

+aK  1 K2 XJ \x2\a 10 — UK 1 K2 /l2 X\ |̂ l|2-“ |x2|a

< 3k i  k2 X2 |x2|“ +2 -  Ki K2 ( 1  +  a) /l2 X2 |xi|5=s |x2|“

+Ki k2 (1 +  a ) (/ill +  M )  |xi|3 |x2|2“



6.3. Global Uniform Finite Time Stability 143

The temporal derivative of U3 along the trajectories of the closed-loop system (4.9), 
(6.3) can be obtained as follows:

Us — 5 «1 K2 K3 x\ x\ +  K\ K2 K3 xf X2

=  5 Ki K2 k3 x i x\ -  «1 K2 k3 Hi x\ \x2|“ sign(x2)
A  2 c

— Kl «2 K3 H2 x l 1̂ 112“ " +  «1 K2 «3 *1 W (6.33)

<  5 Ki k2 k3 x\ x\ +  Ki k2 k3 (m  +  M ) |.Ti|5 \x2\a
A  2

-K i K2 K-3 M2 X\ \xi[2~a

It should be noted that the inequality

|®2|2“  =  M M 2“ “ 1 < N  (2i?.) 2 (6.34)

holds true due to the condition a £ (|, 1) of the theorem. The last inequalities of
(6.31), (6.32) and (6.33) are re-written by utilizing (6.22) and (6.34) as follows:

3
X) Ui(x i , x 2)
i=1

<  -K i/c2 ( (1 +  a) M2 - « 3 ( ^ 1  +  M ) p ‘L-£sl ) x\ [xil2^  |ar2|“  (6.35)

-K i (  M2(l +  2a) -  k 2  (1 +  a) (hi +  M )p3(-1~a)  ̂ \xi\^  \x2\2a 

+K1K 1\x2 \a+1

where, K\ > 0 is defined in (6.19) and the corresponding upper bound on |aq| and \x2\ 
from (6.22) are utilized. It should be noted that Ki, i =  1, 2,3 are all positive constants 
due to (6.19). Hence, by combining (6.13) and (6.35), the time derivative of (6.18) can 
be obtained as follows:

Vk <  -ßix\ \Xl\ ^  \x2\a -  ß2\xi\^ \x2\2a

-I-1 4 2-  (hi  — M  -  K i  K i )  1̂ 21 — K1 «2  «3  M2 X{ |a.'i|2- “ ,
(6.36)

where the constants

¡5\ =  k\k2 (^(1 +  a) h2 -  k3(hi +  AI)p 2 ^

(h =  «4 (  M2(1 +  2a) -  k 2  (1 +  a) (hi +  M )p3(-l~a'>  ̂ ,
(6.37)

and the expression (6.22) are utilised. It should be noted that the expressions /3\ > 
0, /?2 > 0  hold true due to (6.19). Ignoring the negative semi-definite terms with (3i ,/32,
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(6.36) can be rewritten as follows:

Vr < -  (Aii -  M  -  k iK i ) \x2\a+l -  Ki k-2 k3 M2 xf 

Furthermore, the following inequalities hold true within the compact set (6.14)

4  =  m 2 =  N a+lN 1_a < ix2r +i

Hence, (6.38) can be simplified as follows:

l-a
-iz2r+i < -

Vr  — CR ( IX1R (l3

where,

Hi — M — k\K\
1 -a  ’

T x ‘

K\ Ka RS h2 > > 0.

Case 1: |aq| > 1:
The following inequality holds true for |rci ( > 1:

10 -  4fV 2 . , 1 0 -4 0 ; , 2
—--------> - ------- \xi 2 -« > \xi 2-«2 -  a 2 -  a

Also, the following can be obtained from (6.29):

M  ~ 2
- ^ m a x { l , / i 2(2 -  a)}(|;ci|2̂  +  x\) > VPt(x i ,x 2)

Hence, the following inequality is then obtained for \x\ | >  1 by combining (6.40), 
and (6.43):

Vr — Vr

where,
2c

«1 R > 0.
Mp max{l, /x2(2 — a )}

Case 2: |aq| < 1:
Noting that the following inequalities hold true for \x\\ <  1,

, io—4a , 10 — 4a 2a
.-El 2 ~ a  > £i 2- “ <i=> —-------- < —------ - 47 7 > 5 — 2a,2 — a 2 — a

(6.38)

1—a

(6.39)

(6.40)

(6.41)

(6.42)

(6.43) 

(6.42)

(6.44)

(6.45)

(6.46)

and for some 7 > 5 — 2a. Noting that 5 — 2a < always holds true due to a £ (|, 1), 
7 > ^  is a valid choice. In the following, 7 =  4 is chosen. It can be seen that the
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following equality holds true: 

, 4
x i|2- « + X 2)  =  |aq|2—Q +  4 |æi|2- ° x2 +  6 \xi\~-<*xz +  4 |xi|2- ax 2 +  x 8

< max { p 2a x, K 2} ( \ x i \
03-47)

2- “ + x 2^

where the bounds (6.22) has been utilised resulting in the following definition of K 2: 

K 2 =  max {4  p3, 6 p2(2B), 4p(27?)2, (2.R)3}  > 0 (6.48)

Note that the following can be obtained from (6.29):

Ii/[ ~ 2
— ^ m a x {l,/i2(2 -a )}(| x i| 2̂  +  ac|) ) > (Vk (x1,x 2) ) 4

Then, the following can be obtained by combining (6.40), (6.47) and (6.49):

(6.49)

Vk (x i ,x 2) < - c k l |xi| 2-«  + X 2) < - k2 (Vk )

where,
k2 = 'R

^^■m ax{l,/x2(2 -  a)Ÿj max{p 2a~1,K 2}
>  0.

(6.50)

(6.51)

Hence, the desired uniform negative definiteness (6.15) is obtained by combining 
(6.44) and (6.50) as follows:

Wk (xu x2) =  min |/îi k2 (V^)4| (6.52)

3. Global Equiuniform Asymptotic Stability

Since the inequality (6.50) holds on the solutions of the uncertain system (4.9), (6.3), 
initialized within the compact set (6.14), the decay of the function V p(xi,x2) can be 
found by considering the majorant solution 1'(f) of Vp as follows:

z>(t)
-K,\v(t), if |a:i| > 1;

if |rciI < 1.
(6.53)

where, 7 > 5 — 2a is introduced for generality. A more conservative decay than that 
in (6.53) can be computed. There are two possible sub-cases, namely, v(t) > 1 and 
v{t) < 1 for each of the cases |xi| > 1 and 271 < 1. The following expressions hold
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true for a positive definite function u(t) and a scalar 7 > 1:

v (ty  > v(t) => —v (ty  < —u(t) if v(t) > 1; 

v {ty  < v(t) => —v(t) < - v ( t y  if v(t) < 1.
(6.54)

Hence, the decay (6.53) is modified by utilising (6.54) independent of the magnitude 
of |xi| and dependent on v(t) as follows :

m
—Ku, if v(t) > 1;
—Ru ,̂ if v(t) < 1.

(6.55)

where

K =  min{/ci, k2} > 0. (6.56)

The solution for the case v(t) < 1 can be obtained as follows:

u(t)
dCW

C7
=  —hi dr (6.57)

where vq 
condition 
follows:

=  v[t\) where t\ is the time instant when the solution v(t) satisfies the 
v(t) =  1. The general solution of u(t) of (6.55) can then be obtained as

v(t) =
u(t0) e~K̂ ~to\

( k(î- îi)(7- 1)^_1 + i )

if v{t) >  1; 

if v{t) < 1.
(6.58)

It is noted that t\ =  t.Q if v(to) < 1. It can be easily seen that the solution v{t) —>■ 0 
as t —> 00 and that the decay rate depends on the gain parameters /xi,/i2 and bound 
M  on the disturbance u>. On the compact set (6.14), the following inequality holds 
(see (6.26), (6.29)):

LptV (x i ,x 2) < Vk (x i ,x 2) < MkV (x 1,x 2) (6.59)

for all (xi, x2) £ Dk and positive constants Lk , Mk . The above inequalities (6.58) and
(6.59) ensure that the globally radially unbounded function V (x i,x 2) decays exponen
tially

«(i-ii) (7- 1W  1+1

* V r > i;
V(xi ( t ) , x2(t)) <

L f M k R
17-1

ifU/ ? < l .
(6.60)
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on the solutions of (4.9), (6.3) uniformly in lo arid the initial data, located within an 
arbitrarily large set (6.14). This proves that the uncertain system (4.9), (6.3) is glob
ally equiuniformly asymptotically stable around the origin (x\.X2) =  (0, 0).
4- Global Uniform Finite Time Stability.

Due to (6.6), the piece-wise continuous (see Definition 2.1) uncertainty u(xi ,X2 ,t )  in 
the right hand side of the system (4.9), (6.3) is locally uniformly bounded by M\x2\a 
whereas the remaining part of the feedback is globally homogeneous with homogeneity 
degree q =  — 1 with respect to dilation (ri, r2) =  yz^)- It remains to verify, how
ever, whether the existing finite time stability result [9, Theorem 3.1] is applicable to 
the continuous case in question. In the presence of piece-wise continuous disturbances 
w(xi,X2 ,t), Lemma 6.1 proves that the closed-loop system (4.9), (6.3) is locally ho
mogeneous of degree q =  —1 with respect to dilations (ri,?’2) =  (fryjjyzyj)- Thus, 
coupling the homogeneity of the perturbed system (4.9), (6.3) within the arbitrarily 
large homogeneity ball B$ C D where compact set (6.14) is chosen arbitrarily large, 
with the global equiuniform asymptotic stability of the system (4.9), (6.3), it is ob
tained that the closed-loop system (4.9), (6.3) is globally equiuniformly finite time 
stable according to [9, Theorem 3.1]. □

Remark 6.2. It should be noted that the step 4 above can be seen as an extension of
[9, Theorem 3.2] with a modification of the second condition q +  n  <  0, M{ > 0 of [9,
Theorem 3.2] while utilizing the local homogeneity of the differential equation. Step 4
above also shows that all other conditions of [9, Theorem 3.2] are precisely met leading
to applicability of [9, Theorem 3.1] and in turn equiuniform finite time stability of
perturbed system (4.9), (6.3). The condition q+ri < 0, > 0 was a requirement in [9,
Lemma 2.12, Theorem 3.2] to prove validity of the parameterized set of uncertainties
in the presence of a rectangular uncertainty constraint of the type ess sup |wj(t)| < Mt.

t>  o
The condition q +  r2 < 0 is modified as q +  r'2 +  ar2 < 0 for the present case since 
there are only uniformly decaying disturbances (6.6) present as against rectangular 
ones. Also it is noted from Lemma 6.1 that under the parametrization (6.8) of the 
disturbance uj =  ujc and the parameterization x\{t) =  crix i(cqt), x^ t) =  cr2X2(cqt) of 
solutions, the second equation of (4.9), (6.3) can be re-written as follows:

X2 {crix i .c r2X2 ,c~qt) =  - c l?+r2Jui|a:2|&sign(x2) -  cq+r2 2̂ sign(a;i)
(6.61)

+ cq+r2uj(c r i X \, C T2X 2 , Cqt ) .

The first two terms on the right hand side of (6.61) stem from homogeneity of the 
nominal system (4.9), (6.3) and the third term stem from the parametrization (6.8). 
Differential inclusion (6.61) is clearly a locally homogeneous differential equation in 
the sense of Definitions 2.7, 2.6 due to the validity of (6.8).
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Remark 6.3. Given the bound M  on the uncertainty uj and fixed values of Hi,(J,2, 
an arbitrarily large R can be chosen such that the expression V(s(to),v(to)) < R 
holds true. In other words, global finite time stability follows from Theorem 6.1 as an 
arbitrarily large R always exists. The only restriction of the whole formulation is that 
R  should be finite [9] (the initial condition set (6.14) must be known). In the context of 
control of a large class of mechanical systems, for example, the initial condition region 
is known to be finite and hence the aforementioned condition is not a major restriction. 
Furthermore, the scalars «:*, i =  1,2,3 are inversely proportional to the parameter R.

6.3.1 Settling Time Estimate

A finite upper bound on the settling time of the closed-loop system (4.9), (6.3) is 
computed in this section. The identification of the parameters of the homogeneity 
regions [9, Theorem 3.2] can lead to an explicit formula for the finite settling time. A 
method similar to the one developed in Section 3.5 for a discontinuous controller [56] is 
extended to the continuous case to identify the required parameters of the homogeneity 
regions.

Quasi-Homogeneity Regions

The process of identifying the parameters of the quasi-homogeneity regions can be 
listed as follows:

1. Identify the radius r of the homogeneity ball

(6.62)

2. Identify the scalar <5 > 0 such that the following definition of the homogeneity 
ellipsoid E$ holds true [9]:

(6.63)

where r\,r2 are dilation weights.

3. Identify the scalars R! >  0, R > 0 such that the following expressions of the level 
sets of the Lyapunov function hold true in addition to (6.63).

G 2 =  { ( x i , x 2) : V f r ( x i , X2) <  R }  Ç E s 

Eg Q fil =  { ( x i ,x 2) : V ^(xi,x2) < R '}
(6.64)
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4. Identify the scalar R >  0 of the level set U3 corresponding to the ellipsoid E is [9] 
in a similar way such that the following expressions are satisfied:

The motivation to achieve the above results is the fact that the estimate of the 
finite settling time can be obtained by utilising the exponential decay (6.58) once 
the definitions of the parameters r,S. R, R! , R are obtained (recall that the finite time 
stability results [9, Theorem 3.2] and Theorem 6.1 apply in the vicinity of the origin 
defined by the homogeneity ball Br and ellipsoids E$, E is). The stated steps can be 
established as follows:
Step 1: Defieiition of melius r of the homogeneity ball Br

Lemma 6.2. Given a positive scalar M q G (M  (\Z2i§)a, 1 +  and condi

tions > m a x {l,M },/i2 > Mi; the following upper bound on 1-norm ||X||i holds true 
in finite time:

M0 -  M  (27? ) 2
M  +  N  < ------------- (6.66)

M2

for some arbitrary scalars e\ G (0,1 ) ,a  G (|, 1).

Proof. It should be noted that this Lemma was not needed in the proof of Theorem 6.1. 
Theorem 6.1 asserts the fact that the trajectories of the closed-loop system (4.9), (6.3) 
decay exponentially within the vicinity D^ of the origin if the conditions q +  r2 — 
QT2 < 0 and (6.7) are met. Hence, in finite time, the system trajectories enter a 
region close to origin where the homogeneous part of the second differential equation

a
—H\\x2\a — /¿2F i |2_“ dominates the noil-homogeneous part uj(t). Let this region be 
denoted as

M2( N ^  +  1*21") +  M (2 i?)f < M0 (6.67)

with the positive scalar M q . Since the Lyapunov function decays exponentially, the 
above constant AIq can be arbitrarily chosen and the trajectories are guaranteed to 
enter the region (6.67) in finite time. Let the choice be M q G (M (2 f?)? , 1 +M (2ir',)?). 
Noting that |w(*i,*2ĵ )| < M|*2|" <  M (2i?)§ within the compact set (6.14), the
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following can be obtained from (6.67):

+ A b M " + \ui(xi,X2 ,t)\ < h2{\x i\2-<* +  \x2\a) +  M  < M q (6.68)

Hence, (6.67) is a conservatively large upper bound for the chosen scalar Mo on the
Oi

non-homogeneous right hand side — fii\x2\a — /ul^il2~a +  oj(x i , x2 ,t). The following is 
obtained from (6.68):

, a  , ~ a  , a  , Mn —  M(2B ’.) 2!
M2(l- î|2 “ +  \x2\a) +  M (2i?)z < Af0 => \xi\ -̂a +  l^ l“  < ---------------------  (6.69)

h2

Noting that the bound appearing in the right hand side of (6.69) is always less than 

unity due to the conditions ¡i2 > 1,0 < Mq — M  ^2B̂ j < 1 of Lemma 6.2, the
Ot

inequality |;ci| +  \x2\ < |cci|2- “ +  \x2\a also holds true. Hence a conservative estimate 
of the homogeneity region within the compact set (6.14) in terms of 1-norm can be 
obtained from (6.69) as follows:

The above result is conservative in the sense that the computation of the time based

place of \uj(xi,x2 ,t)\ < \x 2\a- It is recalled here that the uncertainty uj(x i ,X2 ,t) is 
treated as a nonhomogeneous perturbation. The finite time stability of homogeneous 
switched systems in the presence of nonhomogeneous perturbations was established 
in the previous section (see Theorem 6.1). The following is a well-known relationship 
between the Euclidian norm ||A'||2 and 1-norm ||X||i of vector X  =  (rci, a?2)T (see

From (6.70) and (6.71), a conservative bound on the homogeneity radius r of the 
homogeneity ball Br can be obtained as follows:

(6.70)

where B =  V (x i(tQ), x2 (t0)). □

on the exponential decay is more if the bound \ui(xi,x2 ,t)\ < M  (2B j 2 is utilised in

[111]):

||X||i <  V2||X||2 (6.71)

(6.72)
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The inequalities (6.71) and (6.72), when combined, will always ensure that the inequal
ity (6.70) holds true.
Step 2: Definition of the parameter 5

The aim is to find 5 >  0 such that every point (21,22) contained within the ellipsoid 
Eg is also contained within the homogeneity ball Br. Having computed the homogeneity 
radius r in step 1 , if <5 > 0 is chosen such that the equalities

mm -X
] 52ri ’ S2r2 J r2 

are satisfied, then due to the fact that the equality

max {ò'2ri, S2r'2 } =  r2 => max {<5n , Sr2} =  r (6.73)

■ I  1 1
\ ó2ri ö2r* I  {X1 +  xl) =  2̂ (a'l +  XD

always holds true, the inequality

= ¿ ( ^  + *2)<(|r) + ( f l )

also holds true. If the given point (xi,n*2) £ then the inequality

mm
{  52ri ’ 52r* } 2i +  xö

(6.74)

(6.75)

(6.76)

holds true which, using (6.75), leads to the inequality

^ ( x l  +  4 ) < l  (6.77)

Hence (21, 22) £ Br and the choice (6.73) of 5 is indeed valid, which upon further 
simplification, satisfies:

5 =  min | rri , r r21 (6.78)

The aim of computing S > 0 such that Eg C Br is thus achieved.
Step 3: Definition of scalars R,R' of the level sets O i, O2

The first aim is to compute R > 0 such that the level set O2 satisfies H2 C Eg. 
Combining the definition of the level set 0,2 with the inequality (6.29), it suffices that 
the inequality V < -rf~ holds true in order that CI2 C Eg is satisfied for any given 
(2:1, 22) hi a small vicinity of the origin. Hence the following must be satisfied:

/i2(2 -  a) Mg 12112—« -\-----< 1
I 11 2 R  2 -2 R

(6.79)
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Having computed the homogeneity ellipsoid parameter S in step 2, if 7? >  0 is chosen 
such that the inequalities

xi \2 < M2 (2 -  a)M k t_ ,_2_ 
)  -  27? (6.80)

are satisfied, then the inequality

•Ti \2 , (  •7'2 \ 2 ^  M2(2 -  a ) M j

Sr i
/  x2 \ 2 M2^  ~ a)M k 2 M s 2
\ ¿ 7 2  j  0 7 3  I 1 ! o n  22/? 1X1 1 27?

always holds true. For a given point (aq,x2) £ Hi, the inequality

(6.81)

M2 (2 ^ a)M k |a;i|_5_ +  ^ ¿¿x2 <  j
x227? 1 A| ' 27?

holds true, which using (6.81), leads to the inequality

i 2 / To \ 2
m + i -Vóri /  Vòr2 < 1

(6.82)

(6.83)

Hence (x i ,x 2) 6 E$ and the choice (6.80) of 7? is indeed valid. Noting from (6.22) that
9  2

x\ < |aq| 2- Q/r  requirement (6.80) can be reformulated as follows:

l—a

m
2 ^ |xi|2-<* 27?

¿2n 1 (2 -  a)M2 < M2(2 — oi)Mk I
27?. 1 1

M if i r  < r ü T2 
¿72 J -  27? 2 '

(6.84)

The above inequalities (6.84) result in the following definition of 7?:

7?
' 27?.

2-a
1—a ’

¿ 2 7 2 (6.85)

The second aim is to compute 7?' > 0 such that the expression E$ C Hi is satisfied. 
Combining the definition of the level set Hi with the inequality (6.29), it suffices that 
the inequality V < j jr  holds true in order that 77̂  C Hi is satisfied for any given 
(.t i , .x2) in a small vicinity of the origin. Hence the following must be satisfied::

( f 9 ’ + ( £ ) i * ‘ * ise^ w *  + = !M N iM t
27?' ‘ (6.86)

If the inequality

M2(2 — a)M k l"  |_j_ i < ( ^ _ Y +  f f l ^2
27?' i|*1|3=s +  -s7a:S < . . ,1 1 27?.' 2 “  Vòri J \5r*J (6.87)
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holds true then (6.86) always holds true for all {xi^xf) G E$. Equation (6.87) always 
holds true if the following is ensured:

M2 (2 -  a)M R
2 R'

|Xi |2- q < (1 -  ei), Mr
2R!

x\ < t\ (6.88)

where, 0 <  ei <  1 is an arbitrary constant. The fact that ( a q , ^ )  G E$  leads to 
|iq| < Sri by definition. Hence (6.88) can be further simplified to derive formula for 
R' by enforcing the following sub-conditions:

M2(2 - a ) M b 2
2 R! X\\

MR x2 
2 R! 2

C M2(2 -a )A /^  g i  
2 R> < (1 - e i )

<
(6.89)

Hence the following formula

R' -  —E max ¿ 2-c* M2 (2 -  a) 
1 -  G

(6.90)

can be deduced from (6.89). The aims of computing /?/ > 0,i? > 0 such that Sl-2 G 
Es Ç Hi are thus achieved.
Step 4•' Definition of the parameter R of the level set H3 Similar arguments to those 
outlined in iSfep 5 produces the following formula2:

R = M r
8 min ¿2ri (m2(2 -  q))2~a

H “ "

(6.91)

Finite Settling Time Estimate

The quasi-liomogeneity concept3 is geometrically depicted in Fig. 6.1. Trajectories of 
the system (4.9), (6.3) in the phase plane (x i ,x f )  are also schematically shown. The 
existence of a uniformly decaying global Lyapunov function Vp is utilized (see (6.58)). 
The point Oi is the system initial condition which corresponds to the boundary of 
the level set =  j (x i ,  xf) : Vpfr.i, xf) < MpR^ where R =  V (x i(to ), X2 (ta)). Then, 
due to the fact that the system decays exponentially towards the origin, it can be 
deduced that the trajectory enters the homogeneity ball Br in finite time, where r 
is defined by (6.72), and subsequently enters the homogeneity ellipsoid Eg. This in

2A11 constants Mr, M j, M M r corresponding to the semi-global regions Dr, Qi, i = 1,2,3 can be 
chosen as Mr =  Mr =  Mr = Mr' since only the lower bound (6.30) is to be satisfied.

3This figure is inspired from Sect ion 3.5 of Chapter 3 which studied a switched counterpart a =  0 
of the control law (6.3).
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F igure 6.1: Quasi-homogeneity concept: homogeneous regions ||(*i,.'̂ 2) II1, homo
geneity ball Br, homogeneity ellipsoids (Eg, Eig) and level sets fin, fii, SI2 , 0 3

turn causes the trajectories of the closed-loop system to satisfy the definition of the 
level set iU =  {(x\,X2) : V^(xi,X2) < R } C Eg of the Lyapunov function in finite 
time. This corresponds to the point Og. Finally, finite time stability follows from the 
quasi-homogeneity principle once the system trajectories are inside the ellipsoid Eg 
(see Theorem 6.1 and [9, Th. 3.1]). As a consequence, the settling time of the system 
is the summation of the following:

T  = To,-os + Ti (6.92)

where To,-o2 is the time taken by the state trajectories of the closed-loop system to 
attain the level set U2 (point Og) from the initial condition level set (point Oi) 
and Th is finite settling time of the system to attain equilibrium point (0, 0) from the 
homogeneity boundary Eg C Oi which can be readily computed using the expression
(3.12) of [9] as follows:

Th = sup Tos- 
( x i , x 2  ) e E s

Os (6.93)

where q is homogeneity degree, cq is a lower estimate of the homogeneity parameter 
and T0 2 -O 3 is the time taken by the state trajectories of the closed-loop system to 
travel from the homogeneity boundary Eg C ib to the boundary Q3 C E is (point 
O3 ). While computing To2~o3, the necessity to use the boundary of the level set 
Qi in place of Q2 stems from the fact that the supremum of To2~os has to be taken 
into consideration while computing the worst possible decay of the Lyapunov function. 
Hence, the boundary given by SI2 has to be utilized to compute To,~o2 and that given 
by Qi to compute To2~o3 in order to encompass the worst case scenario. Although 
an overlap of time contributions may occur in the summation (6.92) leading to a
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conservative result since O 2 E  Lb holds true, the estimate of the settling time thus 
obtained is a true upper-bound, nevertheless. The terms Toj-Og and To2-0 3 can he 
estimated for 7 =  4 from the decay (6.58) as follows:

Tot -O sivi, P2 ,M , R ,B)

To2-o3ißi,ß2 ; M, R .R ) <

toi + 1,

fOi + h  +  y | r

foi + 3 r (r m a )3 ’

if MflR > 
if Mr R >

if MkR <

R! > 1 ,R >  1; 
R’ >  1 ,R <  1;

R' < 1.

l.
(6.94)

where t and t\ can be obtained from the first equality of the exponential decay (6.58) 
as

t =
ln MûH

R
111

h
m a r .

(6.95)

and the substitutions V^(foi) =  MAR,VA(to2) =  R have been utilized corresponding 
to the level sets f lA and fl-2 at time instants toi and to2 respectively in the first equality 
and substitutions VA{to2) =  R'i V^(io3) =  R have been utilized corresponding to the 
level sets ill and O3 at time instants to2 and to3 respectively in the second equality 
while utilizing (6.58).

Under the stated assumptions, the homogeneity parameters r, 5, R, R , R outlined in 
Section 6.3.1 and in turn the settling time estimate (6.92) can be computed apriori. 
It remains to give conditions under which the estimates Toi^o2-Rii are guaranteed to 
be positive, or in other words, expressions MpR > R and R! > R always hold true.

Lemma 6.3. Given a positive scalar Mq £ (M (\ /2^ )'t, 1 +  M (\ /2/?.)'*), conditions 
pi > max{ 1, M }, ¡j/2 >  max{/ii, 2̂ ~afei > R >  1 and the condition 1 > e\ >
1 - e2 > 0, with some positive scalar t G (0,1), the expressions MpR > R and R' > R 
always hold true.

Proof. Due to the choice Mq G (M ( \/27?)“ , 1 +  M(\/~2È)ot), the inequality

(M0 -  M {V 2È)af  < 1 (6.96)
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holds true. Using the condition /¿2 > (6.96) can be modified as follows

(M0 -  M(\f2ti)a)2
-¿¿2(2 -  a) < 1. (6.97)

The inequality B >  1 holds true by assumption and hence (6.97) can be re-written as

(M0 -  M (\/ w y
4 MÌ

-¿¿2(2 -  a) < R. (6.98)

Rearranging (6.98) and raising the power by 2 — a results in

(  Mo -  A /(v / 2l ) QV (2” Q)
V 2 „ 2

(¿¿2(2 ~ a ))"“ “  < 2K
■2- a (6.99)

Recalling the definition of <5 from (6.78), multiplying by M^ on both sides, and noting
that f̂1 =  2(2 — a) produces

2n  (uo(2 -  a ))2 -“
M&S -  < 2M&R t

2 R

which in turn, recalling the definition of R, from (6.85), gives

R 2Ä.1“ “  R

Using a similar analysis, (6.96) produces

(6.100)

(6.101)

M
&S2r2 < MnR. 

2 R
( 6 . 102)

Hence, > R follows from (6.101), (6.102). The second claim to be proved is
R' >  R. First, the following, which stems from the condition / i 2 >  (2la) ? ¿s order
to simplify (6.90):

¿¿2 > ci(2 - a )
¿¿2(2 -  a) >  J_

1 -  €l Cl

2r2 ^ ( 2 ------« )  >  J _  j->e c a u s e  J h x  _  2r 2 =  0 . ( 6 .1 0 3 )
ei

¿¿2(2 - 0:) ¿2r2=>- ¿ 2-0-------------- > -----
1 -  ei ei

Recalling the definition (6.90) of R1, (6.103) produces

r ' = M *
2 1 -  ei (6.104)
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It can be seen from the definition of R. in (6.91) that the terms inside the min{-} 
function are less than unity since S < 1 due to the condition Mq £ (M  (\Z2R,)a, 1 +  
M (V 2 R )a). Hence, in order to prove R' > R, it suffices to prove that the right hand 
side of (6.104) is greater than Let the scalar e £ (0,1) be selected small enough 
such that

1 > (M0 -  M (2R )f' 
7/5 > e/i2 > 0, ei > 1 -  e2 (6.105)

holds true. This is always possible for fixed values of fi2 - Then, the following holds 
from (6.105):

(M0 -M ( 2 i? ) f )
72

>
( M 0 -  M ( 2 i ? . ) f )

71^ >e
_1_ _1_

5 > er2 (since (6.78) and r < 1, r\ > ?’2) produces S =  r r2

Ä  > £(2-a)r-2 (6.106)
o02-a >

5 *Z]L -  g) > ^2(2 - q ) 32
1 — ei 1 — £i

2 - a )  > M2(2 - qQ_2 > x 
1 -  U 1 -  £1

_2
since yU.2 > 1,2 — a > 1, > 1.

Noting that min | * * S ---- ’ 2̂V2}
with (6.104) produces

< 1 , combining the last inequality of (6.106)

^ M 2 -q l-2 > ^ i à m i n | ^ g ^ S ^ , d '2r2| => R' > R. (6.107)

Thus, the estimate (6.92) proves to be a positive real constant. □

Lemma 6.3 gives a conservative estimate of the upper bound on the settling time 
(6.92) even for those initial conditions for which can be defined with values of R 
smaller than unity.

Remark 6.4. The estimate of the homogeneity parameter c should satisfy c > Co for 
the chosen co where Co is the lower estimate of the homogeneity parameter. It can be 
seen from the above development that the closed-loop system is homogeneous once it 
is inside the ellipsoid E$. The identity S Rq1 =  c then leads to c =  1 because Ro =  S 
is chosen to facilitate the application of (6.93), where the scalar Rq >  0 represents the 
largest homogeneity ellipsoid Er0 (see (3.12) of [9] for more details). Hence cq =  1 is 
a valid choice.
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Figure 6.2: Finite setting time behaviour of the closed-loop system (4.9), (6.3)

6.3.2 Numerical Simulation

Let a perturbed double integrator (4.9) be considered with the controller (6.3). Let the 
parameters =  2,/i2 =  4, a =  0.5 be chosen. Let the parameter M  defined in (6.6) 
be selected as M  =  1. Let the uncertainty be selected as Lo(x,t) =  AI\x2\aa(t), where 
a(t) is a number generated randomly in the interval (0.1). The resulting response is 
shown Fig. 6.2 where it is clear that the systems states settle to the origin in finite time 
(approximately in 3.sec) despite the uncertainty uj(xi,X2 ,t). The phase plane plot of 
the system can be found in Fig. 6.3.

6.4 Unilateral constraints and resets

------------ 1------------

"..V ..........._

—  Position
—  Velocity

5
/

------------j_______

-

The second objective set out in Section 6.2 is studied in this subsection. This section 
is a parallel to Chapter 5 as discussed in the first few paragraphs of this chapter 
since it achieves the equiuniform continuous finite time stabilisation of a perturbed 
double integrator such as (4.9) when resets in velocity are present due to a unilateral 
constraint.

The main focus is on mechanical systems with resets in velocity as studied in Chapter
5. A perturbed double integrator is considered with a unilateral constraint surface. 
The velocity undergoes an instantaneous reset when the inelastic collision occurs. Like 
Chapter 5, it is assumed in this section that the restitution or reset map relating
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Figure 6.3: Phase-plane plot of the closed-loop system (4.9), (6.3)

the velocities just before and after the time of impact is fully known. However, no 
such assumption is made on the time of impact. The continuous controller (6.3) is 
considered for uniform finite time stabilization in the presence of the resets in velocity. 
The method of Zhuravlev-Ivanov non-smooth transformation [125, 127] is utilised to 
first transform the system into a variable-structure system without jumps (also see 
references cited in [23, Cli. 1, Sec. 1.4]).

Within engineering applications, such a transformation is very useful in the analysis of 
vibro-impact systems [125, 126] (also see relevance to mechanical problems described in 
Section 5.2). The resulting transformed system is a switched homogeneous system with 
a negative homogeneity degree as defined in Definition 2.7 whose solutions are well- 
defined in the sense of Filippov’s definition (as defined in Definition 2.1), an attribute 
absent in the case of the original jump system (see [95] for solution concept of systems 
with jumps and friction). It is important to note that the use of finite time stability 
of switched systems [9] is the only suitable method for the proposed synthesis due 
to the switched nature of the transformed system despite the continuous controller
(6.3). This is because all the existing references on continuous homogeneous systems 
[11,12, 14, 46, 85, 86] require continuity of vector field, a condition unavoidably violated 
at the time of jumps.

The reader is referred to Section 6.1 for the theoretical and practical motivations to 
study the problem studied in this section which is formulated next.
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Problem Statement

Consider the closed-loop system (5.1) (6.3) in the presence of the disturbance u> with 
an upper bound (6.6). It is noteworthy that the solutions of the closed-loop system
(5.1),(6.3), which involve switched terms along with impact, can be defined using exist
ing methods (see [23], [95], [25] and [47] for solutions concept of differential inclusions 
with both friction and collisions terms on the right hand side).

The aim of this section is to prove finite time stability of the closed-loop system (5.1),
(6.3) in the presence of the disturbance io that satisfies the constraint (6.6).

Global asymptotic stability of a perturbed double integrator without jumps in veloc
ity has recently been established [14, Theorem 2]. As discussed in Section 6.3, global 
finite time stability for a class of perturbations can be established by combining the 
geometric homogeneity [83, 84] results with Lyapunov stability results [13] as there al
ways exists a strict Lyapunov function [84] for the homogeneous vector field (5.1), (6.3) 
when there is no jump. However, proving equiuniform finite time stability of (5.1), (6.3) 
is an open problem regardless of whether the jumps in velocity are present or not. Pre
vious section solved this problem for the case when there are no jumps and this section 
solves the same problem for the case when jumps in velocity are present.

Remark 6.5. While finite time stability of the unperturbed closed-loop system (5.1),
(6.3) without jumps and with a  E (0,1) can be established from either of the two 
methods [83, Th. 2], [9, Tli. 3.2], the result for discontinuous systems [9] is more 
general as it encompasses the discontinuous case when a  =  0 [14, Th. 1], Moreover, 
existing results [83, 84, 86] encompass only continuous disturbances io{t) whereas the 
proposed method accommodates even the piece-wise continuous ones as the result on 
discontinuous systems [9] is utilised arid extended in Theorem 6.2 below.

6.4.1 Global equiuniform finite time stability

This section employs the method of Zhuravlev-Ivanov non-smooth transformation [125, 
127], [23, Sec. 1.4.2] to transform the impact system (5.1) into a jump-free system. The 
main philosophy of the non-smooth transformation was described in detail in Chapter
5. The variable structure-wise transformed version of the system (5.1), (6.3)

s =  R v
(6.108)

v =  R 1sign(s) (u(|s|,Rvsign(s)) +  o;(|s|,12usign(s),t))

is then obtained by employing (5.5) and using the dynamics (5.1a), (5.1b) (see [23, 
Ch. 1] and Section 5.4 for a viewpoint from mechanics). By combining (6.3) and (5.5),
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the controller (6.3) can be represented in the transformed coordinates as follows:

u(|s|, B v  sign(.s)) =  — /ri|i?,nsign(s)|Qfsign(it’nsign(s)) — //211-s'112_“ sign(|s|) (6.109)

Substituting (6.109) into (6.108), the closed-loop system in the coordinate frame (s,u) 
can be obtained as follows:

s =  B, v

v =  — ¡ i i B |u| sign(u) -  H2R~ |s|2- Qsign(s) +  B~ sign(s)w(|s|,i?,usign(s),t)
(6.110)

Furthermore, the upper-bound (6.6) can be revised in the new coordinates as follows:

esssup |w(s,i>,f)| < M|i?.usign(s)|a =  M B a\v\a (q
t>  o \ ■ j

Remark 6.6. As discussed in Section 5.4 in remarks on non-smooth transformation, 
the origin s =  v =  0 of the system (6.110) corresponds to the origin x\ =  X2 =  0 of the 
system (5.1),(6.3). Since the transformation (5.5) is not invertible, it is important to 
recall that one starts from the closed-loop system (6.110) and that the original dynam
ics can be recovered via (5.5). The non-smooth transformation approach holds true 
only when the constraint surface is of co-dimension one [23]. The solutions of (6.110) 
are well defined in the sense of Filippov’s definition of solutions [6]. Furthermore, such 
a formulation admits both friction and jump phenomena, while guaranteeing existence 
of the solutions. The formulation (6.110) captures the infinite rebounds [38] (the so- 
called Zeno behavior as discussed in Chapter 5) once the system stabilizes on the origin 
and in turn on the constraint surface.

A  test of the existing Lyapunov functions

As noted in [14], the proposed controller (6.3) is simpler than the controller proposed 
in [12], Recall that the control law in the original coordinates is given in [12] as follows:

u {x i,x2) =  -sign (x2)|a;2|“  -  sign(<^Q(xi, x 2))\<j>a(xi, x2) | ^  (6.112)

where, (j>a{x  1, 2:2) — x\ +  2rF sign(3:2)|^2|2”’Q- The closed-loop system is then given 
by (5.1), (6.112). The following transformed closed-loop system can be obtained by 
applying the non-smootli coordinate transformation (5.5):

s =  Bv

v =  i?.- 1sign(s) (u(|s|, i?usign(s)))

=  — f?"- 1sign(w)|u|“  -  / T 1 sign(s)sign(0a)|</>„|^,

(6.113)
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where f>a(s,v) =  |s| +  ;|^sign(su)|v|2 a. Let the Lyapunov function proposed in [12] 
be defined in the transformed coordinates as follows:

V (s,v ) =  \— — | (f>a 12- “ +  r2v(j)a +  0 ?1 |u|3~a (6.114)

where, rq > 1, r2 < 1 are arbitrary scalars. The temporal derivative of (6.114) along the 
trajectories of the transformed closed-loop system (6.113) can be obtained as follows:

V (s,v ) =  - i ? “ _ 1n u 2 -

-  R - ' r M ^ s i g n i s )  — i?“ ~1r2^Qsign(w)|t>|a (6.115)

~  {Ftl~ar2 +  i?_1risign(s))sign(u</>a)|'i;|2“ Q|̂ a|2^

Although the homogeneity properties

V(k2~as,kv) =  k3- aV (s,v ) 

V{k2~as,kv) =  k2V (s ,v )
(6.116)

hold true for the transformed system, it is not mathematically correct to restrict the 
analysis on the closed curve

(s,v) : max (l^al5̂ 5, |w|) =  1 (6.117)

encircling the origin of the closed-loop system (6.113) as it was done in [12]. This is 
because it is always possible to have initial conditions either starting from or inter
secting the semi-axis (s,v) : v =  0, s <  0 of the transformed system (6.113) thereby 
causing (6.115) to take positive values due to an additional ‘sign(s)’ in the third term 
on the right hand side of (6.115). This is clearly in contrast to the negative definiteness 
of the derivative of the Lyapunov function obtained in [12] due to which it was possible 
to perform analysis only on the closed curve encircling the origin when combined with 
the homogeneity property (6.116).

Intuitive justification using phase plots

The non-positive definiteness of the temporal derivative of the Lyapunov function of 
the transformed system can be intuitively understood by analysing the phase plane plot 
of the original system (5.1),(6.112). It is clear from figures 6.4 and 6.6 that there can 
be at most one jump in the system. This is because the controller (6.112) does not let 
the position trajectory hit the constraint surface (5.1c) if the initial conditions are in 
the first quadrant (21, 2:2) : x\ > 0, x 2 >  0 (the restitution (5.Id) does not apply even 
for x\ =  0 since x2 >  0). This is theoretically verified by the fact that the controller 
(6.112) renders the manifold <f)a =  0 attractive for all initial conditions ([12, Fig. 1])
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Phase Plane plot

Figure 6.4: Phase-Plane plot of the closed-loop system (5.1), (6.112) with initial
conditions (ij,.x°,2) = (2, - 10)

and the trajectory slides oil this manifold reaching to origin in finite time. For the 
jump system, this means that all the trajectories starting from the initial conditions 
emanating from the first quadrant (X\,X2) : x\ > 0, X2 > 0 never cross the constraint 
surface (5.1c) and hence there is no accumulation of impacts. In fact, the trajectory 
‘smoothly’ goes to zero in finite time for this set of initial conditions (see post impact 
behaviour in figure 6.5). This might be perceived as an advantage of this controller at 
least for the initial conditions starting from the first quadrant (X\,X2) : x\ > 0,ai2 > 0.

However, there can be initial conditions in the fourth quadrant (x\, X2) : x\ > 0, aq < 
0 such that the trajectories intersect the constraint surface (5.1c) ([12, Fig. 1]) with 
X2 < 0 so that the restitution rule (5.Id) applies. This is a jump situation (which can 
occur at initial time to as well) causing a jump in the Lyapunov function proposed in
[12] as shown in figure 6.6.

It should be noted that the jump occurs only once as now the velocity resets to 
the first quadrant (x i , X2) : x\ > 0,a;2 > 0 from where there are no more jumps as 
discussed above. This reset instant means that the transformed variable s changes 
sign or in other words (6.115) can take a positive value either before or after the jump 
event.

Noting that the proof of finite time stability given in [12, Proposition 1] depends on 
the conditions of continuity, differentiability and existence of the differential inequality 
(see [141, Theorem 1]), it cannot be applied to the jump system (5.1),(6.112) because 
the Lyapunov function does not remain continuous and it does not satisfy conditions 
(ii),(iii) of [141, Theorem 1] at the time of jump. Hence, the main results of [12],[141] 
do not apply. The results of [12],[141] become applicable if the only jump present is 
omitted from the analysis. However, such a proof is rather a heuristic one and not a
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F igure 6.5: Time histories of the states of the closed-loop system (5.1), (6.112) with 
initial conditions (x^x®) =  (2, —10)

Lyapunov function

Figure 6.6: Jump in the Lyapunov function for the closed-loop system (5.1), (6.112)

mathematical one. Geometrically, it may be possible to apply the settling time analysis 
for two separate segments of the trajectory on either side of the impact but then the 
impact time needs to be computed to find the end of the first trajectory which is not 
a straightforward problem when a non-Lipschitz controller (6.112) is used.

Thus, motivated lay the fact that the Lyapunov framework presented in [12] is appli
cable neither to the original jump-system (5.1),(6.112) due to the violation of continuity 
requirements at the time of jump nor to the transformed system (6.113) due to the 
non-negative definiteness of the derivative of the Lyapunov function, the proof of finite 
time stability of the closed-loop system (5.1), (6.3) is now presented. Lemma 5.1 is 
recalled from Chapter 5.

It is of interest to note that the discontinuity and in turn Filippov’s inclusion [6] 
in (6.110) is caused by the fact that B switches between two positive values on sets
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{(s, v) : s =  0}, {(s, v) : v — 0} of Lebesgue measure zero. Let the two values of R be 
defined as follows:

R
Ri =  if sign(su) =  - 1;

R-2 =  $ g ,  if sign(su) =  1.

(6.118)

Then, it is trivial to note that given e £ (0,1), the following is true from the compu
tations in Lemma 5.1:

7?i > R.2 > 0 , R f 1 < R i\  |R{ -  / f f 1! < \R2 -  7?2 x|

i^i - R f 1\ =  ¥ 1*1, \R2 -  r ^\ =  W \ k\
(6.119)

Theorem  6.2. Given M  =  0, a 6 (0,1), the impact system (5.1), (6.3) and its 
transformed version (6.108), (6.109) are globally finite time stable.

Proof. Lyapunov stability analysis can be performed in the transformed coordinates 
since both the set of expressions (5.1), (6.3) and (6.108), (6.109) represent the same 
system (see subsection on remarks on the non-smooth transformation (5.5) at the end 
of Section 5.4). Let a Lyapunov function candidate be given as follows:

T., 2 -  a  . —2— 1 „
V(s, v) = P2—^~ !s|2-q +  ̂v (6.120)

Note that the function V (s,v) is a globally radially unbounded C1 smooth positive 
definite function. By computing the temporal derivative of this function along the 
system trajectories in (6.108), (6.109) with M  =  0, it is obtained that,

V < fi2 (u\\s\^\R- i? r1|sign(su)sign(i?. — i?” 1) — ¡j.iRa~1\v\a+1 (6.121)

From Lemma 5.1, (6.121) can be simplified using Lemma 5.1 as follows:

V < - ii2 \v\\s\^\R  -  i?_1| -  n1Ra- 1\v\a+l (6.122)

It can be verified that Ra~l > 0 for either sign of sign (.s' v) since (0,1). Further
more, the trajectory of the closed-loop system (6.108), (6.109) in (s,v) plane never 
generates a sliding mode on v =  0 since vv 0. Since, the equilibrium point s =  v =  0
is the only trajectory of (6.110) on the invariance manifold v =  0 where U(,s,u) =  0
and since (6.122) holds true for almost all t, the differential inclusion (6.108), (6.109) is 
globally equiuniformly asymptotically stable by applying the invariance principle [128], 
[129]. Moreover, the system described in (6.108), (6.109) is globally homogeneous of 
the negative degree q =  — 1 with respect to dilation r =  an(i g l o b a l l y
equiuniformly finite time stable according to [9, Theorem 3.1]. □
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The closed-loop system (6.110) is a globally homogeneous system if u(x, t) =  0 Vi > 0. 
Consider next the case when hi takes a nonzero value. The control law (6.109) can 
reject any disturbance u j  with a uniform upper bound (6.111). Global asymptotic 
stability was established in [14]. However, to establish finite time stability, uniform 
asymptotic stability is required [9]. The next theorem achieves this objective for the 
transformed system (6.110) (and equivalently for the jump system (5.1), (6.3)). It 
should be noted that the proof of the next theorem utilizes the same philosophy as 
that [9] utilized for a discontinuous version of the control law (6.3). However, the 
existing result [9] is not applicable directly as the Lyapunov function (6.120) proposed 
in [9, 14] does not suffice to prove uniform asymptotic stability of (6.110). Moreover, the 
quasi-homogeneity theorem [9, Theorem 3.2] needs to be extended for the continuous 
case with jumps as it was done in Lemma 6.1 in Section 6.2. Thus, the following result 
can be stated.

Theorem  6.3. Given a G ( i , l ) ,  the closed-loop impact system (5.1), (6.3) and its 
transformed version (6.108), (6.109) are globally equiuniformly finite time stable, re
gardless of whichever disturbance u j , satisfying condition (6 .111)  (or equivalently (6 .6)) 
with M  <  p,i <  p2 - affects the system,.

Proof, the proof is given in several steps.
1. Global Asymptotic Stability Under the conditions of the theorem, the time derivative 
of the Lyapunov function (6.120), computed along the trajectories of (6.108), (6.109) 
is estimated as follows:

V < -H 2 \v\\s\^ IR -  l?."1] -  (in -  M )B a~1\v\a+1 (6.123)

The first term in the right hand side of (6.123) follows from Lemma 5.1. Since M  < pi 
by a condition of the theorem, the global asymptotic stability of (6.108), (6.109) is then 
established by applying the invariance principle [128],[129] as discussed in Theorem 6.2.
2. Semiglobal Strong Lyapunov Functions.

The goal of this step is to show the existence of a parameterized family of local 
Lyapunov functions U^(s, v), with an a-priori given B >  0, such that each Vjffspv) is 
well-posed on the corresponding compact set

Dk =  {(s, v) G R2 : V(s, v ) < B ) .  (6.124)

In other words, Vp(s, v) is to be positive definite on D^ and its derivative, computed 
along the trajectories of the uncertain system (6.108), (6.109) with initial conditions
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within D j is to be negative definite in the sense that,

Vr (b> v) < ~W r (s, v) (6.125)

for all (s,v) G Dji and for some VU^(s,n), positive definite on D^. A parameterized 
family of Lyapunov functions V^(s, v), R >  0, with the properties defined above arc 
constructed by combining the Lyapunov function V  of (6.120), whose time derivative 
along the system motion is only negative semi-definite, with the indefinite function

U(s,v) =  Ul (s,v) +  U2(s,v) 

=  sv|v|“  +  Kias^v,

as follows:

v r ( s , v ) =  v (s, V) +  K È U (s, V) 

=  » 2
2 tt , . —2— 1 9 / \ 9 \S| 2 « +  - V +  Kfc (sw|t’| +  Kitts' V) ,2 ' 1 2

where the weight parameters ki are chosen small enough namely,

(6.126)

(6.127)

Kft < mm

K\ <

1 (2 -  a)/j,2
2 a

'2R ) P(1 Q)(l  +  W <2 “ >)'

M2«1 (̂1 +  tt)
3tt(/ ii +  M )]?“ “ 1/!1 ^ 2 V 2 I

R2\Ri - f l j  I /il -  M  
0  Ri \/W

(6.128)
where,

27?
(2 -  a)n2

9  =  (pi !  +  M ) (  1 +  a j i ? . ? - 1 ^ ) 23^ 1 +  3 / c i a i ? ! / } 1^  V 2 ^

(6.129)

and i?i is defined in (6.118). Noting that, due to (6.123), all possible solutions of the 
uncertain system (6.108), (6.109), initialized at io £ R within the compact set (6.124), 
are a-priori estimated by

sup V (s ,v )< R ,  (6.130)
te[io,oo)

the following inequalities hold true:

|s|2-«  < p, |n| < \ / W . (6.131)
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The Lyapunov function (6.127) is positive definite on compact set (6.124), for all 
(s,u) G D k\{0,0} and Kp, >  0 satisfying (6.128) as shown below:

V&(s, v ) =  ¡12
2 — a  _2_ I n  . n
--- ----  |s| 2- “  +  -  V +  KpS v\v\ +  KftKlCtS v

2 CX . . _2_ 1  n  1 n 1 . i O n 9 1 f i 1 9

> M2— —̂ |s|2- “ +  2 u -  2 KRs ~ 2K'R ^  v “  2KRKias ~  2KRKiav

> LnV (s, v)
(6.132)

where,

L r  <  m i n  | m 2 — ”  1 k̂ r  M(1 q)  ( l  +  k 1Q'P2(2 q ) )  , 1 ~ k r { \ / W ,  + K i a ) | ,2 2" r

the trivial inequality 2ab > — (a2 +  b2),Va,b € R, the equalities
(6.133)

s6 =  Isl <2- a  ̂|s| 2~a Isl4. |i)|2(Q:+1) =  v2\v\2a (6.134)

and the bound (6.131) are utilized. It can be noted that Lpl > 0 due to (6.128) and 
hence positive definiteness of Vp is ensured from (6.132) on D^ \ {0 ,0}. Similarly it 
can be shown that the following inequality holds true:

Vk {s,v) < Mk V (s, v) (6.135)

where,

M r >  max |/i2—  ̂^ 1̂ +  Kiap2(2~a^  , l +  rk (\/~2jrt. +  sqa)

(6.136)

The time derivative of the indefinite function U(s, v) along the trajectories of the 
uncertain system (6.108), (6.109) is obtained as follows:

I>i(s, v) =  I?,|u|a+2 +  sly)" (—hi Ba 1 |y|"sign(y)) 
+s|y|“  |s| 2~asign(s)^

+s|y|“ 7?_ 1sign(s)ty(s, v, t)
+asw|v|“ ~1sign(w) (—¿¿i Rn 1 |y|“ sign(y)) 
+asu|u|Q~1sign(u) /i2-R_ 1|s| 2-<*sign(s)^ 

+asu|w|a“ 1sign(u)I?T1sign(s)iu(s, v , t)
< B\v\a+2  +  (m +  M )( 1 +  a)i?a_1|s||/y|2Q!

(6.137)
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Similarly,
U2{s ,v ) =  ‘5K\aRs2v2 +  K\as3 (—p,\ Rn'~l |w|“ sign(t>))

+Kia.s3 /y,2i?~1|s| 2- “ sign(.s)^

+Kias3i?.~1sign(s)in(s, v, t) (6.138)
< 3kiq>Rs2v2 +  +  M )R a~i \s\3\v\a

, 6 - 2 n
—K\aR, i/J-2\s\ 2~a

It should be noted that the inequality

2(1 — 0:) o .. a
U  =  2 - o  I <5 2 o p i - Ol ^ 2 - o  ^ I \) I ̂ ‘OL — h;| -1 < \v\V2~Ra 1 (6.139)

holds true due to the condition a G (5, 1) of the theorem. The last inequalities of 
(6.137) and (6.138) are re-written by utilizing (6.131) and (6.139) as follows:

Ui(s,v) < R\v\a+1\/2ti

+(fjb 1 +  M )( 1 +  a)I?Q:~1|s| 2~a |u| \/2]i p1~a 
—/i2(l +  a)i?T1|s|2- “ |u|Q (6.140)

U2{s,v) < 3/iiai?|s|2r |̂u| \/2i)
/ s 1 1 1o 1 1 1 . . 6 ~ 2 a

+Kia(m  +  M )R a |s|3|u|a — Kiapo^~1\s\ 2~a ,

where the corresponding upper bound on |v| and |s| from (6.131) are utilized. The 
parameter 7?, in (6.123) and (6.140) is a state function and keeps switching between 
the two values as shown in Lemma 5.1. This corresponds to the fact that the rate of 
decay of the Lyapunov function (6.127) switches depending on R. Hence, by combining 
(6.123) and (6.140) and by considering the slowest decay by utilizing (6.119), the time 
derivative of (6.127) can be obtained as follows:

V g < - / 3 iM M 2-  — /S2|w|“ +1 — K^^3|u|a |.s| 2~a — KftKi a p ^ R  1|s|2- “ , (6.141)

where
Pi = /¿2 I-R1 -  R i '1| -
h  =  (hi -  M )R*~l -  Kk Ri \/2& (6.142)

Ps = P2 R1 L(1 + a) -  K\a(pi + M)R.®~1p~£2L V2i}.,

(6.131) and the equality |s|3 =  |s|2- “ |s| 2~q are utilised. It should be noted that the 
expressions Pi > 0, fa >  0, ¿83 > 0 hold true due to (6.128).

Ignoring the negative semi-definite terms with /?i ,/33, (6.141) can be rewritten as 
follows:

Vk <  -P 2\vr+1 -  /i^/iia/X2i?_1|s|%^ (6.143)
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Furthermore, the following inequalities hold true within the compact set (6.124):

V2 =  M 2 =  |ur+1|u|1_Q < M " +1 ( V 2R
1—a

- M a+1 < 1 —  0 : (6.144)

Hence, (6.143) can be simplified as follows:

VR — CR .S 2 - a  +  v (6.145)

where,

RfiKian2B l 1 V > 0

Case 1: Isl > 1 :

(6.146)

The following inequality holds true for |s| >  1:

6 —  20 2 6 —2a  2
----------------  >  -------------- 7 7  S 2~ a  >  S 2 - a2 — q: 2 — o

Also, the following can be obtained from (6.135):

^ m a x { l , / i 2(2 -  o )}(| s| A  +  v2) > Vk {s,v)

(6.147)

(6.148)

Hence, the following inequality is then obtained for |s| > 1 by combining (6.145), 
(6.147) and (6.148):

Vr < -* iV k (6.149)

where,

Case 2: Isl < 1:

2c
K\ R

Mf{ max{l, /¿2(2 -  o ) }  ' (6.150)

Noting that the following inequalities hold true for |s| < 1:

_ ? 6  — 2o 2 76 —2a
H I  2 — a  >  |S | 2 - a

2 — o  2 — o 77 7 > 3 — o, (6.151)

for some 7 > 3 — a. Noting that 3 — a < | always holds true due to o  £ (^, 1), 7 > | 
is a valid choice. I11 the following, 7 =  3 is chosen. It can be seen that the following 
equality holds true:

2 o \ 3  , . 6 , 4 „  , 2 ,  „  /  6 —2a „J l  _  I 1 01 „1 1 >31 „1 o ^ z „ A  1 ».6 ^  r „ a  ts  ̂ I 1 «1 o ... 1 „,2(js| 2-a +  u2  ̂ =  |s| 2—a 4- 3 |s| 2-a v2 _|_ 3|s| 2-a v4 +  v° < max{/)“ , Afi} (Js| 2- “ +  V
(6.152)
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where the bounds (6.131) has been utilised resulting in the following definition of K \:

K\ =  max |3 p2, 3 p(2R), (2Ê)2 j  > 0 (6.153)

Note that the following can be obtained from (6.135):

m a x {l,M 2  -  a )}(| s| ^  +  a2) )  > (Vk (s ,v ) ) 3 (6.154)

Then, the following can be obtained by combining (6.145), (6.152) and (6.154): 

Vr (s, v) <  -Ck  (J .s| ^  +  n2) <  - R ( V k y

where,
R = ----------------------- --------_----------------- ;

( nrax{ 1, (2 -  a ) } )  max{p", K i }

Hence, the desired uniform negative definiteness (6.125) is obtained by combining 
(6.149) and (6.155) as follows:

Wr (s> v) =  min R (^r) 3}  (6.157)

(6.155)

(6.156)

3. Global Equiuniform Asymptotic Stability

Since the inequality (6.155) holds on the solutions of the uncertain system (6.108), (6.109), 
initialized within the compact set (6.124), the decay of the function Vp(s, v) can be 
found by considering the majorant solution i/(t) of Vk as follows:

v(t)
—K\u, |s| >  1; 
-R-2V1, |s| < 1.

(6.158)

where, 7 > 3—a is introduced for generality. Similar to Section 6.3, a more conservative 
decay than that in (6.158) can be computed. There are two possible sub-cases, namely, 
v{t) > 1 and v(t) <  1 for each of the cases |s| > 1 and |s| < 1. The following expressions 
hold true for a positive definite function v(t) and a scalar 7 > 1:

v i t ) 1  >  v ( t )  => — v ( t y  <  — v ( t )  if v { t )  > 1; 

v ( t y  < v { t )  => — v ( t )  <  -zz(i)7 if v { t )  < 1.
(6.159)
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Hence, the decay (6.158) is modified by utilising (6.159) independent of the magnitude 
of |s| and dependent on i;(t) as follows :

z>(f)
—aczv, if v(t) > 1; 
— KI/7, if v{t) < 1.

(6.160)

where,

k =  min{/ii, « 2}  > 0. (6.161)

The solution for the case v{t) <  1 can be integrated as follows:

"0

t
dt (6.162)

where vq =  v(to). The general solution of v(t) of (6.160) can then be obtained by 
utilising (6.160) and by combining the solutions of both (6.149) and (6.162) as follows:

v{t) =
u(t0) e K(4 to\ if u(t) > 1; 

if v(t) < 1.
(6.163)

It can be easily seen that the solution v(t) —>• 0 as t —> 00 and that the decay rate 
depends 011 the gain parameters /ri,/J-2, bound M  on disturbance oj and the system 
property R\. On the compact set (6.124), the following inequality holds (see (6.132), 
(6.135)):

L A V ( s , v) <  VR(s, v) < M r V ( s , v) (6.164)

for all (s, v) £ and positive constants L^, The above inequalities (6.163) 
and (6.164) ensure that the globally radially unbounded function V(x\,X2) decays 
exponentially

V {s(t),v(t)) <
L r n tt1* U

1
7 - 1

^ i;

, if I s  < 1.
(6.165)

on the solutions of (6.108), (6.109) uniformly in uj and the initial data, located within 
an arbitrarily large set (6.124). This proves that the uncertain system (6.108), (6.109) 
is globally equiuniformly asymptotically stable around the origin (s ,v ) =  (0, 0).
4- Global Equiuniform Finite Time Stability.
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Due to (6.111), the piece-wise continuous (see Definition 2.1) uncertainty i?"_ 1(u(f)sign(s) 
in the right hand side of the system (6.108), (6.109) is locally uniformly bounded 
by |u|“  whereas the remaining part of the feedback is globally homogeneous
with homogeneity degree q =  — 1 with respect to dilation r =  ^  re-
mains to verify, however, whether the existing quasi-homogeneity result [9, Theorem 
3.2] can be extended to the continuous case in question. Let the piece-wise continu
ous function B ^ ~ 1lo(s , v, t)sign(s) =  B ^ ~ 1ljc(s , v, t)sign(s) be defined for an arbitrary 
c > max{l,Co}, where Co is lower homogeneity parameter as defined in Definition 2.6, 
as follows:

u  c( s ,v , t )  =  cq+r2u}{c-r is , c ~ r2v ,c qt ) (6.166)

where, the right hand side represents a parameterised set of uncertainties. Then the 
following holds true:

\u>c(s,v,t)\ =  \cq+r2uj(c ris ,c  r'2v ,cqt)|

|wc(s,u,i)| < cq+r2M B ,v\c-r2v\a (6.167)

< cq+r2~ar2M B a\v\a

Hence all parameterised uncertainties represented by the right hand side of (6.166) are 
admissible in the sense of (6.111) if the following holds true:

c?+r2—OT2 <- y (6.168)

From the definitions r2 =  , q =  — 1, it is obtained that

q +  r2 -  ar2 =  0 => c9+r2_ar2 < 1 (6.169)

Hence, recalling Definitions 2.6, 2.7, the solutions sc(t) =  cri s(cqt),v c(t) =  cr2v(cqt) 
are solutions of the system (6.108), (6.109) with the piece-wise continuous function 
u)(s,v,t) =  ujc(s, v,t). Hence, any solution of the differential equation (6.108), (6.109) 
evolving within a homogeneity ball generates a parameterised set of solutions sc(i), 
vc(t) with the parameter c large enough. Hence, (6.108), (6.109) is locally homoge
neous of degree q =  —1 with the dilation (ri,?’2) =  Thus, the globally
equiuniformly asymptotically stable system (6.108), (6.109) and in turn the original 
impact system (5.1), (6.3) are globally equiuniformly finite time stable according to [9, 
Theorem 3.1]. □
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Unification of Lyapunov functions for the discontinuous and continu
ous controllers

It is interesting to observe that the parameterised classes of Lyapunov functions (6.120) 
and (6.127) are inspired from (5.16) and (5.22) respectively. In particular, the Lya
punov function given in (6.127) equals that given in (5.22) for the case when a =  0. 
In this case the proof of Theorem 5.2 coincides with that of Theorem 6.3 above. Fur
thermore, the synthesis given in (6.3) reduces to that given in (5.2) for the case when 
a =  0. Hence, this section can be seen as a generalization of Chapter 5 for the 
case when impacts have a finite accumulation point. It must be noted however, that 
the apparatus utlised to prove equiuniform finite time stability is the same, namely, 
combining a positive definite function wdth indefinite functions to construct a class of 
strong semi-global Lyapunov functions [9, 120]. Hence, this thesis presents a common 
methodology for both the continuous (6.3) and discontinuous controllers (5.2) thereby 
unifying the Lyapunov analysis of variable structure and non-smooth systems at least 
in the case of the resets.

Remark 6.7. It should be noted that the step 4 above can be seen as a slight modifica
tion of the condition q +  n  < 0, A/* > 0 of [9, Lemma 2.12, Theorem 3.2] while proving 
local homogeneity of the differential equation. The condition q rq < 0, Mi > 0 was 
a requirement in [9, Lemma 2.12, Theorem 3.2] to prove validity of the parameterised 
set of uncertainties in the sense of a rectangular uncertainty constraint of the type
sup \uJi{t)\ < Mi. The condition q +  r2 < 0 can be modified as q +  r2 +  ar2 <  0 for 
t> 0
the present case since there are only sectorial disturbances (6.111) present as against 
rectangular ones. Also it is noted that under the parameterisation (6.166), the second 
equation of (6.108), (6.109) can be re-written as follows:

v(c[s,C2V,c qt) =  — cq+r2 î\Ra 1\v\asign(v) — cq+r2fi2R 1|s|2-«sign(s) 

+  cq+r2R - lu)(c~ris, c - r2v, cqt),
(6.170)

The first two terms on the right hand side of (6.170) stem from homogeneity of the nom
inal system (6.108), (6.109) and the third term stem from the parametrization (6.166). 
Differential equation (6.170) is clearly a locally homogeneous differential equation in 
the sense of definitions 2.6, 2.7 due to the validity of (6.166). All other conditions 
of [9, Theorem 3.2] are precisely met leading to finite time stability of perturbed 
system (6.108), (6.109).

Remark 6.8. While the Lyapunov function V  is C 2 smooth for a £ (5, 1) and it is 
C 1 smooth for a £ (0,1), is C 1 smooth for all a £ (0,1). Setting a =  0 in the
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above analysis corresponds to the discontinuous case for which the finite time stabil
ity can be derived following a similar semi-global analysis using the same indefinite 
function (6.126)(see [9] for jump-free case).

Remark 6.9. Remarks 5.1, 5.2 and 5.3 are applicable to the results of this Section as 
well.

6.5 Contributions and future directions

6.5.1 Theoretical contributions

Absence of resets

In summary, there are four main theoretical contributions of Section 6.3. Firstly, the 
finite time stability attained in this chapter is uniform in the initial data and in the 
perturbation, a feature that cannot be guaranteed using existing methods. This is be
cause the proposed results are based on equiuniform asymptotic stability substantiated 
by a class of Lyapunov functions.

Secondly, since the proposed method is founded on the quasi-homogeneity princi
ple of switched systems [9], the non-homogeneous perturbations are allowed to be 
piece-wise continuous [6] when compared with the continuous ones considered in exist
ing methods [13, 46, 84]. In turn, the quasi-homogeneity principle [9] is extended to 
planar controllable homogeneous systems with piece-wise continuous inhomogeneous 
disturbances.

Thirdly, finding a finite upper bound on the settling time is an open problem when 
a class of continuous homogeneous controller proposed in [14, 83] is utilized in the 
presence of piece-wise continuous non-homogeneous disturbances. This chapter solves 
this problem without the need to find a Lyapunov function satisfying a differential 
inequality. Ilence, the proposed framework highlights a novel method (see Section 3.5 
for the discontinuous case).

Finally, above results are proven to hold true with the same continuous controller 
for a unilaterally constrained perturbed double integrator by showing existence of a 
class of semi-global Lypunov functions but without the need to study jumps in the 
same. The final result is of theoretical significance as it bridges three streams of non
smooth Lyapunov analysis, quasi-homogeneity and finite time stability for a class of 
impact mechanical systems while using a continuous controller. Practically, such a
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result finds natural application in mechanical systems with impacts which have a finite 
accumulation time.

Presence of resets with a finite accumulation

The main theoretical contribution of Section 6.4 is threefold. Firstly, the proof of 
equiuniform finite time stability of the origin of the translational perturbed double 
integrator is established in the presence of jumps in the velocity using a continuous 
controller. Whereas the existing Lyapunov approaches [21, 23, 33-36, 100-102] in
evitably involve analysis of jumps of the Lyapunov function and their respective limits 
in asymptotic time, the proposed method proves the finite time stability of the origin 
of a perturbed double integrator in the presence of jumps in velocity without having 
to analyse jumps in the proposed C l Lyapunov function, a clear contribution.

Secondly, this section extends the quasi-liomogeneity principle [9] to the continuous 
case with sectorial disturbances when the jumps in velocity are present. Since the 
proposed method is founded on the quasi-homogeneity principle of switched systems [9], 
the non-homogeneous perturbations are allowed to be piece-wise continuous [6] as 
against the continuous ones considered in existing methods [13, 46, 84]. Thus the 
proposed method covers a broader class of perturbations.

Finally, the proposed method enables computation of an explicit formula of the finite 
upper bound on the settling time as developed in Section 6.3.1, which is not presented 
in this thesis as it is very similar to Section 6.3.1.

6.5.2 Potential future directions

Some interesting future directions are discussed in this section.

A potential generalization to dimension n

It is of interest to extend the results presented in this chapter in dimension n, i.e. 
gprx[t) =  u encompassing piece-wise continuous disturbances. The Lyapunov function 
V  given in (5.16) is homogeneous in the sense of the definition given in the statement 
of [86, Lemma 2] since for all c =  m ax{l,co},co > 0 and r\ =  | ^ ,r 2 =  2WLr3 =  1757 
the equality

V{cr' x l ,cr*x2) = c r3V (x1,x2) (6.171)
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holds true, where r3 > ?'i,r3 > r-2. The presented Lyapunov analysis utilized a Cl 
smooth homogeneous Lyapunov function (6.171) and combined this with indefinite 
functions Ui,i =  1,2,3 to form a equiuniformly exponentially stable Lyapunov function 
Vp. It is of interest to investigate if this procedure can be successfully extended to the 
case of dimension n. It appears plausible due to the rich literature on the subject to 
carry out step-by-step application of (i) synthesizing a homogeneous controller [139, 
Th. 3.1] (also see [87]), (ii) constructing a Lyapunov function using [86, Th. 2] to 
establish global asymptotic stability combined with indefinite functions [120] for purely 
continuous homogeneous disturbances uj to establish global equiuniform asymptotic 
stability and (iii) extending the same procedure for piece-wise continuous ones using 
switched system analysis [9] to prove equiuniform finite time stability.

Open problems in continuous finite time stabilization of planar systems

Another possible strand emanating from this chapter is equiuniform finite time stabi
lization using an output feedback synthesis when a continuous finite time observer and 
continuous finite time controller is used. Such an architecture can be found in reference 
[46]. However, uniform finite time stability is ensured for neither the controller nor 
the observer. Constructing a equiuniform continuous finite time stable observer is an 
open problem in itself. Combining such an observer with the equiuniform continuous 
finite time controller utilised in this chapter can produce equiuniform output feedback 
finite time synthesis. In this problem, there are two interesting challenges from the 
theoretical and practical viewpoints. Theoretically, the challenge is in proving equiu
niform finite time stability and computing the upperbound on the settling time of the 
overall closed-loop system. From a practical viewpoint, the challenge is in establishing 
constructive a priori tuning rules, as developed in Chapter 4, for the observer as well 
as the controller so that the pre-specified finite settling time is achieved. Furthermore, 
the requirement that the observer should settle before the controller is also a part of 
this tuning challenge. Inspiration in terms of ‘guessing’ a uniformly decaying Lyapunov 
functions for the observer may come from the existing continuous and discontinuous 
observers [46], [14, 71, 72].

Irrespective of the potential observer developments, the problem of establishing con
structive tuning rules to a priori guarantee attainment of a specified finite settling time 
for the uniform continuous finite time controller presented in this chapter, or any other 
existing homogeneous controllers, remains to be solved, too.



6.6. A priori timing for output feedback 178

6.6 A  priori tuning for output feedback

It is worth noting that the previous and current chapters studied the equiuniform 
finite time stabilization problem with an accumulation of impacts. Chapter 8 studies 
the orbital stability problem outlined in Section 4.7, namely, achieving finite time 
convergence of the state trajectory to a command trajectory when the impacts do not 
have a finite accumulation.

The current chapter is the only chapter concerning non-smooth continuous systems. 
The focus of the investigation shifts back to variable structure systems from the next 
chapter onwards. It is clear that the thesis presented state feedback based results thus 
far. It was inherently assumed that both the states are available by measurement. It 
is interesting to study whether finite time stability and corresponding tuning rules can 
be established for the case when only one of the state is available for measurement. 
This is the area of output feedback control [2].

The problem of establishing constructive tuning rules for the gains of the observer and 
that of the controller when the control synthesis utilises observed states, is not solved 
in the literature on output feedback Higher Order Sliding Mode Controllers (HOSM) 
in a constructive manner like Chapter 4. Given recent advances in the literature on 
Lyapunov stability of finite time second order sliding mode (SOSM) observers [14, 42, 
71], it is natural to pose the following question: Is it possible to compute constructive 
tuning rules for the gains of the output feedback synthesis that utilises a SOSM observer 
and a SOSM controller? While the proof of finite time stability of the observer in the 
presence of disturbances with a persisting bound can be found in the recent literature 
[14, 41, 71, 72], tuning rules to guarantee the attainment of a finite settling time for 
tire output feedback synthesis are not available. The next chapter studies this problem 
when the synthesis utilises a combination of a uniformly finite time stable second order 
sliding mode controller and a finite time stable second order sliding mode observer.

6.7 Conclusions

Uniform finite time stability of planar controllable systems is established for a contin
uous homogeneous controller. The focus was on uniformity of stability with respect to 
the initial data and uncertainty. The quasi-homogeneity principle of switched systems 
is extended to the continuous case with uniformly decaying, but piece-wise continuous, 
disturbances by identifying a class of C1 smooth, strong Lyapunov functions. In turn,
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it gives a more robust version of the existing homogeneity and finite time stability re
sults. Furthermore, these results of equiuniform continuous finite time stabilization and 
quasi-homogeneity principle are also extended to the case of unilaterally constrained 
systems thereby unifying the methodologies of non-smooth Lyapunov analysis, homo
geneity and equiuniform finite time stability of both variable structure and non-smooth 
systems at least in the case where the resets appear in velocity at the time of impact.

The next chapter extends the geometric homogeneity based results obtained in Chap
ter 4 on finite time controller by combining the same with the existing result on finite 
time observer [4, 14] for tuning gains of both the controller and observer thereby solving 
the problem discussed in Section 6.6.



C H APTER  7

Tuning Rules for Second Order Sliding Mode Based 
Output Feedback Synthesis

Previous chapters have studied equiuniform finite stabilisation both using continuous 
and discontinuous state feedback control. The formulations inherently assumed that all 
the states are available by measurement. Studying finite time stabilisation with a finite 
time observer framework is a natural next step, particularly given the rich literature 
on finite time observers [4, 14, 42, 46, 72], As with any observer based synthesis, finite 
time observers also pose the problem of analysing the trajectory of the closed-loop 
system in that it is of interest to establish how far the trajectories can escape away 
from origin when the controller uses state estimates for feedback. The literature in 
this area demonstrates that the overall finite time stability of the closed-loop system is 
governed by the finite time stability property of the observer error dynamics and that 
of the controller [14, 42], In particular, the settling time of the closed-loop system is 
no more than the sum of the values for the finite settling time of the observer and the 
controller [14, Tli. 6].

The aim of this chapter is to establish tuning rules for the gains of both the observer 
and the controller to achieve an a priori specified settling time for planar systems 
when a second order sliding mode observer is used to form a second order sliding mode 
based output feedback controller. The observer is formed by using the super-twisting 
algorithm [4] to estimate one of the states. The estimated and the measured states are 
then used by the twisting controller [4] in the presence of external disturbances.

Although a priori tuning rules are not available in the existing literature, there are 
several relevant previous contributions. The finite time stable output feedback syn
thesis [46] combines a continuous finite time observer with a continuous finite time
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stable controller from [12]. While this synthesis closely matches with the contribu
tion of this chapter, there are two major differences. Firstly, the continuous controller 
cannot reject persisting disturbances completely thereby producing only ultimately 
bounded solutions [13, Tli 5.2]. In contrast, the present work utilises a combination 
of a discontinuous controller and a discontinuous observer which can reject persisting 
disturbances. Secondly, no tuning rules are given to ensure attainment of an a priori 
specified settling time. Work on developing a second order sliding mode observer for 
biped robots [142] does give tuning rules but they are not in terms of an a priori 
settling time. Furthermore, the works in [142] and references therein use a continuous 
finite time stable controller for which the tuning rules are not available in the literature 
(note that a high gain version of such a controller was proposed in [15] without tuning 
rules).

As to the literature in the area of second order sliding mode controllers, the existing 
tuning rules [4, 9, 41, 71] are sufficient only for achieving finite time convergence and 
not an arbitrary settling time. Other contributions [143, 144] for a class of non-linear 
systems give results on attaining an a priori specified settling time by utilising higher 
order sliding mode techniques based on the integral sliding mode philosophy [145]. 
Tuning rules for the twisting algorithm are proposed to guarantee a specified settling 
time. The method utilises finite time convergent optimal control as one component of 
the control law. Then, an integral sliding surface is designed and the sliding mode is 
enforced by a second order sliding mode controller, which forms the second component 
of the control law. The main difference between the output feedback synthesis [143, 
144] and the work presented here is that the former proposes the tuning rules by 
utilising a method based on the theory of open-loop time optimal control whereas the 
presented work proposes tuning results based on a Lyapunov function for a robust 
control algorithm in a closed-loop setting.

The underlying theory of the presented work is in fact a special case of a more 
general output feedback result [18] combining the rth order sliding mode differentiator 
with an rth order sliding mode controller. Guidelines for appropriately selecting the 
gain parameters of the differentiator and the controller are stipulated but these do 
not achieve an arbitrarily specified settling time. It should be noted that chattering 
due to the discontinuous nature of the twisting controller is not a limitation. Recent 
advances in numerical schemes for discontinuous systems [118, 133] facilitate a discrete 
time chattering free implementation rendering ultimately bounded trajectories for the 
perturbed case, a result which is no worse than the implementation of continuous finite 
time controllers [12] in the presence of persisting disturbances (see [14, Sec. II] and 
[13, Th 5.2]). Hence, the development of tuning rules for an output feedback synthesis 
using second order sliding mode algorithms is the natural next step to further develop
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existing recent results (see [118, 133] and Chapter 4. The presented tuning results 
may be seen as a starting point towards achieving sophisticated results such as Ziegler- 
Nichols tuning rules[113] and auto-tuning of PID control for the second order sliding 
mode control algorithms.

The presented work proposes a new Lyapunov function by combining the existing 
Lyapunov function for the observer [14, Th. 5] with that of the twisting controller 
[9, Th. 4.2]. The tuning for the observer gains is straightforwardly achieved using 
the differential inequality of the strict Lyapunov function for the observer [14, Th. 5]. 
However, the tuning for the twisting controller is achieved using an approach based on 
a non-strict Lyapunov function as studied in Chapter 4.

7.1 Problem Statement

Consider the following perturbed double integrator:

±i =  x2

x 2 =  u(x \,x2) +  uj{t)
(7.1)

where x\,x2 are the position and the velocity respectively, u is the control input and 
w(t) is external disturbance. The twisting control law [4] with observed state x 2 and 
measured state x\ is given as follows [14]:

u {x i,x 2) =  ~fii sign(æ2) -  /x2 sign(xi) (7.2)

where, ¡i2 > ¡i\ > 0. The output feedback synthesis (7.2) utilises a super twisting 
observer [4, 14, 41] of the following form to estimate x2:

x\ — x2 +  k\ |xi — xi\e sign(xi — x\) +  k2 (x\ — x\) 

x 2 =  u +  k3 sign(xi -  x{) +  Aq (xi -  ¿ i)
(7.3)

where
ki,ks > 0,A:2,&4 ^ 0 

if À'4 =  0 then k2 =  0 ,
(7.4)

and the homogeneity value e =   ̂ is the only value that can reject disturbances with a 
persisting uniform bound (7.6) (see [14, Th. 5]). The observer (7.3) can be re-written 
with e =   ̂ as follows:

x \ =  x 2 +  k\ \x\ -  Æi| 2 sign (a: i -  xi) +  k2 (xi -  x\) 

x 2 =  u +  k'i sign (a: i -  Xi) +  Aq (x\ -  x\)
(7.5)
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The following assumptions are made:

1. The disturbance uj is assumed to admit a uniform upper bound

ess sup |u(i)| < M
i>0

on its magnitude such that

0 < M  < ni < H2 “  M.

(7.6)

(7.7)

2. A finite bound on the energy-like function

^ i ( i o )  +  < R2 (7.8)

at time t =  to is a priori known and 1?. is arbitrarily chosen by the user, (xj, x !]) =  

(x i(io ),x2(io))- Furthermore, to is set to zero without loss of generality.

The goal of this chapter is to develop constructive tuning rules for achieving an 
arbitrarily specified finite settling time for the closed-loop system (7.1), (7.2) and (7.5). 
The basis for the first assumption can be found in the literature [4, 9]. Note that the 
second assumption is not a limitation of the presented method, at least for a large 
class of mechanical systems. Industrial robotics, for example, satisfy this assumption 
since the upper-bound on the left hand side of (7.8) at time t =  0 is generally known 
in terms of the total energy of the system.

7.2 Lyapunov Analysis

Results based on strict and non-strict Lyapunov functions for finite time stability of 
the perturbed double integrator using a twisting control law [4] can be found in the 
literature [106] for the case of full state feedback. An alternative proof of finite time 
stability for the general output feedback case can also be found in [18]. In the case 
of planar systems, the existing result gives continuous finite time stabilization for uni
formly decaying disturbances [46, Lemma 3]. A recent output feedback result [14] 
utilises a bounded continuous modification of (7.2) and proves asymptotic stability 
when x -2 is estimated by utilising (7.5) (see [14, Tli. 6]). Both of the above results 
do not solve the converse problem of establishing constructive tuning rules to achieve 
arbitrarily specified settling time Td. Furthermore, the case of the discontinuous con
troller (7.2) considered in [14, Th. 7j proves finite time stability provided that after 
some finite time instant t =  T0bsv the errors e\ =  x\ — xi, e2 =  £2 — £2 reach the origin
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(see the result on finite settling time T0bsv of the super-twisting observer [14, 41]). It 
is only under these conditions that this output feedback formulation is shown to be a

has not been addressed.

The main difference between Theorem 7.1 below and [14, Tli 7] is that it contains 
an additional result providing an upper bound on the magnitude of the states and 
hence it can be seen as a stronger version of [14, Th. 7]. Another motivation to 
propose Theorem 7.1 lies in the fact that, in conjunction with the subsequent theorems, 
the presented results enable the user to have an a priori guarantee of achieving the 
arbitrarily specified settling time for the observer, for the controller and for the output 
feedback system (7.1), (7.2) and (7.5), a result not available in [14],

Theorem  7.1. Consider the system (7.1) under the influence of a disturbance uj sat

isfying (7.6). Let (7.1) be driven by observer based dynamic feedback (7.2), (7.5) with 
controller parameters /xi, /X2 satisfying (7.7), with parameter e =   ̂ and with observer 
parameters ki,i =  1,2,3,4 satisfying condition (7.f). Let assumptions (1),(2) of Sec

tion 7.1 hold true for given M  and fixed gains Then the following statements
hold true:

1. The trajectories of the closed-loop system (7.1), (7.2) and (7.5) cannot escape 
the compact set

2. The finite convergence time of the states )x\,X2) to reach the origin is given by 
T0bsv +  Ttw where Ttw is the finite settling time of the twisting controller for the 
full state feedback.

Proof. Consider the Lyapunov function candidate [9]

valid candidate of [9, Th 4.2]. However, the motion before the observer has converged

(7.9)

where

(7.11)
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The following can be obtained by taking temporal derivatives of (7.11) along the tra
jectories of the closed-loop system (7.1), (7.2) and (7.5):

V\ =  fi2 s ig n (x i)a :2 +  x2 (~ M i sign(z2) -  M2 s i g n a l )  +  u{t))
(7.12)

=  ¡1\X2 sign(¿2) +  X2L>(t)

Clearly the worst case of increase in the candidate function V\ occurs when sign (£2) 7̂  
sign(a’2) and io(t) =  Msign x 2(t). With this in mind, the following upper-bound can 
be obtained:

Vi < (/*i + M) Iasi (7.13)

It should be noted that the upper-bound (7.13) is a function of the true plant state 
X2 and not the observer state ¿2 even though the temporal derivative was taken with 
observed velocity. It is known from the literature [14] that the Lyapunov function

V2(e i,e2) =  2 fc3|ei| +  kAe\ +  ^ (e2 -  /ci|ei|£sign(ei) -  k2er)2 (7.14)

has a negative definite temporal derivative [14, Th. 5]

V2 =  - k V2€ (7.15)

along the error system,

¿1 =  e2 -  /ci|ei|£sign(ei) -  k2e1 

¿2 =  -fc3sign(ei) -  kid ,
(7.16)

in the presence of the disturbance (7.7) if (7.4) is satisfied. Expression (7.15) is derived 
in [14, th. 5] using (7.5) where k > 0,e =   ̂ and e.\ =  x\ —  X \ , e \  =  x 2 — x 2 are the 
observer errors.

The super-twisting controller proposed in [4] is homogeneous in the sense of Definition 
2.7. The homogeneity of the error dynamics (7.16) under the application of super
twisting observer is ensured only for the specific value e =  5 [14]. Reference [14] proves 
the finite time stability of the error dynamics even under the non-homogeneous values,
i.e. This chapter uses the homogeneous version with t =  5 for simplicity.

A Lyapunov function candidate V{x\, x2, ej, e2) can be defined combining V\ and V2 
to estimate the largest upper-bound on the trajectories as follows:

V (x i , x 2,e i , e2) =  Vi + V 2 (7.17)
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Noting that both the functions Vy, V2 are positive definite and radially unbounded 
[9, Tli. 4.2] [14], the function V also shares the same attributes. Furthermore the 
following inequalities hold true:

Vy < V, V2 < V  (7.18)

Taking the temporal derivative of V along (7.1), (7.2) and (7.5) and utilizing the 
relationships (7.13),(7.15), the following inequality can be obtained:

V < (111 + M)\x2 \ -n V 2e (7.19)

Ignoring the negative definite term in (7.19), the steepest increase in the Lyapunov 
function candidate V can be obtained as follows:

V < (j i i +M )\ x2\ (7.20)

Noting from (7.11) that \x2\ < y/2V\, the following inequality can be obtained:

V <  V2(fjy +  M ) W  (7.21)

where the first inequality of (7.18) has been utilized. Hence the steepest increase in 
the function V (t),t  G [to,T0bsv] can be defined by the following equality:

v =  +M )y/v  (7.22)

where to is the initial time and T0bsv is finite settling time of the observer [14, 41]. The 
inequality V(t) < v{t),t  G [fo,T0bSv] follows by the comparison principle [16] for some 
positive function v(t) if v(to) > V(rri(io), x 2 (to), e\(to), e2 (to)). The non-zero solution 
of the equality (7.22) can be given as follows:

v(t) = Vq +  Kyt t G [ t 0 ;T obsv] (7.23)

where Ky =  V2(iiy +  M ) and t’o =  v(to). The following should be noted:

1. It is clear from (7.23) that supu(f) can be obtained by substituting t =  T0bsv.
i>0

2. The system (7.1), (7.2) and (7.5) coincides with full state feedback system after 
t =  Tobsv, for which the finite settling time is known (see references [106], [9, Th. 
4.2] and sections 4.3, 4.3.



7.3. Timing 187

3. The Lyapunov function candidate V cannot increase after t == T0bsv and has 
negative semi-definite temporal derivative [9]

V < -(in  -  M) \x2\ (7.24)

with 1/2 =  0.

Noting that inequalities (7.18) always hold true, the 1-norms of true plant states 
£1, 2:2 cannot escape the following finite upper bounds:

sup V(t) < sup v(t) 
t>0 f>0

/'() L hi Tobsv
2

sup |xi(t)| < sup < Sllp (7-25)
i> 0  i> 0  7*2 i> 0  M2

sup |£2 | < sup y /2Vi(i) < sup y/2V(t)
t> 0 t>0 i>0

Utilising the last two sub-equations of (7.25) it can be concluded that the trajectories 
of the closed-loop system (7.1), (7.2) and (7.5) cannot leave the region defined by the 
finite compact set

%  =  { x i ,x 2 : M2l̂ i| +  2X2 <  2R}

/ I  \ 2 (7-26)
R =  sup v(t) =  ( Vq +  K i T0bsV )

¿>0 V /

around the origin V i > 0. Once the observer errors satisfy (ei,e2) =  (0,0) for all 
t > T0bsv, the finite time stability of (7.1), (7.2), (7.5) and the corresponding finite 
upper bound on the settling time follows by applying [14, th. 4.2] within the compact 
set (7.26). Furthermore, the trajectories of the closed-loop system (7.1), (7.2) and (7.5) 
remain at the origin for all t > T0bsv +  Ttw. □

7.3 Tuning

This section presents tuning rules for the observer gains and the controller gains to 
guarantee attainment of an a priori specified settling time Td for the output feedback 
synthesis. This section has synergy with Section 4.3, which provided constructive 
tuning rules for the state feedback case, in that it provides constructive tuning rules 
for the output feedback case.
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The approach adopted is that of tuning the controller gains independently using the 
user specified region ClR appearing in (7.26) of the state trajectories with R chosen 
arbitrarily large by the user with a constraint on its lower bound (see Theorem 7.2). 
Then the desired settling time T0bsv for the observer can be obtained using (7.23) and 
the initial condition co

lt should be noted that due to the second assumption, the variable vo is a known 
quantity. The observer gains are then tuned using the differential inequality (7.15) to 
achieve the desired settling time constraint T0bsv- It should be noted that the energy
like function (7.8) is utilised in the process. Although the state X2 is not measured, 
the upper-bound on the left hand side of (7.8) is generally known for a large class of 
mechanical systems at initial time t =  to. Other forms of energy-like functions can also 
be considered in a similar way. The controller gains are tuned to ensure finite time 
convergence to origin starting from any initial condition within flR.

In summary, the observer errors settle to zero before the trajectories of the closed-loop 
system can reach beyond QR and the controller ensures that all trajectories starting 
within flR remain at the origin (aq.a^) =  (0,0) for all t > Td.

7.3.1 Controller Gains

The finite settling time for the twisting controller with X2 =  X2 has been computed 
for the open loop system (7.1) with and without jumps in state X2 as studied in 
sections 4.3, 4.3 and 5.5. The tuning rules based on the convolution integration method 
for a comparison system developed in Chapter 4 are employed in this subsection. 
The detailed proof of Theorem 7.2 below can be obtained from Chapter 4 and is 
included briefly with an additional tuning rule for completeness of this chapter. First, 
assumption (7.8) can be utilised to propose appropriate guideline for selecting R.

Lemma 7.1. There always exists a scalar R such that itR C B ^ R where,

< R }, B ^ r =  {(x ?)2 +  (x°)2 < 2i?2}. (7.27)

Proof. The aim is to define the scalar R > 0 such that the expression f}R C B ^ R 
holds. In other words, the following is required:

¿¿21 £? | „0\2
+

2 R ^ 2
12 < 1

R
(7.28)
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Impose the following inequalities:

1 1( x \2 /  /d * ? ! 1 I(  x 2
2 ' I R ’ 2 '\R

-  \ - ë  \ < ( 4 f
2 R

(7.29)

Then the expression (x^x®) G Bn holds true for every given point (x^x®) G i2^. Note 
that the following always holds true for all (x^x®) G 12

l r ° l
\x i \

R_
/'■2

The first inequality of (7.29) can be simplified as follows:

(7.30)

(7.31)

Utilizing the relationship (7.30), the following requirement, which is even more conser
vative than (7.31), can be formulated:

12 l*?l 72_V  < i A
\RJ ~ 2 /r2

(7.32)

Hence, the following upper-bound on R , obtained from (7.32), suffices to satisfy the 
first inequality of (7.29).

R < V2^2R (7-33)

Similarly, the second inequality of (7.29) leads to R < R2. Combining this with (7.32), 
the following estimate of the parameter R is obtained:

R =  min {\/2p2i?,i?2}  (7.34)

Further simplification R =  R2 is obtained if the following condition is imposed:

M‘2 >  -j=  (7.35)

Hence, the statement of Lemma 7.1 is proven. □

An upper-bound on the function V\ at t =  to can be obtained from the definition of 
12̂  in (7.27) as follows:

V1(x1(t0) ,x 2 (t0) ) < R .  (7.36)

It is noted from (7.14) that U^e^e^) =  e^io) holds true because e\ =  0 can be
enforced due to the availability of the state x\, thereby rendering V2(e([, e®) independent
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of the gains ki, i — 1,2,3,4. Since the largest magnitude of X2 is limited to y/2R due to 
(7.8), the initial estimate ¿ 2(̂ 0) can be chosen from the interval [ \/2R, \/2R}. Hence, 
the worst case (largest) magnitude of V^e^e^) is given by 8R?.

Theorem  7.2. Consider the system (7.1) under the influence of the disturbance uj 
satisfying (7.6). Let (7.1) be driven by state feedback (7.2) with X2 =  ¿2 under the 
influence of disturbance u j  satisfying (7.6). Let the assumptions (1), (2) in Section 7.1 
hold true. Let the parameter R be chosen such that

R > R +  SR2. (7.37)

Then, for some r) G (0,1), ¡3 > lp  G (0,1), the tuning rules

H i > max < M,
26

+  M
r\A

IB B fii — M  f B, ,
H2 > max <( \/ —, -j= , ---- ----- , Ml +  M, pm ax{— —, 1} ¡3 m

(7.38)

guarantee that the actual settling time Ttw of the full state feedback system is less than 
the specified settling time Td.

Proof. Once the observer settles to the origin (e i,e2) =  (0,0), the closed-loop system 
trajectories can be shown to be encompassed by the following comparison system (see 
Section 4.3):

x{t) =  A x(t) +  B u(t), (7.39)

where
r T ' 0 1 ’ 0 "

X  = X i  x 2 , A = , B =
0 0 1

u{t) =  ~{P  1 -  M )sign(x2) -  M2sign(xi),

(7.40)

The solution of (7.39) is obtained as follows:

x(t) =  eAt x(to) +  f  eA(t~T">B u(r)dT (7-41)
■ ' t o

where x(to) =  [xi(io) ^2(io)]T- The finite settling time Ttw of the above system can 
be obtained by applying the convolution integral method step-by-step as follows (see 
Section 4.3):

r  ¿A 6(^l -r /2 + l)  ̂ 26
M2(l -  (mi -  M)\Jl -  rfl ~ (mi -  M)y/l -  rj2

(7.42)
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where the following quantities have been used to compute the second last term on the 
right.

V

T

AT M < 1. A =
AT

1 — Tj
1 +  rj

+ + V i - v
i + V  v/(l + ij)( l-i j)  ( l + r j ) V l + V

< 1
(7.43)

Also, the scalar 5 is chosen such that the inequality dT > rq holds true where the 
parameter

r i max * y ' w (7.44)

which can be derived in a similar manner as that utilised in Section 4.2.1, is the radius 
of the ball Bri D with defined in (7.9). The tuning rule AT > ^  follows from 
the proof of Lemma 7.1. The rest of the tuning rules follow from the results of Section
4.4.

Combining (7.7), the existing result from Section 4.4 and (7.35) leads to the tuning 
rules (7.38). The aim of guaranteeing Ttw < Td is achieved for all x £ if the tuning 
rules (7.38) are used. Such a tuning rule ensures that /¿i —̂ 00,112 —> oo as Td —> 0 
while observing the constraint / r  > tHnM. for selected constants rj, /3. □

Remark 7.1. The requirement of the lower bound for the parameter R defined in 
(7.37) is not restrictive. Expression (7.21) of Theorem 7.1 clearly shows that there 
is a possibility that the states may evolve initially away from the origin. Therefore, 
it is natural to assume the selection of R such that it represents a larger region than 
that defined by the semi-global region represented by R +  8R2, where 2\/2R is the 
maximum error in the velocity estimation at time to.

7 .3 .2  Observer Gains

The previous section presented the tuning rules for ensuring that the state feedback 
<&(x) of (4.1) drives every trajectory starting within to the origin in finite time. 
Theorem 7.1 showed that trajectories cannot leave the region defined by and that 
observer based feedback (7.2) coincides with the state feedback 4>(a;) of (4.1) after the 
observer dynamics (7.16) settle at the origin in finite time.

It should be noted that the parameter R is fixed by the user’s specification. In turn, 
the usefulness of Theorem 7.2 towards the final goal of finite time output feedback 
stabilisation holds only if the actual settling time of the observer satisfies an upper 
bound obtained from the second equality of (7.26) with the aforementioned fixed R.



7.3. Tuning 192

This section first computes this constraint to derive an upper bound on the desired 
settling time of the observer. Next, this upper bound is utilised in conjunction with 
the existing result [14, Th. 5] to solve the converse problem of establishing the tuning 
rules for the gains of the observer to achieve arbitrarily small settling time for the 
observer error dynamics (7.16). The following result is in order:

Theorem  7.3. Consider the system (7.1) under the influence of the disturbance lo 
satisfying (7.6). Let (7.1) be driven by observer based dynamic feedback (7.2), (7.5). 
Let the assumptions (1), (2) in Section 7.1 hold true. Let the parameter R be chosen 
arbitrarily subject to (7.37). Then, the tuning rules

V 3 )rjn )

ki > max{2M,

=  A ( - r p 2  ) 3; > \j2k\

2M (2 k̂  +  3Aj|) fli , \ -/o7 o72\
3(A:| — 2kfl) ’ T

\ 3 ( 2 & 4  +  3 ^ ) ,  },

A'3 > max{ l +  fei l k l ( h ~ 2 M )  +  2M (l +  ki)
2 2M

when > 0, >  0 and the tuning rules

h  > 2flfl ) 2 +  2 M,

k% =  max{

T
1 +  fci \k\{k\ — 2M) +  2M(1 +  k\) 

2 ’ fci +  2M  ’ W l T

(7.45)

(7.46)

when /u’2 =  ¿4 =  0 where,

T =  min{Ta , Td}, ffl >  l,/52 > 1 ,&  > 1, ^  ^  (7-47)
A 1

guarantee that the trajectories of the closed-loop system cannot escape the compact set 
Llji before the observer errors (e i,e2) settle to the origin.

Proof. Let the observer dynamics be initialized with e® =  X® — x^ei, =  x\ — x\ with 
xd,X2 arbitrarily chosen. Scalar JR is selected as given by (7.37). Then, the constraint 
on the observer settling time can be obtained from (7.23) as follows:

T-JR
v X T’o y / k -  y/R +  8 R2

Iu
(7.48)

where the upper bound on the function (7.8) is utilised to obtain the worst case (i.e. 
least) value for Tr - Finite time stability using strict Lyapunov functions has been 
recently established [14, 41]. The settling time of the system (7.1), (7.5) specified with 
e =  5 can be obtained using the Lyapunov function (7.14) and its derivative (7.15)
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and is given as follows [14, Th. 5]:

T ( e l 4 ) <
2s/V2( e l e a2) (7.49)

where,

K =  72 ,72 =  min{
2(kiks — M  — AIk\) k\ — 2M 2k\k4

4fc3 T %k\ 4 ’ 2k4 +  3k\ } (7.50)

with the condition that
r ^ l  ^ 1  ̂ 3  T ,» r  r ,  \

im,l{T ’ m r } >  M - (7-51)

Having chosen 7?, 7?, x\, x2, the goal is to ensure that the finite settling time of the 
observer system (7.5) satisfies the following:

Tobsv =  ^ 3  < T =  mm{TA, Td} (7-52)
K

where v2 > ^(e^e®). It is noted from (7.14) that V^e^e®) =  e^fo) holds true 
because ei =  0 can be enforced due to the availability of the state x\, thereby rendering 
V^e^eS]) independent of the gains ki,i =  1,2,3,4. First, let the following be imposed 
on the observer gains:

2(k\ks — M  — M k\ ) k\ — 2 M  2k\k4 
4*3 +  3k\ > 4 > 2k4 +  3k%

(7.53)

The requirement (7.51) can be simplified as k\ > 2M  if the expression ^  or
k'i > hUn. Folds true. Using this, further simplification of the last two terms and the 
first two terms of the inequality (7.53) leads respectively to the following:

k\ > max{2M, — 2 4 '' 1 whh 2̂ > x /2Aq,

hi > max{

3(Jfe| -  2k4)

1 +  k\ '^ki(k\ — 2M) +  2M(1 +  k\)
2 : k\ T 2M

Then, the following holds true due to (7.54):

2&1&4

}•

7 2 2 k4 +  3 k\

(7.54)

(7.55)

The following requirement can be obtained by substituting (7.55) into (7.50) and in 
turn into (7.52):

2\f2k\k4\Jhi y/4(2k4 +  3 k2)
2k 4 +  \/2 k\ /i'4 \J k‘4

< T (7.56)
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The second inequality in (7.56) and in turn (7.52) are always guaranteed for the chosen 
R if the following inequality holds true:

h h V h  A i l  
2k4 + 3Aif V 2T (7.57)

The above requirement can be translated into three sub-conditions as follows. First 
select Aq such that the inequality

h  > /32(^PM (7-58)

holds true for some arbitrarily chosen tuning scalar /% > 1- The gain &2 immediately 
follows from (7.54). Next, select k\ such that the inequality

Ai > — 3 (2/C4 +  3^2) (7.59)

holds true for some arbitrarily chosen tuning scalar > 1. Finally select k3 such that 
the inequality

v T  > (re » )

Then, combining (7.58), (7.59) and (7.60) ensures that the requirement (7.57) and 
in turn (7.52) are always satisfied. Combining expressions (7.54), (7.58), (7.59) and
(7.60) results in the tuning rule (7.45). A similar analysis can lead to tuning rules 
(7.46) for the case fc2 =  fei =  0 where (7.53) and (7.54) ensure 7 =  k} . Since the 
settling time constraint in (7.48) is computed using specified R, it follows from 
(7.56) that the trajectories of the closed-loop system (7.1), (7.2), (7.5) cannot escape 
Qji by Theorem 7.1 for the chosen R before (ei,e2) =  (0,0). □

Remark 7.2. It should be noted that the tuning algorithm presented above gives liberty 
to choose parameters R ,R ,T °. This inherently imposes a constraint on the observer 
gains in terms of the computed variable T The gains should be such that the observer 
errors settle to zero before the closed-loop system trajectories escape the region Qf{ . 
It may happen that the computed constant is such that the inequality TR < Td 
holds true for some stringent specification of R and hence the need for introducing the 
term min{T^,Td} in (7.52). The tuning rules for the observer gains ensure that the 
gains ki —> 00, i =  1,2,3,4 as min{T^,Td} -> 0. It is noteworthy that this mathe
matical result satisfies the intuitive expectation mentioned in the section ‘Objectives’ 
of Chapter 4, namely, that increasing the gains of the observer leads to a decrease in 
the finite settling time of the error system (7.16).
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The expressions (7.38) and (7.45) thus give tuning rules for the gains ¡i\, p2 of the 
controller (7.2) and for the gains ki,i =  1,2,3,4 of the observer (7.5) respectively for 
arbitrarily chosen parameters R, R, Td and given values of xj, V (e®, e®), M. Hence, the 
observer errors are guaranteed to settle to zero before the trajectories of the closed-loop 
system can reach beyond and the controller ensures that all trajectories starting 
from within the set f r e m a i n  at the origin (x i ,x 2) =  (0,0) for all t > Td. It should 
also be noted that the observer gain k3 is a function of controller gain (i\. This is 
visible in (7.45) in that is a function of ¡jl\.

7.4 Numerical Simulation

Figure 7.1 shows numerical simulation results for the output feedback closed-loop sys
tem (7.1), (7.2) and (7.5) with the following parameters specified a priori as per the 
assumptions in section 7.1:

77 =  1, m  =  1, Td =  10 sec. (7.61)

Let the following choices be made:

R =  18, £5 =  0.1, £§ =  -1 . (7.62)

To simulate the physical scenario, the plant initial conditions are chosen as xd =  
0.1. xd =  1. Note that expression (7.8) is satisfied at the initial time to =  0. Then, 
applying the tuning rules (7.38) and (7.45) produces

ri = 6, 5 =  17.6

Hi =  5.44, ¡j,2 =  13.15 (7.63)

k4 =  2.14, k2 =  3.1, h  =  55, k3 =  13.5.

It can be seen from Figure 7.1 that the achieved settling time is less than 0.95 sec < 
Td =  10 sec. Furthermore, the Lyapunov function supt>0H(i) < 5.82 which is less 
that the chosen upper-bound R. =  18 (see (7.26)). It can be seen that the Lyapunov 
function candidate V i(x i,x2) increases until the time x 2 equals x 2 at approximately 
t =  0.15 sec, after which time V\ decreases monotonously. The function V i(x i,x2) 
represents a proper Lyapunov function as soon as e2 =  0 is achieved.
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FIGURE 7.1: Finite settling time behaviour of the output feedback system (7.1), (7.2) 
and (7.5) under the tuning rules (7.38) and (7.45)

7.5 Summary

7.5.1 Contributions

This chapter contains two contributions. Firstly, a finite upper bound on the states 
of the closed-loop system is computed using the Lyapunov function for the second 
order sliding mode based output feedback synthesis of planar controllable systems. 
Furthermore, the user can choose this upper bound arbitrarily larger than the initial 
condition region. This proves that the closed-loop system cannot escape to infinity.

Secondly, tuning rules are developed for both, the observer and the controller to 
ensure finite settling time of the closed-loop system in the presence of external distur
bances. The tuning rules are developed using the largest upper bound on the states 
specified by the user. The observer gains are tuned to ensure that the observer error 
converges to zero before the trajectories of the closed-loop system escape the region 
specified by the user. The controller gains are tuned to guarantee that every trajectory 
starting within the user specified region remains at the origin after the time instant 
specified by the settling time specification.
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7.5.2 Future work

A future extension of this work can be the development of similar tuning rules for 
the output feedback case which utilizes arbitrarily higher order sliding mode observers 
and controllers. As Lyapunov approaches for the higher order sliding mode algorithms 
are being continually developed, such tuning rules will be of significant relevance to 
engineering applications. Another potential strand of research can be the development 
of advanced tuning rules such as auto-tuning and step response tuning to produce 
commercially competitive second order sliding mode control algorithms.

7.5.3 Orbital stabilisation of planar systems with resets

Recalling the discussion presented in Section 4.7, this thesis intends to study uniform 
finite time stabilisation for mainly two types of problems when unilaterally constrained 
planar systems are considered: (i) Problems where the impacts have a finite accumula
tion point (see [23, 36] for detailed discussion on the so called ‘Zeno’ behaviour caused 
by the accumulation of impacts) and (ii) where the impacts do not have an accumula
tion point. The first problem was studied in Chapter 5 by utilising a variable structure 
controller and in Chapter 7 by utilising a non-smooth continuous homogeneous con
troller.

The second type of problem mentioned above is considered in this thesis in terms of a 
tracking problem where recurring impacts in the state variable X2 as well as that in its 
desired value leads to studying stability of the closed-loop system in terms of ‘orbital 
stabilisation’ rather than regulation at the origin. The trajectory mainly possesses two 
phases, namely, the continuous phase when there are no impacts and the solutions are 
absolutely continuous in the sense of Filippov’s definition [6] and the discontinuous 
phase when the velocity x2 undergoes a reset. The practical motivation to study 
such systems can be found in the area of robotics (see, for example, reference [15] in 
the area of biped robotics where collision of feet with ground inherently gives rise to 
impulse effects in velocity). The control problem consists of two parts: (i) Designing an 
appropriate desired trajectory (xj^xi]) so that it represents the desired stable periodic 
orbit and (ii) utilising a finite time synthesis to drive the actual trajectory (mi, m2) 
to the desired (x f,.^ ) one in finite time in the presence of both uncertainty at the 
time of impact and disturbance in the continuous phase. This thesis does not study 
the trajectory planning problem mentioned above. The focus is mainly on the second 
problem mentioned above, namely, equiuniform finite time stabilisation of closed-loop 
system between the impacts to guarantee a priori the attainment of the desired orbit. 
This is the topic of study for the next chapter which revisits and adapts the tuning rules
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presented in Chapter 4 to achieve what is defined as ‘Finite Time Impact Attenuation’ . 
This concept has been first introduced in and is being published in the publication [61] 
along with corresponding discrete-time framework.

The next chapter, which is also the penultimate chapter of the thesis, also demon
strates the applicability of the theoretical results presented thus far in this thesis by 
presenting two applications. The first application relates to the experimental results 
of the K-RAFT© controller1. This experiment highlights the application of Chapter 
6 using analogue circuits. The second application relates to the numerical simulation 
results of finite time tracking for a biped robot with pre-specified settling time using 
a second order sliding mode synthesis2. This application highlights the application of 
the ‘Finite Time Impact Attenuation’ concept with the state feedback which inher
ently relics on both the tuning rules and the uniform finite time stabilisation concepts 
developed in Chapter 4.

7.6 Conclusion

Constructive tuning rules to achieve an arbitrarily specified settling time are developed 
for the output feedback synthesis. A second order sliding mode (super-twisting) ob
server and a second order sliding mode (twisting) controller were utilized. It is shown 
that the trajectories of the closed-loop system cannot escape to infinity in finite time 
with appropriate tuning. The user can arbitrarily choose both the settling time and 
the allowable upper-bound on the closed-loop trajectories.

The next chapter presents the orbital stabilisation studies along with some applica
tions to fully actuated mechanical systems as discussed in Section 7.5.3.

1The financial support by Kent Innovation and Enterprise, University of Kent which holds the copy 
right, is acknowledged by the author who was one of the principal investigators for this research work. 
The permission by Kent Innovation and Enterprise to include the outcomes of the research on K-RAFT 
in this thesis is also acknowledged.

2The research work contributed by the overseas collaborators Dr. Yannick Aoustin and Dr. Chris
tine Chevallereau on biped robot modelling and simulation is acknowledged. The contribution of the 
thesis in this application lies mainly in proposing the robust SOSM synthesis given by Chapter 4 along 
with its tuning adopted for the biped robot under investigation.
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Finite Time Orbital Stabilisation and Applications

Dynamical systems with non-smooth vector fields and unilateral constraints have been 
studied in various disciplines of science and engineering such as electrical engineering 
and robotics amongst others [23] as noted in previous chapters. Establishing conditions 
for stability of such systems is a theoretical challenge due to the likely destabilizing 
effects of the unilateral constraints, resulting in state jumps. In this chapter, orbital 
stabilisation of planar controllable linear and feedback linearizable non-linear systems 
with unilateral constraints are studied. Recurring impacts give rise to unstable dy
namics. This chapter is concerned with synthesizing robust second order sliding mode 
controllers to induce stable orbits in the presence of impacts stemming from the uni
lateral constraints.

Unilaterally constrained systems can be studied as linear or non-linear complemen
tarity systems [23]. The closed-loop dynamics of these systems are strongly affected 
by hard non-linearities characterized by both the nature of the contact of two bodies 
as well as collision, with the constraint resulting in restitution of one of the states of a 
planar system. The existing literature is abundant on the topic of stability of systems 
with jumps (see [23], [37] and the references therein).

The main focus of this chapter is on finite time tracking of trajectories of the unilat
erally constrained system to the desired periodic trajectories by using a second order 
sliding mode controller together with tuning of the controller parameters. The the
oretical motivation to study such a problem stems from several viewpoints. Firstly, 
asymptotic and finite time stability when impacts have a finite accumulation point 
have been studied for restitution coefficient in the interval [0,1) (see [23] and Chapter 
5). However, an a priori guarantee and tuning to achieve finite time convergence for

199



Chapter 6. Orbital Stabilisation and Applications 200

the tracking of periodic trajectories is not studied for the general case where restitu
tion in the plant state is beyond the interval [0,1). Furthermore, robust finite time 
stabilization is theoretically an equally difficult challenge when compared to its asymp
totic counterpart [37] provided that the effects of (possibly dissipative) impacts tend 
to destabilize the system.

Secondly, research on robustness of the controller to disturbances at the time of state 
jumps is not rigorous. This chapter studies a similar class of systems to that presented 
in recent research [146] where a finite time observer is proposed to reject disturbances 
at the time of impacts. The presented result utilises tuning for a second order sliding 
mode (SOSM) controller [4] such that it is robust to persisting disturbances in both 
the continuous and discrete-event phases of the trajectories, while requiring only upper 
bounds on the uncertainties to cause the tracking errors to converge to zero in finite 
time between successive impacts.

Finally, there exists a strong motivation to extend the study of the aforementioned 
problem to the discrete time setting. The existing results on numerical methods for 
sliding mode synthesis [118. 133] can be directly utilised for the tracking control of 
a unilaterally constrained system in the presence of impacts. A combination of the 
tuning of a robust SOSM synthesis that is based on the continuous time setting with 
digital implementation, which matches the behaviour of the discrete time closed-loop 
system to that of the continuous time system at least in the case of no uncertainty, 
is theoretically novel for the underlying impact system. This chapter does not study 
this problem but the reader is referred to a recent result [61] where the aforementioned 
numerical integration is being published.

From a practical viewpoint, the motivation stems from the need to propose tuning 
rules and digital implementation of SOSM for the presented class of systems. Following 
the recent advances in (i) Lyapunov methods for higher order sliding mode controllers 
and observers [9, 106], (ii) finite time convergence and tuning as developed in Chapter 
4 and (iii) numerical schemes [118, 133], a natural next step is to provide similar timing 
and digital implementation for the problem of orbital stabilisation. This problem is 
relevant to the area of biped robots and in general applicable to fully actuated robots 
with unilateral constraints and thus has practical significance. This chapter establishes 
the theory of orbital stabilisation in the presence of uncertainty in both the continuous 
and impact phases of motion leading to what is referred to in the subsequent sections 
as finite time impact attenuation in continuous time. The discrete time counterpart 1

Research work carried out by collaborators Dr. Vincent Acary and Dr. Bernard Brogliato in the 
area of implicit numerical scheme for an SOSM controlled unilaterally constrained system is acknowl
edged. Reference [61] has this work as its second half. The first half of reference [61] on finite time 
impact attenuation in continuous time setting is included in this chapter.
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is being published elsewhere [61] as mentioned above.

The rest of the chapter is organized as follows. Section 8.1 outlines the problem 
statement pertaining to the finite time orbital stabilisation of a unilaterally constrained 
planar system. Section 8.2 introduces the new concept of ‘Finite Time Impact Atten
uation’ to encompass uncertainties in both the continuous and reset phases of motion. 
Section 8.2 also gives proof of the above new concept for a planar system described in 
Section 8.1 by utilising a SOSM controller. Next, two applications are presented. Sec
tion 8.3 demonstrates the application of the orbital stabilsation in a seven link biped 
robot thereby underlining the applicability and importance of the theory developed in 
Chapter 4 and Section 8.2. Section 8.4 gives the second application which is a recently 
developed analogue finite time controller which is based on the theoretical results of 
reference [11] and Chapter 6. Section 8.5 summarizes the contributions of this chapter. 
Section 8.6 draws some conclusions.

8.1 Problem Statement

Let the continuous system dynamics be given by (5.1). Let the velocity restitution 
(or impact event due to the unilateral constraint) (5.Id) be revised according to the 
following Newtonian Reset Map:

^2(tfc ) =  - e x 2 (t^) +  wa (xi ,x 2) e S  (8.1)

where the notation x(f£) and x(t^) denote the right limit lim x(tk) and the left limit 

lim x(tk) respectively, e G [0, 1) is the restitution parameter responsible for the energy
t\ tk
absorbtion [23], tk, k =  1 ,2 ,. . . ,  oo are the time instants at which these impulses occur 
and wa characterises the restitution uncertainty. Such an uncertainty wa represents a 
lack of complete knowledge of the linear reset map (8.1). Furthermore, the unilateral 
constraint surface S is defined by S =  { ( x i ,22) '■ x i = 0 } .

Let (xf (i), xd(t) =  ¿ 1) represent a desired trajectory of the same structure as that of 
the unilaterally constrained plant, i.e., the desired position is a continuous function of 
time whereas the desired velocity is piecewise continuous and it undergoes restitution 
in the opposite direction whenever xf(t) =  0. The following assumptions are made 
throughout. 1

1. The desired trajectory 2d(f) ,2d(f) is a periodic function of time with period 
Td such that 21(f) 7̂  0 Vt 7̂  nTd and xi(nT d) =  0, n =  0 ,1 ,2 ,. . . ,  thereby
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causing the periodic velocity restitution xd(nTd+) =  — Ksign(x2 (nTd )) with 
some positive constant K.

2. An impulse event occurs in infinitesimally small time. The impact event is de
tected.

3. ess sup |cu| < N  and ess sup |cja| <  Ma where N, Ma  are a priori known positive
t>  0 k>  0

scalars.

4. The upper bound R on the quantity max{|xi(io)|, |x2(fo)|, (io)|, 1̂ 2 (̂ 0)|}•, where
to is the initial time, is known a priori and is finite so that R > K  +  Ma -

The first assumption ensures that the chosen desired trajectory is periodic as the reset 
event in desired velocity xd(i) causes the post reset velocity :Ed(nTd+) to take the 
same value after every impact for all n =  0 ,1 ,2 ,.... For example, setting x f(t) =  
r;dt2 +  jit +  7 , where a =  —2jr ,/3 =  A', 7 =  0 are scalars, gives a periodic solution 
in the state-space (xd,x d). Then, upon using a finite time stable controller to achieve 
x\ =  x f,X 2 =  xd before the next impact at tk with settling time Ttw < Td, the 
constraint surface becomes S =  { (X\,X2) : x\ =  xd =  0}. The second assumption 
is made simply to show the instantaneous nature of the impact event and to enable 
restitution in the desired velocity. The third assumption represents the upper bound on 
the uncertainty uj(t) and uja respectively. The last assumption dictates that the results 
presented in the chapter are of a local nature2. The following tracking dynamics can 
be obtained by defining the error variables ei(t) =  x\{t) — xf(t), e2 {t) =  X2 {t) — x^it):

¿1 =  e2 e2 =  u(e) +ui(t) -x $ (t )  (x1; x2) 0 S
e2(ife ) =  —ex2 (t^) + uja -  x 2 { f l )  {x i ,x 2) e  S

When x2(t) is bounded, the first line of (8.2) coincides with the standard perturbed 
double integrator [4, 9, 14] and the twisting controller drives the errors e i,e2 to the 
origin in arbitrarily small finite time. Hence, it is guaranteed that the discrete event tk 
and nTd coincide. When tk coincides with the impacting time of the desired trajectories 
i.e. tk =  nTd, the impact law satisfies e2(t£) =  —ex2(t^) +  loa — ATigmrd(i]7). The 
aim of this section is to propose (i) a switched state feedback synthesis and (ii) the 
corresponding tuning rules to establish the gains of the controller to give an a priori 
guarantee of finite time convergence of the states of system (8.2) to the origin (ei, e2) =  
(0, 0).

2Global finite time stabilisation can be achieved as outlined in Chapter 4. However, it suffices 
to consider only a local domain of the state-space for a large class of engineering applications. For 
example, such an upper bound is generally known a priori for a large class of mechanical systems in 
terms of the boundedness of total energy at the initial time.



8.2. Finite Time Tracking of Periodic Trajectory 203

8.2 Finite Time Tracking of Periodic Trajectory

The motivation to introduce the following definition is to accommodate the uncertainty 
at the time of impacts.

Definition 8.1. A unilaterally constrained system is said to possess finite time im

pact attenuation in the closed-loop if for every e > 0, there exists an open neighborhood 
Qp around the origin such that every solution f i t )  of (S.2)  that satisfies f ( 0 ) =  p, also 
satisfies (i) f i t )  =  0 for all t G [nTd +  Ttw, H- 1)-  ̂ ) CLTld foT SOTT16 Ttw ^ and ('ll) 
\(f>(t)\ < e for all t G [nTd, nTd +  Ttw) for all p G where n =  0 ,1 .2 ,. . . ,  oo.

Remark 8.1. The uncertainty wa at the time of jumps in the actual plant velocity 
makes the error states deviate from the desired periodic trajectory at every jump and 
hence finite time stability cannot in general be proven for all t >  0. This is the 
main reason why only boundedness \f{t)\ <  e can be claimed in the periodic intervals 
t G [nTd,nTd +  Ttw) for finite gains. This is the main motivation for the definition of 
finite time impact attenuation.

It should be noted that the differentiability of the solution f(t) is not required unlike 
the existing definitions [15, Sec. III.A]. As will be shown in this section, this is because 
it is possible to construct a switched synthesis for which an absolutely continuous 
solution fit) in the sense of Fillipov [6] is shown to exist for all t G [nTd, (n +  l)T d) 
where n =  0,1, 2 , . . . ,  oo. Let the switched control synthesis (4.10) be utlised along 
with corresponding tuning rules (4.96) and (4.99) in the coordinates (ei,e2) as follows:

The tuning rules (4.96) and (4.99) cannot account for the uncertainty uja■ Let the 
aforementioned tuning rules be revised as follows:

(ei,e2) f  Qr -, 
(ei, e2) £ O . R ,

(8.3)

Mi > max \ N, 20 2 +  NI T s2 v  i->r
p2 >  max < y jf , ii~ - ,  Mi +  AT, p 

11 cv A 2 , ¿2 =  (^i T  1 )  A

P2 > max f~R
V 2 ’ (8.4)
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where

A > 2ii2N + ( a + l ) 2N 2 , & >
r l ( 4 + l )  -  r j ( P + l ) .

9 - 1  ’ 11 r 0 >  /3— i  !

i O „ < o j g ! i Tro(/3+l)
4-1

2fi 2N + ( a + l ) 2N 2 =  £«P2A =  max | ■ - , k j> , r2

(^2(a +  l)|ei0| +  ^ r le20l) e ~ K' T s i

+  (2a2/c2ef0 +  (a2 +  l)e|0) e_K7“i <  i?i,

(8.5)

7^ =  eiTtw, TS2 =  (1 -  ei)Ttw if r0 > d; (8.6)
7^ = 0 , TS2 =  e\ Ttw otherwise;

Ttw < Td is user’s choice with T d representing desired settling time, rq =  V%R, 
r E ( 0 , t2),  It.\ — R — r, a >  1 is an arbitrary scalar, ¡3 > 1 is a tuning variable, 
?7 E (0, ^), R is an arbitrary positive constant representing the switching boundary, 
e\ E (0,1), p E (0,1) are arbitrary scalars, ro =  \J(ei0)2 +  (e20)2 is the upper bound on 
the Euclidian norm of the system initial conditions where e\0 =  ei(fo), 2̂(̂ 0) +  Ma =  
e2o■ It should be noted that there always exists a solution k such that (8.6) is satisfied 
(and can be obtained using numerical optimization routines). The basis for this is that 
lim K?e~K * =  0 for all t > 0. The quantity on the left hand side of the last inequality

k,—yoo
(8.5) can be viewed as a function of k. The parameter fi2 is a fixed entity on the left 
hand side of (8.5) due to the order in which the parameters ¡i\, ¡i2, l2 are tuned. 
Furthermore, parameter pi is a function of TS2 and parameters l\,l2 are functions of

TS1-

In the following, a switched discontinuous controller is utilised and hence, the vector 
field of the closed-loop system is discontinuous. Existing results [35] are not applicable 
and a new proof is required. An a priori guarantee stemming from (8.4) is utilised for 
obtaining finite time convergence to the origin between the impacts. I11 this case, the 
stability of the system can at best be defined in the sense of Definition 8.1 due to the 
uncertainty at the time of the jumps. The following result is in order.

Theorem  8.1. Assume that the trajectory xd(t), x2(t) is designed such that assump
tions (1), (2), (3) and (4) hold true. Then, the closed-loop system (8.2), (8.3) possesses 
finite time impact attenuation if the tuning rules (8 .4)  are employed for determining 
the gains l\, l2, ¡i\, [i2.

Proof. Let the neighbourhood around the origin be chosen a follows:

%  =  { ( x i ,x 2,x f,x $ )  : max{|aii(fo)|, |x2(i0)|, ki(io)|, l^^o)!} < R} (8.7)
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The tuning rules (8.4) ensure that the error variables (ei(t), e2(i)) G 1R2 settle to 
the origin (0,0) of the continuous dynamics in less time than T d for all (aq, x2, x f, xd) 
G Q^ when the parameters eio,e2o are chosen greater than R in (8.4). See Chapter 
4 for a detailed mathematical proof. What remains to be proven is the existence of 
finite time impact attenuation.

The upper bounds N,M& on disturbances u (t),u a are sufficient to compute the 
largest time required by the trajectory to enter the level set Qr of the Lyapunov 
function V (ei,e2) =  ¿¿2|ei| +  j e2 in finite time when a linear controller is being used. 
Although the control u, when switched to the second order sliding mode controller, is 
discontinuous on the axes ei(i) =  0, e2(t) =  0, the continuous flow can be integrated 
piece-wise in each of the four quadrants

G\ — {e  : ei > 0, e2 > 0} ,G2 =  {e  : e\ > 0, e2 < 0} ,
G3 =  {e : fii < 0, «2 < 0} ,G4 =  {e : ei < 0, e2 > 0} .

The solutions of the closed-loop system are given in (8.9) which proves uniform 
boundedness of the states as a function of time in the neighbourhood Bro where Bro 
is a ball centered at the origin with a radius vq > 0. See Section 4.3 for a detailed 
computation of the integrals in (8.9). Let the trajectory be analysed in the period 
t G [nTd, (n +  l)T d) for any n. The scalar e° =  tq =  \Je20 +  ê Q is the upper bound 
on the norm of the periodic initial conditions (or equivalently jumps) e(nTd) because 
R >  K  +  Ma .

ei(t) 
<32 (t)

[aei0 +  ìe 2o] e xt -  [elo +  { e2o] e aXI

+ f  y [e_A(i_r) — e-aAfi-T)] w(r)dr
o

-  [aAei0 +  e2o] e xt +  a [\ e lo +  e2o] e aXt
t

+ J [— + ae-aA(i-r )] ijj(r)dr 
o

if e ^

eA ie (0 )+  t ^ B u ( t ) ( 1 t ,

where,
r T ' 0 1 '

, B =
' 0 ’

ei 62 , A =
0 _0 1

u{t) =  -(/ii -  JV)sign(e2) -  /i2sign(ei)

otherwise.
(8.9)

( 8 . 1 0 )



8.3. Finite time tracking for a biped robot 206

By definition of the desired trajectory xd, the time Td between the two jumps is 
known. The switched controller (8.3) is tuned as per (8.4) to obtain an arbitrarily 
small settling time Ttw < Td for an arbitrary initial condition. Since I\ < R, all post
impact errors e(nTd+) settle at the origin in less time than Ttw due to the fact that the 
upper bound Ma  on ua is embedded in the tuning rules in terms of worst case value 
of e2o- Hence, it holds that for any arbitrary initial condition e(nTd+) G where 
n =  0 ,1 ,2 ,. . . ,  oo, the continuous flow (8.9) of the system (8.2), (8.3) between the 
impacts settles at the point ei =  0, e2 =  0 before the next jump event t =  (n +  1 )Td~ . 
Then it follows that the jumps in both the actual and the desired velocities occur at the 
same time t =  tk =  nTd. Hence, the trajectory of (8.2), (8.3) always passes through 
the point (ei, e2, t) =  (0,0, nTd), where n =  0,1, 2 , . . . ,  oo.

In the presence of uncertainty wa, the system (8.2),(8.3) possesses finite time impact 
attenuation in the sense of Definition 8.1 as there exist finite scalars e > 0,5 > 0, Ttw < 
Td such that for all ||(ei(nTd+), e2(nTd+))|| < e and (ei(nTd+), e2(nTd+)) G the 
inequalities (i) (fii(Ttw), e2 (Ttw) =  (0,0) for all t G [nTd +  Ttw, (n +  1 )Td) and (ii) 
||e(t)|| < 5. S =  e +  \M a \ hold true Vt G [nTd, nTd + Ttw], □

Remark 8.2. The theorem above proves Lyapunov stability (and not asymptotic sta
bility) of this tracking problem. However, it proves equiuniform finite time stability 
in the presence of impacts Vi > 0 in the case of gains p\,p2 ,h ,h  approaching infinity 
as this gives Ttw —> 0 despite the uncertainties uj, uja (see Chapter 4 for theoretical 
proof).

This subsection marks the end of the theoretical developments of the thesis. Appli
cations of the theory developed thus far are discussed in the next two subsections.

8.3 Finite time tracking for a biped robot

This section demonstrates the first application of variable structure tracking control 
of a seven-link biped robot. A second order sliding mode controller is utilised to track 
reference trajectories for all the joints of a fully actuated biped robot. The tuning rules 
revisited in the previous section for the ‘twisting’ controller are used to guarantee a 
priori attainment of a prescribed settling time between two successive impacts.

The main motivation for the study is that the existing literature on biped robots and 
finite time controllers does not have straightforward rules for tuning the controller in 
the presence of disturbances in the continuous and impact phases. The torque vector 
is modeled as the control input. Smoothing of the discontinuous controller is carried 
out by utilising a high gain linear controller inside a boundary layer defined by an
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arbitrarily small region around the origin thereby avoiding numerical errors in the 
simulations. The overall accuracy of motion control is dictated by the size of this layer 
leading to practical stability of the closed-loop system. The tuning rules that hold true 
for reaching the origin in finite time also hold true for reaching the boundary layer in 
finite time. The main motivation of this subsection is to provide straightforward and 
realizable engineering guidelines for the reference trajectory generation and for the 
tuning3 of a robust finite time controller for achieving stable walking gait of a biped 
in the presence of disturbances in both continuous and impact phases. Numerical 
simulations of a biped robot are shown to support the theoretical results.

The biped robot under consideration is a fully actuated robot. Gait stability is to be 
ensured by designing the reference trajectories and ensuring that they are tracked in 
finite time. The main focus of this section is on finite time tracking of the trajectories 
of the joints of a fully actuated biped robot to the desired periodic trajectories by 
using a second order sliding mode controller together with tuning of the controller 
parameters.

There is a strong theoretical motivation to study this application. Firstly, an a priori 
guarantee with appropriate tuning to prescribe finite time convergence for the tracking 
of periodic trajectories has not been studied for the biped robot when a finite time 
controller is utilised. Previous work in [15] gives a high gain version of a continuous 
finite time controller but a priori tuning which results in finite gains is an open problem. 
Secondly, the present chapter utilises the tuning rules developed in Chapter 4 for a 
SOSM controller which is directly applicable to the biped model, which, as will be 
shown in the following, is a feedback equivalent of a perturbed double integrator system. 
The controller is robust to disturbances while requiring only the knowledge of an upper 
bound on the disturbance to cause the tracking errors to converge to zero in finite time 
between successive impacts. Following recent advances in (i) Lyapunov methods for 
higher order sliding mode controllers and observers [9, 42, 70, 106] and (ii) finite time 
convergence and tuning developed in Chapter 4 there is clearly an opportunity to 
provide similar engineering guidelines for achieving stable walking gait of a biped in 
finite time.

The literature on control of biped robots is vast (see [97] for a comprehensive survey). 
Previous work utilising SOSM includes [32], [142]. Previous results on continuous 
finite time stabilization for biped robots [15] do not give explicit tuning rules. The 
main contribution of the presented result is that the tuning rules for the controller are

3Research work in the area of trajectory generation and development of a biped model is carried 
out by collaborators Dr. Yannick Aoustin and Dr. Christine Chevallereau whose support is duly 
acknowledged. The contribution of the thesis is in demonstrating applicability of the theoretical 
results developed in Chapter 4 in achieving a stable and robust walking gait of a fully actuated biped 
robot.
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given for the tracking problem with an a priori guarantee of attaining a pre-specified 
settling time. The tuning rules ensure that the tracking errors always converge to the 
origin before the subsequent impact event occurs thereby guaranteeing a stable walking 
gait. The method differs from existing contributions such as [143, 144] that depend on 
open-loop optimal control. The drawback of the presented method is that it is more 
conservative. Nevertheless, this work gives theoretical starting values for tuning that 
guarantee finite time tracking of the states in the presence of disturbances during both 
impact and continuous phases of the biped dynamics.

Furthermore, a boundary layer is proposed for smoothing of the discontinuous ‘twist
ing’ controller. This produces an ultimately bounded closed-loop trajectory. Since the 
joint torque is modeled as the control input, and since it is preferable to avoid chatter
ing of the torque in a biped as it produces a discontinuity in the reaction force that may 
produce take-off or fall down of the robot, the boundary layer is introduced around 
the origin as there is no sliding anywhere other than at the origin [14]. It follows that 
the closed-loop system trajectory enters the closed region around the origin in finite 
time due to the proposed tuning. Furthermore, it is shown that there is no sliding 
mode either on the principal axes within the boundary layer or on the boundary of 
the layer. These features resemble the boundary layer approach in traditional sliding 
mode synthesis and hence readily provide a natural extension to SOSM but with the 
accompanying tuning guidelines intact. The combination of this tuning and boundary 
layer approach renders these most recent advances in SOSM control suitable for in
dustrial engineering applications encompassing a large class of unilaterally constrained 
mechanical systems such as biped robots.

Problem Statement

Recall the problem statement presented in Section 8.1. The aim of this subsection is 
to utilise the SOSM state feedback synthesis (8.3) with the corresponding tuning rules 
(8.4) for the controller gains to give an a priori guarantee of finite time convergence 
of the states of a fully actuated biped robot to the desired trajectory by utilising the 
equivalence between the error dynamics of (8.2) and that of each actuated joint of a 
biped. In other words, the aim is to induce finite time impact attenuation as established 
in Theorem 8.1 in a fully actuated biped robot.

8.3.1 Revision of tuning rules adapted to biped application

The tuning rules (8.4) were revisited for a switched synthesis where a linear state 
feedback is utilised to first bring the closed-loop trajectory arbitrarily close to the
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F igure 8.1: Seven-link bipedal robot.

origin in finite time and then a twisting controller takes over to drive the error states 
to the origin in finite time. Since in this section a twisting controller without linear 
feedback will be used, a slight adjustment in the tuning rules is needed to make the
results of Chapter 4 applicable to a purely twisting controller. This can be done,

r2
for example, by setting B. =  Since /? > 1 holds true by choice, the design rule 
ri =  y/2~B. always results in ro < r q t h e r e b y  causing no linear feedback (see Section 
4.4). This is equivalent to selecting a deliberately high switching boundary to avoid 
linear feedback from the initial time.

8.3.2 Biped M odel

The bipedal robot considered in this section is walking on a rigid and horizontal surface. 
It is modeled as a planar biped, which consists of a torso, hips, two legs with knees and 
feet (see Fig. 8.1). The walking gait takes place in the sagittal plane and is composed 
of single support phases and impacts. The complete model of the biped robot consists 
of two parts: the differential equations describing the dynamics of the robot during 
the swing phase, and an impulse model of the contact event (the impact between the 
swing leg and the ground is modeled as a contact between two rigid bodies [27]). In 
the single support phase, the dynamic model, considering an implicit contact of the 
stance foot with the ground (i.e. there is no take off and no sliding during the single 
support phase), can be written as follows:

D(q)q +  C(q,q) +  G(q) =  T (8.11)

where q =  (qq qi q3 q± q$ qe)1 E 1R6 is the vector of the generalized coordinates (see 
Fig. 8.1), r  =  (Ti T2 r 3 T4 Ts r 6)T E R6 is the vector of joint torques 4, D is

4Leg 1 is the stance one, leg 2 the swing one.
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the symmetric, positive definite 6 x 6 inertia matrix. As the kinetic energy of the 
biped is invariant under a rotation of the world frame, q\ defines the orientation of 
the biped in the world frame. Terms C(q, q) and G(q) are the 6 x 1  matrices of the 
centrifugal, coriolis and gravity forces respectively. From (8.11), the state-space form 
can be written as follows:

x= ( 2  ) = ( d - H - c X- g  +  b d  ) =/w + s(x,)-r <812>

with x  =  (̂  qT q1 j  =  ̂ x j  x j  J • The state space is chosen such that x  E X  C 

R 12 — {x  =  [x j x j]  r | mi, X2 £ M }, where J\i =  {( x\, X2) E R 6 | |xi| < M  < 00} and 
M. =  (—7r,7r)6. The model (8.12) is used to define the control with the assumption 
that a flat contact occurs between the stance foot and the ground. A more general 
model that includes a unilateral contact between the foot and the ground is used for the 
simulation where four contact points are considered at the corner of the foot. Various 
solutions exist to determine the contact of each corner of the feet with the ground. 
The contact forces between the feet and the ground reaction are calculated using 
a constraint-based approach. This approach belongs to the family of time-stepping 
approaches. Let the vector R  € R 8 be the reaction force vector, which is obtained 
by stacking the reaction force vectors of the two corners of each foot. Vector R*. at 
t =  tk is expressed at each sampling period as a function of the generalized position 
vector q k £ R 9 composed of the variable orientation of each link and the Cartesian 
coordinates x, y of the hips, the associate velocity vector qk E R9 for the biped and 

with an algebraic equation

G (R fc,q k,q k,F fc) = 0  (8.13)

Let vector vk+l be the Cartesian velocities of the corners in contact with the ground 
at t =  tk- The normal components must be non negative to avoid interpenetration. 
The identity vk̂ 1 =  0 means that the contact remains and the inequality vk̂ 1 > 0 
means that the contact vanishes. The normal components r™ >  0 of R^, when contact 
occurs, are also subject to non negative constraints. These components can avoid 
interpenetration but they cannot avoid the stance foot take-off. It is clear that the 
variables v^ 1 and r|n are complementarity quantities:

* i+ 1 > 0  -L r{n > 0 (8.14)

Furthermore, the variables v^ 1 and r™ are subject to constraints imposed by friction 
which leads to a linear complementarity condition. The valid cases of contact for each
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corner are determined using constrained optimization [147].

8.3.3 Pre-feedback and Reference Trajectory

The walking gait, which is composed of single support phases and impacts, has been 
defined by xf(t), x^ t)  and ¿^(f) satisfying the conditions of contact using an off-line 
optimization [148]. The objective of the control is that each joint angle follows its 
reference trajectory. The reference walking minimizes the integral of the norm of the 
torque vector for a given distance. The walking velocity is selected to be 0.5 m/s. 
The duration of one step is 0.53s. Since the impact is instantaneous and passive, the 
control law is defined only during the single support phase. The torque vector T is 
defined based on the dynamic model (8.11) as follows:

T =  D (si)(ag(i) +  u) +  C {x  i, ®2) +  G{Xl) (8.15)

where u is defined by (8.3). The pre-feedback (8.15) enables the system (8.11) to be 
transformed into exactly the same form as the continuous dynamics of (8.2), thereby 
rendering the tuning rules (8.4) applicable to the biped problem.

8.3.4 Numerical Simulation

8.3.4.1 Boundary Layer Approach For SOSM Controller

A brief mathematical treatment of the boundary layer approach is provided in this 
section before proceeding with the numerical simulation of the biped. Since, in the 
following, the torque of each joint of the biped will be modeled as a control input, let the 
following boundary layer be applied to the twisting control to avoid any discontinuity 
in the reaction force that may produce undesirable take-off or fall down of the biped 
robot:

u(ei ,e 2) =  — Atisign(e2) - A i 2sign(ei) if (ei, e2) £
(8.1o)

w(ei,e2) =  — -  ^2j^f+-e if (e i,e2) G f2e

where e > 0 is an arbitrarily small parameter to be selected by the user and fl£ =  
||eTe < e} is the boundary layer. There are a number of properties of the boundary 
layer definition (8.16) requiring analysis. Firstly, the control is continuous within the 
boundary layer. Secondly, utilizing the continuous phase (i.e. x  ^ S) of the system 
equations (8.2) and control (8.16), it should be noted that there is no sliding mode 
on the principal axes ei =  0, e2 = 0  as well as on the boundary =  {(e i,e 2) :
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V£(e i ,e 2) e} because the inequalities

«lèi =  eie2 ^ 0, e2é2 =  ~  M 2 £  0 (8.17)
VfVt — eie2 + e2é2 yi 0

hold true. Furthermore, since the control (8.16) assumes a time-varying high gain 
linear state feedback within the boundary layer, it can be shown that the closed-loop 
trajectory decays exponentially to the ideal SOSM at the origin. However, robustness is

linear control. This shows that the trajectory of the closed-loop system (8.2), (8.16) 
with x S either converges to the boundary layer in finite time from the outside 
due to the tuning rules (8.4) or remains inside the boundary layer without sliding 
or chattering. It should be noted that a detailed analysis of the closed-loop system 
stability with respect to the parasitic dynamics [68] within the boundary layer is not 
presented here and remains an ongoing area of study. Finally, robustness is lost only 
within the boundary layer and in the limit as e —¥ 0 the continuous control resembles 
the discontinuous one.

8.3.4.2 Robust Walking Cycles

The model (8.12) is utilized in this section to show numerical simulations of a stable 
walking gait by achieving a finite settling time via the tuning rules (8.4). The desired 
convergence time for tracking the reference trajectories is defined to be 0.5 seconds.

The robustness of the tracking control (8.15) is verified by introducing a resultant 
disturbance force Fu on the hip joint of the biped with projections Fxu =  50IV and 
FyuJ =  2.5 N  in the horizontal and vertical planes respectively. Such a force is used for 
the duration of 0.07 sec to simulate two disturbance effects. On one hand, the effect of 
FXi0 represents a disturbance in the continuous phase of the dynamics (8.11) as it starts 
from 1.08 sec in the first cycle of the biped which belongs to the continuous phase of 
the trajectory. On the other hand, the combined effect of both the forces Fxu and Fyu 
may represent the uncertainty in the impact map. In the physical sense, the resultant 
disturbance force Fu can be perceived to arise an from uneven walking surface which 
has not been taken into account when modelling the resets in generalized velocity q 
upon impact with the ground (see Fig. 8.2 where unpredictable impacts appear in the 
right leg when it is the stance leg).

only guaranteed against vanishing disturbances with an upper bound due to the

The effect of the aforementioned disturbance force on the hip joint can be studied 
via the principle of virtual work as follows. Let the hip joint coordinates be given by 
(x/j, yh)~ Let a disturbance force Fu be applied as mentioned above. Let the effect of
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the disturbance force on the dynamics of the generalized coordinates q be denoted 
by r«,. Hence, the biped model (8.11) can be revised as follows:

q =  D - l {T +  T „ - C { q , q ) - G { q ) )  (8.18)

It can be seen from the above that the quantity appears as a disturbance in the q 
dynamics. In the following, an a priori known upper bound

IV =  sup \D~1FilJ\ =  19.2 (8.19)
t> o

is utilised by the tuning rules (8.4) to cover the worst effect produced by the disturbance 
force Fu while tuning the gains /ii, /¿2 for each joint. Thus, the modeling information 
utilised for the control synthesis (8.15) lies in the usage of model matrices D, C , G and 
the a priori known upper bound (8.19).

Next, tuning rules (8.4) are used to produce a twisting controller with gains p\ — 
33.97, p2 =  121.28. It should be noted here that the tuning rules are conservative 
because they are based on a Lyapunov function and on a comparison system that en
compasses the true trajectories in each quadrant of the planar state-space (see Chapter 
4). Hence, the aforementioned values of gains provide a good starting point from where 
the gains should be reduced to avoid excessive chattering.

Figure 8.2 shows the heights of the feet for eight consecutive steps with gain selection 
Hi =  25, p2 =  28. The corresponding velocities of the feet in the horizontal and vertical 
direction can be seen in figures 8.3 and 8.4 respectively. Legends "PL and ‘P3’ represent 
the ‘toe’ of the right and left foot respectively. Similarly, ‘P2’ and ‘P4’ represent the 
‘heel’ of the right and left foot respectively. It is clear from all the plots of Fig. 8.4 
that the jump occurs when the foot velocity is negative. This is bouncing ball like 
behaviour but with a zero post jump velocity.

Periodic orbits in each of the ith joints are depicted in terms of phase-plane plots of 
Qi,qi in figures 8.5, 8.6 and 8.7. It can be seen that each joint velocity undergoes a 
jump at the time of collision of the feet with the walking surface and that the actual 
trajectory follows the reference trajectory closely.

8.3.4.3 Robustness Analysis

The effect of the disturbance force can be seen in several plots. For example, the 
velocity in the vertical direction for the right foot exhibits severe effects of a disturbance 
as can be seen from the high amplitude impulse like change just at the end of the first 
step (see Fig. 8.4). This is the result of the combination of disturbance forces FX0J
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and Fyuj which can be perceived in the physical sense as the effect an uneven surface 
would have at the end of a step. The effect on the biped is a destabilizing one in the 
continuous phase also. This can be seen in the plot of velocity of the left foot in the 
vertical direction as it gets affected in its early flight in the next step as shown by Fig.
8.4. The disturbance effect can also be seen in terms of feet height as demonstrated in 
Fig. 8.2 by a departure from nominal gait at the end of the first step when the right 
foot takes over as the stance leg.

The biped returns to its nominal or desired gait after the disturbance force disappears 
as can be seen from figures 8.2, 8.8 and subsequent orbits in figures 8.5, 8.6 and 8.7.

Height of right foot

Height of left foot

F igure 8.2: Feet height in the walk
ing gait with 0.5 sec settling time
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F igure 8.3: Feet velocity in horizon
tal direction in the walking gait with 

0.5 sec settling time
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Velocity of the right foot

F ig ure  8.4: Feet velocity in verti
cal direction in the walking gait with 

0.5 s e c  settling time

F ig ure  8.5: Periodic orbit in joints 
1 and 2 in a walking gait

Joint Velocity(Degrees/sec)
F ig ure  8.6: Periodic orbit in joints 

3 and 4 in a walking gait

F ig ure  8.7: Periodic orbit in joints 
5 and 6 in a walking gait

8.3.4.4 Convergence Time to the Boundary Layer

A further plot is shown in Fig. 8.9 which shows the dynamics of the tracking error 
qi — qf in joint 1. It can be seen that the error always converges to the boundary layer 
l<?i -  qf | < e =  0.48 in less time than 0.5 sec while also withstanding the disturbance 
force Fu in the same duration of time.
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Velocity of the right foot

Figure 8.8: Feet velocity in ver
tical direction demonstrating asymp
totically stable walking gait despite 

disturbance

Figure 8.9: Convergence time of ve
locity tracking error \q\ — qf\ to the 

boundary layer in joint 1

8.4 Experimental results of the ‘K -R A F T ’ continuous fi

nite time controller

The previous section provided a simulation study of the application of a second order 
sliding mode controller to the control of a biped robot to achieve finite time impact 
attenuation as described in 8.2. The aim of this section is to demonstrate application 
of a non-smooth controller (6.3) to finite time stabilization of a planar controllable 
system.

Finite time tracking control of the speed of a DC motor is experimentally imple
mented. A novel analogue circuit for a homogeneous finite time controller K-RAFT© 
5,6 is developed. The performance of the closed-loop system closely matched that of 
simulation. Figure 8.10 shows the plot of commanded and actual speed of a DC motor 
[149] obtained from the experimental implementation of K-RAFT©.

5 Copyright Kent innovation and Enterprise
6The financial support by Kent Innovation and Enterprise, University of Kent which holds the copy 

right, is acknowledged by the author who was one of the principal investigators for this research work. 
The permission by Kent Innovation and Enterprise to include the outcomes of the research on K-RAFT 
in this thesis is also acknowledged.
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Figure 8.10: K-RAFT controller : The above plot shows 2% steady-state error when 
a series of step commands for speed are applied

8.5 Contributions

One of the main contributions of the chapter is that the tuning rules for the controller 
are given for the presented tracking problem leading to an orbital stabilisation with 
an a priori guarantee of attaining a pre-specified settling time. The method differs 
from existing results [143] that depend on open-loop optimal control. The drawback of 
the presented method is that it is more conservative. Nevertheless, it gives theoretical 
starting values for tuning that guarantee finite time tracking of the states of the hybrid 
system in the presence of disturbances in both continuous and discrete event (jump) 
phases.

The second contribution is the application of the finite time impact attenuation 
concept established in Section 8.3 to the tracking control of a fully actuated biped 
robot. Furthermore, this chapter also confirms the significance and applicability of 
equiuniform continuous finite time stabilisation by way of an experimental evaluation 
of a new analogue finite time controller as demonstrated by the results included in 
Section 8.4.
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Thus, this chapter consolidates applications of Chapters 4, 6 and Section 8.2 thereby 
successfully demonstrating the importance of the novel theoretical in the area of equiu- 
niform continuous and discontinuous finite time stabilisation of variable structure and 
non-smooth systems with and without resets. Although highly theoretical in nature, 
the new proofs of Lyapunov analysis and tuning rules contributed by the thesis are 
naturally suitable to engineering applications as this chapter demonstrates.

8.6 Conclusions

This chapter marks the end of the technical results presented in this thesis. First, 
tuning rules are established when a second order sliding mode controller is utilized to 
achieve finite time tracking for a class of unilaterally constrained planar systems in the 
presence of external disturbances in continuous and discrete-event phases.

Two applications are presented in the second part of the chapter. As a first appli
cation, a robust second order sliding mode controller is utilised along with its a priori 
tuning rules to achieve a finite settling time for the tracking of error dynamics of a 
fully actuated biped robot. Biped robots are unilaterally constrained systems with 
recurring impacts due to the collision of the feet with the ground. The results give 
straightforward engineering guidelines to achieve stable walking of a biped. Each joint 
follows its reference trajectory in finite time before the next impact occurs with the 
ground, thereby producing a stable periodic orbit in this non-linear system. Further
more, the boundary layer approach makes it possible to produce joint torques without 
chattering at the origin. Numerical results are presented to show robustness of the 
non-linear synthesis and ease of use via straightforward tuning. The second applica
tion demonstrated experimental results of a continuous finite time controller for finite 
time tracking control of planar controllable systems without resets.

These results, while being based on the theoretical developments of earlier chapters, 
demonstrate that the latest advances in the area are appropriate for industrial ap
plications. Potential future directions include the study of theoretical conditions for 
stability of the system within the boundary layer in the presence of parasitic dynamics 
and development of similar results for under-actuated bipeds.

The next chapter draws conclusions of the work presented in this thesis and presents 
a discussion on the future research directions.
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Conclusions

The thesis presents four contributions to the domain of stability analysis. The first 
contribution of the thesis is theoretical proof that the settling time of a second order 
sliding mode controller approaches zero in the limit as gains of the controller tend 
to infinity. This result, while being a first in the area of SOSM, leads to the tuning 
rules for arbitrary reduction of the finite settling time of planar controllable systems 
when a second order sliding mode controller is employed. This research work adds not 
only theoretical value to the existing literature but also provides constructive tuning 
guidelines that are relevant to a large class of engineering applications where finite 
time stabilisation of uncertain dynamical systems is required.

The second contribution is the identification of three new Lyapunov functions to 
prove equiuniform finite time stabilisation leading to a rigorous Lyapunov analysis 
framework . One Lyapunov function is identified for each of the three cases (i) planar 
non-smooth system without resets, (ii) planar non-smooth system with resets (iii) and 
variable structure systems with resets in one of the states. The novelty lies in the 
Lyapunov based proof of equiuniform asymptotic and equiuniform finite time stability 
as well as the computation of an upper bound on the finite settling time of non-smooth 
and variable structure systems with and without resets in the presence of time varying 
variable structure disturbances.

The third contribution is the development of an a priori tuning rules for the gains 
of a second order sliding mode controller and observer to guarantee that application 
of the resulting output feedback ensures the desired finite settling time is attained.

The fourth contribution is establishing tuning rules for the gains of a second or
der sliding mode controller for the finite time orbital stabilisation of fully actuated 
unilaterally constrained uncertain planar systems.

219
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9.1 Summary

This section summarises the results obtained in each of the preceding chapters.

Chapter 3 has proved that the existing class of semi-global Lyapunov functions are 
in fact global in nature. This coupled with the geometric homogeneity of differential 
inclusions has lead to global equiuniform finite time stability. A finite upper bound 
on the settling time has been computed via a new method of identifying homogene
ity regions of the state-space thereby removing the need to identify strict Lyapunov 
functions satisfying a differential inequality. This chapter has also given constructive 
tuning guidelines for the gains of the second order sliding mode controller based on 
the computed finite settling time.

Chapter 4 has proposed a switched synthesis for global equiuniform finite time stabil
isation. A combination of a linear and a second order sliding mode controller has been 
utilised. The literature on second order sliding mode controllers [4] has not studied 
the behaviour of the finite settling time as the gains of the controller tend to infin
ity. Such a result is available in linear system theory via tools such as the Laplace 
transform in the case of classical control theory and via analysis of the eigenvalues of 
closed-loop system matrices for modern control systems. Although intuitively obvious, 
such a result has been absent even for the simplest case of a perturbed double inte
grator when the ‘twisting’ controller is used. Chapter 4 has formally proved that the 
finite settling time tends to zero when the gains of the so called ‘twisting’ controller [4] 
approach infinity. The above theoretical result relating to the limiting behaviour of the 
finite settling time forms the backbone of the next contribution which is the converse 
problem of finding the gains of the twisting controller when specification of the desired 
finite settling time is provided. A priori constructive tuning rules are developed which 
provide simple formulae for the controller gains. These contributions can be seen as 
steps towards achieving more sophisticated auto-tuning algorithms for the benefit of a 
larger community of researchers and engineers alike.

Chapter 5 has built on the analysis framework developed in Chapter 4 in order to 
study unilaterally constrained uncertain planar non-linear systems. This chapter has 
presented a Lyapunov based proof of finite time stability and the computation of the 
finite settling time in the case of unilaterally constrained planar systems where the 
resets arising from the unilateral constraints have a finite accumulation time (zeno 
behaviour). A non-smooth semi-global strong Lyapunov function has been identified. 
This is the first of the three Lyapunov functions mentioned above. A key contribution 
is that the equiuniform finite time stability is achieved by utilising second order sliding 
mode controllers without having to analyse jumps in the Lyapunov function while also
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proving robustness to time varying persisting (possibly discontinuous) disturbances. 
The use of a non-smooth state transformation renders the homogeneity principle of 
switched systems applicable. This effectively proves equiuniform finite time stability 
in the presence of hard nonlinearities arising from impacts while also preserving the 
proof of robustness to Coulomb friction-like disturbances on the right hand side. Proof 
of robustness to impacts as well as disturbances with persisting bound is theoretically 
novel.

Chapter 6 has established similar results as Chapters 4 and 5 but using continuous 
finite time controllers. The main contribution and focus is on robustness properties. 
This chapter has studied the cases with and without resets in velocity. In the absence 
of impacts, the new Lyapunov analysis has identified a class of C1 smooth strong semi- 
global Lyapunov functions to establish equiuniform asymptotic stability of a class of 
continuous homogeneous non-smooth finite time controllers. This is the second of the 
three Lyapunov functions mentioned above. Equiuniform finite time stability follows 
for the unperturbed dynamics by applying the homogeneity of the vector field. Equiu
niform finite time stability of the dynamics in the presence of piece-wise continuous 
time varying nonhomogeneous disturbances is achieved by extending the principle of 
homogeneity of nonautonornous switched systems to the continuous dynamics by a 
suitable parameterisation of the non-homogeneous disturbances. Consequently, the 
thesis contains preliminary efforts to prove Lyapunov based uniform finite time stabil
ity for planar controllable systems while also proving robustness and uniformity with 
respect to time varying non-homogeneous sectorial disturbances. A key contribution 
is that the presented results extend the existing literature on homogeneity and finite 
time stability by both presenting uniform finite time stabilization with respect to the 
initial data as well as the external disturbance and by dealing with a broader class of 
nonhomogeneous time varying disturbances for planar controllable systems.

In the presence of resets, Chapter 6 has applied the class of non-smootli continuous 
controllers to unilaterally constrained systems when the resets have a finite accumula
tion point. A C1 smooth Lyapunov function is identified such that it coincides with the 
Lyapunov function proposed for the case of variable structure controller in Chapter 5. 
This is the last of the three Lyapunov functions mentioned above. Hence, a unification 
of the Lyapunov approaches for the unilaterally constrained non-smooth and variable 
structure systems is presented in this thesis characterised by the underlying theories of 
equiuniform finite time stability, homogeneity of differential inclusions and non-smooth 
Lyapunov analysis for switched nonautonomous systems [9].

Chapter 7 has presented the Lyapunov analysis results for the output feedback case 
where a combination of a second order sliding mode controller and a second order
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sliding mode observer has been used. The tuning rules developed in Chapter 4 have 
been extended for the case of output feedback synthesis when a second order sliding 
mode observer given by the so-called ‘super-twisting’ observer [4] is utilised to estimate 
one of the states of the planar system. The second order sliding mode controller has 
been utilised to form an output feedback control which uses the estimated state and 
measured state. Tuning rules have been developed essentially to meet two specifications 
given by the user: (i) The region of the state space beyond which the trajectories of 
the closed-loop system, if initialised within this region, must not evolve and (ii) finite 
settling time of the overall output feedback closed-loop system. The tuning rules for 
the gains of the observer and controller ensure that the observer converges faster than 
the controller while meeting the first specification with the controller converges within 
the specified settling time.

The thesis has studied, in Chapter 8, the finite time stability of unilaterally con
strained systems without finite accumulation of reset events. Equiuniform finite time 
orbital stabilisation between impacts is studied giving rise to a new concept of finite 
time impact attenuation. Lyapunov based analysis results of the overall closed-loop 
system are given. This chapter has also exemplified the concept of finite time impact 
attenuation in the numerical experiment of tracking control of a seven link biped robot. 
The unilaterally constrained dynamics of a seven link fully actuated biped robot were 
reduced to a stable orbit in finite time despite the uncertainties in continuous and reset 
phases. This chapter also briefly presented the outcomes of an experimental evalua
tion of continuous homogeneous finite time stable controller of Chapter 6 implemented 
using analogue circuits.

9.2 Future research directions

Chapter 5 studied finite time stabilisation of unilaterally constrained planar system 
in the presence of resets having a finite accumulation point. As mentioned in Section 
5.7, an interesting future direction is the study of the finite time stabilisation in the 
presence of a slip which induces a border collision bifurcation at the time of impact. 
Within the framework of grazing bifurcations, such impact systems are said to have 
grazing velocities [23, Problem 5.2], [130, 131] and are more rigorously studied within 
mechanical engineering where the trajectory of the system comes in contact with the 
constraint surface tangentially [130] or with zero velocity [131]. It would be interesting 
to study how control can affect the overall dynamics. One immediate new direction 
is to consider mechanical systems with the mass moving in a plane which is oper
ated upon by two actuators operating in perpendicular directions (e.g. an XY-table
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found in manufacturing industries with Computer Numerical Control (CNC)). When 
grazing velocities are considered along with Coulumb friction and planar constraint 
surfaces, the control problem becomes challenging. The constraint surface may not be 
co-dimension one as assumed in Chapter 5. When the constraint surface is not differ
entiable, it may give rise to infinitely many post jump velocity vectors in a plane (see 
[23] for more details). One possible solution may be the use of a second order sliding 
mode controller in each of the two directions to robustly stabilise such a system on the 
constraint surface. This may find application in the area of constrained robotics. The 
robustness of SOSM controllers may help nullify unwanted grazing and/or unwanted 
post-jump velocity directions and achieve the desired resultant velocity vector in the 
plane in finite time despite the discontinuity in the constraint surface.

Chapter 6 proposed equiuniform finite time stabilisation of planar controllable sys
tems using continuous non-Lipschitz controllers when there are no resets in the system. 
A generalisation of this result to the case of equiuniform finite time stability of con
trollable systems in dimension n is challenging but presents a good opportunity as 
discussed in Section 6.5.2. The literature shows that following advances in the homo
geneity of dynamical systems [85], Rosier [86] first proved the existence of homogeneous 
Lyapunov functions proving asymptotic stability of non-linear homogeneous systems. 
This result was extended to finite time stability in [84] using the connection between 
finite time stability and geometric homogeneity. These results were mainly valid for 
continuous vector fields.

Chapter 6 has considered a right hand side which is a combination of a continu
ous vector field generated by a continuous non-Lipschitz homogeneous controller and 
a non-homogeneous, possibly discontinuous, disturbance. Although, the global Lya
punov functions belong to the class defined by [86, Lemma 2], the corresponding semi- 
global Lyapunov functions do not belong to the same despite being C1 smooth (see 
(6.16)). If this method of applying semi-global functions [120] is to be extended in 
dimension n to prove equiuniform finite time stability for all the controllable systems, 
explicit semi-global Lyapunov functions have to be identified (or ‘guessed’) as was done 
in Chapter 6. The reason for this is that the existence of even strong Lyapunov func
tions is not guaranteed (let alone those which follow a strict differential inequality [84]) 
for dynamical systems with discontinuous right hand side. Converse Lyapunov theo
rems ensuring existence of only weak Lyapunov functions to give Lagrange stability are 
available at best [150]. ‘Guessing’ Lyapunov functions such as that appearing in (6.16) 
fo nth order system may not be straightforward. One possible systematic way forward 
may be to extend the existing results of Lyapunov function design for discontinuous 
right hand side [150] to prove converse Lyapunov theorems guaranteeing the existence 
of exponentially decaying Lyapunov functions in the presence of variable structure
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non-homogeneous uncertainties. In this case, geometric homogeneity of switched sys
tems [9] may become applicable thereby opening the window of opportunity for robust 
equiuniform finite time stabilisation of controllable systems in dimension n.

Another area open for study is equiuniform output feedback finite time stabilisation as 
discussed in Section 6.5.2 thereby extending the existing framework [46] to encompass 
more robust observers and controllers.

Furthermore, constructive tuning rules are not available for any of the continuous 
homogeneous controllers. Deriving constructive tuning guidelines for the continuous 
controllers reviewed in Chapter 6 in a similar way as was done in Chapter 4 will be of 
theoretical and practical interest.

Chapter 8 studied the application of biped robots as a natural candidate of the 
theory proposed in the preceding chapters. The model of the biped considered a fully 
actuated dynamical system with constant vector relative degree two. It is interesting 
to extend the finite time convergence guarantee and the corresponding tuning rules to 
the case when the number of second order sliding mode controllers u is less than the 
number of generalised coordinates q. Such under-actuated systems have been studied 
rigorously in the biped literature via the analysis of Hybrid Zero Dynamics [15, 27]. A 
possible direction is to study a combination of recent advances in reference trajectory 
design [151] of biped robots, which can be expressed as a function of time and adapted 
stride-by-stride to render the resulting hybrid zero dynamics stable, with the second 
order sliding mode controllers. If successful, the above combination will substantiate 
finite time stability of fully actuated variables via strong Lyapunov functions and that 
of hybrid zero dynamics via stable eigenvalues of Linearised Poincare maps [151].
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