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This Thesis considers Sliding Mode Control (SMC) for linear systems subjected to uncertainties 
and delays using output feedback. Delay is a natural phenomenon in many practical systems, 

the effect of delay can be the potential cause of performance deterioration or even instability. To 
achieve better control performance, SMC with output feedback is considered for its inherent ro­

bustness feature and practicality for implementation. In highlighting the main results, firstly a 

novel output feedback SMC design is presented which formulates the problem into Linear Matrix 

Inequalities (LMIs). The efficiency of the design is compared with the the existing literature in 

pole assignment, eigenstructure assignment and other LMI methods, which either require more 

constraints on system structures or are computationally less tractable. For systems with time- 

varying state delay, the method is extended to incorporate the delay effect in the controller synthe­

sis. Both sliding surface and controller design are formulated as LMI problems. For systems with 

input/output delays and disturbances, the robustness of SMC is degraded with arbitrarily small 

delay appearing in the high frequency switching component of the controller. To solve the prob­
lem singular perturbation method is used to achieve bounded performance which is proportional to 
the magnitudes of delay, disturbance and switching gain. The applied research has produced two 

practical implementation studies. Firstly it relates to the pointing control of an autonomous vehicle 

subjected to external disturbances and friction resulting from the motion of the vehicle crossing 
rough terrain. The second implementation concerns the attitude control of a flexible spacecraft 

with respect to roll, pitch and yaw attitude angles.
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Chapter 1

Introduction

System performance will suffer from the presence of uncertainty and external disturbances. A 
reflection of this fact can be found in Harold Black’s retrospective on his invention of the feedback 
amplifier (Black, [11], 1977). At one point, he describes the operating procedure for his newly 

invented feedforward amplifier: “.. .  every hour on the hour—twenty four hours a day—somebody 
had to adjust the filament current to its correct value. In doing this, they were permitted plus or 
minus 0.5 to 1 dB variation in the amplifier gain, whereas, for my purpose the gain had to be 

absolutely perfect. In addition, every six hours it became necessary to adjust the battery voltage, 
because the amplifier gain would be out of hand. There were other complications too...”. Despite 

his subsequent discovery of the feedback principle and the tireless efforts of many researchers, the 

problem of plant variability and uncertainty is still with us.

Systems that can tolerate plant variability and uncertainty are called robust—Black’s original feed­
forward amplifier was not robust. Such plant variability and uncertainty arise because it is difficult 

to model the dynamics of a plant accurately and therefore most mathematical models contain a 

moderate to high degree of uncertainty associated with neglected dynamics. The subject of ro­
bust control began to receive worldwide attention in the late 1970’s when it was found that linear 

quadratic optimal control, state feedback through observers, and other prevailing methods of con­
trol system synthesis such as adaptive control, lacked any guarantees of stability or performance 
under uncertainty. Thus, the issue of robustness becomes significant given increasing performance 
expectations. As a result subsequent development of robust control techniques, such as H°° infinity 

loop-shaping (Zames, [149], 1981), (Skogestad and Postlethwaite, [130], 1996) or Sliding Mode 
Control (SMC) (Utkin, [139], 1977), (Edwards and Spurgeon, [30], 1998) took place.

While unmodeled uncertainties and external disturbance have been the main issue for robust de­

sign, time delay, or in another words aftereffect, i.e. the future states depend not only on the 
present, but also on the past history, which exists in many physical systems, is often ignored in the 
control design phase. The existence of delay can be the potential cause of performance deterio­
ration or even instability. Many actual systems have the property of aftereffect. It is believed to

1
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Figure 1.1: Qualitative model of water temperature regulation by a showering person

occur in mechanics, control theory, physics, chemistry, biology, medicine, economics, information 

theory and so on (Kolmanovskii and Myshkis, [98], 1999). For example in a combustion engine, 

the torque generated by the engine to rotate the crankshaft is delayed by 50 ms to 150 ms due to 
engine cycle delays, resulting from, e.g., fuel-air mixing, ignition delay, and cylinder pressure 
force propagation (Zhong, [151], 2006). In economic systems, delays appear in a natural way 

since decisions and effects (investment policy, commodity markets evolution: price fluctuations 
trade cycles) are separated by some time interval. In communication systems, data transmission is 

always accompanied by a non-zero time interval between the initiation- and the delivery-time of a 

message or signal. In modeling immune dynamics between cells, time delays are incorporated to 
account for the progression of cells through different stages. It is well known that the presence of 
delays makes system analysis and control design much more complicated. So how can the states 

of a process at previous moments of time influence directly the present state of evolution of this 

process?

Suppose a showering person wishing to achieve the desired value Tj of water temperature T by 

rotation of the mixer handle for cold and hot water Figure 1.1. Assume that the change AT in 

water temperature at the mixer output is proportional to the angle Aa  of rotation of the mixer, 
with coefficient k. Let Tm(t) denote the water temperature in the mixer output, and h the constant 
time needed by the water to go from the mixer output to the tip of the person’s head. Assume 

that the rate of rotation of the handle is proportional to the deviation in water temperature from 7]/ 
perceived by the person, with coefficient y. This y depends on the person’s temperament, and is 
larger for an energetic person than it is for a phlegmatic one. Because at time t the person feels 
the water temperature leaving the mixer at time t — h, we can find a(t) = —y[Tm(t — h) — Tj], This 

implies an equation for the temperature Tm:

f m(t) =  -ky[Tm{ t - h ) - T d\ (1.1)
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This is a typical representation of dynamical systems with delay. Research in developing tech­
niques for analysis of such class of systems has emerged from classical results (Hale and Verduyn 

Lunel, [77], 1993) to more recent developments, see the review paper (Richard, [118], 2003) or 
book (Gu, et al., [73], 2003) and other significant results (Fridman, [42], 2001), (Fridman and 
Shaked, [54], 2003), (Moon, et ah, [110], 2001) and (He, et ah, [81], 2007). Also there are com­

prehensive treatment of robust control of such systems in frequency domain (Gu, et ah, [73], 2003), 

(Q. Zhong, [151], 2006), (Niculescu, [l 13], 2001).

1.1 Motivation for output feedback sliding mode control of systems 

with delay

Sliding mode control (SMC) is a discontinuous control action where the primary function of each 
of the feedback channels is to switch between two distinctively different system structures (or 

components) such that a new type of system motion, called the sliding mode, exists in a man­
ifold (Utkin, et ah, [137], 1999), (Edwards and Spurgeon, [30], 1998). Superb performance of 

the variable structure system can be achieved, including insensitivity to parameter variations, and 

complete rejection of a class of disturbances. The dynamics of the system when on the sliding sur­

face is of reduced order. The discontinuous nature of the control action may easily be implemented 

by conventional power converters with “on-off” as the only admissible operation mode. Due to 

these properties, the intensity of the research has been maintained at a high level, and sliding mode 
control has been proved to be applicable to a wide range of problems in robotics, electric drives 

and generators, process control, vehicle and motion control, for example.

While SMC and the associated distinctive robust properties are being recognized in the interna­

tional domain, e.g., special sessions in international control conferences, monographs, much of 

the research has been developed based on full state availability. In many practical situations this 
is however, not generally the case as it may be prohibitively expensive, and indeed, sometimes 

impossible to measure all the state variables. One approach to solve this problem is to imple­
ment the controller with an observer, where the observer provides state estimates for use by the 

controller. However, the implementation of the controller/observer is more involved and the the­
oretical frameworks to ensure stability across a range of practical operation of the plant may be 
challenging. A more straightforward approach is to use only the subset of state information that is 

available, i.e. the measured output, within the control design paradigm. Despite a long term effort 
on solving the output feedback problem, (Davison and Wang, [23], 1975), (Kimura, [93], 1977), 

(Edwards and Spurgeon, [29], 1995), (Choi, [19], 2002), (RG. Park, et al. [116], 2007), it remains 
as one of the open problems in control theory (Blondel and Tsitsiklis, [12], 1997), (Bernstein, [10], 
1992) and (Syrmos, [63], 1997). The existing methods are either too restrictive or computationally 

inefficient.
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When time delay is taken into account, the problem becomes even more complicated (Richard, et 
al., [119], 2001). The application of SMC to the problem of systems with time-delay is not new, 

but the literature is limited. It is a far from trivial problem generically, involving the combination 
of delay phenomenon with relay actuators which has the potential to induce oscillations around 
the sliding surface during the sliding mode (Fridman, et al., [60], 2003), (Gouaisbaut, et al., [71], 

2002).

A study on SMC with output feedback for systems with delay presents a theoretically challenging 

and practically meaningful task. One of the objectives of this thesis is to develop a novel, less 
restrictive yet computationally efficient SMC scheme using only output information, which can be 
easily extended to incorporate delay effects. Another objective is to tackle the notorious problem, 

the switching delay problem due to input/output delay that could be caused by digital control or 
sensor measurement (Fridman, et al., [52], 2004), (Gao and Chen, [64], 2008). Research in this 
scenario has been ongoing (Gouaisbaut, et al., [71], 2002), (Fridman, et al., [58], 2002), (Barton, 

et al., [4], 2005), (Boiko, [13], 2009), nevertheless it remains as one of the most practical problems 

in the implementation of SMC, which requires fast switching response, or theoretically infinite 

switching to maintain an ideal sliding motion.

1.2 Challenges in the design of output feedback SMC with time delay

In the design of output feedback SMC, one problem is to solve the existence of a stable sliding 
surface, i.e. the design of a switching surface in the output vector space which is usually of lower 

order than the state vector space. Many methods are available for design, including eigenvalue 

assignment and eigenvector techniques (Zak and Hui, [148], 1993), (El-Khazali and Decarlo, [36], 
1992), canonical-form based approach (Edwards and Spurgeon, [29], 1995), bilinear matrix in­

equality approach (Cao, et al., [16], 1998), (Choi, [19], 2002), or linear matrix inequalities method 

(LMI) (Crusius and Trofino, [20], 1999) and (Shaked, [124], 2003). It is important to note that all 
the work described above does not consider the existence problem involving time delay. LMIs have 

been thought to be an efficient tool for control design for time delay systems, (Emilia, [42], 2001), 
(Dugard and Verriest, [26], 1997), (Kolmanovskii, et al., [95], 1999), however full state availability 

is again assumed. It is generally a nonconvex problem to formulate the output feedback problem 
into LMIs with a reduced number of state measurements.

Another problem is the reachability design, i.e. synthesis of a control law only using the output 

vector, because the derivative of the sliding surface is always related to the unmeasured states. This 
is usually solved by the ease of using simulations to find out, through trial and error, the switching 

gain so that an ideal sliding surface is achieved. However this is not a systematic design strategy 
and is less efficient. Such a design drawback in selecting the controller becomes especially obvious 
when there is a switching delay where the resulting oscillations in the closed-loop is proportional
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to the magnitude of the switching gain. Therefore a systematic approach to compute all the control 
elements taking into account the delays is desired for practical design.

1.3 Thesis structure and contributions

Chapter 2 introduces the most basic and elementary concepts in SMC such as existence of solu­

tions, attractivity to the sliding manifold, equivalent control as a solution to the sliding mode equa­
tion and dynamics of the sliding mode equation. Different approaches are presented. Using order 

reduction or Lyapunov method the sliding mode can be induced in either each individual sliding 
surfaces or between intersection of all the surfaces. An important issue arisen from implemen­

tation perspective, so called “chattering”, caused by the neglected dynamics in system modelling 

and delay in the actuator, is discussed. It seeks to bring a general appreciation of the subject on 

SMC.

Chapter 3 firstly recalls the problems in the context of general static output feedback (SOF) de­
sign. Despite that existing approaches such as eigenvalue, eigenstructure assignment have been 
successful in some applications of systems with particular structures, their design methodologies 
are either too restrictive or computationally complicated. This leads to the conclusion that the 

problem of output feedback control still remains to be open. Then existing techniques of sliding 

surface design using output information are presented. Different conditions are derived using the 
eigenvalue assignment, eigenstructure assignment and LMIs. These methods also assume certain 

structure of the system to be present, therefore the class of their applications are restricted. Prob­

lems of control design are demonstrated between different control structures and their limitations 

are discussed.

Chapter 4 introduces the representation of the delay system as a functional differential equation and 
compares with the ordinary differential equation representation of delay-free system. It suggests 

that the delay system is a type of infinite dimensional system with characteristic roots spanning in 
the entire range of the delayed duration. Properties of the delay system are demonstrated in terms 

of existence of solutions, forward, backward continuation of the solutions and their smoothness. 
Stability of the delay system is analyzed by means of characteristic roots, Lyapunov Krasovskii 
Functionals and Razumikin approach which bring the stability analysis into a form of LMIs.

Subject of Chapter 5 concerns with the delay effect on SMC and reviews the stage of the exist­
ing literature on the subject. Firstly, an output feedback approach is articulated for systems with 
state delay. For matched constant state delays, a particular type of delays appearing through the 

input channels, an equivalent control method reduces the system into a delay-free system where 
conventional output feedback designs are applicable. For unmatched constant delays a method of 
stability degree is applied in a form of inequality incorporating the properties of the delay system. 

Secondly, the Lyapunov-Krasovskii functionals and the Razumikhin method are used to derive sta­
bility conditions in the form of LMIs for systems with constant and time-varying delays. Synthesis
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of the controller is formulated from regular form transformation and original form based perspec­
tives. Finally, the effect of input/output delay in SMC is considered, where oscillations of solutions 

other than asymptotic stability is attainable because of finite switching. The characteristics of the 
oscillations are analyzed by several authors.

In Chapter 6 the problem of output feedback SMC for linear time-invariant systems is considered. 

Different from the existing results and those using iterative LMIs, bilinear LMIs or set of LMI 

constraints, a novel method is proposed for design of the switching surface incorporating only 

one single LMI. The proposed method is computationally more efficient and less conservative. 
A solution can now be easily obtained without introducing additional compensators due to the 

restrictions on the system structures as required before. The content of this Chapter has been 

published in (Han, et al., [79], 2008).

Chapter 7 shows that the novel output feedback design for SMC in the previous chapter can be 
extended to systems with time-varying state delays. A time-varying state delay is considered 

where conditions for both existence of sliding surface and reachability of system trajectories to the 

defined surface are derived using LMIs. The LMI conditions are delay-dependent on a class of 

reduced order dynamics in the reaching phase and independent in the sliding function. The output 
feedback scheme can be easily extended for compensator design. This facilitates a constructive 
design of output feedback SMC for a rather general class of time delay systems. Results in the 

chapter has been published in (Han, et al., [80], 2009).

Chapter 8 develops a systematic output feedback design where all the design parameters, including 

the switching gain, are derived from LMIs in spite of the presence of state delay and unmatched 

disturbance. In contrast, the existing approaches usually assume large enough gain for the switch­
ing control, the value of which is not explicitly given. The usefulness of the proposed design will 

become significant in what its subsequent chapter is going to develop for input delay system, where 
the switching control design is crucial in stability analysis and minimization of bounded solutions. 
The method allows uncertainties to be considered in all the blocks of the system matrices, unlike 

those using equivalent control where uncertainties are considered only in a particular subsystem. A 

case study relating to the control of an autonomous vehicle is given where the delay is considered 
to be present in the motor response to the electrical command. Results from the chapter has been 

published in (Han, et al., [78], 2010).

SMC in the presence of a small and unavoidable input delay that may be present in controller 

implementation is studied in Chapter 9. Linear systems with bounded matched disturbances and 
uncertain system matrices are considered, where the presence of the input delay in the SMC will 
produce oscillations or potentially even unbounded solutions. Without apriori knowledge of the 

bounds on the state-dependent terms as required by the existing methods, the design objective 
is to achieve ultimate boundedness of the closed-loop system with a bound proportional to the 
delay, the disturbance bounds and the switching gain. This is a non-trivial problem because the 

relay gain depends on the state bound, whereas the latter bound depends on the relay gain. A
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controller with a linear gain proportional to the scalar ^  is proposed, which for small enough 
p > 0 produces a closed-loop singularly perturbed system and yields the desired ultimate bound. 

An LMI-based solution for the evaluation of the design parameters and of the ultimate bound is 

derived. The superiority of the proposed SMC over conventional methodologies that ignore the 

input delay within the design phase is demonstrated through application examples. Primary result 
of the chapter for single input system has been published in (Fridman, et ah, [51], 2010). This 

chapter presents the methodology for multi-input system in presence of both state and input delays. 
The controller is shown to be applicable for a nonlinear model of spacecraft position control where 

measurement delay is present due to digital sampling.

Finally, a brief review of the works discussed in all the previous chapters will be given in Chapter 

10. Possible extensions of the main results developed in the thesis to solve other control problems 

are suggested in Chapter 11.
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Chapter 2

An Overview of Classical Sliding Mode 
Control

2.1 Introduction

Sliding Mode Control (SMC) is a discontinuous control action, which is recognized as an efficient 

tool for robust control of complex high-order nonlinear dynamic plant operating under uncertain 

conditions. It was initiated in the former Soviet Union about 50 years ago. Since then the con­
trol method has attracted a great deal of attention within the international control community. It 
has been utilized in the design of robust regulators, model-reference systems, adaptive schemes, 

tracking systems, state observers, fault detection schemes, and time delay systems. The ideas have 
successfully been applied to problems as diverse as automatic flight control, control of electric 

motors, chemical processes, helicopter stability augmentation systems, space systems and robots. 
Two reasons for its popularity are firstly, low sensitivity to plant variations and disturbances. Sec­

ondly, simplicity from the reduced order control design. The main purpose of this chapter is to 

introduce the most basic and elementary concepts such as existence, attractivity, equivalent con­
trol and dynamics in the sliding mode. In Section 2.2, the existence of a sliding mode is firstly 
illustrated using graphical examples. A mathematical description of sliding modes follows to en­
hance the readability. In Section 2.3 a number of methods for sliding surface design are described. 
Reachability conditions to the sliding surface are demonstrated using a simple example. Section 

2.4 addresses practical implementation issues of SMC such as chattering caused by unmodeled 

actuator dynamics and delays.

9
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2.2 “Sliding Mode” Concept

The conventional example to demonstrate sliding modes in terms of the state-space method is a 

second-order time-invariant relay system (Utkin, et al., [137], 1999 and [138], 2009)

where M, a\, ao, c are constant parameters and f i t )  is a bounded disturbance. The system be­
haviour may be analyzed in the phase plane (x ,x ), shown in Figure 2.1. The control u undergoes 

discontinuties at the switching line 5 =  0 and the state trajectories are characterized by two fam­

ilies. The first family corresponds to s > 0 and u =  —M  (upper semiplane); the second family 
corresponds to s < 0 and u = M  (lower semiplane). Within the sector from m to n on the switching 

line, the state trajectories are oriented towards the line. This means that the state trajectory will 
belong to the switching line for t > t\. Thus the control design paradigm is

q The motion of the state trajectories is towards the switching line 5 =  0.

» State trajectories reach a point where they cannot leave the switching line due to the nature 
of the variable structure control and thus belong to the switching line 5 =  0, i.e. exhibit a 

sliding mode.

• After the sliding mode starts, further motion is governed by s = cx+ x  =  0, i.e. sliding mode 

equation.

Once in the sliding mode, the system motion is

• governed by a Is' order equation, i.e. with a reduced order.

• solution of the sliding mode equation x{t) =  x{ti)e~ĉ ~1'  ̂ which is selected by the designer 

and depends neither on the plant parameters nor the disturbance, but only on c, i.e. invari­

ance.

2.2.1 Existence of a sliding mode

Consider nonlinear differential equations in an arbitrary n-dimensional state space with an m- 

dimensional vector of control actions:

X + Ü2 x  + a\x  =  u + f{ t) ,  
u = —Msign{s), s = x  + cx

( 2. 1)

x = f(x , t ,u ) (2.2)

with x £ 1R", /  G1R", u e  R m, t denotes the time. The control is selected as a discontinuous function 
of the state. For example, each component of the control iq may undergo discontinuities on some



Chapter 2. An Overview o f Classical Sliding Mode Control II

F igure 2.1: State plane of the second-order relay system (Utkin, et al., [138], 2009)

nonlinear surface s fx )  =  0 in the state space

u = III (Xd)  if Si{X) >  0
u~[(x,t) if st(x) <  0

( /= (2.3)

where u l(x , t ) and u f  (x,t) are continuous state functions with uf{x,t) f  u f(x ,t) ,  the s fx )  are 
continuous state functions. A sliding mode may thus occur on the intersection of m surfaces 

.v, (,r) =  0 (i = 1, ...,m) and the order of the sliding motion equations is n — m.

Sliding modes on individual surfaces

Similar to the scalar case (Utkin, et al., [137], 1999), the state trajectories in multi-dimensional 
sliding mode are oriented towards the discontinuity surface in its vicinity, or the variable describ­
ing deviation from the surface and its time-derivative should have opposite signs. Consider the 

following example with a two-dimensional control vector

X\  =  X2

X 2 = X 3 + f l ( t )  +  Ul  

X3 = f 2(t) +  U2
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Figure 2.2: Two dimensional sliding mode (Utkin, et al., [138], 2009)

where f\{t)  and / 2(f) are unknown bounded disturbances with a known range of variation. The 
components of the control undergo discontinuities in two planes of the three-dimensional state

u\ =  — M\ signsi, s i= .* i+ .i2, 

u2 =  -M 2signi2, s2 =x\ +X2+X3,

whereMi, M2 are positive constant values. I fM2 > \x2+ xj  + / i ( i )  + +M \, then the values
s2 and s2 = x2 + x j  +  u\ — M2 signs2 have different signs. Hence the plane s2 = 0 is reached after 
a finite time interval and then sliding mode with state trajectories in this plane will start, as shown 

in Figure 2.2. For this motion X3 = —x\ —x2 and the sliding mode is governed by the second order 

equation

i l  = x 2

X2 =  - X \  - X 2 + f l  ( t )  +  M l
Again, for M\ > \x\ + f\( t)  |, the values s\ and ¿1 =  x\ -  M\ s ig n a l) have different signs and after a 
finite time interval the state will reach the intersection of the planes si =  0 and s2 = 0. The further 
motion will be in this manifold (straight line formed by the intersection of the two planes), its first 

order equation may be derived by substituting — x\ for x2 (since si =  0) into the first equation to 
obtain i i  =  - x \ .  The two-dimensional sliding mode is asymptotically stable, its order is reduced 
by two when compared with that of the original system and the motion does not depend on the 

disturbances f \( t)  and f 2(t).
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F igure 2.3: Sliding mode in the system with two-dimensional control (Utkin, et al., [138], 2009) 

Sliding mode on the intersection surfaces

For the general case when the problem of enforcing a sliding mode in the intersection of a set of 

discontinuity surfaces can not be reduced to sequential treatment of scalar subproblems, a sliding 
mode may exist in the intersection of the discontinuity surfaces although it does not exist on each 
of them taken separately. This may be illustrated by the following example (Utkin, et al., [137], 

1999)
X\ = x 3

X2 =  — *3 +  111 — 2«2
xj — —xt, +  2 u\ +  ut (2-4)

mi =  -  signal), si =x\ + x 2 

u2 =  - s i g n ( s 2) , s 2 = x \ + xt,

The analysis of the condition for a sliding mode to exist in the intersection of the discontinuity 
surfaces may be performed in terms of motion projection onto the subspace ($1 ,52)

si = - sig n a l) + 2  sign(s2) 
s2 = - 2  signal ) -s ig n (s 2)

The state trajectories are straight lines in the state plane (.vi,S2)> Figure 2.3. It is clear from the 
diagram (Utkin, et al., [137], 1999) that, for any point on si =  0 or ,y2 =  0, the state trajectories are 
not oriented towards the line. Therefore a sliding mode does not exist on any of the switching lines 
taken separately. At the same time, the trajectories converge to the intersection of them - the origin 
in the subspace (.s;, 52)- This section shows that the conditions for a two-dimensional sliding mode 

to exist cannot be derived from an analysis of scalar cases. Moreover, a sliding mode may exist in 
the intersection of discontinuity surfaces although it does not exist on each of the surfaces taken 

separately.
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Figure 2.4: Relay with hysteresis

2.2.2 M athematical description of sliding modes

In describing sliding modes mathematically, discontinuous systems are not subject to the conven­

tional theory of differential equations dealing with continuous state functions.1 The conventional 
theory does not answer even the fundamental questions as to whether the solution exists and is 

unique. Common approaches to deal with this solution problem are to employ different methods 
to replace the original problem by a similar one for which familiar methods are applicable (Utkin 

et al., [138], 2009). In the practical situation, an ideal sliding mode does not appear due to model 
imperfections, delay and hysteresis. The effect of such non-ideal factors makes the discontinuity 

point isolated in time. Thus system solutions can be obtained using standard mathematical tools. 
Assuming the limit of the solutions exists with small parameters tending to zero, then the limit is 

taken as the solution describing the ideal sliding mode.

Solution of sliding mode using hysteresis analysis

Consider the system
x = Ax + bu, (2.6)

where x £  R" and A £ R”x" and b £ R nxl are constant matrices, u = M signs', M  is a scalar 

positive constant value, s = cx, c =  (ci, C2, . . . ,  cn) = const. If a relay device is implemented with 
a hysteresis loop with the width 2A, Figure 2.4, then the state trajectories oscillate in a A -  vicinity 

of the switching plane. The value of A is assumed to be small such that the state trajectories may 
be approximated by straight lines with constant state velocity vectors Ax +  bM and Ax — bM in the

1 The most conventional method to derive the existence and uniqueness of the solution to a differential equation 
consists of functions f(x)  satisfying the Lipschitz condition ||/(.\'i) —f ( x 2)|| <  L^x\ —X2W with some positive number 
L, referred to as the Lipschitz constant, for any x\ and xi- The condition implies that the function does not grow faster 
than some linear one which is not the case for discontinuous functions i f  x\ and X2 are close to a discontinuity point, i.e. 
sign(0 ) is not defined.
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vicinity of some point x on the plane s(x) =  0. Calculate times At\ intervals and Au and increments 
Axi and Ax2 in the state vector for transitions from point 1 to point 2 and from point 2 to point 

3, then the average state velocity within the time interval At = Afi +  Ai2 is found as (Utkin, et al., 

[137], 1999)
xav — =  Ax — ( c b y { be Ax

Once the width of the hysteresis loop A approaches to zero, then

lim xav = (/„ — (cb)~lbc)Ax, (2.7)
A—*0, s(j:)=0

with initial state s[x(0)] =  0. Hence

i  =  c(/„ — (cb)~l bc)Ax = 0

i.e. the state trajectories of the sliding mode are oriented along the switching plane. Thus the 
motion equation has been obtained through regularization using a relay with hysteresis.

Generalization of hysteresis result

This result may be easily interpreted in terms of the relative time intervals for the control input to 

take each of two extreme values. Consider an arbitrary order system with scalar control

x  =  / ( x , h) x , / g R ' ‘ , u(x ) G R

, (2 .8)
[ w+ (x) if s(x) > 0

u(x) =  <
[ u (x ) if s(x) <  0

the components of vector / ,  scalar functions u+(x), u (x) and ,s(x) are continuous and smooth, 
and u+(x) f  u~(x). It is assumed that a sliding mode occurs on the surface s(x) = 0. Let the 

discontinuous control be implemented with some unspecified imperfections; the control is known 
to take one of the two extreme values, u+(x) or u (x), and the discontinuity points are isolated in 

time. As a result, the solution exists in the conventional sense and it does not matter whether a 
small hysteresis, time delay or time constants are neglected in the ideal model. The state velocity 
vectors / + =  f (x ,  u+) and /  =  f (x ,  u ) are assumed to be constant for some point x on the 

surface $(x) =  0 within a short time interval (t,t +  At).  Let the time interval A t  consist of two 
sets of intervals Aq and AU such that A t  = At\  +  A /2, u = it 'r for the time from the set Afi and 
u — u~ for the time from the set A t2- Then the increment of the state vector after time interval A t  

is found as
Ax =  f +A t  \+  f ~  A t2
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and the average state velocity as

-Cv

where p  =  A t \ /  A t  is the relative time for the control to take the value u+ and (1 — jti) is the 

relative time it takes the value iC , 0 <  p < 1. To obtain the vector x, the time A t  should tend to 

zero. However it is not needed to perform this limit procedure as in the above assumption that state 
velocity vectors are constant within the time interval At,  and therefore the equation

i  =  M /+ +  (l - M ) r  (2-9)

- f i r

represents the motion during the sliding mode. Choosing

grad s- f ~
^  gradi • ( / - - / + )

the sliding mode equation

X ~  fsm ? fsm =

(gradi • /  )
-J

(gradi - / 4
(grad s) • ( / “ - / +  ) (grad i) • ( /  -  /+  ) r (2 . 10)

as shown in Figure2.5 represents the sliding motion with initial condition s[*(0)] =  0. Since the 

state trajectories during the sliding mode are on the surface i(x) =  0, the parameter p  is selected 

such that the state velocity vector of the system (2.9) is in a tangential plane to this surface. As 

expected, direct substitution of gradi =  c, f + = Ax +  bu+ and f ~  = Ax +  biC into (2.10) results 
in the sliding mode equation (2.7) for the linear system (2.6) with the discontinuity plane s(*) =  

cx — 0 via hysteresis analysis.

Remark 2.1. This hysteresis and its generalization method for deriving the sliding mode equation 

is considered by Utkin, et al., [137], (1999) as a physical interpretation of the famous Filippov 
method. The method is intended for solution continuation at a discontinuity surface for differential 

equations with discontinuous right-hand sides (Fillippov, [41], 1988). According to this method, 
the ends of all state velocity vectors in the vicinity of a point on a discontinuity surface should be 

complemented by a minimal convex set and the state velocity vector of the sliding motion should 

belong to this set. In the case discussed above, the ends of vectors / + and f ~ ,  and the minimal 
convex set is the straight line connecting their ends. The equation of this line is exactly the right- 
hand side of equation (2.9). The intersection of the line with the tangential plane defines the state 

velocity vector in the sliding mode, or the right-hand side of the sliding mode equation.
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Xn

FIGURE 2.5: Sliding mode equation by Filippov’s method (Utkin, et al., [138], 2009)

2.2.3 Equivalent control method

Since on the sliding surface s(;t) — 0, therefore ds/dt  =  5 =  0, i.e. the time derivative of vector 5 

on the state trajectories of (2.2) is equal to zero:

s(x) = G ■ f(x ,u )  = 0 (2.11)

where G — (ds/dx)  is m x n matrix with gradients of functions s fx )  as rows. Let a solution to the 
algebraic equation (2.11) exist, of which a solution of ueq will confine the system (2.2) and thus

x = f ( x ,u eq) (2.12)

along the sliding manifold s(x) =  0, where ueq is referred as “Equivalent Control". The equivalent 
control can be seen as a replacement of the applied discontinuous control on the intersection of 
the switching surfaces s(x) =  0. For example, solution of the scalar system (2.8) can be found 
as the intersection of the tangential plane and the locus f{x, u) with control u running from u~ to 
u+, Figure 2.6. The intersection point defines the equivalent control ueq and the right-hand side 

f{x ,ueq) in the sliding mode equation (2.7).

Remark 2.2. The right-hand side f (x ,  ueq) of the motion equation resulting from the equivalent 

control method in Figure 2.6 does not coincide with f sm in Figure2.5 using Fillippov’s method. 
They are equal if the scalar control is linear with respect to control f (x ,  u) =  fo(x) +  b(x)u. Then 

the locus of f (x ,u eq) in Figure 2.6 coincides with the minimal convex set, i.e. the straight line 
connecting the end of vectors f + and f ~  in Figure2.5, of Fillippov’s method. The discrepancy
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reflects the fact that different ways of regularization lead to different sliding mode equations in 
systems with nonlinear functions of control input in motion equations (Utkin, [136], 1992).

Equation (2.11) of the equivalent control method for system (2.12) is of form

s = G f  +  GBueq =  0 (2.13)

where B e  Rm is an input distribution matrix. Assuming that the matrix GB is nonsingular for any 

x, the equivalent control ueq(x) is found as the solution to (2.13)

ueq(x) =  - ( G{x)B{x))~xG(x)f(x)

and substitute ueq into (2.8) to yield the sliding mode equation as

x = f (x )  - B(x){G(x)B(x))~lG(x)f(x) (2.14)

Equation (2.14) is taken as the equation of the sliding mode on the manifold s(x) =  0. It is inter­
esting to note that the sliding motion (2.14) obtained using the equivalent control is the same as 

that obtained using hysteresis regularization (2.7).

Remark 2.3. The motion in the sliding mode is an ideal description. However, in reality, various 

imperfections make the state oscillate in some vicinity of the intersection and components of the 

control are switched at finite frequency, alternately taking the values uf(x)  and uf(x). These 
oscillations have high frequency and slow components. The high frequency is filtered out by the 
plant under control while its motion in the sliding mode is determined by the slow component. On 
the other hand, sliding mode equations are obtained by substitution of the equivalent control for the 

real control. It is reasonable to assume that the equivalent control is close to the slow component 
of the real control which may be derived by filtering out the high-frequency component using a 

lowpass filter.

2.3 Design approaches

To this end it can be stated that the sliding mode control design approach involves two independent 

subproblems of lower dimension:

o Design of the desired dynamics for a system of (n — m)th order by proper choice of a sliding 

manifold s = 0;

• Enforcing a sliding motion in this manifold, which is equivalent to a stability problem for 

the mth order manifold s =  0.
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FIGURE 2.6: Sliding mode equation by Equivalent control method (Utkin, et al., [138], 2009)

The motion in the sliding mode is invariant to ‘uncertainties’ in the system which satisfy so called 

‘matching conditions’

h(x,t)£& [B\,  i.e. h{x,t) = B(x,t)Y(x,t), (2.15)

where ||y(;t,i)|| <  Yo(x,t) is known. The vector h (x j)  characterizes all disturbance factors in the 

motion equation

x  = f(x , t )  + B(x,t)u +h(x,t)  (2.16)

where x £ IR,", u £ IR'", whose influence on the control process can be rejected. This is because the 

disturbances act in control space, then there exists control m/, such that Bu/2 =  —h and hence the 

system is invariant to h(x,t)- But control «/, would hardly be implementable since the disturbances 
may be inaccessible for measurement. As it has been established the sliding mode equation in any 

manifold does not depend on control. Similarly, via the equivalent control method, it can be shown 
that sliding mode is independent on h(x,t) as well, therefore condition (2.15) is the invariance 
condition for sliding mode control. It is important that for the design of an invariant system there 
is no need to measure vector h. To ensure sliding mode existence, only an upper estimate of h (a 

number of function) is needed.

2.3.1 Decoupling

Consider the affine systems

(2.17)

/ ( x )  =  [si sm(x)].u(x)

x = f(x1t) + B(x,t)u,
j u+(x,t) if i(x) >  0 
Ì M~(jc,i) if s(jc) <  0
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where x  e  R " , u e  R m. To obtain the sliding mode equation using equivalent control, GB needs to 

be full rank. Then substitution of

Ueq(x,t) = ~{G(x)B(x,t))~' G(x)f(x,t)

to (2.17) yields
== fsm(X’) t)

= f{x ,t)-B(x ,t){G (x)B(x ,t))~ 'G {x)f(x ,t)

Define

xT — [x\ x[\, X] e  R"_m, X2 = io(*t) for s(x) = 0 

then substitution of X2 into x\ yield the sliding mode equation

(2.18)

■ ¿1 =/lim (*l,io(*l),0> (2-19)

where f jm{x,t) =  [fjsm{xi ,x2,t) f[Sm(x i >x2 ,t)]- Features of this method of design are

• The design problem is not a conventional one since the right-hand sides in (2.18) and (2.19) 

depend not only on the discontinuity manifold equation but also on the gradient matrix G as 

well.

• If a class of function s(x) is pre-selected, for instance linear functions or in the form of finite 

series, then both s(x), G and, as a result, the right-hand sides in (2.19) are not independent 
from the set of parameters to be selected when designing the desired dynamics of sliding 

motion.

2,3.2 Regular form

The two-stage design procedure - selection of a switching manifold and then finding a control that 

enforces the sliding mode in this manifold - becomes simpler for systems in so-called regular form. 
The regular form for an affine system (2.16) consists of two blocks

x\ =  f \ (-«l ,x2 ,t), xi e R"-'n 2Q)
X2= f2{xi,X2,t) +  B2(xi,X2,t){u +  Y{x,t)), x2 G R"', det(B2)=f 0

The first block does not depend on the control, and the dimension of the second block coincides 

with the dimension of the control. The design is performed in two stages as previously stated. 

First, an m-dimensional state vector *2 is considered as the ‘control’ of the first block and designed 
as a function of the state x\ of the first block corresponding to some performance criterion

X2 = -so(*i)
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Then the discontinuous control should be designed to enforce a sliding mode on the manifold

(the design problem of the mth order with m-dimensional control). After a finite time interval, a 
sliding mode commences on the manifold (2.21) and the system will exhibit the desired behaviour 

governed by x\ = f \  [jci , — so (*i), t]. Note that the motion is of a reduced order and depends neither 

on the function f 2{xi,X2, t) nor on function Bi (x \,X2J)  and y(x,t) in the second equation of the 

original system (2.20). Regular form based design exhibits the following characteristics

• In contrast to (2.18) and (2.19), the sliding mode equation does not depend on the gradient 

matrix G, which makes the design problem at the first stage a conventional one; design of 
m- dimensional control X2 in (n — in)—dimensional system with state vector x \ .

• Calculation of the equivalent control to find the sliding mode equation is not needed, 

o GB full rank is also needed.

• Sliding mode is invariant with respect to functions /2 and Bo in the second block.

2.3.3 Unit control

The Lyapunov approach of unit control relies on finding the control for which the time-derivative 

of the Lyapunov function is negative along the trajectories of the system. Consider system (2.16), 
and choose a Lyapunov function candidate V (x ) >  0. Denote

=-*2 +  .?o(*l) =  0 (2.21)

W0 =  d V /d t |a=0,«=o =  grad(V)Tf  <  0 (2.22)

where grad(V)r  =  [ g  • • ■ g ] .  Then

W =  dV/dt  =  W0 +  grad (V)r B(u +  y) (2.23)

Choose the discontinuous control as

(2.24)

where p(x,t) > yo(jc,f), with

Z?7 grad(V) ||2 =  (grad(V)r B)(57'grad(V))
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then substituting (2.24) into (2.23) yields the derivative of the Lyapunov function

W = W0 ~p(x ,t) \\BTgrad(V)\\ +  grad(V)7By(x,i)

<  Wo -  ||Bl grad(V)|| [p(nr,4) -  y0(x,f)]

< 0

This implies that the perturbed system with control (2.24) is asymptotically stable. Features of this 

method are

e Control (2.24) undergoes discontinuities in (n — m)— dimensional manifold.?^) =  B1 grad(F) 
0 rather than in any individual control component. This is the main factor that distinguishes 

between the control method here and previous ones.

« The disturbance h(x,t) is rejected on the sliding manifold s(x) =  0 where the control (2.24) 
is discontinuous. In this case the equivalent control is taken as — y(x,f).

2.3.4 Reachability

In the sliding mode, the motion of the system is independent of the control. But it is obvious 
that the control must be designed such that it drives the trajectories to the switching surface and 

maintain it on this surface once it has been reached. A condition for the attractiveness of the sliding 

surface can be expressed by the condition

ss < 0 (2.25)

which is called the reachability condition (Itkis, [90], 1976). The following example illustrates the 

design concept.

EXAMPLE 2.1. Consider a dc-motor modelled by the following transfer function

Y(p) =
1

P(P+ 1) U(P)

Which can be described in state-space form as

{x\ =  x2

X2 — —X2 + u

y = x  i

Assume that the sliding surface is designed as

(2.26)

S =  X 2 +  OCX I =  0
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(a) Evolution of the states versus time x\ and xi (b) Portrait phase of the sliding motion

(c) Discontinuous control (d) Equivalent control

Figure 2.7: Sliding mode control (2.27) of system (2.26)

where a  >  0. Thus
s = (a  — \ )x2 + u

Using the control law u = — ¿signs, k > 0, the reachability condition is satisfied in the domain

Cl = {x : | (a — 1 )x21 <  k}

since
ss < |s |( |(a  — 1 )jc2| —k )<  0

Note that condition (2.25) is not sufficient to ensure finite time convergence to the surface. In the 

latter example, the control

u =  (1 — a)x2 — ks

provides s = —ks, but the convergence to 5 =  0 is only asymptotic since

s(t) =  s(0)e~kt
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where s(0) is the initial value of Condition (2.25) is often replaced by the so-called 77-reachability 
condition

ss <  —rj|s|

where 77 is a positive number, which will ensure finite time convergence to s =  0. Since by inte­

gration
\s(t)\-  |s(0)| <  - 77?

this shows that the time required to reach the surface, starting from initial condition s(0), is 

bounded by

In practice, the control law is generally formulated as u = ue + u(i where ue is the equivalent control 

and where uj is the discontinuous part, ensuring a finite time convergence to the chosen surface. 

Example (2.1) is simulated using the following control law

77 =  (1 — cf)X2 — k signs (2.27)

where the term (1 — a)x2 represents the equivalent control (since s — 0 implies 77+ ( a  — l)x2 =  0). 
Note that the 77-reachability condition is satisfied. Figure (2.7(a))- (2.7(d)) show obviously that 

the sliding motion takes place after about 1 sec. After this time, the dynamics of the system is 

represented by the reduced order system given by the chosen surface, i.e.

ij  =  — ax\ =X2

and the control switches at high frequency. In Figure(2.7(d)) it is seen that the equivalent control, 
in sliding motion, represents the mean value of the control u. The phase portrait, in Figure(2.7(b)), 

illustrates the two steps of the dynamic behaviour: first, a parabolic trajectory before the surface is 

reached (which is called the reaching phase) and then sliding along the designed line s = 0 (X2 — 

— ax  1) to the origin.

2.4 Chattering

The afore mentioned ideal sliding mode is only used as an analytical description of the method. 

In practical implementation of the controller, a phenomenon called “chattering” around the sliding 
manifold exists, which results in low control accuracy, high heat losses in electrical power circuits 
and high wear of moving mechanical parts (Utkin, et al., [138], 2009). Two main causes have been 

identified which are •

• Fast dynamics in the control loop which were neglected in the system model, are often 

excited by the inherent switching of sliding mode controllers.
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• Delay and digital implementations in micro-controllers with fixed sampling rates may lead 

to discretization chatter.

This section serves to analyze firstly the cause of the chattering due to the unmodeled dynamics in 
the control loop and secondly introduce methods for reducing chattering.

2.4.1 Chattering caused by unmodeled actuator dynamics

Problem analysis

Consider the following first order plant with second order “unmodeled” actuator dynamics as

x(t ) =  ax{t ) + d (jc, t ) +  ¿>w(f ) (2.28)

where a~ < a < a+ and 0 <  b~ < b < b+ are unknown parameters within known bounds, w(t) 

is the control variable and \d(x,t)\ <  d+ is a disturbance (Utkin, et ah, [138], 2009). The control 
variable w(t) is the output of an ‘unmodeled’ actuator with stable dynamics

w{t)
o r

p 2 + 2 cop + co r«(0 =
(l*P + l )2

u{t) (2.29)

where u(t) is the actual control input to plant (2.28) and p denotes the Laplace variable. In (2.29), 

co > 0 is the unknown actuator bandwidth with co S> a. The small time constant p  = Ì  > 0 in  
(2.29) symbolizes that the actuator dynamics are assumed to be significantly faster than the system 

dynamics (2.28).

The state x(t) of system (2.28) is controlled to track a desired trajectory x(i{t) with a known 
amplitude bound |jcj(i)| <  and a known bound on the rate of change \xd(t)\ < v j. Setting 
a = 0.5, b = 1 ,d(t) ~  0.2sin(l0t) + 0.3cos(20t) < 0.5,® =  50, thus p = 0.02. The limit on the 

available control signal is |«(i)| <  2.01 and the desired trajectory Xd(t) = sin(t), i.e. x^  =  1 and 

v+ =  l.

Ideal sliding mode

Neglecting actuator dynamics (2.29) by setting w(f) =  u(t), define the sliding variable as

s(t) = xd(t) —x  (i) (2.30)

and choose the control
w(i) = M signs(t) (2.31)



Chapter 2. An Overview o f Classical Sliding Mode Control 26

tirre

(a) Ideal sliding mode without chattering (b) Sliding mode with chattering caused by unmodelled dynamics

Figure 2.8: Sliding mode control of system (2.28)

The Lyapunov function candidate is chosen as

n o  =  Y/ « ) (2.32)

whose derivative along (2.28) and (2.31) is

1
V(t) = -s(t)s(t) = g(x,xd,t)s(t) -  M\s(t)I (2.33)

where g(x,xd,t) =  pe. |g (x ,^ ,i) | <  g+ = '’d +ab-d +d . Choosing M > g+ + ^==

with scalar t; > 0, then
V (t)< -£ ,V i-(t)  (2.34)

i.e. convergence of system state (2.28) to (2.30) within finite time despite the parametric uncer­
tainty in a and b and unknown disturbance d(x,t) is proved. Figure2.8(a) shows system (2.28) 
under control (2.31) with M = 2.01. From initial condition x(0) =  1, a sliding mode occurs in 
less than 1 sec, x(t) coincides exactly with desired xd{t), and control vv(/) is switched at very high 

frequency.

Existence of Chattering

To qualitatively illustrate the influence of unmodeled dynamics on the system behaviour, consider 

the simplest case a = 0, d(x,t) = 0 , b =  1, xd(t) =  0 in (2.28) and (2.30). Then

x* =  — Msign(x), ¡x2x + 2  ¡J.x+x = x*. (2.35)
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Figure 2.9: Boundary layer for chattering reduction

are the motion equations. A sliding mode cannot occur in the system since x  is a continuous 

time function and cannot have sign opposite to x in the vicinity of the point x — 0 where the control 
undergoes discontinuities. Another way to show the existence of chattering is by using a Lyaponuv 

method. Rewriting the motion equation (2.35) in the form

x = w
w  =  v  (2.36)

^ = - l v ~ ^ w + ^ u

For the control u =  —Msign(;t), the sign-varying Lyapunov function

V = jcv- 0 . 5 w2 (2.37)

has a negative time-derivative
V = x (——v ----~w-1— iju) (2.38)

¡.t j.t2 f i 2

for small magnitudes of v and w. This means that the motion is unstable in an e ( ) t ) -  order vicinity 
of the manifold s(jt) =  jc =  0, while all the trajectories converge to this vicinity. This instability 
explains why chattering may be generated in systems with discontinuous control in the presence of 
unmodelled dynamics. Figure2.8(b) shows the chattering behaviour of system (2.28) under control 

(2.31), but with actuator dynamics (2.29). Output x(t) is seen to oscillate around the desired Xd{t), 

sliding motion is not attained and the control is of finite switching frequency.

Solutions

The boundary layer solution, proposed by Slotine, [131], (1983) seeks to avoid control discontinu­
ities and switching action in the control loop. The discontinuous control is replaced by a saturation
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function which approximates the sign(s) term in the boundary layer of the manifold s(t) =  0.

u(t) =
Msigns(i) for |s ( i ) |> e

f  s(f) for |s(i)| <  e
(2.39)

where £ denotes the width of the layer. The advantage of the method is that within the boundary 

layer, the continuous control can be designed to neglect the actuator dynamics. The discontinuous 
control only takes place outside the boundary layer. However the invariance property of sliding 
mode control is only partially preserved in the sense that the system trajectories are confined to 

a 5 (e)—vicinity of the sliding manifold s(t) — 0. In the presence of disturbance, only bounded 
solutions can be achieved. Figure 2.9 shows reduction of chattering of system (2.28) under control 

(2.39) with actuator dynamics (2.29), where e =  0.05. A comprehensive introduction for chattering 
reduction in the presence of unmodelled actuator dynamics using other methods, i.e. observer, 

disturbance compensation, can be found in (Young, et al., [147], 1999).

The boundary layer approach substitutes the discontinuity of a sliding mode controller by a satura­

tion function and yields slow oscillatory motion around the sliding manifold instead of true sliding 
along the manifold. Effectively, the sliding mode methodology is utilized to design a continuous 

high-gain controller.

2.4.2 Chattering caused by time delay

Problem analysis

In (Fridman, et al., [59], 1996) it is shown that even in the simplest one-dimensional delayed relay 
control system only oscillatory solutions can occur.

EXAMPLE 2.2. The equation
x[t) =  — sign[x(f — 1)] (2.40)

has a 4-periodic solution

8o(t) =
t, for — 1 < t <  1

2 — t, for 1 < t < 3 

go(t + 4k) =go{t) k e Z

Since

g0(f) =  -sign[g0( i -  1 —4 n)\

t can be substituted by (4n+  1 )i to obtain

1 L?o((4n+ 1)01' =  - s ig n [ ^ - j - g 0((4n+ 1)0]An +  1
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Thus, a A/(An +  l)-periodic solution to (2.40) is

8 " ( t )  =  -J + l g 0 ( ( A n + i n  i C R
for each integer, n >  1. This means that there exists a countable set of periodic solutions, or the 

so-called steady modes.

Existence of Chattering

Relay delay controllers can stabilize the amplitude of chattering, suppressing the effect of uncer­

tainty in the time delay even in the case when the time delay is variable. Consider the stabilization 

problem for the simplest unstable system

x = kx, (x GR, k >  0) (2.41)

by means of a delay relay control law of the form u — — sign[x(i — t)], where r  is the time delay. 
In this case system equation has the form

x{t) =  — sign[jt(i — t)] +  kx (2.42)

To compute the constant A > 0 for which the system (2.42) with initial function

0 ( 0 )=  A, 9 G [—T,0] (2.43)

has a stable periodic solution for t >  0, the state equation prior to the switching instant is considered 

initially

The function x (?) could change its sign if and only if the condition

A — y <  0 
k

holds. In this case an equation can be rewritten for y—, which is the root of equation x(y) =  0 in 
the form eky =  yr^j- From the periodicity of x(t) the equation for the switching moment of the 
control law in the form x (y+  t) =  —A can be obtained. Then

i  +  ( A - i ) ^  =  -A ,

and consequently A = (ekx~x)/k. This means that a sufficient condition for existence of the periodic 
solution is

0 < kx < ln2 (2.44)
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Figure 2.10: stable and unstable oscillation in respect to system properties

This implies that for any positive feedback coefficient k, a time delay T can be chosen, for which 
there exists a zero frequency stable periodic steady mode of (2.42). Moreover the equation (2.42) 
has a countable set of steady modes in the interior of the strip |jc| <  (ekx *)/£. System (2.42) has 

unstable solutions x =  ±  1 /£, and unbounded solutions in the regions |x| >  l/k .

This means that the Cauchy problem (2.42) has a bounded solution if for any t E [0, t] , (r) | <  1.

This means that if 0(0) >  0, then

% ( 0 l  =  | - l  +  ( ^ (0 )  +  l)e*f| < l

The simulation of stable and unstable oscillation with respect to system properties is plotted in 

Figure 2.10. A stable periodic solution is obtained if and only if both conditions 0 <  kr < Ini and 

£1x0 (i) | <  I are satisfied and |x| <  A, otherwise the system has unbounded solutions.

Theorem 2.1. (Fridman, et al., [59], 1996) If condition (2.42) holds and |0(O)| <  then the 

solution X0(i) of (2.42) is bounded.

It is important to note that

• The condition (2.44) is a sufficient and necessary condition for relay delayed stabilization.

• The size of the domain o f  stabilization is proportional to the control gain.

Fridman, et al., [59], (1996) proposed the following algorithm for controlling the amplitude of 
the motion: since after a finite time all solutions coincide with the periodic solution, one can 

extrapolate the next zero for the periodic solution, and reduce the control gain near to the periodic 
solution zero. This algorithm requires the knowledge of the sign of the state variable with delay 
and only requires the stabilization condition (2.44) to hold. This algorithm is valid for any constant 

delay satisfying condition (2.44) and does not depend on the delay value.
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2.5 Conclusion

The basic concepts of sliding mode control have been reviewed. Notions of sliding surface and 
ideal sliding mode are introduced. A sliding mode may exist at the intersection of the discontinuity 

surfaces although it does not exist on each of the surfaces taken separately. It is shown the sliding 

motion equation can be obtained using hysteresis method, which leads to the concept of equivalent 
control. The main benefits of sliding mode control lie in the invariance properties and the ability 

to decouple high dimensional problems into sub-tasks of lower dimensionality. Several design 

procedures have been shown, which take advantage of the order reduction propeity to simplify 

the design. Imperfections in switching devices and delays induce a high-frequency motion called 
chattering, which prevent an ideal sliding mode from occurring in practice. Some solutions for 

reducing the chattering are introduced, among which the boundary layer approach is demonstrated 
to effectively implement a high gain continuous control. Specifically, time delay in relay control 

causes oscillations of finite frequencies around the sliding manifold. This motivates the main di­

rection of the proposed research which is to study the delay effects on the closed-loop performance 

when sliding mode control is used.

State feedback sliding mode control has been an intensive research area where many results are 

available. However in many practical situations, not all the states are measurable. Therefore an 

output feedback approach presents a more applicable and realistic choice for control design. In 

the next chapter problems in output feedback sliding mode controller design will be looked at. 
It will be shown that certain structural requirements are needed to formulate constructive output 

feedback sliding mode control design approaches. The limitations of the existing approaches due 
to their restrictions and inefficiency motivates the design of a more efficient SMOFC scheme to be 

presented in Chapter 6.



Chapter 3

Static Output Feedback Sliding Mode 
Control

3.1 Introduction

Most of the early theoretical developments in the area of sliding mode control for nominal lin­
ear systems with bounded uncertainty assume that all the internal plant states were accessible to 
the control law. Based on this assumption, many different techniques have been proposed to ad­

dress the two main design issues in any sliding mode scheme, namely the selection of a sliding 
surface which generates a stable reduced order motion satisfying the specifications imposed by 
the designer, and secondly the synthesis of a suitable control law so that the closed-loop system 

trajectories are forced onto and subsequently remain on the sliding surface. In this situation, no 
restrictive assumptions need to be imposed on the nominal linear system beyond Kalman control­

lability. Unfortunately, the assumption that all the states are available to the control law is limiting 
from a practical viewpoint. In practice, either an observer must be designed to provide an estimate 

of the internal unmeasured states or the design methods must be modified to make allowance for 
the fact that only a subset of the state are available for use in the control law. The latter has the ad­

vantage in that the static Output Feedback Control (OFC) case incurs less computational/hardware 
overheads than an observer-based approach. In section 3.2, problems in general static OFC are 
presented. This serves to introduce the static OFC sliding mode control design problem as given in 

section 3.3. In section 3.4, solutions of the existence problem are considered based on eigenvalue 

assignment, eigenstructure assignment and linear matrix inequalities. Section 3.6 shows control 

law design of four different forms and section 3.7 concludes the chapter.

32
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3.2 The general static output feedback problem

In this section, problems in general static output feedback control are formulated. Some sufficient 
conditions for pole assignment and eigenstructure assignment are presented.

The static OFC problem is one of the most important open questions in control engineering; see for 

example the surveys by Blondel and Tsitsiklis, [12], (1997), Bernstein, [10], (1992) and Syrmos, 

[63], (1997). Simply stated, given a linear time-invariant system, the static OFC problem is to find 

a static output feedback control so that the closed-loop system has some desirable characteristics, 
or to determine that such a feedback does not exist. Consider the time-invariant plant described by

x(t) =  Ax(t) + Bu(t), y ( t )= C x(t ) (3.1)

under the influence of a static output feedback injection of the form

u(t) = Fy(t) (3.2)

where x(t) e  It" is the n— dimensional state vector, u(t) e  R m, y(t) € 1R/'. The closed-loop system 

is
x = (A + BFC)x{t) (3.3)

The problem of output feedback requires the selection of a constant feedback gain matrix F to 
achieve various closed-loop properties. It is well known that the system (3.1) is stabilizable via 
state feedback, where C =  /, if and only if there exist matrices P >  0 and K , of compatible dimen­

sions, such that
P(A + BK) + (A+BK)r P < 0  (3.4)

Multiplying (3.4) from both sides by W = P~] then

(A + BK)W + W{A + BK)t < 0  (3.5)

Defining L =  KW  the last equation becomes

AW + WAt + BL + LtBt < 0 (3.6)

In fact, it is a well-known result (Boyd, et al., [15], 1994) that the LMI (3.6) is feasible in the 

variables (W,L) if and only if the pair (A,B) is stabilizable, and in this case the state feedback

u = LW~'x

stabilizes the system (3.1). To find a solution to this problem or to declare the problem unfeasible, 
if solutions do not exist within a given precision, is a simple task that can be easily carried out 

with efficient algorithms (Boyd, et ah, [15], 1994). For the static output feedback problem, (3.5)
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translates into a requirement to find a solution of F so that the inequality

(A + BFC)W + W(A + BFC)t < 0 , W > 0 .  (3.7)

holds. The problem of numerically solving the above matrix inequalities, for W and F, is in fact 
a very difficult one because it is not convex in general. Syrmos, [63], (1997) concluded that the 
problem of static OFC is still open despite the availability of many approaches and numerical 

algorithms. This statement is justified by the fact that no testable necessary and sufficient condi­

tions exist to verify the stability of a given system using static output feedback, and that numerical 

algorithms cannot be shown to be convergent in general. Moreover, recent results from the the­

ory of computational complexity suggest that numerical algorithms that work well on small-sized 

problems may fail as the problem size increases.

For the solvability of the static OFC problem Abdallah, et al., [1], (1991) showed that minimum- 

phase (the finite zeros are stable) and relative degree conditions are necessary and sufficient for 
a square system (i.e. same number of inputs and outputs) to be strictly positive-real using static 
output feedback. One of a few systematic approaches that have been developed is the pole place­

ment method. The method seeks to select the gain matrix F in (3.2) such that the poles of the 

closed-loop system (3.3) are placed at desired locations. In (Herman and Martin, [85], 1977) a 
necessary and sufficient condition for generic pole assignability with a complex gain matrix F was 

established as
mp > n

However, simple counter-examples show that this is only necessary for the case of real F Willems 
and Hesselink, [142], (1978). Davison and Wang, [23], (1975) and Kimura, [93], (1977) showed 

that under the conditions (A, B , C) is minimal with B and C of full rank, then min(rc, m + p — 1) 

poles are assignable generically (i.e. for almost all A, B and C). This translates into the sufficient 

condition for generic pole assignability that

m + p > n + 1 (3.8)

In deriving the condition (3.8) Davison and Wang, [23], (1975) provide an explicit formula for 
construction of F in terms of various matrices constructed from (A, B , C) and the desired poles. 
Kimura [93], (1977) used a different approach which relates closely to the eigenstructure assign­

ment techniques. The eigenstructure assignment method for output feedback has been mainly de­
veloped based on some features preserved from the state feedback case. While the pole-placement 

problem for multivariable systems maybe complicated, Moore, [111], (1976) firstly showed that 
for state feedback, the problem of assigning both eigenvalues and eigenvectors has a straightfor­
ward solution. Given a symmetric set of desired closed-loop poles /i,-, i — 1 vectors v; and 

are found such that
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Then a state feedback gain K defined by

K vi U1

results in the closed-loop structure

\m I - ( A - B K ) ] v i  = 0, [ i = l , . . . , q ]

(3.10)

(3.11)

so that the v,- are assigned as the closed-loop eigenvectors for eigenvalues jifi.

There is some freedom in the choice of the v,-, but for a real K to exist they must satisfy

•  Vi€( j i4l -A) - l&[B].

a Vi — v* when pi = mu*j, (where denotes complex conjugation).

• v, is a linearly independent set.

The integer q may be taken equal to n, but any uncontrollable poles must be included in mu,, with 
the associated v,- satisfying wfv; ^  0, where w,- is the left eigenvector associated with p,. Note that 

(3.9) maybe written as the generalized Lyapunov equation

VJ — AV = —BU (3.12)

where
V = [v{ ... vq\, U = [u\ .. .  uq], J  =  diag(jUf)

Then (3.10) reduces to
KV = U

In the case of output feedback, Bengtsson and Lindahl [7], (1974) assumes that a state feedback K  

which places both eigenvalues and eigenvectors has been selected for (3.10) by some procedure. 

Then, a method is given to find an output feedback gain F that preserves some of the poles of 
(.A BK) in (3.11). Although eigenvector assignment was not specifically addressed, the technique 

involves in fact preserving the eigenvectors v,- associated with the modes q,-, i=  l , . . . ,q .  Indeed, 
although

FC = —K

may have no solution F, the reduced equation

FCV = - K V

may have a solution, so that (3.11) becomes

[P iI-(A -BFC )]v i  = 0, [i=  1, . . . ,  q]
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In (Srinathkumar, [133], 1978), the technique of (Moore, [111], 1976) was extended to output 

feedback, essentially by replacing (3.10) with

FCV = U

From that work, it is clear that
ma \[m ,p)

poles are assignable by this method. The algorithm given assigns p  — 1 poles, and an additional 

procedure was given to assign a total of

min (n ,m + p  — 1)

poles generically. The limitation of the design approaches is that although a given number of poles 
is generically assignable by the above approaches, nothing is known of the remaining closed-loop 

poles, which may be unstable (Syrmos, [63], 1997).

It is clear that given a controllable-observable system (A, B, C), then for “almost all” (B, C) pairs, 

min(n, m + p — 1) poles can be assigned arbitrarily close to the specified values by using output 
feedback. In solving the problem of simultaneous assignment of eigenvalues and eigenvectors 
using output feedback, it is required that the eigenvalues of the closed-loop system are distinct and 

different from any eigenvalues of the open-loop system. It is clear that the problem of static output 
feedback is still open. No organized design approach exists except for generic pole assignment 
which provides algorithms for design. Unfortunately, the generic pole assignment problem is too 

restrictive and the decision methods are computationally inefficient. The following sections will 

present the static OFC problem as encountered in sliding mode control design.

3.3 The sliding mode static output feedback control problem

Consider a class of uncertain dynamic systems modeled by the following equations

x(t) — Ax(t) +B(u{t) + f( t ,x ,u ) ) ,  y { t)= C x(t) (3.13)

where x(t) e  1R” is the n— dimensional state vector, u(t) £ R"', y(t) £ 1RP, f ( t ,x ,u )  is some un­
known bounded function and constant matrices A, B and C are of appropriate dimensions. The 
vector f ( t ,x ,u ) represents the lumped nonlinearities and/or uncertainties of the system. Initially 
the intention will be to explore when the static output feedback sliding mode control can be em­

ployed. A control will be sought which induces an ideal sliding motion on the surface

y  = { x e R n : s(t) = FCx(t) = 0} (3.14)
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where F is an m x p  real parameter matrix to be designed (White, [141], 1990; Edwards [28], 
2001). To facilitate the following analysis, assuming f ( t ,x ,u )  = 0 , El-Ghezawi, et al, [34], (1983), 

Zak and Hui, [148], (1993) showed that the dynamics of the system (3.13) and (3.14) is determined 

by the zeros of the system triple (A,B,FC). This can be seen as follows. An equivalent control is 

derived by setting
s(t) = 0

with respect to (3.13) for all t > to, where to is the time at which switching surface is reached. 

Therefore
s(t) = FCAx(t) +  FCBu(t) = 0 (3.15)

This results in the equivalent control law

ueq(t) = —(FCB)~1FCAx(t) (3.16)

which exists uniquely if FCB is nonsingular. This implies that F is chosen to have full row rank 

and
JS[F]n&[CB] = 0

Assuming rank (CB) — m since F is a design parameter, the restriction that FCB must be nonsin­

gular can be satisfied. Substituting (3.16) into (3.13) the behaviour of the system in the sliding 

mode is governed by

i x(t) =  [/„ - B(FCB)-'FC}Ax(t) = Aeqx(t) (3 [?)
\  FCx(t) =  0

The eigenvalues of Aeq whose corresponding eigenvectors v,- satisfy

FCvi =  0

are system zeros (El-Ghezawi, [34], 1983). The dynamics of the system (3.13) and (3.14) is 

determined by the zeros of the system triple (A, B, FC) denoted by Za p ,fc- Switching surface 
design can be viewed as choosing an output matrix FC so that the system (3.13) and (3.14) has a 
desired set of system zero locations which in turn govern the dynamics of the system when sliding 

along FCx(t) = 0.

If p = m, then F is a nonsingular transformation of the switching surface Cx(t) = 0; hence the 

switching surface dynamics FCx(t) =  0 is invariant with respect to F (DeCarlo, et al., [24], 1988). 
This means output regulation requires that all the system zeros be located in the open left half 
complex plane. On the other hand, if p > m then it can be seen that the switching surface dynamics 

depends on oY[F\. For singular cases when det(CB) =  0, then the equivalent control is either not 
unique or does not exist (Utkin, [139], 1977). When the equivalent control does not exist sliding 

modes cannot appear, and the state leaves the intersection of the discontinuity surfaces.
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It has been shown in this section that the dynamics of the static output sliding mode control is 
governed by the zeros of the system triple (A , B, FC). Conditions for a unique equivalent control 

to exist are presented. When there are an equal number of inputs and outputs, i.e. m =  p, the 

dynamics on the sliding surface (3.14) are shown to be independent of the choice of output gain 

matrix F. The next section reviews some conditions which must hold if a sliding surface dependent 
upon the plant outputs alone is to be developed. It will be shown that the system zeros are the 

eigenvalues of a reduced order matrix which determines the dynamics in the sliding mode.

3.4 Sliding surface design techniques

This section describes some procedures for sliding mode output feedback control (SMOFC) for 

a class of multivariable linear time-invariant systems. The equivalent control method of (Utkin, 

[136], 1992) in the output feedback mode yields a reduced-order system exhibiting output feedback 
equivalent dynamics. Using the Kimura-Davison sufficient conditions mentioned before for pole- 

placement, some sufficient conditions are derived to assign the eigenvalues of the reduced-order 
system. The observability and controllability of the reduced system is discussed. Switching surface 
design algorithms based on eigenstructure assignment and linear matrix inequalities techniques are 

further discussed.

3.4.1 Pole placement

In (El-Khazali and Decarlo, [37], 1995) a sliding surface was chosen as in (3.14). Assume system 
(3.13) exhibits the following regular form (Utkin, [136], 1992)

X\(t) An A]2 x\{t) _L 0

. *2(0 . _ A2i A22 _ x2(t) _
1

. ß 2 .

y(t) Ci c 2
x\{t) 

X2 (t)
(3.18)

where B2 £ Rmxm is nonsingular, x\ (t) £ R" m, jt2(i) £ Rm. The dynamics of the system (3.13) 
when on the sliding surface (3.14) is

u ( 0  =  (^n  ~ A \ 2KC\)x\(t) (3 19)
y(t) = ( I - C 2K)Clx l (t)

where K =  (FC2)_1F. Switching surface design in (Zak and Hui, [148], 1993) and (El-Ghezawi, 

et ah, [34], 1982) then reduces to choosing the desired poles (Ai, • • •, of the reduced order 
system (3.19), which are known to correspond to the system zeros of the plant (A, B, FC) in (3.13) 
and (3.14). Prior to satisfying the ‘Kimura-Davison’ conditions (3.8), the sliding function gain F
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in (El-Khazali and Decarlo, [37], 1995) was chosen with the assumption

KC2 = Im (3.20)

where C2 G Rpxm in (3.19) is full rank for assignability of the closed-loop poles. Under this 
assumption there exists a matrix T G R'«x(p-«d so that the poles of (3.19) as given by

A (A n - A n T Q )  (3.21)

can be assigned arbitrarily, where An =  An — A ^ C ^ C j, C\ = M 1 C\, where C^L G R'nxp is a 
left pseudo-inverse of C2 with M  e  RPx(p_"0 a full rank left annihilator of C2. The reduced order 

control gain in (3.19) is then constructed as

K = C2 L + TMt (3.22)

The structural constraint in (3.20) and (3.22) limits the available feedback. This limitation was 

realised by El-Khazali and Decarlo, [37], (1995) who explored the freedom remaining to assign 
eigenvalues to the reduced order system (3.19). However the design freedom is based on assump­

tions that (A, B, C) is both observable and controllable, (Q , A n) observable and A ¡2 full rank.

The approach by Edwards and Spurgeon [29], (1995) has much more in common with El-Khazali 
and Decarlo, [37], (1995) in that both require transformation to regular form. The approach by Ed­

wards and Spurgeon, [29], (1995) relies on establishing a classical output feedback pole placement 
problem for a given subsystem obtained from the original state space matrices. If rank(CB) =  m, 

it can be shown that there exists a coordinate system in which the triple (A,B,C ) has the structure

’ A,, Al2 0
, C =

r -,
, B = 0 T

. A2\ A22 . B2
(3.23)

where T G R pxp is orthogonal. The difference of this transformation (3.23) from (3.18) in (El- 

Khazali and Decarlo, [37], 1995) is that the sub-block An in (Edwards and Spurgeon, [29], 1995) 
has the following particular structure

An
A 0 A ° /111 ^12
0 An

(3.24)

where the eigenvalues of Ajj G R rx,‘ are the invariant zeros of the system. The reduced order 

dynamics of the sliding motion is governed by

A(An —A|2KCi ) =  A (A ?,)uA (A ii- B \K C X) (3.25)

Ci ^ ( p —m) X (n—p —r)

where
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B\ represents the last n — p — r rows of the matrix 4 12 in (3.23). If the invariant zeros all lie in the 

open left half plane and the triple (A, B, C) is controllable and observable, i.e. (An, B\, Ci) are 
also controllable and observable, given Kimura-Davison conditions are satisfied for (An, B\, C\) 

then the reduced order dynamics (3.25) is output feedback pole assignable.

Remark 3.1. Partition the output matrix in (3.18) so that

C, C2 0 Ti \T2

where

T\ T2 = T

and T is defined in (3.23). Then it can be shown (Cj, An) in (3.21), which is required to be 
completely observable by El-Khazali and Decarlo, [37], (1995), is identical to (Ci, A n) in (3.25) 
(Edwards and Spurgeon, [29], 1995) which is not completely observable due to the stable invariant 

zeros. Therefore the result by El-Khazali and Decarlo, [37], (1995) does not apply to systems with 
invariant zeros while result by Edwards and Spurgeon, [29], (1995) does. The attractive feature of 
the approach by Edwards and Spurgeon, [29], (1995) is that a standard classical output feedback 

problem appears. Whilst solving this is still very much an on-going area of research (Syrmos, 

et ah, [63], 1997), many existing software/design packages which address this problem can be 

employed directly.

To conclude, in solving the existence problem for a stable sliding surface design, pole assignment 
method is used prior to satisfying Kimura-Davison conditions to achieve a prescribed spectrum 
for a restricted class of output feedback matrices. The designs discussed all assume the system 
can be transformed into regular form. Even if the system meets the desired structure, some design 

techniques will only terminate satisfactorily for a specific class of switching surface.

3.4.2 Eigenstrucuture assignment

For multi-input systems, feedback control laws can yield identical eigenvalues while yielding radi­
cally different eigenvectors (Srinathkumar, [133], 1978). The eigenvectors determine the influence 

of each eigenvalue on each state variable response during transient period. Eigenstructure assign­
ment, which assigns both eigenvalues and eigenvectors simultaneously, has been used for sliding 

surface design, which does not require to first determine the reduced order output feedback matrix 

K in (3.25).

In (El-Khazali and Decarlo, [37], 1995) an eigenstructure assignment approach is given involving 

assigning the zeros of the equivalent system (3.17) or the reduced order subsystem

A;V; =  (An — Ai2KCi)v/, for i — l , . . . , n  — m. (3.26)
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where v; denotes the n — m eigenvectors cooresponding to the n — m zeros of the triple (A.B.FC) in 
(3.17), associated with A;. Once all the eigenvectors 7^ are chosen properly such that JF[C\ C %  

then there always exist a full row rank matrix F such that

Fcyd = [o]

Zak and Hui, [148], (1993) proposed another eigenstructure design of the system (3.13) without the 

need to attain the regular form structure. Assumptions made on the system (3.13) are as follows:

a There exists a known nonnegative scalar function p ( - ) : ]R x RT —> R  such that \\f(t,x, w)|| <

• The pair (A, B) is controllable and the pair (A, C) is observable with the matrices B and C 

being full rank.

• that is, the number of output channels is greater than or equal to the number of inputs, 

and rank (CB) =  m.

Necessary and sufficient conditions were given such that designing a suitable sliding matrix is 
equivalent to finding a matrix W G R"x("“m) 0f full rank such that:

1. & p v\n & [B ]= o .

2. & \A W -W J \c & [ B \ .

3. rank(CVT) — p — m.

where matrix J  =  diag{Ai, . . . ,  A„_,„} represents the n — m distinct eigenvalues of (3.17).

Lemma 3.2. (Zak and Hui, [148], 1993) Suppose the nominal system is both controllable and 

observable, then there exists a matrix S G lR,mx'!, where S = FC so that

(i) The system x = Ax T Bu restricted to the surface Sx = 0 has n — m prescribed distinct, 

nonzero, real eigenvalues Z \ , . . . ,  A„_m,

(ii) SB is nonsingular,

if and only if  there exist full rank matrices W G R"x("~m), Wg G R('!_m)xn so f}mt

(Hi) W = V „ „ W«B = 0 and WgAW = diag( A ,,...,A „_m).
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Since /  is full rank then there exists a full rank matrix W so that

[I„ -  B{SB)-]S]AW = WJ (3.27)

Thus,
,SW./ =  S [/„ -ß (S 5 )_1S]AW =  0 i.e. SW = 0

since J  is nonsingular. Given condition (//), then

&[B]n&fw} = o

Since B, W has full rank, the matrix [B W] is invertible with its inverse col{fig, W8} where Wg 

and B8 denote the generalized inverses of W and B, respectively with the properties

BsB = Im, BSW = 0, W"B =  0, and W8W = In- m

Premultiply (3.27) by W8 to obtain W8AW = J  condition (Hi) is proved. Since

WgB = 0 and ¿%[AW -  WJ] C 0g[B]

it follows that
W"AW = J

The above discussion gives precise conditions for the existence of a stable switching surface. It 
is reasonable to assume that if a switching surface does not exist for the state feedback case, then 
solution to the existence problem with output feedback would be equally impossible. Therefore 
Zak and Hui, [148], (1993) assume that a state switching surface can be designed on which the 

nominal system has the desired eigenvalues. It is shown C, S exist such that FC = S is solvable if 

and only if
rank (C IP) =  p  — m

For S = FC to be full rank, F must also be full rank m since

F(CW) = SW = 0

therefore
rank(CW) <  dim cF[F] — p  — ni

On the other hand, by Sylvester’s inequality (F.R. Gantmacher, [63], 1959)

rank(ClP) >  rankC +  rankiP — n =  p + n — m — n — p — m (3.28)

Thus, rank(C)F) =  p — m.

The approach by Zak and Hui, [148], (1993) introduced a sliding surface design without the need
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to acquire regular forms. However, the problem of computing the matrix W, which is in itself
nontrivial, is not addressed. Another problem of their design is that the uncertainties in the system
must be bounded by a known function of outputs which excludes some possible uncertainties in the 

A matrix. K. Shyu, et al., [126], (2000) extended the sliding surface design technique developed 

by Zak and Hui, [148], (1993) to systems with mismatched uncertainties appearing in block A. 

Consider the following uncertain system

x(t) = (A + AA)x(t) + B (u (t)+ f( t ,x ,u ))  (3.29)

y{t) — Cx(t) (3.30)

where ||/( i ,.r ,h)|| <  &/ +  &m||;t||, kf, km are constants. It is assumed that the pair (A, B) is control­
lable, S exists (Zak and Hui, [148], 1993) and the equation S = FC is solvable. System (3.29) and 
(3.30) is transformed with the transformation matrix M  =  col{fkg, 5} where S =  Bs is selected, 

into the following form

z(t) = W8(A + AA)Wz{t) + Wg{A + AA)Bs(t) (3.31)

s{t) = S(A + AA)Wz(t) + S{A + AA)Bs(t) + u(t)+ f{-)  (3.32)

where z{t) = VFgx(i) and s(t) =  Sx(t). Then the stability of the sliding mode dynamics is proven 

by taking the Lyapunov function, V = zTPz corresponding to (3.31) where the uncertainties are 

bounded by ||AA|| <  ka with ka < - X min(J)/(\\PW8\\ ||VT||), A,„,•„(/) denotes the minimum eigen­
value of J  in (3.27). Using the equivalent control method, sliding surface can be written

s(t) — s(t) =  0

select

P — diag{A,„/„(7)/Ai, •••, Kiin{J)/K-m} (3-33)

and use the fact WgAW =  7, then it follows

V =  zt { J t P +  P J)z +  2 ztPWsAAWz

< zt ( Jt P +  PJ)z +  2 \\AA\\\\z\\2\\PW8 \\\\W\\ (3.34)

It follows from (3.33) that

J 1 P 4- PJ =  diag{2A,mn(J ), 2Am;>!(7), . . . ,  2A„„>,(7)}

Then it is obtained
V < 2K in(J)\ \z \\2 + 2ka\\z\\2\\PWg\\\\W\\

So, the dynamics of the sliding mode is stable for the uncertain system (3.30) if

ka < - K i n ( m P W g\\\\W\\)
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The approach by K. Shyu, et ah, [126], (2000) allows mismatched uncertainties to be incorporated 
in the system matrices and transformation to regular form is not needed, but again the procedure 
to compute the matrix W is not given.

Eigenstructure assignment for sliding surface design has been proposed. The approach in (Zak 

and Hui, [148], 1993) does not require the system to adopt regular form and the sliding surface is 
designed without the need to first construct the control gain matrix. However the uncertainties in 

the system must be bounded by a known function of outputs which excludes controller design with 
uncertainties in the state matrix A. Shyu, et ah, [126], (2000) showed the results in (Zak and Hui, 
[148], 1993) can be extended to systems with uncertainties in A. Despite the attractive features 
of these approaches, no efficient constructive procedure has been developed for controller design 

using this methodology.

3.5 Linear matrix inequalities for sliding surface design

Linear matrix inequalities (LMIs) have emerged as a powerful formulation and design technique 

for a variety of linear control problems (Boyd, [15], 1994), (LMIs) (Choi, [19], 2002) and (P.G. 
Park, et ah [116], 2007). Since solving LMIs is a convex optimization problem, such formulations 
offer numerically tractable means for tackling problems that lack analytical solution. An LMI can 

be defined as a constraint of the form:

A{x) — Ao -\-x\A\ + . . .  -\-xmAm <  0 (3.35)

where x — [x\,... ,xm\T is a vector of unknown scalars, Aj are given symmetric matrices. The 
convexity of LMI 3.35 on x  implies that

if A(x) < 0, B(y) < 0, then A(z) < 0 , Vz =  9x+  (1 -  9)y, 0 <  0 <  1. (3.36)

Scherer, et ah [122], (1997) gave an overview of an LMI approach to a multi-objective synthesis 
of linear output feedback controllers. The design objectives can be a mix of H„ performance, H2 

performance, passivity, asymptotic disturbance rejection, time-domain constraints, and constraints 
on the closed-loop pole location. In addition, these objectives can be specified in different channels 
of the closed loop system. When all objectives are formulated in terms of a common Lyapunov 

function, controller design amounts to solving a system of linear matrix inequalities.

In order to find a stable sliding surface under output feedback, (Edwards and Spurgeon, [32], 2003) 
proposed is to find a symmetric positive definite matrix P for the reduced order system (3.25) so 
that the following inequality

P(Àn — B\KC\) +  (An — B\KC\)TP < 0 (3.37)
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holds. The inequality is of the same structure as (3.7); it is not convex in terms of Pi and K. 
Many different LMI approaches have been investigated for the solution of (3.37) (Cao, [ 16], 1998), 

(El Ghaoui, [66], 1997). Benton, [9], (1998) advocate synthesizing a symmetric P such that the 

following LMIs, which are convex in P

P ( i n + £ , % )  + ( in + P ,/G / )P  < 0, (3.38)

P(i n  + À Tn P - c C \ C x <  0 (3.39)

hold for some o  >  0. In inequality (3.38), the gain Ksj  := —Ë] P\t are = —KC\ where Pj, are is the 

stabilising solution to the algebraic Ricatti equation:

P\, areÂ 11 + if iP l ,  are ~~ P\, areB\B\P\, are — ~~Q (3.40)

where Q — £l and e >  0 is a small design scalar. The given constrained LMIs are difficult to solve 
and the solution method of (Benton, [9], 1998) is conservative in the sense that infeasibility of the 
inequalities (3.38), (3.39) with respect to P and a  does not imply (3.37) is infeasible.

Choi, [19], (2002) considered output feedback control of the following system with mismatched 

uncertainties, where constrained LMIs are developed in regular form.

x{t) = [A + AA(t)]x{t) + [B + AB(t)]u(t)+f(x,t)  

y(t) =  Cx(t)

where ||AA(f)|| <  a with a a known nonnegative constant, AB{t) = BE(t) with ||P(i)|| <  yr <  1. 
Defining the sliding surface as (3.14), let <j> e  be any full rank matrix such that

BT(t> = 0 and then (ptf)7 +B(BTB )-XBT = 1 (3.42)

By using the equality (3.42) the uncertain system (3.41) is rewritten as

x(t) =  [A +  (j) (f)T AA(t)]x(t) +B[u{t) +  {BTB ) - xBTAA(t)x(t)+E[t)u(t)+f(x,t)]  

y(t) = Cx(t)

The regular form approach is used to partition the original states x in (3.41) into x i, X2, where

i l  =  (<$>TA<\> -  <pTABFC<\>)xi

governs the reduced order dynamics of the sliding mode.

When <j)TAA(t) =  0, the system includes only matched uncertainties. The problem is to find a 
positive-definite matrix Xq such that

(<pTA<i) -  (¡)ta b k )Xo+ x 0(<ptA(I) -  4)ta b k )t < o
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where K = FC(f>. It has been shown that the sliding surface FCx = 0 is stable if the following 

constrained LMI has a solution pair (X,F)

<f>T(AX + XAT)(j) <  0, X > 0 , Bt = GCX. (3.44)

When (f)1 AA(t) ^  0, i.e. mismatched state space model uncertainty, the following constrained LMI 

guarantees a stable sliding mode

’ cp 0 
0 I

X > 0 ,  Bt = FCX.

AX + X A t + a l aX

---
--

1
-o- o

 (

< 0
aX —al o / (3.45)

Choi, [19], (2002) gave an algorithm to construct the solution pair (X,F),  however the solvability 

of the constrained LMIs (3.44), (3.45) is difficult.

Another approach which neither requires any coordinate transformation nor involves solving a 

OFC problem is introduced in (Xiang, [145], 2006). Solutions are obtained through the Iterative 

Linear Matrix Inequality method (ILMI). Consider the uncertain system (3.29) and (3.30), where 

AA =  DRE, R is unknown but bounded by \\R\\ < 1 and D, E are known matrices of appropriate 
dimensions. It is assumed that the matrix pair (A, B) is controllable and rank(CB) = m. Defining 

the sliding surface as (3.14) then system (3.29) and (3.30) can be transformed by

Zl b ±t

. Z2 . (b t b )~ 'b t
(3.46)

where B1 denotes the orthogonal complement matrix of full column rank of matrix B, i.e. BL l BL = 

I and MM1 =  0, into

¿1

¿2

b l t (a + a a )b -l

(BtB)~1Bt (A + AA)B1

B± t (A + AA)B 
(BtB)~1Bt (A + AA)B

z\ o’
+

Z2_ /
( « + / ) (3.47)

The sliding surface in the new coordinates is

s = FCB±z i +FCBz2 (3.48)

Thus, on the sliding surface the dynamic of the system becomes

zi = B x r (A +  AA)0zi (3.49)

where 0  =  BL — B(FCB)~lFCBJ~. It was shown that there exists a sliding surface matrix F such 
that the reduced-order system (3.49) is asymptotically stable for all admissible R if and only if 

there exist symmetric matrices Q\ and <32, and a positive scalar p  such that the following matrix
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inequalities hold.

e = B xe .f l± r + c r e 2c > o  (350)
QA +  Ar Q + n ~-1 QDDt Q +  ¡iEr E -  QBB1 Q + a I <  0

Although (3.50) consists of two simple inequalities, it is not easy to solve because of the negative 
sign term in the inequality, (3.50) can not be simplified to LMIs. The problem has been dealt 

with using the ILMI approach. Similar approach can be found in (Cao et al., [16], 1998). Even 

though only the original system was involved in the design, the feasibility of the ILMI algorithm 
depends on the selection of initial values for given design parameters and the LMIs in the synthesis 
methodology are relatively complex.

Eigenvalue assignment methods have been considered for SMOFC in (El-Khazali and Decarlo, 

[37], 1995), (Edwards and Spurgeon, [29], 1995) which only assign the prescribed spectrum of 

the sliding mode dynamics to a restricted class of systems. An eigenstructure assignment method 

is considered in (El-Khazali and Decarlo, [37], 1995), (Zak and Hui, [148], 1993) and ( Shyu, et 
ah, [126], 2000). The method yields a sliding surface design without the need to first construct 
the control gain matrix. However computational efficiency for the solution is low and no system­
atic procedure is available. Edwards and Spurgeon, [32], (2003), Choi, [19], (2002) and Xiang, 

[145], (2006) considered solving SMOFC problem in the framework of LMIs and ILMIs. How­

ever the constraint LMIs are difficult to solve. As shown in (Edwards and Spurgeon, [32], 2003) 
all the above methods for the existence problem are, in fact, equivalent to a OFC problem which is 

consequently more difficult to solve and still represents an open problem.

3.6 Control law development

Output feedback is much simpler to implement than either full state feedback or estimated state 

feedback; however, satisfying the reaching conditions is not a straight forward problem in the 

domain of output feedback in sliding mode control. The problem can be stated as follows; once 

a stable sliding surface has been designed, the next step is to determine a switched control based 
on output information only that drives the system’s output trajectories from (3.13) onto the sliding 
surface (3.14). As mentioned before the equivalent control ueq =  — ( F C B ) [FCAx in (3.16) alone 
would cause the system’s output trajectories (3.13) where /(•)  =  0 to slide onto a hyperplane 
parallel to the switching surface. However in the context of output feedback it is shown to be 

impossible to design ue<l depending on the output variables (R.EL-Khazali and R. DeCarlo, [37], 

1995). If there exists a real matrix G G W ’xp such that CA = GC then one can write

ueq = — (FCB) ~ lFGCx = -{FC B)~xFGy

and the equivalent control in this case is an explicit output feedback control (Zak and Hui, [148], 
1993). A necessary and sufficient condition for the existence of G was given in (R.EL-Khazali and
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R. DeCarlo, [37], 1995), in which it was shown there exists G e  R px/; such that

CA = GC

if and only if

AV0 C V0 (3.51)

where Vo =  CF[C\. Let Vo =  [vj, . . . ,  v„_p] be a matrix whose columns are bases for Vo, then

CA[Ct Vo] =  [CACt 0]

Thus (3.51) is solvable for G = CACT(CCT )_1. Suppose GC =  CA then

GCV0 =  CAVq =  [0]

This implies that Ti?[AVo] C Vo or AVo C Vo- So the satisfaction of the condition (3.51) implies that 
Vo is A-invariant, i.e. for G to exist such that GC = CA, the pair (C, A) must be unobservable. 
Since (C, A) is observable by hypothesis, no G exists such that GC =  CA, i.e. the equivalent 
control can not depend explicitly on the output variables. In deriving a suitable control law for 

system (3.14) with disturbance /(•)  non-zero, a common control structure is

u ( t )  =  U l ( t )  +  Un ( t ) (3.52)

where «/ is a linear control, un is a discontinuous switched component with respect to the sliding 

function. The coordinate change z —> T\x is convenient for system (3.23), where

I,i—m 9 
KC\ Im

Then the system triple (A, B,FC) has the property that

^11 A12 0 -I
Ä =

Ä21 Ä22
, B =

B2
, FC = 0 hn (3.53)

where An =  An — A\2KC\, A2\ = A211 A212 and C =  [0 T}. Several different control laws
from the literature will now be analyzed which determine the degrees of freedom in selecting the 

controller to satisfy the reaching condition

sTs < 0

To assure the attractiveness of the sliding'surface, it is sufficient that the following holds

s' s = sr FCx =  sT[FCAx + FCB(u + f(t ,x ,u))\  = s1 [FCAx + u+  (FCB)f(t,x,u)] < 0  (3.54)
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where u = FCBu, for system (3.13), (3.14). To synthesize an output feedback control in the pres­
ence of the state dependant term FCAx in (3.54), Zak and Hui, [148], (1993) proposed a control 

law based on the structural constraint

FCA = MC so that FCAx = MCx = My (3.55)

where M  e  IRmxp is a design matrix. Then (3.54) will take the form

sTs = sT[My + u + (FCB)f(t,x,u)\ < 0

Let (M)i and {FCB), denote the /—th rows of the matrices M  and FCB, respectively. If the entries 

u) and uj  are chosen to satisfy

u j  < —{M)iy— (FCB)jf(t,x,u) if s, > 0,
ÜJ < —(M)iy -  (FCB)if(t,x , u) if s,- <  0,

then the sufficient condition for the existence and reachability of the sliding mode are satisfied. 

The existence of M  can be seen as follows. Let the row space of FC be spanned by a set of m left 

eigenvectors of A labeled v i, . . . ,  vm. Assume there exists a nonsingular matrix N  such that

vi Vl
NFCA = A =  A = ANFC (3.57)

Vm Vm

where A =  diag{X\ , . . . ,  Am}. Then

FCA = N ~x AN F C =  N~x AN F C

where M — N  ’ANF.

Since no solution procedure was given in (Zak and Hui, [148], 1993) to compute the matrix N  
the structural constraint (3.55) is therefore hard to satisfy. In addition, the uncertainties /(•) in 

system (3.13) must be bounded by a known function of outputs which excludes some possible 
uncertainties in the A matrix. If (3.55) is not satisfied then only local stability can be achieved.

Kwan, [102], (1996) proposed a method to estimate the unmeasured states so that the structural 

constraint (3.55) can be released. However the method is only applicable for Single-Input-Single- 
Output (SISO) systems and the resulting controller becomes a dynamical one. This can be seen 

as follows. Differentiating the sliding variable (3.14) with respect to the system in regular form 

similar to (3.53), then
s = FCx = Mz\ + N s + B 2u (3.58)

where M  is a matrix of appropriate dimension, N, B2 are scalars, depends on the unmeasured states 
in z\. To avoid the measurement of the states, Zak and Hui, [148], (1993) proposed the structure
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constraint (3.55). The dynamic controller in (Kwan, [102], 1996) is a function of

w(t) = —X,nw{t) + y\s{t)\

u(t,x) —» u(t,y,w), where A„, is the smallest eigenvalue of a reduced order sliding mode dynamics, 

y is a positive number, which bounds z\ (t) from any initial condition onwards. Therefore the 

measurement of zi is avoided.

Since the work originally proposed in (Zak and Hui, [148], 1993) is to choose a sliding surface 

s(t) = Fy{t) =  0 such that the poles of the sliding dynamics are assignable, the fact that the dynamic 
controller given in (Kwan, [102], 1996) is only applicable for SISO systems means there is no 

degree of freedom for choosing these poles through F. Indeed, since y (and also s(t)) is a scalar, 

F can not be but a trivial l x l  matrix and, essentially, s(t) — y{t) =  Cx(t). This implies that the 
sliding mode dynamics is just the zero-dynamics of the system. Therefore, the poles of the sliding 

mode dynamics can not be changed and are simply the zeros of the system. In (Kwan, [103], 2001) 

the result for SISO problems is generalized to Multi-Input-Multi-Output (MIMO) systems which 

allows pole assignment and guarantees global stability.

In (Heck and Ferri, [83], 1989 ), (El-Khazali and Decarlo, [36], 1992), (Bag, et ah, [2], 1997) 
another form of the linear control «; is suggested as

ui{t) = -(F C B )~xFCANy(t) (3.59)

for system (3.13) where N E IR,"**’, instead of the ueq in (3.16). It is argued that to induce a sliding 

motion, N  should be chosen so that the inequality

xr (t)CTF TFCA{I — NC)x(t) < 0 (3.60)

Heck, et ah, [84], (1995) showed the solution for (3.60) can be found by applying two numerical 

methods, which are the Cutting Plane Method (Kelly, [91], 1960) and Interior Point Methods 
(Boyd, [14], 1993). The design is formulated in a way that the existing convex optimization 
techniques used in the solution of LMIs can be used to solve (3.60). The advantage of the design is 
that a low gain controller can be produced with which the sliding surface is reached infinite time.

In (Edwards and Spurgeon, [31], 2000) it is argued that a necessary and sufficient condition for 

(3.60) to be satisfied is that A211 =  0 when system (3.13) is put in regular form (3.53). In this case 
an appropriate choice of the controller design parameter is N T = [0 T], where T is from (3.23). 
Generally, A211 will depend on the choice of the sliding surface, and so a further constraint on 
the choice of F is imposed. As a result of this constraint on the system structure it was shown 
in (Edwards and Spurgeon, [31], 2000) that if the triple (A, B, C) has transmission zeros it is 
not possible to select the design parameters in control law (3.59) to make the switching surface 

globally attractive. Therefore the control law (3.59) contradicts the usual design approach in which 
the switching function is chosen independently of the controller structure.
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Based on the existence of the sliding mode, Edwards and Spurgeon, [29], (1995) proposed the 
linear part of the control as

ui = —yFy, where y >  0 (3.61)

For a large enough scalar y it can be shown that a sliding motion is obtained in finite time from 
any initial condition. However the reachability condition s7 s < 0, where s(t) = Fy(t), only holds 
in a compact domain around the origin. Outside this domain the controller behaves as a variable 

structure controller with the property that it forces the state trajectories into the invariant domain 
(sometimes refered to as the ‘sliding patch’) in finite time. Inside this domain the reachability 
condition sTs < 0 holds and so sliding occurs in finite time.

A similar control structure was proposed in (Edwards, et al., [28], 2001) as follows

u, =  Gy (3.62)

where G =  [Gi G2] f  _1, G\ G R mx(P~m\  G2 £ Rmxm, T  is a component of C in (3.53). In this 

control structure the sliding patch also exists, however the problem was formulated in terms of LMI 
where additional requirements can be incorporated within the LMI such that the eigenvalues of the 

transformed closed-loop system can be placed within standard convex regions of the complex plane 
such as circles, strips and cones (Chilali and Gahinet, [18], 1996), (Gahinet, et al., [62], 1995).

So far, numerical methods to design control laws based on output information only, which ensure 

a sliding mode is attainted, have been explored. Two types of control law designs are introduced 

in (Zak and Hui, [148], 1993), (Kwan, [102], 1996) and (Heck and Ferri, [83], 1989 ) for SMOFC, 
which ensure the reachability of the sliding surface from any initial condition. Some structural 

constraints required is seen to be conservative and difficult to satisfy in terms of tractable solu­
tion procedure. A dynamical controller is developed by Kwan, [102], (1996) which simplifies the 
design by introducing an additional filter to avoid the measurement of the states. However the 

dynamical controller is more complex to implement than OFC. Another two controllers are con­
sidered in (Edwards and Spurgeon, [29], 1995) and (Edwards, et al., [28], 2001) with a simple 

structure. However the reachability condition only holds in a compact domain around the sliding 

surface. Outside this domain the controller behaves as a variable structure controller. Some of 
these methods are only applicable to certain classes of linear systems. Even if the system has the 
required structure, then the numerical methods will only terminate satisfactorily for a specific class 
of switching surface. Other controllers have a simpler structure, however the controllers tend to be 
high gain control.

3.7 Conclusion

Static output feedback still remains one of the most important open problems in linear system 
theory despite the availability of many approaches and numerical algorithms. This chapter has
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reviewed some existing design approaches involving eigenvalue assignment, eigenstructure as­
signment, LMIs for solving the the existence problem in the case of static output feedback sliding 

mode control. The methods are only applicable for a certain class of systems. No efficient proce­

dure is available to synthesize the solution. In designing a control law to satisfy the reachability 

problem, different approaches are available. In order for these numerical schemes to terminate sat­
isfactorily, at best, a certain structural constraint must be satisfied and a particular choice of sliding 

surface must be made. Other controller designs posse simple structures, however the controllers 
tend to be high gain.

As it has been demonstrated in Chapter 2 that delay, which exists in many practical situations, 
affects sliding mode control performance contributing to the chattering and instability. In order 

to know what delay can change to the system behaviours and correspondingly design an efficient 

controller, understanding of the most basic characteristics of such delay systems is necessary as 
demonstrated in the next chapter. Common methods for stability analysis of delay systems are 

included which will be shown useful for the application of sliding mode controller design to such 

systems.



Chapter 4

A Delay: What Does It Change?

4.1 Introduction

In the mathematical description of a real physical or biological process, one generally assumes 

that the future behaviours of the considered process only depend on the present (in the usual sense) 

state, and therefore can be sufficiently described by ordinary differential equations. This is satis­
factory for a large class of practical systems. Due to the existence of some ‘time-delay’ elements, 
such as material or information transport heredity (Gopalsamy, [68], 1992; Kuang, [101], 1993; 
MacDonald, [108], 1989) or computation times, the above-mentioned description is no longer suf­

ficiently accurate for many systems. Roughly speaking, any interconnection of physical systems 
handling and transferring material, energy or information is subject to delays. In addition, several 

modelling methods introduce delays so as to simplify the complexity of the models. Although ap­
proximations can be applied to estimate the delay in practice, this generally lead to unsatisfactory 
analysis and simulation, as well as poor performance of the resulting design, due to the lack of 

effective analysis and control design tools targeted at such systems.

In a mathematical framework, such systems may be described in several ways: for example, dif­

ferential equations on abstract (Bensoussan, et ah, [8], 1992; Curtain and Zwart, [21], 1995) or 
functional spaces (Hale and Lunel, [77], 1993; Kolmanovskii and Myshkis, [97], 1992). In system 
and feedback theory, one encounters infinite-dimensional, n dimensional or behavioural represen­
tations, with advantages and inconveniences in handling structure or control problems. With re­
spect to the delays, one can have constant or time-varying, discrete or distributed, finite or infinite, 

state-dependent or not.

This chapter will cover the basic concepts of such delay systems and introduce tools for their sta­
bility analysis. The study will prove useful in understanding the resulting system behaviours as 
well as the design of the controller. Section 4.2 introduces definitions of existence and uniqueness 

of solution for a class of delay systems known as retarded functional differential equation (RFDE).

53
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In section 4.3, forward, backward continuation and smoothness of the solution for RFDE are dis­
cussed. Section 4.4 briefly introduces the idea of another type of delay systems represented by 

neutral functional differential equation (NFDE). In section 4.5 characteristic roots of RFED and 

NFDE is explained as a means to analyze the stability of the system. Methods for determining 

the stability of a delay system are demonstrated in terms of Razumikhin and Lyapunov Krasovskii 
approaches.

4.2 Models and solutions

A classical hypothesis in the modeling of physical processes is to assume that the future behaviour 

of the deterministic system can be summed up in its present state only. In the case of Ordinary 

Differential Equation (ODE), the state is an «-vector x(t) moving in Euclidean space 1R". Now, if 

one has to take into account an irreducible influence of the past, leading to the introduction of a 
deviated time-argument, then the state cannot anymore be a vector x(t) defined at a discrete value 
of time t. In this section, delay systems that belong to RFDE are known to have infinite linearly 

independent solutions through characteristic equation analysis. If a function is continuous and 
satisfies a local Lipschitz condition in the delayed variable, then the local existence and uniqueness 
of the solution can be proved. Consider the difference equation

x(t) =  Ax(t — 1 ) +  Bx{t — 2) (4.1)

where A and B are constants. By introducing an additional variable y(t) =  x(t — 1), this scalar 
equation (4.1) is equivalent to the two-dimensional equation

z{t) = C z ( t - 1), z(i) =
x(t)

y(t)
c  =

A B 
1 0

(4.2)

To obtain a solution of equation (4.2) defined for all t > 0, one must specify a 2-vector function <j) 

on [—1, 0]. For any 0 e  [— 1, 0], the solution z(t) of equation (4.2) is given by

z(t) = c ' - 9<t>{d), t = e, 0 +  i , ..., e + k , ...

Thus the behaviour of the solution is determined by the eigenvalues and eigenvectors of the matrix 
C (Hale and Lunel, [77], 1993). The eigenvalues of C are the roots of the characteristic equation

p 2 —Ap —B ~ 0  (4.3)

The characteristic equation (4.3) can be obtained by seeking nontrivial solutions of Equation (4.1) 
of the form x(t) =  p 'c, where c is a nonzero constant. In this form, equation (4.1) seems to be no 

more complicated than the ODE of the type x = Ax since it is very similar to a linear map of the 

plane into itself. However, the analysis of this equation is very sensitive to the numbers 1 and 2 of
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the equation (4.1) on the right-hand side. Consider the equation

x(t) = Ax{t — r) + Bx(t — s) (4.4)

where r/s  is irrational, s > r > 0, the problem is completely different. In contrast to the case 
r =  1, 5 =  2, one cannot obtain any solution of equation (4.4) by specifying initial values only at 
x (—r), jc(—5). The problem is basically infinite-dimensional and one sees that a reasonable initial- 

value problem for equation (4.4) is to specify an initial function on [—5, 0] and use equation (4.4) 

of the form ;c(i) =  p 'c, where 0 is constant. The resulting equation is

p s — Aps~r — B =  0 (4.5)

This equation for r/s  irrational has infinitely many solutions. Therefore, it is not obvious that the 
solutions of equation (4.5) can be obtained as linear combinations of the characteristic functions. 

Even without discussing the question of representation of solutions in series, it is not even obvi­

ous that the asymptotic stability behavior of the solutions of equation (4.4) is determined by the 
solutions of the characteristic equation (4.5). Both of these problems have a positive solution and 
one approach is through the Laplace transform. A generalization of equation (4.4) would be the 

equation

x{t) =

where p  is a function of bounded variation (Hale and Lunel, [77], 1993).

4.2.1 The notion of state in RFDE

In ( Krasovskii, [100], 1962), consider the general Linear time-invariant non-homogenous system

x(t) = [  d[p(9)]x(t + 9 ) + f ( t ) ,  x ( t ) c ^ ,  t> to  (4.6)
J-h

for an appropriate function / ,  initial time to (eventually 0) and initial condition (continuous vector­

valued function 0, <j>:[—h, 0] 1—> R", ||0 ||#  =  sup ||0(0)||) :

jc(fo +  0) =  0 (0), V 0 e [-A , 0] (4.7)

Thus, the state of (4.6)-(4.7) at time “f” is the “piece of the trajectories” x  between time t — h and t, 
or, equivalently the element xt in the space of continuous functions defined on [—h, 0] and taking 

values in 0],®."))

0

J —c
d[p(9)]x(t + 9)

xt (9) = x[t +  9), —h < 9 <  0
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Figure 4.1: System x(t) = —x(t — h) with h = 1, (¡> = 1 

Since for any t, the “piece of trajectories” x, is defined on [—h, 0], it seems natural to use:

IW h r=  sup ||*(/4-e)||
ee[~h, o]

as an appropriate norm for (Lyapunov’s) stability definitions and results.

4.2.2 Solution concept

Fridman, [47], (2010) considered the simple delay equation:

x(t) = — x(t — h), > 0  (4.8)

In order to define its solution for t G [0,/i], the right-hand side x(t — h) needs to be defined for 
t G [0,/z], which results in the initial value function

x(s) = <j>(s), s £ [ - h,0\ (4.9)

instead of the initial value *(0) for ODE with h — 0. In order to find a solution to this problem, 

the step method initiated by Bellman and Cooke, [6|, (1963) was used. First, find a solution on 
t e  [0,/i] by solving

t G [0,/z], x(t) = -<t>(t-h), jc(0) =  0(0) (4.10)

Then continue this procedure for t G [h,2h], iG  [2h,3h],.... The resulting solutions for li — 1 and 
for the initial functions <j) = 1 and <j> = 0.51 are given in Figure 4.1. Note that the step method can 
be applied for solving the initial value problem for general time-delay systems with constant delay. 

As it is shown in Figure 4.1, rather than an otherwise exponential decaying trajectory of system 
(4.8) without delay, i.e. x(t) =  —x(t), oscillating behaviour present due to the delay. Therefore, in
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Time Delay System (TDS), a proper state is a function

x { t  +  <j>) =  x t ( $ ) ,  < j ) £ [ - h , 0 } (4.11)

corresponding to the past time-interval [i -  h ,t ] ,  which leads to an infinite-dimensional system.

4.3 Forward and backward solution of RFDE

In ordinary differential equations with a continuous vector field, one can prove the existence of a 

solution through a point (5,;co) defined on an interval [5 — a,  8  +  a], a  > 0; i.e. the solution exists 
to the right and left of the initial r-value. For RFDE, this is not necessarily the case. In the first case, 

existence to the right of the initial i-value, the f o r w a r d  cont inuat ion o f  a  solut ion through  (5 ,0) 

is proved using the s t ep -by - s t ep  method. The solution in the forward delayed time interval can 

be constructed as the solution of an ODE prior to satisfying a necessary condition that the initial 

condition is well defined on [to — h, to]- However, in the second case, general results on backward 
continuation are very difficult to prove although the ideas are relatively simple. Smoothness of the 
forward continuation is shown by successively stepping through a specified delayed time interval.

4.3.1 Solution to the linear equation

Consider the linear system

where A ( t )  is a quadratic matrix whose elements are continuous functions of t defined for t > 0. 

The ad jo in t  s y s t em  corresponding to (4.12) is the system with the advanced argument (Halanay, 

[74], 1996)

where y is a row vector. Let x{ t )  and y ( t )  be arbitrary solutions of the systems (4.12) and (4.13) 

respectively, denote by (y, x)  the function

x ( t )  — A ( t ) x ( t )  + B ( t ) x ( t  — h) (4.12)

j(f) =  - y ( t ) A ( t ) - y ( t  +  h )B ( t  +  h) (4.13)

(4.14)

Then (d / d t ) ( y , x ) =  0, hence (;y ,x ) =const. Indeed,

■ t+li
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~ ( y , x )  =  y ( t ) x ( t ) + y ( t ) x ( t ) + y ( t  +  h )B ( t  +  h ) x ( t ) —y ( t ) B ( t ) x ( t  — h)
d t

=  —y ( t ) A ( t ) x ( t )  — y ( t  +  h )B [ t  +  h)x( t )  + y ( t ) A ( t ) x { t )

+  y ( t ) B ( t ) x ( t  -  h) +y(f +  h )B ( t  +  h ) x ( t ) - y ( t ) B ( t ) x ( t  -  h)

=  0

Consider the nonhomogeneous system

x ( t )  — A ( t ) x ( t )  - \ -B{ t )x( t  — h) + f ( t ) (4.15)

with the initial condition

jc(iO +  0) =  0 (0 ), 0 e[-A,o] ,  Q e V (4.16)

Let Y(t, a)  be a matrix which satisfies system (4.13) for a  < t (as a function of a) and Y(t,t) = 

E, Y (t,a )  =  0 for a  > t. This matrix is easily constructed through the “step-by-step” method 
(Bellman and Cooke, [6], 1963). Indeed, for t — h < a  < t, note that

4 - Y ( t , a )  = -Y ( t ,a )A (a ) ,  Y(t,t) = E 
d a

since for a  > t — h, it follows that a + h  > t and Y (t , a + h ) =  0. It follows from here that in (t — h, /] 

the matrix Y (t,a )  is determined by a system of ordinary equations. Further, for t -  2h < a  < t — h, 

this leads to

4 - Y ( t , a )  = - Y ( t , a ) A ( a ) - U ( a  + h)B(a + h), Y ( t , t~ h )  = U ( t - h )  (4.17)
d a

where U(a)  denotes the matrix constructed in the preceding step. The procedure continues in 

the same way and leads to the desired matrix Y(t,a).  Multiply (4.15) from the left by the matrix 

Y(t, a)  constructed in this way and integrate with respect to a  from to to t. It is obtained that

I Y ( t ,a )x (a )da  = I  Y ( t ,a )A (a )x (a )d a +  [  Y ( t,a )B (a )x (a  — h)da
JtQ Jto Jto

+ f  Y { t ,a ) f{a )d a  (4.18)
din

Further, integrating by parts in the left hand part of (4.18)

r‘ d
Y(t,t)x(t) — Y(tdo)x(to) — / -tt— Ylt, a )x (a )da

Jt0 d a

= f  Y(t, a )A (a )x (a )da  +  i  Y ( t ,a ) B ( a ) x ( a - h ) d a +  (  Y ( t ,a ) f (a ) d a
J  to Jto J  to
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Taking into account (4.17) it is obtained that

to

= Y(t,to)x(to)+ /  Y (t ,a  + h)B(a + h)x(a)da
t0-h

t- .. -

However, Y(t, a  +  h) = 0 for t — h < a  <  t and it follows that

x(t) = Y(t,to)x(to)+ Y ( t ,a  + h)B(a + h )x (a )da+  I Y ( t ,a ) f (a ) d a

From this formula it is obvious that if X(t,to) is the solution of system (4.12) which verifies the

conditions X(to,to) =  E, X(to,t) =  0 for t < to, then X(to,t) =  Y(t,to)- The formula below is 
obtained

x(t) =X(t,to)<j)(0)+ f X (a  + h,t)B(a + h)<j)(a~to)da+ f X ( a , t ) f ( a ) d a  (4.19) 
Jto-h Jto

Using (4.19) the results for the scalar case example can be easily extended as follows (Hale, [76], 
1971). The “minimum” amount of initial data necessary to have a solution x(t) of the equation

(4.19) is a function defined on the whole interval [to — h, ?o] at to. A  standard integration method 
(Runge-Kutta, Adams) can be used to construct the solution x(to, <t>) on [to, to +  h) under the as­
sumption that [to, to + h) is included in the maximum interval of existence. In conclusion, using the 
initial condition defined on [to~ h, to], the solution has been constructed on the interval [to, to + h) 
as the solution of an appropriate ODE.

Thus by iteration, the procedure, known as the step method, can continue to any delay-interval 

[to + kh, to +  (k + 1 )h) (with k a positive integer) included in the maximum interval of existence 
[to, tv], where tx > 0 (+°° eventually) (Niculescu, [113], 2001). The use of the step-by-step method 
shows that the resulting solution x(t) is a succession of polynomial functions of t, of increasing 

degree at each interval [kh, (k +  1 )h\. Having presented the forward continuation of RFDE, some 
sufficient conditions for existence to the left of the initial f-value for equation

* = f { t ,x t), t > t 0 (4.20)

with initial condition

*(ro +  0) =  0(0), 0 g [ - t,O], (4.21)
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will be stated.

4.3.2 Backward continuation

Definition 4.1. (Hale and Lunel, [77], 1993) Suppose Q C ]R x ^  is open and /  G ^(Q jR "). 

A function x G i/([5  — h — a,  5],R"), a  > 0, is a solution of equation (4.20) on [5 — h — a , 5] 

through (5, 0) G O if x,5 =  0 and for any 5\ G [5 — a, 5], (S^xg,) G Q and x is a solution of 
equation (4.20) on [5i — h, 5] through (5i,xg,). Such a solution is some times referred to as the 
backward continuation o f  a solution through (5, 0).

Definition 4.1 is very natural and says only that a function defined on [8 —h — a, 5] is a solution of 

equation (4.20) on this interval if it has the property that it will satisfy the equation in the forward 

direction of t, no matter where the initial time is chosen. General results on backward continuation 

are very difficult to prove although the ideas are relatively simple. To motivate the definitions to 
follow, consider a simple example

If 8 = 0, 0 is a given function in ^  and there exists a backward continuation of a solution through 

(0,0), then it is necessary that 0 be continuously differentiable on a small interval (—e, 0] and 
0(0) =  a(O)0(— 1). Conversely, if this condition is satisfied and a(t) 0 fori G (—e, 0], then one
can define

and x will be a solution of equation (4.22) on (—/z — e, 0] with xo =  0. Therefore, there is a 

backward continuation through (0,0).

Remark 4.1. In the example (4.22), a(t) 0 for t G (—£, 0]; i.e. the evolution of the system

x(t) actually used the information specified at x(i — 1). In the general case, it is very difficult to 
precisely describe the manner in which f ( t ,  0) varies with 0 (—h) , other additional properties need 
to be imposed on t and 0 (Hale and Lunel, [77], 1993).

Similar to ODEs, there is a solution of (4.20) through (5 ,0) G fit i f / i s  continuous (/G  <̂ ’(fl,R")). 
If in addition / ( f ,0 )  is Lipschitz in its second argument 0 in each compact set in Q., then the 
solution is unique. But, in contrast to ODEs, for FDEs with arbitrary smooth right-hand sides 
it may occur that originally different solutions coincide after some time. Consider the following 

example

Equation (4.23) has the solution x(i) =  1 for all t in (—°°, °°). Furthermore, if h =  1, 5 = 0 ,  
and 0 6 ^ ,  then there is a unique solution x(0,0) of equation (4.23) through (0,0) that depends 
continuously on 0. If — 1 < 0(0) <  1, these solutions are actually defined on [—1, °°). On the 
other hand, if 0 G *€, 0(0) =  1, then x(0,0)(/) =  1 for all t >  0. Therefore, for all such initial 

values, x, (0,0), t <  1, is the constant function 1. Atranslation ofasubspace o f ^  of codimension

x(f) =  a(t)x(t — 1) (4.22)

x(f) =  — x(t — h)[ 1 — x2(f)] (4.23)
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Figure 4.2: System x(t) = —x(t — h) with h = 1, </> =  1 (plain) or 0.5/ (dotted)

one is mapped into a point for all Z >  1. A special class of RFDEs can be considered: equation

(4.20) is said to be autonomous (or time-invariant) if /(/,</>) =  g((j)), where g(-) does not depend 
on /; linear if f ( t ,  <j>) = L(t)(j) + h(t), where operator L(t) is linear; linear homogeneous if h — 0; 

linear time-invariant if / ( / ,  (f>) = L<j). Then the following properties hold

• The backward continuation on [—<», 0] of a linear autonomous RFDE is unique.

• There may exist two distinct backward continuations on [— 0] for an autonomous RFDE.

® However, if /  : ^  —> R" is an analytic functional, the bounded backward continuation on 

[— 0] is unique.

4.3.3 Smoothness in RFDE

The smoothness property of the solutions should be considered as it follows from the step-by-step 
procedure. Consider the first delay-interval, and more specifically on the point to. Due to the form 

of the differential equation (4.12), and since, in general, the initial condition (j) is chosen arbitrarily, 
one can say that:

x(to ) 7̂  0 (̂ o ) =  *(fo ) (4.24)

i.e. there is a discontinuity in the first derivative of the solution x(t) at / =  to- This can be explained 
by the definition of i( /0H) as:

i( /0f ) =  /imhx-,0+/(fo +  h i ,x(t0 +  hi), (j)(t0 ~  h + h i ))

Extending to the next delay-intervals [to + kh, to + (k+ l )h), k > 1, the solution becomes smoother 
and smoother from one delay-interval to the next one at the points to+kh, k >  1 as seen in Figure 
4.2. In (Hale, [76], 1971) that

y k( t ) = x k ( S k + t ) - $ k( 8 k + t )
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where (¡) £ c& ( [8  — r, °o),R”) can be shown to belong to a compact set K  of &([— r, a),IR"). 
Therefore, there is a subsequence such that y k converges uniformly to y°.  Translating these remarks 

back into xk gives the existence and uniqueness for*0 in the interval [5° — r, 5° +  a]. Smoothness 

is thus proved by successively stepping through intervals of length a. This result is also shown in 

(Kolmanovskii and Myshkis, [97], 1992), in which the smoothness property is said to make RFDE 

to “resemble” a p ar a b o l i c  p ar t i a l  dif ferent ial  equat ion  (PDE) .

4.4 Neutral systems

Neutral systems are also delay systems, but involve the same order of highest derivative for some 

components of x(i) at both time t  and past time(s) t' < t , which implies an increased mathematical 

complexity. Neutral systems are represented by

x ( t )  = f ( x t ,t,x,,<t>t) (4.25)

or, in Hale’s form (Hale and Lunel, [76], 1993):

D x t =  d̂ L =  f ( x t ,t,<t>t ) (4.26)

where D : ^  —> R '! is a regular operator (this avoids implicit systems) with deviating argument in 

time, as for instance
Dxt =  x ( t ) — Fx{ t  — h) (4.27)

where F  is a constant matrix. The solutions of r e ta rded  systems have their differentiability degree 
smoothed with increasing time (Figure 4.2). This property of “solution smoothing” is no longer 
true for neutral  systems: due to the implied difference-equation involving x ( t )  which makes the 

solution of (4.26) never have more derivatives than the initial function <j> and therefore x ( t 0 ) ^  
i(f[j") for all t  £ \—h, °°). A sufficient condition for the solution x to have continuous derivative for 

all t > —h is given by the so-called s ewing  condi t i on  (Hale, [76], 1971), that is

<t>(0) =  F<j ) { - h) +f ( xoAh)

As stated by Niculescu, [113], (2001), this discontinuity property, together with other properties, 

make NFDE “resemble” PDEs of hyperbo l i c  type.

4.5 Advances in the theory of stability

In this section, characteristic roots of systems subject to delay are studied as a means to analyze 
the stability of the system. Necessary and sufficient conditions for the stability of the linear time- 

invariant RFDE and NFDE are given in terms of the locations of the characteristic roots. Stability
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analysis based on the Lyapunov Krasovskii Functional and the Razumikin Theorem is briefly re­
viewed which has been a topic of considerable interest in the recent literature due to the availability 

of numerical tools like Linear Matrix Inequalities (LMIs).

4.5.1 The characteristic roots of retarded and neutral linear FDEs

Delays are known to have complex effects on stability (Kolmanovskii, et al., [99], 1999). In spite of 

the situation where delays cause instability, they may also have a stabilizing effect (Fridman, [44], 

2006), (Kharitonov, [92], 2005): the well-known example y(t) +y(r) — y(t — h) — 0 is unstable for 

h =  0, but asymptotically stable for h =  1. This control technique has been applied to sliding mode 

control (Seuret, et al., [123], 2009).

4.5.1.1 Characteristic roots of RFDE

In the RFDE case (4.12), the necessary and sufficient condition for its asymptotic stability is a 

straightforward generalization of the ODE theory, since it requires the characteristic equation to 

have no zeros in the closed right half-plane. Consider the system

a0x(t) + b0x(t) + b\x(t + 9) =  0, - h < 9 <  0, a0 ^  0,
(4 .zo)

x(t) = (f)(0), 0 < t < It

where (f)(9) is any preassigned, real, continuous function. It can be shown (Bellman and Cooke, 
[6], 1963) that under suitable conditions the solution x(t) of (4.28) is given by

1 f c+iT ,
x(t) =  lim -— / e,sh x(s)p(s)ds, t > 0, (4.29)

T °̂o 2717 Jc-iT

where
h (s )= a 0s + bo + ble-',s

p(s) = a0g(h)e~hs +  (a0i  +  b0) / 0/!g(t\)e~st>dt\

provided g G ^ [0 , h\. The expression on the right of (4.29) is a contour integral taken along the 
vertical line joining the points c — iT and c + IT in the complex plane with T a positive number. 
Considering the location of the zeros of the characteristic function h(s) in (4.30), the zeros of h(s) 
have the following properties:

a It is symmetric with respect to the real axis. 

o It lies entirely in the left half-plane, 

o It is similar to an exponential curve for large |s|.

o  As |s| —> oo along the curve, the curve becomes more and more nearly parallel to the imagi­

nary axis, and Re(.y) —> — oo.
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FIGURE 4.3: General appearance of the curve of the zeros of h(s) for large |.v|

The general appearance of the curve is suggested in Figure 4.3.

4.5.1.2 Characteristic roots of NFDE

Recall the neutral system represented by equations (4.26) and (4.27), where the difference operator 

F 0. The situation is different from the RFDE case because there can appear an infinite number 

of unstable roots. In (Bellman, [6], 1963), the following first-order equation of neutral type is 

considered

a0x ( t ) + a \ x ( t - h ) + b 0x ( t ) + b i x ( t - h ) =  f ( t ) ,  a 0 ^ 0 ,  a  i ^  0 (431)

x ( t )  =  0(0), 0 < t <  It

and the characteristic function associated with the solution of (4.31) is

h(s)  = aos + a \ s e ~ hs + bo + b \ e ~ hs (4.32)

The zeros of (4.32) are shown to lie asymptotically along a vertical line in the complex plane and 
a sufficient condition for asymptotic stability is that the real parts of the characteristic roots of 

(4.32) are negative. The relationship between the F-operator and the stability of the system (4.26) 
and (4.27) is strong, the system can be shown to be strongly stabilizable (when subjected to small 

variations in the delays) if the operator F in (4.26) and (4.27) is exponentially stable for all values 
of the delays (Hale, [75], 2002). To facilitate stability analysis of (4.26) and (4.27), assume the 
difference operator

M
F0 =  0(0) -  (4.33)

7=1

where the coefficients A\, A2, ■■■, Am are matrices of appropriate dimension and 0 is the initial 

function of the system (4.26) and (4.27) at time 0 =  [—h, 0].

Proposition 4.2. (Hale,  [75], 2002) A neces sary  a n d  sufficient condi t i on  f o r  the a sym p to t i c  s ta ­

bi l i ty o f
M

*(0 -  E  aJx (t ~  hj) =  0 
7=1

(4.34)
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Figure 4.4: Response of system (4.36) with hi  =  2s,  I12 =  5s 

is
M
£  \aj| <  1 (4.35)
j= 1

where a j  =  A j  in (4.33) f o r  s c a l a r  ca se  a n d  h =  ( h i ,  h2, . . . ,  r \ f )  ore rat i onal l y  independent .  

EXAMPLE 4.1. Consider the system

x(i) — aix(f — h i )  — a 2x ( t  — hi) = 0  (4.36)

where h\ and hi  are rationally independent. According to the assertion above, this equation is not 
exponentially stable, see Figure 4.4, if and only if

|ai| +  \a2 \ > 1 (4.37)

Given (4.37), a feedback control can be applied to stabilize the system (4.36)

x ( t )  - ( a i - f i ) x ( t  - h i ) - ( a 2 +  f i ) x ( t  - h 2) =  0 (4.38)

The closed-loop system (4.38) is exponentially stable if and only if

I « i+ / l | +  |fl2+/2| <  1

Since |a 11 +  |«21 > 1, there must be I/1 I +  I/2I > 0 . Suppose now that the feedback control cannot 
be applied instantaneously and that there is a small time delay in the feedback

x ( t )  —a i x ( t  — h \ )  —a 2x( t  — h2) — f \ x ( t  — h\ — e 1) — f 2x ( t  — h2 — e2) = 0 (4.39)

It can be seen that although this equation is exponentially stable for £\ =  £2 =  0, there is a sequence 

( e / ,^ )  tending to zero so that (4.39) is exponentially unstable. To prove the claim, choose £1 and 
£2 such that h \ , h2 , hi + £1 and h2 +  £2 are rationally independent. It follows from Corollary 4.2 

that (4.39) is always exponentially unstable, since

Wi\ + \fi\ + \a2\ + \f2\ > \a\I +  \a2\ >
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If the difference operator D in (4.26) and (4.27) is stable, then the properties of the NFDE are 
similar to the RFDE. The system is stable if and only if the characteristic roots are in the left hand 

plane.

4.5.2 The Razumikhin-type approach

For the retarded or neutral class of system, checking eigenvalue conditions is much harder than 

for ODEs. Therefore numerous stability approaches have been investigated for example, Matrix 
pencils, Norm, measure. A  brief presentation of these methods can be found in the paper (Richard, 

[117], 1998) and a more complete one in the monographs (Hale and Verduyn-lunel, [77], 1993; 

Niculescu, [113], 2001). There are general results for stability conditions which are delay indepen­

dent (di) conditions. However sharper results can be expected from delay-dependent stability (dd) 

conditions. This is because the robustness of di properties is of course counterbalanced by very 
conservative conditions. In engineering practice, information on the delay range is generally avail­
able and dd criteria are likely to give better performance. The most investigated generalization 

of Lyapunov’s second method involves functionals V(t,xt) depending on xt instead of classical 
positive definite functions. One way to interpret the solution of the considered functional differ­

ential equation is as an evolution in a function space (Lyapunov-Krasovskii functional) (LKF), 
another one is as evolution in an Euclidian space (Lyapunov-Razumikhin function). Note however 
that even for a Lyapunov-Razumikhin function candidate, the corresponding derivative is always 

a functional. This section will illustrate the Lyapunov-Razumikhin function approach in its appli­
cation to di and dd stability analysis. Model transformation for deriving sufficient conditions for 
simple delay-dependent stability and the additional dynamics it introduces into the original system 

are briefly presented.

Theorem 4.1. Razumikhin Theorem Suppose /  : IR. x %J —> R" in (4.20) takes E x  (bounded sets 

of ’tf)  into bounded sets of R", and u,v,w : R+ —> R+ are continuous nondecreasing functions, 

u(s) and v(s) are positive for s > 0, and u(0) =  v(0) =  0, v strictly increasing. If there exists a 

continuously differentiable function V : R  x R" —> R  such that

m(|H |) <  V(t,x) < v(||* ||) (4.40)

for r e l  and x e  R '! and the derivative of V along the solution x(t) of (4.20) satisfies

V(t,x(t)) <  — w(||x(i)||) whenever V(t +  9,x{t +  0)) <  V(t,x{t)) (4.41)

for 9 G [—h, 0], then the system (4.20) is uniformly stable. If, in addition, w(s) >  0 for s > 0, and 
there exists a continuous nondecreasing function p(s) > s for s > 0 such that condition (4.41) is 

strengthened to

V(t,x(t)) <  -w (||* (i)||) if V (t + 9 ,x(t + 9)) <p{V(t,x(t))) (4.42)
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for 0 G [—/?, 0], then the system (4.20) is uniformly asymptotically stable. If in addition lims^„u(s) = 
°°, then the system (4.20) is globally uniformly asymptotically stable.

4.5.2.1 Delay-independent-Razumikhin Theorem

As an example of the cli condition using the Razumikhin theorem, consider the system

x{t) — —a{t)x(t) — b(t)x{t +  0(f)) (4.43)

where a, b and 0 are bounded continuous functions on 1R with |b(f)| <  a(t), 0 G \—h, 0], for all 

t G R. If V(x) =  x2 /  2, then

V(x(t)) = —a(t)x2(t) — b(t)x(t)x(t +  0(f))

< - a(t)x2(t) + |&(0ll*(0ll*(f + 0(0)1 
<-[a( t ) - \b ( t ) \ ]x2{t)

— - < 0

if |x(f)| >  \x(t + 0(f))|- Since V(x) =  jc2/2, it has been shown that V(x(t)) <  0 if V(x(t)) > V(x(t + 
9(t))). Theorem 4.1 implies the solution x = 0 of equation (4.43) is uniformly stable. If, in 

addition, a(t) > 8 >  0, and there is a k, 0 < k < 1 such that |0(f)| < k8 , then the solution ;t =  0 of 
equation (4.43) is uniformly asymptotically stable. In fact, choose p(s) — q2s in (4.42) for some 
constant q >  1. If V (x) = x2/ !  as before, then

V(x(t)) < —(1 —qk)Sx2(t)

if p(V(x(t))) > V(x(t +  0(f))). Since k < 1, there is a q >  1 such that 1 — qk > 0 and Theorem 
(4.1) implies the uniform asymptotic stability of the solution x =  0.

Remark 4.3. The condition |£(f)| < kS imposes a restriction on the magnitude of the parameter b. 
Roughly speaking, the larger b(t) is, the more difficult it is to satisfy the above Theorem.

4.5.2.2 Delay-dependent-Razumikhin Theorem

As discussed above, a stable system can deteriorate and eventually lose stability as the premulti­

plier b(t) of the delay term in (4.43) grows from zero. In order to reflect the relation of |0(f)| with 
respect to the size of delay 0, a model transformation based Razumikhin approach is a convenient 
way to derive (dd) type results. Consider again the system

i(f) =  Ax(t) +  Bx(t — h) (4.44)
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with the initial condition xq = <j>, where (j) E <H?([—h, 0],R"). Since

,°
c(t  — h ) =  x ( t )  — / x ( t  +  0 ) d 0  

J-h
1°

=  x  (t )  — / [Ax(t +  9 )  + B x { t  — h +  9 ) ] d d ,
J-h

(4.45)

fori >  h, system (4.44) can be written as

f0
x(t) = (A+B)x{t)+  /  [-BAx{t + G ) -B B x { t-h + G )}d 6 

J—h
(4.46)

for arbitrary continuous initial data tj! E [—2h, 0], If the zero solution of equation (4.46) is asymp­

totically stable (Hale, [77], 1993), then the zero solution of equation (4.44) is asymptotically stable 

since equation (4.44) is a special case of equation (4.46) with continuous initial data y/ E [—2h, 0], 

As an example, consider the equation

x(t) = —bx{t — It) (4.47)

where h > 0 and the auxiliary problem on [-2/;, 0] is given by

rt—h
x(t) = —bx(t) — b2 x (s)ds

Jt—2h

If V (jc) — x2/2, then, for any constant q > 1,

rt—h
V =  —bx2(t) —b2 x(t)x(s)ds < —b( 1 — qbh)x2(t)

Jt-2h

if V(jc(£)) <  q2V(x{t)), t — 2h< b> < t.  Consequently, if bh < 1, then there is a q >  1 such that 

qbli < 1 and Theorem 4.1 implies asymptotic stability.

Remark 4.4. The dd stability condition using the method of explicit model transformation intro­

duces additional dynamics into the original system yielding spurious poles of the transformed 

system. It is shown in (Gu, [73], 2003) that the transformed system described by (4.46) with initial 

condition y/ E [—2li, 0] is equivalent to the following system

y(t) = Ay(t) + By{t - h ) +  z(t) 
z(t) = B f? hz(t + 0)dd

and the initial condition
i y(0) = (p(9),

1 z(e) = m ,

for —h < 0  <  0. Corresponding to a positive real eigenvalue A, of B, there is an additional pole 

on the imaginary axis if and only if h =  j.- No additional poles corresponding to a negative real 
eigenvalue A,- of B will reach the imaginary axis for any finite delay (Gu, [73], 2003).
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4.5.3 The Krasovskii method

Theorem 4.2. (Lyapunov-Krasovskii Stability Theorem) Suppose /  : R  x ho —> R '! in (4.20) 

maps Mx (bounded sets in ho) into a bounded sets in R", and that u,v,w: R+ —> R + are continuous 

nondecreasing functions, where additionally u(s) and v(s) are positive for s >  0, and u(0) = v(0) =  

0. If there exists a continuous differentiable functional V : R  x —> R  such that

U( \ \ m \ \ ) < v ( t , < p ) < v m \ c )

and

v M ) < - w(||<k o )||)

then the trivial solution of (4.20) is uniformly stable. If w(.s) > 0 for s > 0, then it is uniformly 

asymptotically stable. If in addition, limŝ ooit(s) = then it is globally uniformly asymptotically 

stable.

Consider again the system (4.12). A simple stability criterion can be obtained from the following 
Lyapunov-Krasovskii functional

V(xt) = xT(t)Px(t) + [  xT(Z)Sx(£)d%,
J t - r

where the matrices P and S are symmetric and positive definite. It can be easily calculated that the 

derivative of V along the system trajectory is

V(xt) = xT (t) xT (t — r)
PAo+A^P + S PAi 

A \P  - S

x{t) 
x(t — r)

(4.49)

It is clear that V(xt) < —e||x(i)||2 for some sufficiently small e >  0 if the matrix in expression 

(4.49) is negative definite.

Proposition 4.5. (Boyd et al., [15], 1994) System (4.12) is asymptotically stable if  there exist real 

symmetric matrices P > 0 and S, such that

PAo+A^P + S PAi 
A \P  - S

is satisfied.

Obviously, setting A\ = 0 makes the link with the Lyapunov equation results for ODEs. However 
this sufficient condition is far from being necessary. As stated by Richard, [118], (2003) many
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generalizations have been proposed involving the various terms:

W O )  =

V2(x,) = 

V3(*,) =  

V4{xt) = 

V5{xt) = 

V6(xt) =

xT(t)Px(t),
f0

x 1 (i) / Qx(t + 9)d9,
J - h

f o
/ xT(t + 0)Sx(t +  6)dd,

J - h
r0 rt
/ / xr (9)Rx(9)d9ds,

J - h  Jt+ e
r0

x (t) /  P(t])x(t + v )dn ,
J - h

r0 rO
/ / x1 {t +  r\)P(r\19)x(t +  9)dr\d9

J-hJ-h

(4.50)

Roughly speaking, VS, V3 are used for the delay-independent stability of discrete delays and V4 for 
distributed delays or discrete-delay dependent stability. V5 and V), appear, in a general form, in nec­

essary and sufficient schemes: (Infante and Castelan, [89], 1978) for linear retarded systems with 
discrete delays, (Huang, [88], 1989) for distributed ones, and (Louisell, [107], 1991) for varying 

delays. But, the general computation of the time-varying matrices in V5 and Vg comes up against 

computational problems and the result cannot be applied for robust stability purposes. To avoid 
such computational limitations, Gu, [72], (1999) introduced more particular forms of Vs, V§, with 

piecewise-constant functions P(-), leading to the so-called discretization scheme, which effectively 

reduces the choice of LKF V into choosing a finite number of parameters. One can thus get inter­
esting compromises between the reduction of the conservatism and the computational effort.

The choice of an appropriate Lyapunov-Krasovskii functional is crucial in widening the conser­

vatism of the stability criteria. Some transformations of the original system have been used for 

stability analysis of retarded type systems (Kolmanovskii and Richard, [96], 1999). The conser­
vatism of approaches based on these transformations is two-fold: the transformed system is not 
equivalent to the original one and bounds should be obtained for certain terms. In (Fridman, [42], 

2001), a descriptor model transformation and a corresponding Lyapunov-Krasovskii Functional 

are introduced for stability analysis of systems with delays. Delay-dependent/delay-independent 
stability criteria are derived for linear retarded and neutral type systems. The method is less con­
servative than other existing criteria (for retarded type systems and neutral systems with discrete 
delays) since they are based on an equivalent model transformation and require bounds for fewer 
terms. The idea can be demonstrated by considering the neutral system (4.26), (4.27) written as

x(t) — Fx(t — h) = Ax{t — h) , x(t) = (j)(t), t G [—h,0\ (4.51)

Taking the descriptor form with respect to the system, therefore

x(t) =y(t), y(t) — Fy(t -  h)+Ax(t -  h) (4.52)
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The latter can be represented in the form of descriptor system with distributed delay in the “fast 
variable” y:

x(t) =y(t) ,  0 =  - y ( t ) + F y ( t - h ) + A x ( t ) ~  [  y(s)ds
Jt-h

Define E =
I  0 
0 0

p  =
Pi 0
Pi Pi

P\ = P] >  0, then

(4.53)

xT(t) yT(t) EP
x{t)

y(t)
=  XT P\X (4.54)

and, hence, 

d
dt xr (t) yT(t) EP *(0

- . y{t) _
=  2xr (t)P\x(t) = 2 xT(t) yT(t) *(t)

0
(4.55)

Due to (4.53) the latter relations imply that

y ( t )  yT(t)

xT{t) yT(t)

d_
dt EP

=  2

x(t)

y(t)

y(t)
(4.56)

- y ( t )+ F y ( t  -  h) +Ax(t) -  //_hy{s)ds

Thus using the descriptor method, (4.56) allows the derivative of the state x  to be included as a 

part of the Lyapunov Krasovskii Functionals. The method also applies to retarded type systems by 
taking F = 0 in (4.51).

Remark 4.6. A summary of many of these techniques for forming LKF can be found in (Niculescu, 

[113], 2001). Most of these results relies on the construction on a Lyapunov Razumikhin function 
which allows fast variations of the delay but leads to some conservatism on the upper bound of 

the time delay. Following the descriptor approach by Fridman, [42], (2001), Fridman and Shaked, 
[54], (2003) for the first time, treated time-varying delay without any constraints on the delay- 
derivative (all the previous Lyapunov Krasovskii functional were applicable only to the slowly 
varying delays, where the delay-derivative is less than 1). He, et ah, [82], (2007) uses not only 

the time-varying-delayed state x(t + h(t)) but also the delay-upper-bounded state x(t+ h),  where 
h is the upper bound of the varying delay h{t), when constructing LKF for exploiting all possible 
information for the relationship among a current state x(t), an exactly delayed state x(t +  h(t)), a 

marginally delayed state x(t +  h), and the derivative of the state x{t). The work is seen to greatly 

reduce the conservativeness of the computation.
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4.6 Conclusion

Time delay systems can be viewed as a type of FDE, which makes it more difficult to solve the 
system equations when compared to ODE. A FDE with infinitely many solutions has been studied 

and a step-by-step method is introduced to solve the FDE as an ODE. While under certain condi­

tions, solution of forward continuation and its smoothness of FDE can be proved, general results 
on backward continuation are very difficult to derive which leads to other additional properties 

being imposed on the FDE. Neutral systems do not have the “solution smoothing” property, when 
compared to the RFDE. This is due to the implied difference-equation involving x(t), whereby the 
trajectory may “replicate” any irregularity of the initial condition <j>(t), even if the /  and D in (4.26) 
satisfy many smoothness properties. For the stability of RFDE, necessary and sufficient conditions 

for the asymptotic stability of the linear time-invariant system is a straightforward generalization 
of the ODE theory, since it requires that the roots of the characteristic equation do not lie in the 

right half plane. However there exist examples with all the characteristic roots in the left hand 
plane but the solution is not stable. The so called clelay-independent stability problems have been 

investigated using the Lyapunov-Razumikhin condition due to its simplicity. On the other hand, 
for delay-dependent stability problems, the Lyapunov-Krasovskii condition is attractive owing to 
the structural advantage, exposing the delay information more easily when obtaining the stability 
criterion. In deriving stability criteria, choice of an appropriate LKF is the key-point. For time- 

varying delays Krasovskii conditions are less restrictive than the Razumikhin conditions for small 
enough slowly varying delays. However, till now only the Rasumikhin method provides delay- 

independent conditions for systems with fast-varying delays. It is known that the general form of 

this functional (complete) leads to a complicated system of partial differential equations (Zavarei 
and Jamshidi, [150], 1987). That is why many authors considered special (reduced) forms of LKF 
and thus derived simpler (but more conservative) sufficient conditions. Among the latter there are 
delay-independent and delay-dependent conditions. However necessary condition for the applica­
tion of the reduced LKF is asymptotic stability of the nondelayed system. If the latter conditions 
do not hold, the complete LKF should be applied in the case of constant delay.

In the next chapter, work in the field of sliding mode control for time delay systems will be re­

viewed where the analysis of the delay systems treated in this chapter will be seen to be construc­
tive in understanding the closed-loop dynamics. The Lyaponov methods introduced have been 
favourably applied for control design in much of the existing works.



Chapter 5

Review of SMC for time delay systems

5.1 Introduction

Sliding Mode Control (SMC) as described in Chapter 2 has found wide applications to automo­

tive systems, chemical processes, electrical motor control, etc. due to its ability to handle non­

linear systems and its robustness to parameter uncertainties and external disturbances. Most of 
the research has focused on systems without time delays. However, time delay, which is common 
in practical applications, is often the source of performance deterioration or even instability, as 

demonstrated in Chapter 4. The combination of delay phenomenon with relay actuators makes 
the situation much more complex, see for instance (Fridman, et al., [57], 1996) and the survey 

paper (Richard, et ah, [119], 2001): designing a sliding mode controller without taking delays 

into account may lead to unstable or chaotic behaviors or, at least, produce undesirable chatter­

ing behaviours (Dambrine, et ah, [22], 1998), (Fridman, et ah, [57], 1996). Concerning robust 
stabilization of linear time delay systems with either constant or time-varying parameter uncer­
tainties, existing methods are mainly in the time-domain and based on Krasovskii’s approach and 
the Razumhikin approach, see Chapter 4, where the results are expressed in terms of Ricatti equa­
tions (Dugard and Verriest, [26], 1997), (Kolmanovskii and Richard, [96], 1999) or, equivalently, 

ofLMIs (Dugard and Verriest, [26], 1997), (Kolmanovskii, et ah, [95], 1999) or on the comparison 

approach in terms of matrix norms and measures (Dugard and Verriest, [26], 1997), (Bartholomeiis, 
et ah, [3], 1997). Both allow one to deal with time-varying delays, whereas the frequency domain 

and complex plane methods (generally leading to diophantine polynomial equations) need the de­
lays to be constant. The resulting control laws are of the continuous (often memoryless) feedback 
type. The importance of study in SMC for time delay systems lies in the fact that in practical 
situations ideal sliding surface normally does not exist due to unmodelled dynamics and time de­
lays, see Chapter 2, hence designing a SMC taking into account possible delay effect is practically 
meaningful and theoretically challenging, with the potential to enhance the overall performance.

73
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This chapter describes some research work exploring time domain approaches on the stability 

of delay systems using SMC, and summarises the approaches commonly adopted to treat such 

systems. The problems mainly fall in two areas, i.e. SMC with state delay and with input delay. 

In section 5.2 SMC with constant or time-varying state delay is studied in the state and output 

feedback context. Lyapunov Krasovskii and Razumikhin approaches which have been mainly 
studied for delay systems are applied for SMC design either with or without transformation to 

regular form. In section 5.3, effect of input delay on SMC is investigated. The fact that SMC is a 
discontinuous control will be destroyed by the presence of delay. A predictor-based approach for 
SMC design is demonstrated and limitations of the method are discussed.

5.2 State delay

In this section, an output feedback approach is articulated for systems with state delay. Stabil­
ity analysis is performed using Lyapunov function and the concept of stability degree. Using 

equivalent control, systems with matched perturbation and constant time delay can be reduced to 
a delay-free system, while in the unmatched case only bounded solutions can be obtained. The 

use of Lyapunov Krasovskii functionals and Lyapunov Razumikhin functions formulated as LMIs 
in SMC state feedback, which is efficient in dealing with time delay systems, are presented and 

various work considering regular form-based and non regular form-based approaches is reviewed.

5.2.1 An output feedback design

El-Khazali, [35], (1998) introduced a variable structure output feedback control for uncertain state 
delay systems. The system is considered as

x(t) =  Ao.v(i) +A\x(t  — t) + /o (x (0 ,f) + f\(x{t  — T),f) + Bu(t), t >  0 
y(t) = Cx(t), x(t) = (f>(t), r e  [-T,0]

where x(t) E R", y(f) E R /J and u(t) E R'". It is assumed the triple (C, Aq, B) is complete and CB 
full rank. The nonlinear uncertainties are bounded and satisfy

||/o(x(i),f)|| < G5o||*(f)||, ||/i(x(i-T ),i)|| < at IK * -t) ||

where Oq and cq are positive, known constants. Assuming Ao is stable in (5.1) stability of the 

delay system without control

x ( t ) = A 0x ( t )+ A ix ( t - T )  + fo (x ( t ) , t ) + f i ( x ( t - z ) , t ) ,  t >  0 (5.2)

is assessed using the stability criterion:
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Theorem 5.1. (ShyuandYan, [127], 1993) Let x(t) be the solution ofsystem (5.2). Ifz(t) = e^‘x(t), 
and z(t) =  0 is asymptotically stable, then system (5.2) has a stability degree ¡3. I f  Aq is stable, 

then the system is robustly stable with stability degree

% + r a K »«<

where h,nn(Q) denotes the minimum eigenvalue of Q and P is a positive-definite matrix solution to 

the Lyapunov equation

(A0 + p I)TP + P(A0 + pI) = - Q  

for a positive-definite symmetric matrix, Q, and where

7 — nax (P)/Knin(P)-

The switching function is designed separately for the case of matched uncertainties and delay 

and the case of unmatched uncertainties and delay. In the matched case, fif[A] \ C M{B\ and 

+ / i ]  Q <%[B]. Defining a switching surface o  = Sy(t) =  0 where 5 G R mxp, the method of 
equivalent control yields an internal state-equivalent system (El-Khazali and DeCarlo, [37], 1995) 

of the form
xeq(t) = Y{A0xeq(t) + A xxeq(t -  x) + (w0 + w\)} ^

=  A()eqXeq(t) -\~A\eqXeq(t — t)  T- P(tVo +  W\ )

where rank[P] =  n -- m and P =  [/„ -  B(SCB)~lSC] is a projector which projects out all variables 

that lie in the column-space of the input matrix, B. Then for matched perturbations, the equivalent 

system described by (5.3) yields

Xeqf') ~  A()eqXeq(t), <J — SCxeq(t) (5-4)

Therefore, the infinite-dimensional system is reduced to a finite-dimensional one, and the problem 
reduces to a delay-free system. Conventional output feedback tools can thus be used for the design, 

see Chapter 3.

For the unmatched case, transforming (5.3) into the regular form yields

%eq \ if) Aoi Ao2 %eq\ (0 +
A n  A i2 Xeq\{t + Veq

%eq2 (0 0 0 ■%eq2(0 0 0 %eq2 (/ 0

and cr =  Sy(t) =  0 yields

a  — S Ci C2

The reduced-order system dynamics is given by

X-eq 1 (f)
xeq2(t)

(5.6)

Xeql — A()i-Xeq\ (t) A \rXeq\ (t T) +  Veq (5.7)
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where Ao,-, Ajr G R ',_m depend on S and veq is bounded by xeq\ (i) and xeq\(t — r). The switching 
matrix S can be chosen such that the standard pole assignment method can assign the n — m eigen­

values of Aor in the left-half plane. Then to achieve robustness in the sliding mode, Theorem 5.1 

can be applied into equation (5.7) for stability analysis.

Note the switching function a  = Sy(t) =  0 is only sufficient to derive a stable sliding motion 
if the system satisfies certain observability conditions in the output feedback design. When these 

observability conditions are violated, then an integral switching function is proposed which assigns 

all n- eigenvalues of the nominal system. Consider the switching function with integral terms

fi(t) =  a(t) — f  Foy(6)d9 — 8 [  F\y(9 — x)dd — 0, where <7 =  Sy(t) (5.8) 
Jo Jo

where Fq, F\ G R'"xp are two real matrices to be determined. The use of such form of switching 
function to system (5.1) yields a state feedback equivalent system of the form

Xeq{ 0  =  ^0 Xeq { f )  +  A \ X e q {t T) +  (/o ~\~ f \ )  (5.9)
where Ao, A\ e  R '! and /o, f \  are bounded. In the switching function (5.8), the matrix 5 can be 

determined to transform the system (5.9) into an observable system, the use of Fq assigns the n- 

poles of the non-delay term in the closed loop and the integral term F\ is used to minimize the 
effect of delay variables in the sliding mode. A control law can then be designed as a function of 

the switching variable (5.8) to achieve stability performance.

The work by El-khazali, [35], (1998) exhibits asymptotic stability for matched delay and pertur­
bations and bounded stability when they are unmatched. Stability with delay is derived using 

Lyapunov functions and the inequality method, which can be conservative as compared to other 

design tools such as Linear Matrix Inequalities (LMIs). The integral sliding mode was introduced 

to overcome some conditions imposed on the system such as the Kimura-Davison condition and 
the observability of the reduced order system. However the drawback is that such surfaces do not 
yield a reduction of system order in the sliding mode, increasing the complexity of the controller 

design. In the following section, Lyapunov Krasovskii Functionals (LKF) and the Razumikhin 
method are used for stability analysis of time delay systems using SMC. The problems are formu­
lated as LMIs which is numerically efficient using the standard Matlab tool box (Gahinet, et ah, 

[62], 1995).

5.2.2 Lyapunov-Krasovskii functionals and Razumikhin functions

In this section Lyapunov-Krasovskii functionals and the Razumikhin method are demonstrated in 
the context of SMC design. Both constant and time-varying time delays are considered. Syn­
thesis of the controller is formulated from regular form transformation and original form based 

perspectives.
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Regular form based approach

As mentioned in Chapter 2 the use of the regular form allows to simplify the design procedure 

by considering existence problem and reachability problem separately. In the context of SMC for 

delay systems, SMC with state delay is considered in (Gouaisbaut, et al., [70], 2002), (Orlov, et al., 
[115], 2003), (Xia and Jia, [144], 2003) and (Fridman, et al., [50], 2003), where regular-form based 

approach was employed in deriving the stability of the reduced order system using LKF. In control 
law design for a known constant delay, Gouaisbaut, et al., [70], (2002), Xia and Jia, [144], (2003) 
assumes both delay-free states and delayed states are available. For the case of unknown bounded 

delay, a model transformation method along with Razumikhin’s approach was used in (Gouaisbaut, 

et al., [70], 2002) in deriving stability conditions of the reduced order system in the form of LMIs. 

An upper bound on the delayed state is required in deriving the condition for reachability to the 
sliding surface (Gouaisbaut, et al., [70], 2002), (Xia and Jia, [144], 2003), (Fridman, et al., [50], 

2003). To briefly describe the approach, consider the following delay system (Gouaisbaut, et al., 

[70], 2002)
x ( t )= A x ( t )+ A dx ( t -h ( t ) )+ B u ( t )+ f \ ( t ,x , ) ,  t >  0, 1Q)

x(t) = <l>(t), fort e [ - h max,0\, 0 < h ( t ) < h max

where x e  R " ,  u £  R " \  f \  £ R * .  It is assumed that the pair (A + A j,  B ) is controllable. The 

disturbance is assumed to be matched, i.e. f \ (x t ,t) = Bf(x,,t)  where ||/ | | <  y/(xt), y (x t) is a 
known functional and B is full rank: rank(B) = m. Suppose the delay is constant. The sliding 

surface is chosen as
s (x )= S x  = BTX ~ lx  = 0 (5.11)

where S £  R ” ' x,! and X  is a matrix to be chosen. The control is of a form

Ps i Jtl
u(t) = - (SB)~1 (SAx(t) +  SAdx(t -  h) -  As{x) +  m0 -yjj) > (5.12)

where A £ R " !Xm satisfies A TP + PA = - I  and P is a positive definite matrix. The switching gain 

m0 = m\ +  ||SB|| yr(xf) where m\ > 0 is a real number. Define a positive function as

V(t) = sT (x(t))Ps(x(t)) (5.13)

with respect to the sliding surface (5.11). Its derivative along the trajectories of (5.10) is

V(t) = sT (x) (At P +  PA)s(x) +  2st (x)P(SBf -  m0 )

=  - s r (x)s(x) +  2st (x)P(SBf -  m0 p ^ | j j )

< 2(||SB||^(xf)-m o)||P i(x)||

< —2m \ ||Pi(x)|| <  -2m\y/K,in{P)\/V{t) (5.14)
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where Xmin(P) is the smallest eigenvalue of the matrix P. Hence the reachability to the sliding 
surface is proved. Performing a nonsingular transformation the reduced order dynamics governing 

the sliding motion leads to

¿ i(0  = A \\z \{ t)+ A d\ \Z \ ( t -h )  (5.15)

where An =  BTAXB(BTX B )~ \  Adn  =  BTAdXB(BTXB )“ ' and BTB = 0. Take the derivative of 

the LKF

V(t) = yT (t)Py(t) + [  [  z\[w)ATdnP Q rxPAdnzi(w)dwds (5.16)
Jt-h Js

where y(t) =  zi(f) +  Jtt_hAduzi(w)dw, P, Q G R ',x" are positive definite matrices, then (5.15) is 
stable if the following LMIs are feasible.

h- '[X (A + A d)T + (A+ Ad)X] XArd X (A + A d)T

* - X  0

* * —X

b b t 0 0
* BBr 0
* * BB

(5.17)

where a  e  R. Thus the reachability and existence problems for constant delay have been solved. 

The control (5.12) requires knowledge of both non-delayed and delayed states. The assumption of 
a known bound on the state-dependent terms for switching gain design can be restrictive. In the 

existence design, LKF is used to form LMIs to ensure for stability of the reduced order system. In 

the following, the Razumikhin’s approach based on the model transformation on the reduced order 
sliding mode dynamics is given for stability design with unknown bounded delay.

When the delay in (5.10) is time-varying, a control of the form

“ (0 =  -(S B )“ 1 (SAx(t) -  As(x) + m0jjp ^ ^ j |') (5.18)

where m0 = m x +  \\SB\\ sups6[_/w  0] +  ||SAd|| supie[_/wo] ||*(f +  s)|| will drive the system
trajectories to the sliding surface (5.11) (Gouaisbaut, et al., [70], 2002). Here the control requires 

the supreme bound of the delayed states from initial time. The existence problem for the reduced 
order system (5.15) can be solved using the Leibnitz-Newton formula

¿i(i) =  (Â n+ Â dii)z i( i)“  /  Âduz\(y)dv
Jt~h

which produces

zi(t) = {Â n + Â d n ) z i { t ) - [  Âd\\Â\\z\{y)dv — I ÂdUÂdnzi{v- h)d
Jt-h Jt-h

(5.19)

- h ) d v  (5.20)

Choosing a Lyapunov function

V(t) = z\(t)Pz\{t)
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where P >  0, its derivative along the transformed system (5.20) is

V = zTl (t)(ZTP + PZ)zi(t)~  2 [ '  z\{t)PAdnA n zx (y )dv-2  f  z\(t)PA2 dUzx (y -h )d v  (5.21)
Jt—h Jt—h

where Z =  An + Ad\\. Following Razumikhin’s approach

V(x(t +  0)) <  qV(x(t))

with q >  1 for 9 e  [—hmax, 0], and using the inequality

xTy < x TX ~ lx + y TXy

where vectors x, y G R '! and X  G 1R"X" is positive-definite, it follows that

V(t)<z\{t)Nzx{t) (5.22)

whereN = Z TP +  PZ +  h a ~ xPAd\\A\\SArn A^n P +  qh(a  +  j8)P +  /;j8-1/M j11& 4^1P. Condition 

(5.22) for which the reduced order system (5.20) is asymptotically stable is reformulated as the 
following LMIs

aX AX '
- 7 i

BBt

* X *

aX AdX
-72

b b t

* X *

h~l (HT + H ) + q ( a  + P)X AdX  '
* - \ X

0
b b t

0
b b t

> 0 ,

> 0 ,

BBt 0

0 b b t
< 0

(5.23)

where H  =  (A + A d)X, o  G R, cc, ¡5 £ IR+. Hence, Razumikhin’s approach has been used in 

deriving a delay dependant stability condition for the time-varying delay system. Results are for­
mulated in an LMI framework. This approach may lead to conservative results for the case of 

time-varying delay because the delay term, which is estimated as a function of the non-delay term, 
is not fully exploited, as compared with the Lyapunov Krosovskii approach (Fridman and Shaked, 
[54], 2003), (Moon, et ah, [110], 2001) and (Shao, [125], 2009).

Non regular form based approach

Li and Decarlo, [105], (2003) considered SMC design for delay systems with uncertainties, where 
transformation to regular form is not needed. Stability of the sliding motion and synthesis of a 
controller were derived with respect to the full order system. The system was described as

2
x(t) = (Ao + AA0(t))x{t) + Y J(Ai + AAi( t ) ) x ( t - h i) + (B + AB(t))u{t)+Af{t)  (5.24)



Chapter 5. Review on SMC in time delay systems 80

where r e R " ,  u £ II!"'. The matrices AA,(t), i =  0,1,2, and AB(i) are unknown time-varying 

system parameter uncertainties, A/(f) =  Bf(t),  with ||/(i) || <  5/. hi, i =  1,2 are time delays, 
*,(0) =  x(i-|- 0) for 0 £ [—//,0], h = max(/j;). It is assumed that

• (Ao, B) is stabilizable, i.e. there exist matrix K  such that Ao =  Ao — BK is stable.

• AB(t) is matched, i.e. there exists a matrix D(t) £ lR'"xm such that AB(t) = BD{t) with 

\ m ) \ \  < 8/,. B and B + AB(t) are assumed to be of full column rank for all t.

• (Structured perturbation) AA;(f) =  HiFi(t)Ej for i = 0 ,1 and 2, where //, and £) are known 

constant matrices with appropriate dimension and F, is unknown, but satisfies (t)Fj < I.

The sliding surface is defined as

a(x,t) = TBr Px(t) = 0 (5.25)

where T £ R mxm is a positive definite diagonal matrix, and P £ R "x" is a positive definite matrix to 
be defined. Then an existence condition for a stable sliding motion is derived based on the system 

(5.24) in the form of algebraic Riccati equations (AREs). Choose a LKF

V(x,t) =  xT (t)Px{t) +  f  xr (a)P\x(a)da  +  i  xT (fi)P2x(fi)dfi
J t —h\ J t —hj

and rewrite system (5.24) as

2
x{t) =  (Ao +  A A o ( i ) )x ( i )  +  V,(A, +  AA,(0)x(t — hj) + B[(Im + D(t))u(t) +  f i t )  — D(t)Kx{t)\

i= 1

where u(t) = u(t) +Kx(t),Ai  =  A/ +  AA,(i), i  = 1,2. Differentiating V(x,t)

V ( x , i )  =  xT(t) [P(Ao +  A Ao) +  (Ao +  A A o) / P +  L /”= i Pi\x {t) +  2xl (t)P[Yj=\ A /x (t  — //,•)] 

- L 2 i=xxT{ t - h i)Pix { t - h i)+ 2 x T(t)PB[{Im + D (t))u{t)+ f( t)-D {t)K x{t) \
(5.26)

On the sliding surface, a(x ,t)T = x(t)TPB — 0, this expression reduces to a quadratic form

V(x,t) = xT(t) [E(Ao +AAo) +  (Ao +  AAo)7 P +  Lr=i Pi]x {t) ^  ^7)
+ 2xT(t)P[Y%=i AiX(t -  hf)] -  Yj=lxT{t -  hi)Pix(t -  hi)

It is shown that equation (5.27) is negative definite if

2
P(Ao +  AAo) +  (Ao +  AA0)7>  +  ^ ^  +  PA ,^-1AfP] < 0  (5.28)

¡=1

A set of ARE conditions can be derived that guarantee inequality (5.28) holds and the AREs are 

transformed to their equivalent LMIs using the Schur complement.
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In the reachability design, a controller in the form

ll(t) — Kx(t) T  Ueqinom(t) T  Ucoinp(t) 4“ Un(t) (5.29)

is shown to drive the uncertain system (5.24) to the sliding surface (5.25) in finite time. The 

equivalent control term

2
u^nomit) = ~{BtPB)-' [BTPA0x(t) +  £  fl7>A,x(f -  hi)\ (5.30)

i=l

is used to overcome the known terms B 1 PAox(t) and £?=1 BTPAix(t — hi). The component ucomp(t) 

is designed to overcome the structured parameter uncertainties AA,(i), ¿ =  0,1,2, and is of the form

xcomp(0 =
a (x , ty  B' P\\Bl PBa(x,t) 

|| B T P B o (x , t ) f
[ M m w + ^ f M t - h i )

1=1

where fi > ||///||||£ /|| +  8b\\B\\\\(BTPB)~lBTPAi\\ for / =  0,1,2. The component

u„(t) = —(B1 PB) ld(x) sign(cr(x,i))

where d(x) >  ||fi7 PB|| (/I ||x(/) || +  ic) +  a  with a, /3, k > 0 functions rejecting the external distur­
bance Af ( t ) .  Using the control law (5.29), the derivative of the Lyapunov function Ù(0 (x,i)) < 

—a ||a (x ,i) || where V(<r(x,i)) =  0.5crr (;c,i)G'(.r,i).

Since a priori knowledge of the upper bounds on /3 and k is needed in the above control design, 

an adaptive estimation algorithm was used to eliminate the need for the explicit knowledge of the 

bound. System (5.24) with control (5.29) is asymptotically stable if

d(x) >  \\BTPB\\(f\\x{t)\\ + k) + a

where

^  =  y1 ||a (x ,i) ||||fir Pfi||||x(f)||, k  = K\\o(x,t)\\\\BTPB\\

where ^  > 0 for i =  1 and 2. The Yi control the rate of convergence, i.e. larger y, yields faster 
convergence. The adaptive control reduces the switching gain by reducing the adaptation parame­
ters Yi. This leads to reduction of chattering in practical applications. However it was shown that 
the adaptive control cannot guarantee finite time stability. In the case where the delay is unknown, 

then the equivalent control (5.30) should no longer depend on x(t — hi), and an additional assump­
tion on the bound of the delay term was introduced as ||x(i — /?,■) || <  (¡>i\\x(t) || +  (pi for some scalars 

</>,-, (pi >  0 in the reachability condition derivation.

In this section SMC for state delay system is considered. An equivalent control for matched un­
certainties and constant delay reduces the system to a delay free system. The choice of integral
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switching function allows an output feedback controller to be designed when certain system struc­
tures and observability conditions are not met. LKF and Razumikhin methods have been the main 
tools for stability analysis of these time delay systems. Control synthesis of SMC in terms of reg­

ular form transformation and without transformation are demonstrated. For sufficiently small state 

delay, asymptotic stability can be achieved.

5.3 Input delay

While SMC for the state delay case can achieve asymptotic stability, only bounded solutions can 
be obtained in the presence of input delay in SMC due to the delayed switching effect. This section 
shows the delay effects on relay control by demonstrating the oscillation and bifurcations in such 

systems. Steady modes and stability of the oscillations are analyzed by various authors. A predictor 
based approach which transforms the delay system into a delay free system is demonstrated. The 
limitations of such approaches in the uncertain case are discussed.

5.3.1 Behaviour analysis on sliding mode

The effect of delay on SMC was investigated in (Gouaisbaut, et ah, [71], 2002). It was shown 
the presence of delay can induce oscillations around the design surface and possible behavioural 
changes (bifurcations) arising in such relay delay systems. Bounded solutions were obtained which 

estimate that the solutions starting from a bounded initial condition will enter into another bounded 
region. To demonstrate the idea consider the system

Xi(t)=xi+i(t), V,- =  1 , . . . (m — 1)

xn (0 = f ( t ,x )  + g ( t , x ) u ( t - t) (5.31)

y(t) =  X] ( i )

where \f(t,x)\ < M  and X >  0 is a constant delay. In the normal design procedure without the 
delay T, a linear sliding manifold s(;c) is selected as

n
s{x) = Y , aiXi(t), an = 1 (5.32)

¡=1

with the a,- coefficients determined to ensure ao +  a\x(t) -f ... +  x"(i) is a Hurwitz polynomial. 
Reachability of the corresponding state sliding motion is satisfied by ensuring s(t) = —ksigns(i), 
where k >  0

u(t) = ueq(t,x(t)) -  |signs(r) 

ueq{t,x(t)) =  -^ (E "~ i1 aiXi+l(t) +  f (t ,x (t)))

In the presence of delay the control law (5.33) will become

(5.33)
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The derivative of the switching function (5.32) with the control (5.34) becomes

s ( t )  = aixi+1 (t) - 1 a i X i + 1 (i -  t) + /(f ,x ( i))  - f ( t , x ( t  -  x)) -  ¿signer -  t) (5.35) 

i.e.

i(i) =  gA,t'~xueq — ks\gns(t — x), where At,~Tueq = ueq(t,x(t — x)) — ueq(t,x(t)) (5.36)

The solutions of the switching function (5.32) are derived by taking the derivative of the Lyapunov 

function V(x{t)) = \ s 2[x(t)). Assuming \/s!t~xueq\ < Mx for sufficiently small X

V(x(t)) < (,gMx -  k) y/V{x(t -  t)) +  x{k2 + g 2M 2) (5.37)

holds. Therefore

gMx < k (5.38)

is a necessary condition for bounded stability. The bounded region of the switching function is 

obtained as

=  { r £  R" : s2(x(f)) <  2vo»} (5.39)

where v“ =  ■ Local stability analysis shows those states starting from an initial condi­
tion bounded within the region

J ro = { x £ R "  : |j 2(x) -2voo| <  v^ V - 7-}+ ax

will converge to the bounded domain (5.39) if the following condition holds

(5.40)

V Î [k2 + g2M2) > { k -  gMx) > 0 (5.41)

Example 5.1. Consider
x\(t) — x2 (t)
X 2(t) =  Xi (t)x2(t) 4- u ( t  —  t)

Define the switching function as j (x) =X2 + 2xi and choose the control

(5.42)

u(t — x) = —X] (t — x)x2{t — r) — 2x2(i — x) — ksigni(/ — x) (5.43)

where k — 10. The time delay 0.1 s has been neglected in the control design. Choosing M  «  30 in 
(5.31), the condition (5.38) is satisfied such that solutions of system (5.42) are boundedly stable. 

For the given initial conditions, «  14.3 is obtained. It can be checked that the condition (5.41) 

is valid. Then for solutions starting from the set
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F igure 5.1: system (5.42) with control (5.43), designed without care of a delay x — O.li. (Fig­
ures arc generated using Simulink odcl(Eulcr) solver with fixed-step size O.OOOl.v)

(as M  does not increase) reach the set

f „  =  { r e  R '! : s2{x) < 28.6} (5.45)

Simulation results are shown in Figure 5.1. It can be seen that x\ and X2 have one oscillation 

frequency leading to a limit cycle. It has been demonstrated that as the parameters k and x change, 
bifurcations occur.

As demonstrated in the above example the presence of relay delay within a SMC induces oscil­
lations around the design surface. Possible behavioural changes (bifurcations) arise in such relay 

delay systems.

5.3.2 Steady modes and stability

Some work (Fridman, et al., [58], 2002), (Barton, et al., [4], 2005) has studied one-dimensional 
prototype examples of the form (5.46) and found that this type of system typically admits periodic 
orbits that switch back and forth between the two vector fields. Moreover, they have classified 

all the possible dynamics of system (5.46) completely and studied the behaviour with respect to 
perturbations, including periodic forcing.

An algorithm for controlling the amplitudes of the motion is proposed in (Fridman, et al., [58], 
2002). Since after finite time all solutions coincide with the periodic solution, one can extrapolate 

the next zero for the periodic solution, and reduce the control gain near to the periodic solution 
zero. The algorithm assumes constant delay and requires the knowledge of the sign of the state
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variable with the delay, which is obtained using an observer. Consider the problem

x(t) — — s ig n e t— 1 ) + F(x(t),t), t >  0
\F(x,t)\< p  < 1 ,  (5.46)

x(t) = q>(t), t e  [ - 1 ,0], ( p e t f [ - 1 ,0]

for which there exists a unique continuous solution Xq, (t), t e  [— 1, °o) (Kolmanovskii and Myshkis, 
[97], 1992). It has been shown that any motion of the system (5.46) turns into a steady mode after 
a period of time, with a motion of constant frequency. The oscillation of finite frequency is a 
function of the delay, switching gain and disturbance. Hence, for the delay relay control system

x = — kx + F(t,x), Jt6 l ,  k >  0 (5.47)

where |F(i,.r)| <  £ represents a bounded perturbation, a control law of the form

u(t) = —X sign;c(i — y)

where X is the switching gain and y >  e is assumed to yield a stable bounded solution of the 
closed-loop system

x = — kx + F(t,x) — X signx(i — y) (5.48)

Then the amplitude is estimated as

M r)I <  P e - k^ - T\ \X \  + \F (x ,x{x )) \)dT < 7-̂ { \ - e - ky )< y{X  + e) (5.49)
JO K-

i.e. the delay y —> 0, Jjc(y) | —> 0. Since the oscillation amplitude is also a function of the switching 
gain, Fridman, et al. [58], (2002) showed that a smaller region of attraction of system (5.47) can 
be achieved by the following adaptive control law

x(t) =  F(x,t) +u [t) 

u(t) =  a(f) signx(f — 1)

Assuming the following conditions hold

(5.50)

F (0, i ) = 0, yj^{x,t) < k  < ln2 , f e l l ,  \ x \< a /k (5.51)

then all the solutions of the equation

x{t) — F(x,t) +  asignx(i — 1 ) 

where the initial conditions start from the bound

|x(0)| =  |<p(0)| <  a(2exp(—k) — 1 ) /k (5.52)
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enter into the following bound

|* < p (0 |< ^ (e * - l) ,  \xv (t)\ < aek (5.53)

Using this relationship and an observer which is designed to estimate the zeros of x(t) and signs of 
x(t) with the delay 1, the switching gain a(t) can be decreased. Hence the bound on the solution 

decreases. Moreover as the step of the minimization tends to infinity, asymptotic stability can be 

achieved.

Fridman, et al. [60], (2003) showed local stability of the system (5.48) for the simplest scalar 
case and the result was extended to single-input single-output (SISO) and multi-input multi-output 

(MIMO) controllable systems. In (Fridman, et al., [61], 2004) non-local stabilization of the am­
plitudes of the oscillations for time-varying delay was demonstrated which requires knowledge of 
the solution amplitudes at the delayed time moment. This suggests that for any initial condition 

<P(t) : l<P(0)| <  II in (5.48) there exists an instant of time T >  0, such that for any t > T, a control 
law can be designed to ensure the bounded solution |;c(i)| <  £, 0 < t <  °°, where £ >  0 is selected 

apriori. The algorithm first finds conditions ensuring the magnitude of the steady oscillations is 
less than the magnitude of the initial conditions ro: 1. First assume the size of stabilization

domain for each value of relay delayed control gain is the amplitude of the initial conditions for 
the next step, then finally by decreasing the control gain, the system enters into a smaller neigh­

bourhood of zero. The proposed control law requires knowledge of the amplitude of the solutions 

at the delayed time instant; the upper bound of the time delay; upper bound of initial conditions 
and the size of the desired neighbourhood of the zero solution.

The approaches proposed for stability of relay delay systems by Fridman, et al., [58], (2002), [61], 

(2004) are attractive as they suggest algorithms to reduce steady state oscillation in the presence 
of relay delay. However an observer is either used, which introduces additional dynamics, or 

solution amplitudes at the delayed time moment need to be known introducing complexities into 
the controller design.

In order to understand the possible dynamics and bifurcations in relay delay equations, Barton, 

et al., [4], (2005) proposed a combination of numerical and analytical methods for a particular 
type of model using relay control, formulated as a piecewise-constant delay differential equation 
(DDE). Numerical solutions of a related equation, where the discontinuities of the original DDE are 
smoothed out, are used to guide the construction of explicit solutions of the original DDE. On the 

other hand, the construction of explicit solutions provides initial data for numerical continuation 
of the smoothed equation. The cameo model for a relay controller of an externally forced system 

with delayed feedback, namely the non-smooth equation is described as

x  =  sign ( f l ( t ) - x ( t -  1)) (5.54)
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where /J ( r )  —A f( t /T ) ,  and /  is a unbiased square-wave function with forcing period T. To 
apply numerical continuation of the system (5.54), the following smoothed approximation of the 

function (5.54) is given as

x  =  tanh (jld}-- ’V ~  ' ) ) (5.55) 

where / J  =  A y ( - - ) andy(t) is the solution of

Sy =  -y (f) -  (1 +  A)y(i -  1) +byi {t -  1) (5.56)

The DDE (5.54) is known to have square-wave-like solutions for appropriate parameter selections.

It is worth noting that the equation (5.54) is a generalization of the system (5.46) considered in 

(Fridman, et al., [58], 2002), where F(x(t),t) = f \  ■ The problem considered in (Fridman, et ah, 
[58], 2002) does not encompass forcing functions F(x(t),t) that have unbounded or discontinuous 
derivatives, such as the squarewave considered in (Barton, et ah, [4], 2005). The approach of 
considering a system for which solutions can be constructed explicitly is also taken in (Bayer and 

Heiden, [5], 1998) and (Norbury and Wilson, [114], 2000). Norbury and Wilson, [114], (2000) 
considered a period-7’ forced linear delay model with saturation, where period-7’ solutions denote 

the solution period that is equal to the forcing period-7’. For sufficiently large forcing amplitude, 
they constructed a period-7’ forced, linear delay model with saturation. Period-7’ solutions were 

constructed, but due to the more complicated form of the model sharp existence boundaries are not 
derived. Bayer and Heiden, [5], (1998) studied a model for delayed relay control in the form of a 
second order DDE (without forcing). They use analytical techniques to construct explicit solutions 

and numerical simulation of the initial value problem to investigate the stability of the solutions.

The continuation results obtained in (Barton, et ah, [4], 2005) are robust with respect to the de­
gree of smoothing applied to the non-smooth equation. The numerical continuation of a suitably 
smoothed delay equation may prove useful when dealing with a general piecewise-smooth delay 

equation, for which explicit solutions cannot be constructed. One of the applications of this solu­
tion construction method can be to study the dynamics and bifurcations of a DDE. A key problem 
is to find suitable solutions from which to start a bifurcation study, using numerical continuation.

In (Sieber, [128], 2006) forward evolution E(t, •) for a general «-dimensional system of differential 
equations of the form

■(A I ifg(x(t-r))<0x(t) = < (5.57)
l  / 2W O) ifg (* (r -T ) )> 0

is studied, which maps an initial valuexo £ ‘if ([—T,0], R") to its time-7 im age£(r,xo) £ ^ ( [ — T,0], 

R"). The method of steps (Diekmann, et ah, [25], 1995), (Hale and Verduyn Lunel, [77], 1993) 
was used. The pastxo(/)(i £ [—T,0]) is treated as an inhomogeneity, the ensuing ODE is solved for 
all times up to t, and then the history is shifted before the process is repeated. It was shown that the 

evolution E(-,xq) does not depend on the complete shape of xq £ <if([— t , 0],R") but only on the
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Figure 5.2: Sketch of the setup for the controlled inverted pendulum on a cart

position of xo(0) £ R" (the headpoint of xo) and the finitely many switching times t\ — X, ... ,tn ~  * 
in the interval [—T,0]. It suggests that the dynamics of delayed relay systems such as (5.57) are 
governed by only finitely many coordinates despite the infinite-dimensionality of the underlying 

phase space.

Sieber, [128], (2006) compared the results obtained between linear control and relay control subject 

to delay. Consider the dynamical system

/nL9 = mg sin 0 +  F  cos 0 (5.58)

where m is the mass of the bob in the pendulum, L is the radius of the pendulum moving in a circle, 
g is the acceleration due to gravity, 9 is the inclination angle of the pendulum, and the force F  is 
applied as a feedback to the cart with the goal of stabilizing the unstable upright position 9 = 0 as 

in Figure 5.2. The parameters of equation (5.58) can chosen such that the equation becomes

0 =  sin0 +  F cos0  (5.59)

Time has been re-scaled to units of y /2 L / (3g) in (5.59). There exists a fixed reaction time in the 
application of the feedback force F ( 9 ,0), i.e. delay x in the arguments of F, which increases for 

decreasing L.

The problem was formulated as follows; given a potentially large delay x >  0, find a function 

F : R 2 —> R  such that the feedback law F(9(t — x),9(t — x)) is able to stabilize the system (5.59) 
to the upright position 0 = 0 .  It is well known that for linear F  this is impossible as soon as the 

delay x exceeds a certain critical value xc. The critical delay xc = s/2 is derived in the textbook by 
Stepan [134], (1989) for the classical PD control law F(9(t — x),9(t — x)) = —a9{t — x) — b9{t — 
t). Sieber and Krauskopf, [129], (2005) found that even if one accepts small stable oscillations 

around the upright position as successful balancing, the restriction on the delay cannot be relaxed 
substantially beyond the critical value obtained from the linear theory. Such relaxation is however
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possible for any given delay with a relay delay control

F =  — £sign[p(0 (r — t), 0 (i — t))]

where p is a smooth or piecewise affine function, if one accepts small oscillations as successful 

balancing (Sieber, [128], 2006).

5.3.3 A predictor-based design

Another approach to analyse SMC in the presence of input delay is developed in the predictor 
space ( Li and Yurkovich, [106], 2001), ( Fiagbedzi and Pearson, [38], 1986), (Richard, et al., 

[119], 2001), (Roh and Oh, [120], 1999). The delay compensation techniques that can cope with 
an arbitrarily large delay rely on dynamic feedback where the feedback depends on the predictor, 

obtained by a real-time solution of a functional equation. Under a predictor-based controller, 

therefore, a time-delay system can be transformed into a delay-free system in which the delay is 
eliminated from the closed-loop system. The approach allows eigenvalue assignment problems to 

be solved without any restriction on the time delay and spectral properties of open-loop system. In 
(Roh and Oh, [120], 1999) the following linear input-delay system with uncertainties described by

is considered, where x  e  R ”, u E R m and r  £ ([0. °°),1R) are the state vector, the input vector and 

the known delay time, respectively, and A and B are constant matrices with appropriate dimensions. 

The uncertainties, fo(x(t),t) and f \(x(t  — z).t)  represent the nonlinear parameter perturbations 
with respect to the current state and the delayed state of the system respectively. The following 

assumptions are made;

x(t) = Ax(t) +Bu(t -  t) + / 0(x(f),i) + / i {x(t - T ) , t ) (5.60)

f o ( x ( t ) , t )  =  B e 0 ( x ( t ) , t ) ,  f i { x { t - z ) , t )  =  B e i ( x ( t - r ) , t ) ,

IkoWO.OII <Poll*(O II+*, IM * 0 - T ) , i ) l l  < p i ||x ( ? - t )|| (5.61)

for po, p i , k > 0. A predictor variable is considered as

(5.62)

and the sliding surface is defined as
cj(.v) =  Sx = 0 (5.63)
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Since the sliding function is governed by the state at the next delay interval, the effect of input delay 
on the sliding function will be compensated. Choosing cr =  0, an equivalent control is obtained as

ueq — —[.S'Zi] ~1 SAx

u(t) =  ueq + uN i — —  ! ^ eAZBS(x,t)
uN = i 11 11

l 0

where 5(x,f) =  p||x|| + k + j8, for p =  po + p\q, q >  1 , j8 >  0, is the upper bound on the norm of 
the total uncertainty of the system. The sliding function with the control (5.64) is described as

à  =  SBun +  (SeAr B){eo(x(t) ,t) + e \ (x(t — T ),t)} (5.65)

Roh and Oh, [120], (1999) asserted that the control law (5.64) will asymptotically stabilize the 

dynamics (5.65), i.e. a sliding mode always exists. The proof was based on using the Lya­
punov function V(a ,t)  = \ o l a  such that V < —j3||cr7 ||||SeATZ?|| <  0. However Nguang, [112], 

(2001) pointed out the fundamental error of (Roh and Oh, [120], 1999) is that of not realizing 

that eArfo(x(t),t) and eAxf \  (x(t — t) , t )  are no longer matched uncertainties. More precisely, 
M[eAxB] is not necessarily included in &[B}. Their assertion was derived based on the the fact 

that eAzfo(x(t),t) and eAxf \  (x(t — T),t) are still matched uncertainties; however, this is not true in 
general.

To correct this problem Roh and Oh, [121], (2000) proposed a switching gain adaptation scheme 

as

8 (x,t) = p(x,i)||x || +k(x,t)  (5.66)

where p(x,t)  and k(x,t) are adaptation parameters for p and k, respectively. They can be obtained 

by
P(x,t) = Pt0 + Zp l J!0 \\BTSTa\\\\x\\dt 
k(x,t) = K  + ̂ X il0\\BTSTa\\dt

where p,0 and k,0 are the initial values of p(x,t)  and k(x,t), respectively. and ^  are adaptation 

gains with positive constant values. By choosing appropriate {pt0,kti)} and {qp.^ } ,  the rate of 
parameter adaptation can be adjusted. Using such predictor based SMC with an adaptive switch­

ing gain, asymptotic stability of the sliding surface was achieved in the presence of delay and 
uncertainties. Another advantage of using the adaptive term is the a priori knowledge of the upper 
bound on the uncertainties, which is required in conventional SMC without adaptive gain, is no 

longer needed.

Even though methods based on functional predictors can be globally asymptotically stable at the 

linear level, they can have exponentially large transients if the initial condition is too far from the 
equilibrium. See also (Mondié and Michiels, [109], 2003) for a survey on implementation prob­

lems of functional predictors and how to overcome them. In the case of small delays, polynomial 
forward prediction, such as used in substructuring (Wallace, et al., [140], 2005) and (Horiuchi and

if ||c r ||^ 0 , (5.64)

otherwise
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F igure 5.3: Single time-step prediction of n  =  3 control points for a N  =  2 order polynomial.

Konno, [86], 2001) in mechanical and civil engineering, is often successful and easier to imple­

ment in real-time. These algorithms are based on using predefined coefficients, a,, for an Mh order 
polynomial fit of a number of control points, following the equation

N
z' = £ a ;Z ;  (5.68)

¿=0

where jco is the present state and x,- are the previously calculated states at previous x x i instants. 
Figure 5.3 shows the forward predicted point x  being obtained by extrapolating the polynomial 

function over the present displacement xo and N  previous calculated values, thus making the num­
ber of control points used, n = N  +  1.

Note that the prediction in Figure 5.3, which is by extrapolation on a third-order polynomial, is 

based on the assumption that the variation of acceleration is linear with respect to time. Wallace, 
et al., [140], (2005) improved the result by Horiuchi and Konno, [86], (2001), which is shown to 
be more generic in terms of flexibility and accuracy.

5.4 Conclusion

SMC with state delay and input delay is reviewed. A stability degree approach, which uses the 
Lyapunov method for output feedback SMC with state delay, is introduced. For a matched known 
constant delay, the output feedback system can be reduced to a delay-free system using the equiv­

alent control approach. A sliding surface design with integral terms is shown to minimize the 
effect of delay and release the constraints on observability as well as Kimura-Davison conditions. 

Lyapunov Krasovskii and Razumikhin methods, which are widely studied for delay systems, are
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applied to SMC design with constant and time-varying delay. Results on SMC with delay are 
demonstrated in terms of LMIs, where both transformation of the original system to regular form 
as well as methods which deal directly with the original system representation have been con­

sidered. Provided the state delay system dynamics are stable on the sliding surface, a control 

law with a sufficiently large gain will produce asymptotic stability. However, in the input delay 

case, the situation is much more complicated, involving oscillations and bifurcations in the closed- 

loop behaviours as illustrated in an example. Study on the one dimensional relay delay system is 

shown to have a periodic steady state solution with constant frequency. The oscillation is a func­

tion of the delay, disturbance and the switching gain. Control algorithms to mitigate the effect of 
such oscillations are suggested to minimize the delay effect. Explicit solution construction shows 
the dynamics of delayed relay systems is governed by only finitely many coordinates despite the 

infinite-dimensionality of the underlying phase space. A predictor based control design for sys­

tems with constant delay is able to achieve asymptotic stability. However this leads to a memory 

based controller which is not robust for even the case of matched uncertainties. This chapter has 
demonstrated the effects of delay on SMC which potentially affect system stability and certainly 

affect system performance.

The existing research has mainly focused on SMC of delay systems with state feedback. An output 
feedback SMC for a delay system, see Chapter 3, where research has been scarce, would pose a 
challenging task even for systems without delay. The existing output feedback design techniques, 

e.g. eigenvalue assignment, eigen-structure assignment, cannot be directly applied to systems with 

time delay. In the next chapter a novel output feedback SMC formulation for non-delay systems 

will be demonstrated. The method is based on the descriptor approach (Fridman, [42], 2001) and 
leads to a solution in terms of linear matrix inequalities. When compared to existing methods, 
the proposed method is efficient and less conservative than other results, giving a feasible solution 
when the Kimura-Davison conditions are not satisfied.



Chapter 6

A Novel Output Feedback Design of 
Sliding Surface for Delay-free Systems: 
An LMI Approach

6.1 Introduction

Works in this chapter seeks to develop a novel output feedback SMC scheme which is more com­

putationally efficient and tractable than those discussed in Chapter 3, and can be extended to in­
corporate delay effect into the controller design phase. The eigenvalue assignment and eigenvector 

assignment methods in Chapter 3 are design tools for systems without delays, it is rather difficult 
to exploit these methods for control design of systems with delay. The most efficient tool for sta­
bility analysis with delay has been using Lyapunov Krasovskii Functionals or Razumikhin method 
expressed as form of LMIs, as see chapter 5. Therefore, an LMI-based output feedback controller 

design will be considered as a framework before extending the methodology to systems with delay.

In the existing results in output feedback SMC design using LMIs, iterative LMI approaches have 
been exploited to solve the static output feedback problem using a bilinear matrix inequality for­

mulation, see (Cao, et al., [16], 1998), (Choi, [19], 2002), (Huang and Nguang, [87], 2006). In 
(Edwards, [27], 2004) where the regular form was not used for synthesization of the control law, 
LMIs were derived for switching function design whilst minimizing the cost function associated 

with the control. Sufficient conditions for static output feedback controller design using LMIs 
have also been sought. Although only sufficient, the solutions have the advantage of being lin- 

. ear and, hence, easily tractable using standard optimization techniques, see, (Crusius and Trofino, 
[20], 1999), (Shaked, [124], 2003). As well within the existence problem, LMI methods have also 
been considered within the context of developing a sliding mode control strategy which solves the
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reachability problem for a given sliding surface. For example, LMI methods which yield reach­

ability conditions for designing static sliding mode output feedback controllers were presented in 

(Edwards, et al., [28], 2001).

In this chapter the descriptor approach introduced in Chapter 4 is applied to derive LMIs for the 

solution of the sliding mode control output feedback problem. An example from the literature 
illustrates the efficiency of the method. In section 6.2 the problem formulation is described. A 

solution to the existence problem is presented in section 6.3. Section 6.4 shows the formulation 
for the reachability problem and an example is demonstrated to show the efficiency of the method.
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6.2 Problem formulation

Consider an uncertain dynamical system of the form

x ( t )= A x( t)+ B u ( t)+ f( t ,x ,u ) ,
(6.1)

y(t) = Cx(t),

where x  G R ", w 6 R'" andy G R p with m < p <  n. Assume that the nominal linear system (A,B,C) 

is known and that the input and output matrices B and C are both of full rank. The unknown 
function / :  R + x R '! x R"! —► R '!, which represents the system non-linearities plus any model 

uncertainties in the system, is assumed to satisfy the matching condition

f( t ,x ,u)= B% (t,x ,u)  (6.2)

where the bounded function t, : R + x R" x R m —> R"! satisfies

\\E,(t,x,u)\\ <  &i IMI +a{t,y) (6.3)

for some known function a : R+ x l ^  R + and positive constant k\ <  1. Initially the intention 

will be to explore when static output feedback sliding mode control can be employed. A control 

law will be sought which induces an ideal sliding motion on the surface

s = {xE  R" : FCx = 0} (6.4)

for some selected matrix F G R mxp of the form

u(t) = -yF y(t)  -  vy 

where y is a design parameter and the discontinuous vector

0

(6.5)

Vy(t) =
if Fy ^  0 

otherwise
(6.6)



where p(t,y)  is some positive scalar function of the outputs

p(t,y) = (£iy|li >ll +  a(c;y) +  y2)/(i-h)
where y and 72 are positive design scalars.
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Hyperplane design

It can be shown that if rank(CB) — m there exists a coordinate system in which the triple (A,B,C) 
in system (6.1 ) has the structure

’ A n A 12  ‘ 0
c  =

r -I

0 T
_ A 2 1 A 2 2 . . L -1

(6.7)

where B2 G Rmxm is non-singular and T G Rpxp ¡s orthogonal (Edwards and Spurgeon, [29], 
1995). Furthermore, An £ ]&(«-'») x(«-m) ancj tjje remaining sub-blocks in the system matrix are 

partitioned accordingly. Let

F\ F2 = FT (6 .8)

where F\ G R p and F2 G R'". As a result

FC = F\C\ F2 (6.9)

where

C1 = 0,\p—m) x (n—p) l (p-m) (6. 10)

Therefore FCB = F2B2 and the square matrix F2 is nonsingular. By assumption the uncertainty is 

matched and therefore the sliding motion is independent of the uncertainty. In addition, because 

the canonical form in (6.7) can be viewed as a special case of the regular form normally used in 
sliding mode controller design, the reduced-order sliding motion is governed by a free motion with 
system matrix

A], =  An — A\2F f x F\C\ (6.11)

which must therefore be stable. If AT G R mx(p m) js defined as K = F2 *Fi then

An — An —A12FC 1 (6. 12)

and the problem of hyperplane design is equivalent to a static output feedback problem for the 

system (An,A]2,Ci), where (An,Ai2) is controllable and (An,Ci) is observable.



6.3 A novel LMI approach to solve existence problem
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Theorem 6.1. Given scalars £, 8 and a matrix M  6 p)t if  there exists a (n — m) x
(n — m) symmetric matrix P > 0, and matrices Q22 €  ]R(P~m)x(P~m)> g , ,  (= R(n_P)x(n~P)t Q l2 £ 
R (n-p)x(p-m)) Y G r x(p-m) such that the LMI

0  =
Au Q2 - A x2[YM 8Y] + Q W n -[YM  8Y\TATn P -  Q2 + eQ\Atu -  e[Y M 5Y}t A[2

* - z Q i - z Q l
< 0

(6.13)

holds, then the reduced order system (6.12) is asymptotically stable. Once K has been synthesized, 
choose

F =  F2 K Im T t (6.14)

Proof. It will be shown that system (6.7) is stable if the reduced order system (6.12) is stable. 
Consider a Lyapunov function V = x\P x \  with

= (A\\ — A \2KC\)x \ (6.15)

Using the descriptor method in Chapter 4 the right-hand side of the expression

0 =  2 [x\PÏ + x Tl Pf][-xi + (An - A \ 2KCi)x\\ (6.16)

with matrix parameters P2,P2 = eP2 £ is added into the right hand-side of V = 2x\Px\. It is 
necessary to find the conditions that guarantee that

V = 2xJPxi + 2[x\Pi + x \ P l \[ -x  1 +(2lu -  A n KC\)jc,] <  0 (6.17)

Setting 77 =  col{x\ , jc, } it follows that

V = tj T@rj < 0 (6.18)

if the matrix inequality

0 =
Pj(A, -AnKC\) +  ( A u - A n KCi)TP2 P Pi2 +e(A ,i 

- e P i - e P
A\2KC\)T P2 < 0

is feasible. Multiplying the latter inequality from the right and the left by diag{P2 l ,P2 1} and its 
transpose respectively and denoting Q2 = P f x, P =  Q2 PQ2, 0  <  0 if and only if

0  =
(^n  — A\2KC\)Q2 + Q2 (A\\ — A\2KC\)t P - Q 2 \-eQ2 (A\\ —A\2KC\)t

- eQi -  eQl
< 0



Chapter 6. A Novel Output Feedback Design o f Sliding Surface for Delay-free Systems: An LMl
Approach 97

Choose the LMI variable Q2 in the following form

0 2  =
Ô11 Q12

Q22M  SQ22
(6.19)

where Q22 is a (p — m) x (p — m)-decision variable and M  is some (p — in) x (n — p )-matrix and 8 

is a tuning parameter. Then it can be verified that

KC\ Q2 — KQ22M 8KQ22 (6.20)

Defining

y = KQ22 (6 .21)

It follows

KC\Q2 YM 8Y (6 .22)

The matrix K  can be found by solving the LMI (6.20) with the tuning parameters 8 and e and 
tuning matrix M. □

The following section develops conditions to ensure that the uncertain system is quadratically 
stable and an ideal sliding motion is induced on s in finite time.

6.4 Reachability problem

It can be shown (Edwards, et al., [28], 2001) that the following system transformation and con-
h-m  0trol structure exist such that z(f) =  T\xr{t), where 7] =  

(Â,B,FC) has the property that
KCX /„,

so that the system triple

Cs 0 r -,
À =

_ ^21 A22
B =

. ß 2 .
FC = 0 f2 (6.23)

where A n  =  Ai 1 —A\2KC\. Let P be a symmetric positive definite matrix partitioned conformably 
with the matrix in (6.23) so that

r P i 0 
0 P2

then the matrix P satisfies the structural constraint

(6.24)

PB = CFt (6.25)

if the design matrix F2 = B] A . The matrix P can be shown to be a Lyapunov matrix for Aq =  
A — yBFC for all y >  yo, where yo is defined to ensure L(y) =  PAq + A^P  is negative definite



(Edwards et al. 1995). In the new coordinate system the uncertain system (6.1) can be written as

z{t) =Az{t)+B(u(t) + ^(t,z,u))  (6.26)

Proposition 6.2. (Edwards and Spurgeon, [29], 1995) The variable structure control law (6.5) 
quadratically stabilizes the uncertain system given in (6.26).

Proof. Consider as a candidate Lyapunov function the positive definite expression

V(z) = zTPz (6.27)

Taking derivatives along the system trajectory and using the structural constraint from (6.25) gives

V = ZT{ATP + PA — 2y{FC)r FC)z +  2zr PB(E, -  vy)

= zTL(Y)z + 2yTF T^ - v y)
< z TL (Y )z -2 y TF Tvy + 2 \ \F ym \\

= zr L (r )z -2 p ( t ,y ) \ \F y \ \+ 2 \ \F y \m  

< zr L(y)z -  2||Fy|| (p(i,y) -  h  IMI -  a (f ,y))

But by definition

p(f,y) =  {k\y\\Fy\\ + a(t,y) + y i) / ( \  —k\)

and so by rearranging

p(t,y) = k ip (t ,y ) +  k\ y||Fy|| +  a(t,y)  +  y2

>  h (||vy|| +  y||Fy||) +  a(t,y) + y> (6.28)
>k\\\u\\ + a{t,y) + f t

Using (6.28) in the inequality for the Lyapunov derivative

V <  zr L (y )z-2y2||Fy|| < 0 , if z 0 and y >  y0

and therefore the system is quadratically stable. □

Corollary 6.3. (Edwards and Spurgeon, [29], 1995) An ideal sliding motion takes place on the 
surface S in the domain

Q =  { z e R "  : ||#2 'AoIHIzII < 7 2 - p }

where matrix Aq represents the last m rows of  Ao ancl T] is a small scalar satisfying 0 V < Vi- 

Proof. Substituting from equation (6.5) it follows from (6.26) and (6.4) that
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s — FCAqz + F2B2 (%~vy)



Let Vc : R m —* R  be delined by
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Vc(s) = 2sT{F2 l )TP2F f xs

Then using the fact that Ff = P2B2 it follows that

( F f 1 )t P2F2 1 F C A q =  BFf X

Then it can be verified that
Vc = 2sTB f xALQz + 2sr ^ - v y)

<2115111152^11-2^1^11 (6.29)

<-2r7|M |

if z G 12. So there exists a f0 such that z(t) G 12 for all t > to- Consequently (6.29) holds for all 
t > to. A sliding motion will thus be attained in finite time. □

Remark 6.4. The proposed method is suitable for static output feedback sliding mode controller 

design where Kimura-Davison conditions, written as n < m + p — 1, are not satisfied. No con­

straints are imposed on the dimensions of the reduced-order triple A n, A\2, C\. This represents a 
constructive and efficient approach to output feedback based design for a relatively broad class of 

systems.

Evidence of the efficiency of the method will be demonstrated by considering an example taken 

from the literature, (Edwards, et al., [33], 2003)

Example 6.1. Consider the fourth order system

-2.724 -13.808 0 0 1.355
0 0 1 0

0.73 -4.782 0 0
, B =

0.812
, c  = 0 1 0 0

0 1 0 0 0
0 0 0 1

1 0 14.921 0 0

with system states [v r y/Y]r , which corresponds to the linearization of the rigid body dynamics 
of a passenger vehicle. The first state, v, is the lateral velocity, the second state, r, is the yaw rate, 
the third state, t//, represents the vehicle orientation and the fourth state, Y, is the lateral deviation 
from an intended lane position. The input to the system is the angular position of the front wheels 
relative to the chassis. Transforming the system into the canonical form for design of the switching 

surface as in equation (6.11) yields

-3.9422 0 0 12.4066

1 0 -14.921 , A 12 = -1.6687

0 0 0 1
An = (6.31)
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(a) Output Against time (b) Switching function

Figure 6 .1 : Response of system (6.30) with control matrix (6.33)

The gain from the LMI tool solver with 8 =  0.2, e =  1 and M = yields

K =  -0.7579 8.1203 (6.32)

and hence

4.997 0.6154 0.4664 (6.33)

The sliding mode dynamics have poles at

{-1.7479+1.2162/ -1 .7 4 7 9 -1 .2 1 6 2 / -9.8313}

Simulation of the states of the system with initial conditions [0 0 10] is plotted in Figure 6.1(a). 
The switching functions are shown in Figure 6.1(b). From the figure it can be seen that the system 

outputs are stabilized after two seconds; the sliding surface is reached in less than one second and 
system trajectories remain on it for subsequent time.

6.5 Conclusion

The development of sliding mode schemes for uncertain linear system representations when only 
output information is available to the controller has been presented. A descriptor Lyapunov func­

tional method for switching function design has been derived which lead to an LMI solution. No



additional constraints are imposed on the dimensions or structure of the reduced order triple asso­
ciated with design of the switching surface. A numerical example shows the effectiveness of the 

method.

In the next chapter the novel switching surface design for output feedback SMC presented in 

this chapter will be extended to systems subject to time-varying state delays. The magnitude of 
the linear gain used to construct the controller is also verified as an appropriate solution to the 

reachability problem using LMIs. A stability analysis for the full-order time-delay system with 
discontinuous right-hand side is formulated. The method facilitates the constructive design of 

sliding-mode static-output-feedback controllers for a rather general class of time-delay systems.
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Chapter 7

A Sliding Mode Controller Design for 
Systems with State Delay

7.1 Introduction

This chapter extends the novel output feedback design for SMC in the previous chapter to systems 
with state delays. A system with time-varying state delay and matched disturbances is considered 
which is transformed into regular form where conditions for both existence of sliding surface 

and reachability of system trajectories to the defined surface are derived using LMIs. The LMI 

conditions is delay-dependent on a class of reduced order dynamics in the reaching phase and 
independent in the sliding function, due to the presence of non-linear switching component in 

the control. The output feedback scheme can be easily extended for compensator design. This 
facilitates a constructive design of output feedback SMC for a rather general class of time delay 

systems.

To briefly recall the existing sliding mode control (SMC) techniques for systems with state de­

lay included in Chapter 5, Gouaisbaut, et al., [77], (2002) considered the development of sliding 
mode controllers for operation in the presence of single or multiple, constant or time-varying state 

delays. This uses the usual regular form method of solution for matched uncertainties and full 
state availability is assumed. This problem has also been considered in (Li and DeCarlo, [105], 
2003) where a class of uncertain time delay systems with multiple fixed delays in the system states 
is considered. The paper considers unmatched and time varying parameter uncertainties together 

with matched and bounded external disturbances, but again full state information is assumed to be 
available to the controller. In (Fridman and Shaked, [53], 2002) Lyapunov functionals were for 
the first time introduced for the analysis of time varying delay. In (Fridman, et ah, [50], 2003) 

the descriptor approach in Chapter 4 to stability and control of linear systems with time-varying 
delays, which is based on the Lyapunov-Krasovskii techniques, was combined with results on 
the sliding mode control of such systems. The systems under consideration were subjected to

102



norm-bounded uncertainties and uncertain bounded delays and the solution given in terms of lin­

ear matrix inequalities. Orlov, et al., [115], (2003) developed a sliding mode control synthesis 
for a class of uncertain time-delay systems with nonlinear disturbances and unknown delay val­

ues whose unperturbed dynamics is linear. The synthesis was based on a new delay-dependent 
stability criterion. The controller is robust against sufficiently small delay variations and external 

disturbances.

It is important to emphasize that much of the above literature on sliding mode control of time-delay 

systems assumes full-state feedback. An output feedback-based approach is worth investigating 
where the existing developments using state feedback may be examined for their compatibility 

to solving output feedback problem. In Section 7.2 the problem of output feedback SMC for 

systems with state time varying delay and matched disturbances is formulated. The existence 
problem is considered in Section 7.3. In Section 7.4 and 7.5 stability of the full order closed loop 
system is derived via LMIs and the reachability problem is presented. Compensator based design 

is demonstrated in Section 7.6. Examples from the literature are used to demonstrate the efficiency 

of the methods.
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7.2 Problem Formulation

Consider an uncertain time-delay system

¿(0 =  Az(t) + Adz{t -  z(t)) + B(u(t) + Ç(t,z, u)) 
y(t) = Cz(t)

where z € R”, u G 1R"' and y G Rp with m < P < n .  The time-varying delay x[t) is supposed 

to be bounded 0 <  x(t) < h and it may be either slowly varying (i.e. differentiable delay with 
i(t) < d <  1 ) or fast varying (piecewise continuous delay). Assume that the nominal linear 
system (A,Ad,B,C) is known and that the input and output matrices B and C are both of full rank. 
The unknown function <!j: IR f x JR.” x ]Rm —> R”, which represents the system non-linearities plus 

any model uncertainties, is assumed to satisfy the matching condition with the bound given in 
(6.3). It can be shown that if rank(CB) = m there exists a coordinate system in which the system 

(A,Ad,B,C) has the structure

A n A nA =
. ¿21 A22

0
B =

b 2
, C-

Ad =

0 T

Ad\\ Ad\2 

Adl\ Ad22
(7-2)

where G R mxm is non-singular and T G IR,/rx/; is orthogonal. The system can be represented as
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zi (0 =  Anzi (t) +  AdUzi (t -  r(t)) +A\2zi(t) + AdX2z2(t -  z(t))
¿2(0 =  i L i  (A 2¡Zi(t) +Ad2iZi(t -  t(i))) +  B2{u(t) +  B, (,t,z , m)) (7.3)

y(0 =  cz(0

Assume that sliding surface is defined same as (6.4) with respect to z where (6.8), (6.9) and (6.11) 
hold and define the output feedback control law similar to (6.5), (6.6), the closed-loop system (7.3) 

and (6.5) can be described by the following equations:

¿i(0  =  (flu — A X2KC\)z\{t) + {AdXX — Ad\2KC\)z\{t — x(t)) 
s(t) = (A21 -  yB2KCi)z\(t) +  (Ad2X — yB2KCx)z\(t — z{t))

+ ( A 22 -  yB2)z2(t) +  (Ad22 -  yB2)z2{t-x(t)) + B2(E, (,t,z,u) -  v ( i ) )

y(f) =  Cz(0

7.3 The Existence Problem

On the sliding manifold s(t) — 0, it is well known (Zinober, [152], 1994) that the reduced-order 

sliding motion is governed by a free motion with system matrix

¿i(?) =  (fill — A\2KC\)z\{t) +  (A^ii - Ad\2KC\)z\[t — r(t)) (7.5)

Consider a Lyapunov-Krasovskii functional

V (0 =  z[ {t)Pzi (0 +  //_* zf (i)£zi (s)ds +  z[ (s)Szi (s)ds

+ h A  H +e ¿i (s )R zi (s )d s d  6

where the symmetric matrices P >  0 and E ,S ,R >  0.

The condition V(t) < 0 guarantees asymptotic stability of the reduced order system as in (Hale and 

Lunel, [77], 1993). Differentiating V(t) along (7.5),

V (t) =  2z[ (t)Pzi (t) +  h2z \ 1  (t)Rz\ (t) — h ¡t'_h ¿1T (s)Rz\(s)ds
+ z[ (t){E +  5)zi (i) -  z \( t  -  h)Ez 1 (i — h) — (1 — f  (f))z[ (f -  r(i))5zi (f -  t(r))

Further using the identity

- h  ¡¡_h zi T {s)Rzi (s)ds =  - h  zi T (s)Rz\ (s)ds -  h zi T {s)Rz\ {s)ds (7.8)

and applying Jensen’s inequality (Gu, et ah, [73], 2003)

Jt-z(t) Z1T (s)RZl (s)ds > S Jt-x(t) Z17 X-T(i) zi (s)ds (7.9)
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and

ZiT (s)r D {s)ds > I f t' f* (t) ¿1T (s)dsR Zi (s)ds. (7.10)

then
V (,t) <  2zf (t)Pz\T(t) + h2z \T(t)Rz\(t)

- (Z! (0  -  Zi (i -  T(i)))7'Ä(zi (0  -  ZI (Ì -  T(0) )
-( z i  (t -  r(t)) - z i ( t -  h))r R(zi (t -  t(f)) -  zi ( t -  h)) (7.11)

+ z [ (t)(E + S)z\(t ) - z \ { t - h ) E z \  (t -  h)

- (1  -  d ) z \ ( t - r ( t ) ) S z i ( t - r ( t ) )

Using the descriptor method

0 =  2(z[(f)P j + zxT{t)Pj)[-zx(t) + {Au - A n KCx)z\(t)

+(A<m ~AiinKC\)z\{t — x{t))\

with matrix parameters P2, P3 =  e l f  G R ” m is added into the right-hand side of (7.11). Setting 
77(f) =  c o l{ z \{ t ) ,z \{ t ) ,z \ ( t -h ) ,z \ ( t -  t(f))}, it follows that

if the matrix inequality

is feasible, where

7 ( f )  <  7 77 (f)  © 7 7 (f )  <  0

011 012 0 014

* 022 0 024

* * 033 034

* * 4= 044

011 - / 527'( A „ - A i2/i:Ci) +  (Ai1- A 12/s:Ci)7'P2 +  £  +  5 - f ?

012 =  P - P 2r  +  e(An - A X2KC\)TP2 

9[4 = P{(AdU - A dx2KCl)+ R

022 =  - e P 2-  eP2 +  /r2P 
024 =  eP27'(Ai/11- A i/i27:Ci)

033 =  - ( £  +  P)

034 = P

044 =  —2R -  ( 1 d)S

(7.13)

(7.14)

(7.15)

Multiplying the matrix 0  from the right and the left by diag{P2 1. P2 1. P2 1. P2 1} and its transpose 

respectively and denoting

Q2 = P2 \  P = Qt2PQ2, R = Qt2RQ2i E = QlEQ2, S =  Q\SQ2
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it follows 0  <  0 0  <  0 where

0ii 012 0 014
* 022 0 024
* * 033 034
* * * 044

(7.16)

6n = (.An - A X2KCl)Q2 + Q!i {An - A 12KCx)T + E + S - R

0n = P - Q 2 + £ Q l ( A u - A n KCxy

014 =  {Ad\\ —AdnKC\)Q2 + R

022 =  —£02 — £02 +  h'R
024 =  z(Adu ~  AdnKC\)Q2
033 — —E — R

034 =  R
644 = - 2 R  -  (l -  d)S

Suppose 02 is defined in (6.19) and (6.20), (6.22) hold, substitute (6.22) into (7.17) to yield

0u = A n Q2 - A n [Y 8Y\ + Q lA Tn - [ Y J f  8Y]tA ]2 + È + S - R

9n  = P - Q 2 + eQ lA Tn -£ [Y yC  8Y]tA \ 2

9l4 = AdnQ 2 - A d n [ Y ^ '  8Y] + R

022 =  — £02 — £02 T h2R
024 =  £AdnQ2 ~ £ A d n \ Y ^  57]
033 =  —E — R

034 =  R
044 =  —2R— (1 —d)S

with the tuning parameters 5 ,e  and jYY. The following Lemma may now be stated

Lemma 7.1. Given a-priori selected tuning parameters £, 8 and J Y  £ Rip m)x(" p\  then (7.16) 
is an LMI in the decision variables P > ( ) ,/? >  0, S >  0, R > 0  and matrices Q22 £ R(p~m)x (/>-'”) j 
011 £ K,(«-p)x(n-p), g , 2 e  t(n-p)x(p-ffl)i y  £ R 'n x . I f  a solution to (7.16) exists, which may 

be readily obtained from available LMI tools, then the reduced order system (7.5) is asymptotically 

stable for all differentiable delays 0 < x(t) < h, i(t) < d < 1. Moreover, (7.5) is asymptotically 
stable for all piecewise-continuous delays 0 <  x{t) < h, if  the LMI (7.16) is feasible with S = 0.



7.4 Stability of the Full Order Closed Loop System
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It can be shown that there exist a coordinate system in which the system triple (A,Ad,B,FC) has 
the property that

"All A n  ' Ad it Ad 12
A =

_ Ä21 a 22
, Ad =

Äd2\ Äd22

(7.19)

0 r -,
Ë =

.  _

) FC = o f2

where A\\ = An - A\iKC\ and Ad\\ =  Ad\\ - A d\2KC\ and F2 is a design parameter. Let P be 

given by (6.24), then the matrix P satisfies the structural constraint

P B = CtF t (7.20)

if the design matrix F2 = B2 P2■ The matrix P can be shown to be a Lyapunov matrix for

A0 =  A — yBFC = A - y B 0 F2 (7.21)

for sufficiently large y (Edwards and Spurgeon, [29], 1995). In the new coordinate system the 

uncertain system (7.1) can be written as

z(t) = Az(t) + Adz(t -  r) + B(u(t) + %(t,z,u)) (7.22)

The closed-loop system will have the form

z(t) =  A0z(i) + Adz{t -  t) + B(% (t,yt) -  vy{t)) (7.23)

For large enough y >  0, these conditions are delay-independent with respect to the delay in z2- 
However, for derivation of this condition using Lyapunov-Krasovskii techniques, it is necessary to 
consider the case where i  < d  < L A  stability condition for the full order closed loop system can 
be derived using the following Lyapunov-Krasovskii functional:

V (t) =  zr {t)P z{t) +  j tf h zT (s )Ë z (s )d s  +  J tf T(t) zT (s)S z (s)d s  

+ h f - j ; +e t T( s)Rz(s)dsd9

where the matrix E, S > 0 and R =
R 1 0
0 0

> 0 as it is desired to determine a stability condition

for the time delay system which is delay independent with respect to delay in z2{t). Differentiating
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V(t) along the closed loop trajectories

V(t) < 2zr {t)PzT{t) + h2zr {t)Rz(t)

- { z ( t ) - z ( t  -  T(t)))TR(z(t) - ( t -  T(/)))
-{z{t  -  r(t)) -  z(t -  h))r R(z{t -  t(t)) -  z(t -  h)) (7.25)

+zT(t)(E + S)z{t) — z‘ (t — h)Ez(t -  h)

—(1 - d ) z l (t -  Tt(t))Sz(t — z(t))

Substitute the right-hand side of equation (7.23) into (7.25). Setting g(t) =  col{z(t),z(t — h),z{t — 
r(i))}, it follows that

V(t) < q{t)T<S>hq{t) +  h2t r {t)Rz(t) +  2zTPB(£, (t,z,u) -  v(r)) <  0 

is satisfied if g1 (t)&i,g(t) + li2zT (t)Rz(t) < 0 and 2zT PB(lg (t,z,u) — v(i)) <  0, where

d>,, =

with

Setting p(t) = c o l{ z ( t ) , z ( t - h ) , z ( t - T ) ,^ ( t , z ,u ) - v ( t ) }

h2zT(t)Rz(t) = h2[zT(t)Äo + zT{t -  r)ÄdT +  (<%{t,z,u) -  v(t)T)BT]R- 

[Ä0z + A dz(t -  t) +  B(t; (t, z, u) -  v(i))]

=  p (0

ÄTAo
On
r  T 

Ad
Bt

fn-m) ll2Ri fn —m)

i t

Ä /
B>

Pit)

Using the Schur complement, T(t)<!>/,% (t) + h2zT(t)Rz{t) < 0 holds if

(7.26)

0ii ~ R 0 PAd -\ R
* - ( E + R ) R (7.27)
* * - 2 R - \ \ - d ) S

011 = Aq P +  PAo +  S +  £ (7.28)

(7.29)

hAd‘

\n,n—m)

0
- R t

R i

R i

< 0 (7.30)

 ̂  ̂ ^



Inequality (7.30) is an LMI in the decision variables P\ >  0, E >  0, S >  0 and >  0. Equation 
(7.26) is valid if (7.30) is satisfied and given

2 zTPB(%(t,z,u)-v(t))
= 2yTFT(% (t,z ,u)-v(t))

< — 2yT F Tv(t) + 2\\Fy(t)\\\\Z(t,z,u)\\ (7.31) 

= -2p(t,y)\\Fy(t)\\+2\\Fy(t)\\\\Z(t,z,u)\\
< -2 ||F y ( i) ||(p ( t ,y ) -k i \ \u ( t) | | - a ( t , y ) )

Then given (6.28) and equation (7.26) if (7.30) is valid, then from (7.31) and (6.28)

V(t) <  -2 fc ||F y (0 || <  0 ifz(i) + 0 (7.32)

and therefore the system is asymptotically stable.

Lemma 7.2. Given large enough y, let there exist n x n matrices P\ > ( ) .£ >  0, S > 0, R\ >  Ofrom 
the LMI solver such that LMI (7.30) holds. Given that the design parameters k\, a(t,y), Ji and A 
have been selected so that condition (7.32) holds, the closed loop system (7.22) is asymptotically 
stable for all differentiable delays 0 <  x(t) < li, x(t) < d <  I.

7.5 Finite Time Reachability to the Sliding Manifold
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Corollary 7.3. An ideal sliding motion takes place on the sutface S if

\\^2 X̂ oz(t)\\ + \ \B^ALdz ( t - x ) \ \ < y 1-Tn (7.33)

where the matrices A[j and Â j represent the last m rows of and A j respectively and rj is a small 
scalar satisfying 0 < t] <  y>.

Proof.

s(t) = FCA0z(t) + FCAdz(t -  x) + F2B2(%(t,z,u) -  v(i)) (7.34)

Let Vc : lRm —> be defined by

Vc(s) =  sr (t)(F2- 1)r P2F2~,s(t) (7.35)

Then using the fact that F2 = P2B2 it follows that

(F2 l)TP2F2 lFCA 0 =  Bf'A^
(F2- ' ) TP2F2 lFCA d =  B f lALd

(7.36)
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F igure 7.1: Output Against time

Then it can be verified that

Vc =  2sT(t)Bf xAqz{t) + 2sT(t)B f lAjz(t — t) + 2st {t)(E,{t,z,u) -  v(t))

— 2||i(0llll^2'^‘oz(i )ll +  2||i(i)||\\BfxA^z(t —• t)|| — 2]^||s(f)|| (7.37)

< -2 t? lk (0 ll

if z{t) and z{t — r) e  Q.. It follows that there exists a to such that z(t) and z(t — t) e  fl for all t > t 0. 

Consequently equation (7.37) holds for all t > to- A sliding motion will thus be attained in finite 
time. □

Example 7.1. The following model of a liquid monopropellant rocket motor has been considered 
in (Feng, et al., [39], 1995). It is assumed that the variable k =  0.8 in this case, where A j(l, 1) =  
— k and A (1,1) =  if — 1. The outputs have been chosen to be the second and fourth states so that 

in (7.1)
- 0.2 0 0 0 - 0.8 0 1 0

0 0 0 - 1
, A d  =

0 0 0 0

- 1 0 - 1 1 0 0 0 0

0 1 1 0 0 0 0 0

(7.38)

0 1 0 0 "

0 0 0 1

Clearly the Kimura-Davison conditions are not met. Here the rate at which the delay varies with

B =

0
1

0

0
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Figure 7.2: Switching Function

time has been examined with d — 0, a constant delay. The gain from the LMI tool solver with 

8 =  50, e =  0.5, h = 0.45.?, P2 = 1, 7 =  2.9 and M = [5 0.2], yields F = [-1  -2.0754], The 
poles of the sliding mode dynamics are {—2.67, —0.4, —0.2}. A simulation was performed with 

the initial state values [1 1 1 1]. As can be seen the LMI solver gave a feasible result for stability 

for h <  0.45?. Due to the conservativeness of our LMI formulation, the closed loop system is 
asymptotically stable for all T < 0.958? before behaving with limit cycle of a particular frequency, 

and became unstable for r  >  1? as shown in Figure 7.1. The LMI solver gave feasible closed 
loop stability results for controller gain 7 >  2.9 while a choice of 7 >  1 in simulation was able 
to stabilize the system with the compensation of longer settling time. The switching function for 
h = 0.45?, 7 =  2.9 is plotted in Figure 7.2.

7.6 The compensator-based existence problem

For certain system triples (Ai 1, Ai2,Ci), LMI (7.16) is known to be infeasible. In this case consider 
a dynamic compensator similar to that of (El-Khazali and DeCarlo, [37], 1995)

Z c ( t )  = Hzc(t)+Dy(t)  (7.39)

where the matrices H 6 E4X<? and D 6 R i/Xp are to be determined. Define a new hyperplane in the 

augmented state space, formed from the plant and compensator state spaces, as

5c =  { ( z ( i ) , 2 c ( 0 ) e ^  : FcZc(t) + FCz( t )= 0} (7.40)



where Fc G R mXl? and F G R mxp. Define D { G R«x^ - m) and D2 G R i?xm as
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D i D2 = DT (7.41)

then the compensator can be written as

Zc{t) = H z c(t)+D\C\Z\{t)+D2Z2{t) (7.42)

where C\ is defined in (6.11). The sliding motion, obtained by eliminating the coordinates Z2(t), 

can be written as
z\{t) = (An — A\2KC\)z\[t) —A\2Kczc{t) 

+ (^dii —AdnKC\)z\(t — r) —Ad\2Kczc(t — t)

zc{t) =  (Di -  D2K)C\z\ (t) + { H -  D2Kc)zc(t)

where K = F f 1 F\ and Kc = F f lFc, then similar to (Edwards and Spurgeon, [32], 2003) the design 
problem becomes one of selecting a compensator, represented by the matrices D \,D 2 and //,  and 

a hyperplane, represented by the matrices K and Kc, so that the system,

¿i (0 An — A\2KC\ —A \2 Kc Zi(0
_ Zc(t) _ (D, - D 2K)C\ h - d 2k c . Zc(t)

Ac
A d \ \  — A d \ z K C \ —A d \ 2K c z \  ( t  ~  t )

0 0 _ Z c ( t - r )  _

Acd

(7.44)

is stable. To obtain the compensator gains this problem can be shown to be a new output feedback 

problem with

iOi__ oCd

i__ 1
¡*! __
_1 i----Oo

i o o _ D2 - l q 1 Ö a: i O i__

(7.45)

Adii 0 Ad\2 0

1
>! __
_1 C l 0

0 0 0 0 D{ H _ 0 lq

Aqd Bqd i , C1

The existence problem represented by system (7.44), where Ac and Acj  are partitioned as in equa­
tion (7.45) and D2 is a tuning parameter, can be solved as for the non-compensated case (7.5).



Similar to (6.22)
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KqCqQ2 =  Kq
r o Ö i i Q \ 2

^ ( p —m + q ) x ( n —p )  I p —m + q Q22J t 8 Q 22

KqQ.22.Jt 8KqQ22 

Y J t  5Y

where Y = KqQ22, J t  E R^p m+q)x{n p) js a tuning matrix.

Example 7.2. Consider the delay system

(7.46)

0 25 -1 0.1 0.1 0
A = 1 0 0 ? A-d — 0 0.3 -0 .1

- 5 0 1 0 0.2 0
0

B = 0

1

c  =
0 1 0 
0 0 1

from which

ill
0 25

1 0
> A 12 =

- 1

0
C l = 1 0

It follows that
A ( A n  —A\2KC\) — ± W  (25 +  K2)

(7.47)

and so (7.16) is infeasible. Now, consider designing a first order compensator. Choosing £>2 =  1 it 

follows that

Bn

Cq =

0 25 0
1 0 0 

0 0 0

i Aqd

-1 0 -0.1 0

0 0 7 Bqd 0 0
1 -1 0 0

0.1 0.1 0
0 0.3 0
0 0 0

0 1 0 
0 0 1

Choosing 8 = 50, e =  5, J t  = 10 4 and d = 0 (constant delay) with the maximum allowable

delay h = 0.25s, the LMI tool solver returns

Kr,
-25.38 -0 .37 
-25.32 -5 .03
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Figure 7.3: compensator based controller design h = 2.5s

The augmented system with compensator given by

H DC

Oo

' 0 ' ’ Ia O'
5 Ada — , Bu = r  —

5
CI

0 A 0 B o c

is asymptotically stablised by the controller

Fc F -0 .369 -25.38 1

Taking the controller in the form of (6.5), (6.6) where y =  10, p =  10, simulation shows the outputs 
of the system (7.47) starting from initial conditions [0.5, 0, 0] eventually converge to zero after 80s, 
as shown in Figure 7.3. The system trajectories are confined to the predefined switching surface 
(7.40) rapidly in less than one second as shown in Figure 7.4.

7.7 Conclusion

A descriptor Lyapunov-Krasovskii functional method has been introduced for static output feed­
back switching function design for systems with state time-varying delays. The delay is assumed 

bounded with a known upper bound, either slowly or rapidly varying. Also, a novel stability 
analysis of the full-order closed-loop discontinuous time-delay system has been performed via 
the Krasovskii method, which is delay-independent in ziit) (and thus the delay is restricted to be 
slowly-varying) and delay-dependent in zi(i), i.e. in the state of the reduced-order system. The 

proposed OFC design approach also applies to compensator based design. Examples have shown 

the effectiveness of the method.
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Figure 7.4: compensator based controller design h = 2.5s

There are however two major limitations of the work. Firstly only matched uncertainties are con­
sidered and secondly the switching gain in the controller is chosen large enough through trial- 
and-error in order to achieve sliding mode in the simulations. For a more generic controller to 

be developed, unmatched uncertainties should be included into the design phase to enhance the 

system performances. The next chapter considers the development of constructive sliding mode 
control strategies based on measured output information only for linear, time delay systems with 

bounded disturbances that are not necessarily matched. The novel feature of the method is that a 
systematic approach is given for the design where all the control parameters are computed using 

linear matrix inequalities, including the switching gain necessary to achieve sliding mode, even 
in the presence of unmatched uncertainties, disturbances and time delay effects. This eliminates 

the need to determine the switching control gain and closed-loop performance through simula­
tions. The methodology provides guarantees on the level of closed-loop performance that will 
be achieved by uncertain systems which experience delay. A case study involving the practical 

application of the design methodology in the area of autonomous vehicle control will be presented



Chapter 8

Sliding Mode Control of Systems with 
Disturbances: An application to 
Autonomous Vehicle Control

8.1 Introduction

In the previous chapter the existence and reachability problems for systems in the presence of 

matched uncertainty are considered for output feedback sliding mode control of time-delay sys­
tems. The delay is assumed to be time-varying and bounded where the upper bound is known. In 

line with the development of output feedback controllers in the non-delayed case, LMIs are used 
to select all the parameters of the closed-loop sliding mode controller. However, no explicit calcu­
lation of the switching gain in the nonlinear part of the control was given, it was only assumed to 
be large enough to induce the sliding mode. While asymptotic stability in the presence of matched 

disturbances can be achieved by sliding mode control, unmatched disturbances usually lead to 

only bounded stability. For example, in (Fernando and Fridman, [40], 2006) robustness proper­
ties of integral sliding-mode controllers are studied where the Euclidean norm of the unmatched 
perturbation is minimized by selecting a projection matrix.

This chapter develops a means to select all the design parameters, including the switching gain, 
from LMIs in the presence of state delay with matched and unmatched disturbances. The method 

is able to deal with polytopic type uncertainties in all blocks of the system matrices. No additional 
assumption is made on the bound of the uncertain states in the reachability design, as required 

by other work. It is demonstrated that the state trajectories of the system converge towards a 
ball with a pre-specified exponential convergence rate. In Section 8.2 the problem of design for 
systems with unmatched disturbances is formulated. The existence of a stable bounded solution 
to the sliding motion is presented in Section 8.3 and Section 8.4 shows the formulation of the 

reachability problem which will ensure that the sliding mode is reached. A problem from the

116



literature is used to provide a tutorial example of how the paradigm can be used to solve both the 
existence and reachability problems for practical design. A case study relating to the control of an 

autonomous vehicle is used to further illustrate the design process in Section 8.5.
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8.2 Problem formulation

Consider a dynamical system of the form

x(t) = Ax(t) +A¿x{t — t(í )) + Bu(t) +B\\v(t)
y[t) =  Cx(t) (8.1)

x fo  -  t (í )) =  <l)(r{t)) fo r  r(t) G [0, h]

where x G IR", m G H'", w G IR* and y G IR/; with m < p < n, (f) is absolutely continuous with square 
integrable <j>, h is an upper-bound on the time-delay function (0 <  t(í ) <  h ,\/t  > 0). The time- 
varying delay may be either slowly varying (i.e. a differentiable delay with i(t)  < d < 1) or fast 

varying (piecewise continuous delay). Assume that the nominal linear system (A,Ac¡,B ,B \,C ) is 

known and that the input and output matrices B and C are both of full rank. The disturbance is 

assumed to be bounded whereby ||vv(i) || <  A with a known upper bound A > 0. A control strategy 
will be sought which induces an ideal sliding motion with desirable performance characteristics 

on the surface given be (6.4).

Similar to the structure transformation in (7.2), the system (A,A¿,B ,B \,C ) can be transformed as

Ar =
An A \2

A21 A22
; Aj/r —

A ¿ h A (/i 2 

A(i21 Ad 22

Bu

B\2
, C r  = 0 T (8.2)

Assume (6.8), (6.9) and (6.11) hold, the reduced-order sliding mode dynamics are governed by the 

following reduced order system

x\ (t) = (An — A \2K C \)x \( t) { A d \\  — AdnKC\)x\(t — t ( / ) ) +  ßnvv(/) (8.3)

The presence of the unmatched uncertainty means that, in general, asymptotic stability cannot be 

attained by the system (8.3).

8.3 Existence problem

It will be shown that the system (8.2) is exponentially attracted to a bounded region in ]Rn if the 
reduced-order system (8.3) is exponentially attracted to a bounded domain in IR'!_m. Consider the
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Lyapunov-Krasovskii functional below for the exponential stability analysis of (8.3)

V(t) =  x[(t)Px\ (t) + I (s)£xi (s)ds + [  ea ŝ~^x] (s)Sx\(s)ds
Jt-h Jt-z{t)

+ h f [  (s)Rx\ (s)dsd6 (8.4)
./-ft Jt+e

with (n — m) x (n — m)-matrices P > 0 and E >  0, S >  0,R > 0. To prove exponential stability of 

the system (8.3) using (8.4), we will use the following lemma.

Lemma 8.1. (Fridman andDambrine, [48], 2009) LetV : [0,°°) —> R ' be an absolutely continuous 

function. I f  there exist a  > 0 and b > 0 such that the derivative o fV  satisfies almost everywhere 

the inequality
j V ( t )  + a V (t) -b \\w (t)\\2 < 0  

then it follows that for all ||w(i) || <  A

V(t) <  e - a^ V ( t 0) +  |A 2, t > t 0

Differentiating V (t ) from (8.4) yields

M < 2x\ (t)Pxi (t) +  h2x iT (t)Rxi (i)

-h e ~ ah f{_hx \T (s)Rx\ (s) d s + x f  (t)(E + S)xi (t )
—x[ (t — h)Ex i (t — h)e~ah +  (Xx\ (t)Px \ (t ) (8.5)

—bwT (t)w(t)

Suppose equations (7.8), (7.9) hold for the term —h //„/¡x) r (s)Rx\ (s)ds, then equation (8.5) be­

comes
M < 2x\ (t)PxiT (t) +  a x \ (t)Px\ (t) + h2x \T (t)Rx\ (t)

- [(xi (t) - x i  ( t -  z ( t) ))rR(x, (t) - x i  (t -  x (f))) -
(xi(i -  x{t)) - x i ( i  -  h))TR(x\(t -  x(t)) - x \(t -  h))\e~ah (8.6)

+ x f {t)(E +  S)xi (i) — x[ (t — h)Ex\ (t — h)e~ah 

— (1 —d)x[ (t — r(l))5xi (t — x (t))e~ah — bwT(t)w(t)

Using the descriptor method

0 =  2(x[( 0 ^  + x ,T(t)P j)[ x'i(0 +  (A11 -  A l2K Q )

xi(f) +  (Adli - A in2K C \)x \( t- x ( t) )+ B u w(t)\ (8.7)

where matrix parameters Pi, P? =  eA  e  R" are added to the right-hand side of (8.6). Setting 

ri(t) = col{x\(t) ,x\(t) ,x \(t -  h) , x f t  -  x(t)),w (t)}, then M < riT(t)@ri(t) <  0 if the matrix 0  < 
0. Multiplying matrix 0  from the right and the left by diag{P2 1 ,P2 1. P2 ] ,P2 1, /  } and its transpose
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respectively and denoting

Q2 = P f \ P  = QT2 PQ2, R = Q lR Q i, E = QT2 EQ2, S = QT2 SQ2

it follows 0  <  0 0  <  0 where

and

011 012 0 014 015

* 022 0 024 025

* * 033 034 0

* * * 044 0

* * * * 055

0, i =  (A u  -  A X2KCX ) Ô2 +  aP + Q l (A 11 -  A, 2KCX )T +  Ê  +  S - R e ~ ah 

012 =  P - Q i  + eQ2 (A\\ —A \2KC\)t

014 =  (Ad h —Ad\2KC\)Q2 + Re~ah

015 = Bn 922 = - e Q 2- e Q l  + h2R (8-9)

024 = e(Ad\\ — Ad\2KC\)Q2 02s — eB\\

033 =  -  (E + R)e~ah 034 =  Re~ah

044 =  - 2 e~ahR -  (1 -  d)Se~ah 055 =  - b l

Given that Q2 is defined in (6.19) and (6.20), (6.22) hold, substitute (6.22) into (8.9) to yield

9u = A u Q2 - A i2[Y 8Y\ + QT2A Tu + a P - [ Y J Y  8 Y]tA [2 + E + S - R e ~ ah 

e X2 =  P - Q 2 +  £ Q T2 A Tn - e { Y J Y  8Y]TATn

014 =  Ad\ , Q2 Ad\2[Y ^ f 8Y] + Re~ah

015 =  0 n  e22 =  -E Q 2- £ Q l  +  h2R ( 8 1 ° )

924 = £Ad\\Q2 —£Adl2[Y ^ f  5y] 025 =  £011

033 =  - ( £  + R)e~ah 034 =  Re~ah

044 =  —2e~ahR — (1 -  d)Se~ah 055 =  - b l

The following Proposition can now be stated:

Proposition 8.2. Given scalars h > 0 , d < 1 , a  >  0 , £, 5, b and a matrix J Y  £ m)x(« p)̂  ;y
there exist (n — m) x (n — m) matrices P > 0, £  > 0. S >  0, R > 0 and matrices Q22 G R (p~m)x(p-'n)>
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Qn G r ("-p)x(«-p), Qn  G r ("-p)x(p- ”0, Y G R"IX(P-'n) such that the LMI (8.8) with matrix entries 

(8.10) holds, then the reduced order system (8.3), where K  =  YQ f], is exponentially attracted to 

the ellipsoid

x\(t)P x\(t) < ~ A 2 (8.11)

where P =  Q f1 PQ f , for all differentiable delays 0 <  t(t)  < h, t(t)  < d <  1. Moreover, the re­

duced order dynamics (8.3) is exponentially stable fo r  all piecewise-continuous delays 0 <  T(0 < 
h, if  the LMI (8.8) is feasible with 5 =  0.

Remark 8.3. Since the LMI (8.8) is affine in the system matrices A ,A j and B\, the results are

applicable to the case where these matrices are uncertain. Denote D - A Ad B\ and assume

that Q. G )fo{D.j, j  =  1, .../V}, namely, Q. =  Y!j=i fj( t)Q j  for some 0 <  fj( t)  <  1, Y!J=i f j ( t ) =  1»
where the N  vertices of the poly tope are described by Q ; = a U) a {P b [j) . One has to solve
the LMIs simultaneously for all the N  vertices, applying the same decision matrices for all vertices.

Example 8.1. Consider the following simple system taken from (Gouaisbaut, et al., [69], 2004), 

which is in regular form with polytopic uncertainties and unknown (bounded) perturbations j3(i) 
and f ( t )

- 3  2 1 0.5 0 0

■*(0 = 2 \ + sin(xT,(t)) 1 x(t) + 0 1 0.2
1 1 x\ (t) +  1 -0 .2 -0 .5 1

0 P(t)x\(t) +0.5w(f)
+ 0 u(t) + —0.5/3 (t)x i (t — r) — 0.5w(i)

1 0.2/3 (t)x2 (t) +  w(i)

(8. 12)

y(t) =
o 1 o
0 0 1

x(t)

with 0 <  m  < 2 and disturbance w(t) G [—1, I], The delay is assumed to be time-varying. In 
order to present (8.12) in the form of (8.1 ) with uncertain matrices, define the control variable u(t) 
as follows:

u(t) = u(t) + (x\(t) + \)x-i(t) (8.13)

where u(t) is the sliding mode control variable of the form (8.17). This change is possible because 

X2(t) andx3(i) are measured. Considering next sin(x?,(t)) as uncertainty y(t) — sin(x-i(t)) G [—1,1], 
the above system is represented as a polytopic system with four vertices defined b y y = ± l , /3  =  0 

and [3 =  2

x(t) = £ ;=i f j( t)[A^x(t)  + A ^ x ( t  -  T)]+Bu(t)+B\w(t) (8.14)
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where

AW =

- 3  2 1 

2 2 1 , A® =

- 3  2 1 

2 0 1 , AP) =

- 1

2

2 1

2 1 , AW =

- 1  2 1 

2 0 1

1 1 0 1 1 0 1 1.4 0 1 1.4 0

0.5 0 0 0.5 0 0

IIll 0 1 0.2 >- ^
3 ll ll - 1 1 0.2

- 0.2 -0 .5 1 - 0.2 -0 .5 1
0 0.5

B = 0 , BX = -0 .5
1 1

(8.15)
Note that state-feedback sliding mode control of the above system without unmatched disturbances 

and polytopic uncertainties 0.2/3(0 *2(0 in.¿3(f) was considered in (Gouaisbaut, et al., [69], 2004). 
The work employs LMI methods for the solution of the existence problem, and is suitable for 

uncertain systems where the polytopic uncertainties appear only in the subsystem (8.3).The control 

law is derived based on the assumption that those states varying in the span of the control input 

are bounded so that a large enough switching gain can induce the sliding motion in finite time. An 

appropriate switching gain must usually be determined by trial and error.

The advantage of the proposed method is that it facilitates analysis of polytopic uncertainties ap­
pearing in the input channel and switching gain is derived from LMIs, ensuring finite reachability 
onto the sliding surface with a prescribed decay rate.

The initial function is taken as x(i) =  [1,1 -  l]r  for t G [—T, 0], To construct K  for the reduced 

order system (8.3) according to Proposition 8.2, the parameter settings in the LMI (8.8) with entries 
(8. 10) are selected with the delay-upperbound ¡1 =  Is and the rate of change of the time-varying 

delay t  <  d =  0.1. For 8 =  2, e =  0.3, M — 2 and choosing a  =  0.1, b =  0.005, then it is obtained 
that the LMI variables

P =
949.4 39.5

* 925.9
Y =  1237.4, Q22 =  175, K =  7.07

Once a stable sliding mode dynamics has been designed, the next step is to find a controller which 
ensures the closed loop-system reaches the prescribed sliding surface in finite time. This will now 
be considered in general terms.



8.4 Reachability problem
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It can be shown there exists a coordinate system so that the system (A,Ad,B,FC) has the property

’ An A]2 Ad 11 Ad 12 0 " Bit ' r
A =

. A2i A22
Ad =

_ Ad21 Ad 22
B =

. Im _
B\ =

B \2
FC = 0 I,n

where z\{t) =  x \ ( t) , Z2 (t) =  s(t), A\\ =  An — A \2KC\ and Ad\\ =  Ad\\ — Ad\2KC\ exhibit the 
reduced order sliding-mode dynamics. Also, C =  [0 f], where f  G M.pxp is nonsingular. The 
control law from (Edwards, et ah, [28], 2001) is considered as

u(t) = - G y ( t ) - v y(t) (8.17)

where

G = G\ G2 T~ * (8.18)

V y(t) =
f n Fy(’)

p w m \ if pyif) + 0 (8.19)
l 0 otherwise

Where Gi €  ]R«x(p-m)j q 2 g R mxm  ̂p =  K Im T x. The uncertain system (8.1) becomes

z(t) = Az(t) + Adz(t -  x(t))+ B u(t) + B\w(t) (8.20)

Closing the loop in the system (8.20) with the control law (8.17) yields

¿(0 = A 0z(t)+ A dz ( t - r ( t ) ) - B v y(t)+ B \w (t)  (8.21)

where Aq =  A — BGC. Let P be a symmetric positive definite matrix partitioned conformably with

(8.16) so that P - 

be shown that

Pi 0 
0 P2

. It follows that PB =  (FC)TP2 and from (8.16) Fy{t) = Z2 (t)-  It can

W = PAo+ AlP

'A A n + A f .P , P,A12 +  (A21- G 1C1)7'P2

* P2A22 + A t22P2 -  P2G2 -  {P2G2)t

_  P \A \i+A Tn P\ P\A\2+  A2lP2 -  {L\C\)t

P2A22+ A t22P2 - L 2- ( L 2)t _*
(8.22)
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where L\ — P2G\ and ¿2 =  P2G2■ A stability condition for the full order closed loop system can be 
derived using the following Lyapunov-Krasovskii functional

V(t) — z1 { t)P z{ t)+ f ea(s~‘h r (s)Ez(s)ds + f ea ŝ~^zT (s)Sz(s)ds 
Jt-h Jt-r(t)

+  h [  [  ea(s~^zT(s)Rz(s)dsd9 (8.23)
J-h Jt+e

where >  0 (as it is desired to determine a stability 

condition for the time delay system which is delay-independent of Z2(i))- Then

where E > 0, S >  0 and R
Ri 0 
0 0

M = V +  aV  — bwT(t)w(t)

< 2 zT{t)PzT(t) + a zT (t)Pz(t) + h.2zT (t)Rz(t)

~  [WO -  z(t -  z(t)))TR(z(t) - z ( t  -  r (0))

+  W* ~ t(0) -  z{t - h ) ) 1 R(z(t -  t(0) -  z(t -  h))]e~ah 

+ zT (t)(E + S)z(t) -  zT (t -  h)Ez(t -  K)e~ah

— (1 — d)zT (t — r(t))Sz(t — z(t))e~&T̂  —bwT (f)w(f) (8.24)

Substitute the right-hand side of equation (8.21) into (8.24). Setting q(t) = col{z(t), z(t — h),z{t — 
t(0 ) , w(i)}, then

V[t) < q(t)T<S>hq(t) + h2zT{t)Rz{t) + 2zTPB{BX2w(t) -  vy(t)) <  0 

is satisfied if q1 (t)<t>hq(t) + h2zT(t)Rz(t) < 0 and 2zr PB(B\2w(t) -  vy(t)) < 0, where

011 0 PAd + Re &h PiBu
0

* 022 R e - a h 0
* * - 2 e - &hR - ( l - d ) S e - &h 0
* * * - b l

with

<t>u =  1¡r+aP + S + E - R e- &h\ (¡>22 =  ~ (E  + R)e~Blh

(8.25)

(8.26)
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Setting £ (i) = col{z(t),z(t - h ) ,z ( t  -  x(t)),w (t),vy(t)} and/  = l(n-m) 0
1 T

, it is obtained that

h2z2 (t)Rz{t) =  [zT( t ) K  + zT(t -  z(t))Ad -  vTy (t)BT + wT(t)B\]h2R[A0z{t)

+  Âdz { t - ï { t ) ) -B v y ( t )+ B \w { t ) \

1----
f-<©
1

r a t i

0 0

% Ih2R\IT

B \

BT 1 Cai l__
_

(8.27)

Using the Schur complement, ' (i)<E>/, (̂i) + h2zT(t)Rz(t) <  0 holds if

hAl fn-m)
0

R\

0

<&h
h%

I(n-m)
0

R\

hB\ fn —m)
0

R\

5fc sf: -R \

< 0 (8.28)

for some a  > 0, b >  0 and 0 < r(t) < h, i.e. to ensure the exponential attractiveness of (8.21) to 
the ellipsoid z1 (t)Pz(t) <  ¿A2. Given the control structure in (8.18), then

2zT[t)PB{B\2w{t) -  vy(t))

= 2zl{t)P2{Ën w ( t ) - v y(t))

< -2 p P 2\\z2{t)\\ +  2h\\Bn\\\W{t)\\A 
< 0

The latter inequality implies exponential attractivity of the ellipsoid zr (t)Pz(t) < i A2, thus for 

t —> zT(t — T(t))Pz{t — T(i)) <  ^A2 holds. The following proposition can now be stated:

Proposition 8.4. Given scalars h > (), d < I, a  >  0, b > 0, assume there exist n x n matrices P = 

diag{P\,P2} > 0 with P2 G Rmxm, Ë >  0, S > 0, a (n —m) x (n—m)-matrix R\ >  0, L\ G R mx(p_m), 

¿2 G R mxm such that LMI (8.28) is feasible. Then for p > ||S i2||A the closed-loop system (8.21), 
where G\ =  P f lL\, G2 = P f xL2, is exponentially attracted to the ellipsoid zT(t)Pz(t) < ¿A 2 for  

all %{t) G [0,/t]. Consequently it also holds that zT (t — x{t))Pz{t — r(t)) <  ¿A 2/ o r t —

Denote
ALo = [0 Im]A0; ~Ald =  [0 Im]Ad- p = | a2 (8.29)
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Given 5i >  0, ¿2 > 0, conditions will now be derived that guarantee the solutions of (8.16) satisfy 
the bound

l|A&z(0ll<«t, \\ALdz ( t - m \ \ < h (8.30)

for t —> oo. The following inequalities

s a  -  iw <  -  <  - ’<'»>

guarantee (8.30). Hence equivalently

< f ;  M W ) < f

or by Schur complements

S(p
p K ) r  ' < 0 ; ~ f  (AJ)r  '

* -7 * - /

(8.31)

(8.32)

(8.33)

Theorem 8.5. Given scalars a  >  0, b > 0, let there exist n x n matrices P = diag{P\ , Pi} >  0, 
E >  0. S > 0, a (n — m) x (n — m)-matrix R\ >  0, L\ p2 g Rmxm such that the LMI

(8.28) is feasible for  0 <  T(t) <  h, i(t)  < d <  1. Lei 5) and 82 satisfy (<8.33) with the notation 

given in (8.29). Then for

p > ||Bi2||A +  <5i +  <52 (8.34)

an ideal sliding motion takes place on the suiface 5?. The closed loop system (8.17), (8.20) is 

ultimately bounded by

limsupt->ooZT (t)Pz(t) < ^ A 2

Proof. Substituting the control law it follows from (8.20) that

s(t) =  FCAqz(t) + FCAdz((t -  x(t)) +  (B\2w(t) -  vy(t))

Let Vc : Rm —> 1R be defined by Vc(s) — s 1 (,t)P2s(t). It follows that

P2FCA0 = PiA'f P2FCAd = P2A[i

Starting from initial condition z(fo), il can be verified that there exists t\ > 0 such that for all t > t\,

Vc(s) = 2sT(t)P2Auz(t) + 2sT(t)P2Adz(t -  r(t)) + 2sr (t)P2(B12w(t) -  vy(t))

< 2||s(i)||||^ ||(||A oz(i)|| +  \\Adz(t — T(i))||) — 2(8\ +  <52)11̂ (011 ||ft||



where Tj = + f a — ||Aoz(i)|| — ||A^z(i — T (f))|| . A sliding motion will thus be attained in finite
time.
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□

Remark 8.6. Since LMIs (8.8), (8.28) and (8.33) are affine in the system matrices A, Ad and B \ , the 
results are applicable to the case where these matrices are uncertain with polytopic type uncertain­

ties (see Remark 8.3). One has to solve the LMIs simultaneously for all the N  vertices, applying 
the same decision matrices for all vertices. In contrast to the existing methods in the literature 
(Gouaisbaut, et al., [69], 2004), (Seuret, et ah, [123], 2009) polytopic type uncertainties can be 

incorporated in all the blocks of A, Ad, B\ and not only in A n , Ad\\ because the switching gain p 
(and not only the sliding surface) is found using LMIs.

Example 8.2. Following on from Example 8.1, where a sliding surface prescribing stable dynam­

ics has been designed for the uncertain system (8.12), then the control law in (8.18) will have the
sliding function matrix F 7.07, 1 . A control gain G must be designed which will bring the 
closed-loop system into a bounded region centered at the sliding surface. Setting â  = 0.3, b =  5 
in Proposition 8.4, it is obtained that

which gives

P =

G =

22.4 -12 .8 0
* 29 0 , U  =
* * 0.68

-9 , 126.6 T 1, where T

6.08, L2 =

1

-7 .07

85.4

0
1

Once the state of the closed-loop system has entered the sliding patch zT(t)Pz(t) < ¿A2, the 
switching gain p =  753 derived from LMI (8.33) will ensure the sliding surface is reached in 

finite time. Figure 8.2 shows that the sliding surface is reached in finite time and the outputs of the 
system are stable with ultimate bound ||y(i)|| <  0.2.

Sliding mode control has the advantage over linear control for its absolute rejection of the matched 
uncertainties. To verify the statement, suppose there is a change of the matched disturbance

at time 10s of magnitude from 1 —> 50, then sliding surface remains unaffected so that B\ —
r  i  T

0 0 50 • While keeping the same control parameters obtained so far comparisons between
using sliding mode control and only the linear control G for the new closed loop design with only 

matched disturbances are made in Figure 8.3. As can be seen, the sliding mode control is more 
robust than the linear control to matched disturbances. The difference between using linear part 
of the control G alone and SMC with the switching for system with unmatched disturbances can 
be demonstrated below. For the same uncertain system, suppose the unmatched disturbances are
changed from B\ = 

the linear control G =

0.5, -0 .5 , 1 to Si = 2, - 2, 1 after the initial 10.y. Using

25, 4 alone in the feedback, the responses for the outputs y(t), slid­
ing function s(t), and control input u(t) are plotted in Figure 8.2(a). As can be seen the outputs
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(a) Outputs

(b) Sliding surface

Figure 8.1: Closed-loop response with delay h = lx

[MOII <  1.4, sliding function is bounded as ||s(i)|| <  1.16 and control input ||m(?) || <4.7 . If SMC 
is used with the same linear gain and a switching gain p =  7, the system responses are plotted in 

Figure 8.2(b), where ||y(f)|| <  0.81, s(t) =  0, ||w(i)|| <  7. Therefore for system with unmatched 
disturbances, SMC can give an ideal sliding surface rather than a bounded sliding function given 

by its linear control part. As a result, a smaller bound of the outputs can be obtained. For linear 
control to yield the similar bound on the outputs as by SMC, the linear gain needs to be increased

from G = 25, 4 to G = 134, 21 as seen in Figure 8.2(c), where ||y(i)|| <  0.83. To 

conclude, for a linear control to give similar outputs performance in presence of unmatched dis­
turbances, the linear gain needs to be larger, but not substantially larger than the linear part of the 
SMC. In another words, a linear control design for system with unmatched disturbances can give 
similar output bound as SMC if the linear control is large enough.

8.5 Application to autonomous vehicle control

Autonomous vehicles are expected to operate effectively in time-varying and uncertain conditions. 
Flere a case study described in (Yao, et al., [146], 2006) is considered, where the elevation angle 

of the gun barrel of a vehicle in space should be maintained while the hull of the vehicle is subject 
to external disturbances resulting from the motion of the vehicle across rough terrain. To meet 
the high control specifications, sliding mode control has been considered within the application 

domain for its robustness against friction and disturbances and its ease of implementation for motor
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(a) linear control with G

(b) SMC with linear part G

(c) linear control with G

Figure 8.2: Closed-loop response with linear control and SMC

drive control. The existence problem must determine a sliding surface that minimizes the ultimate 
bound of the reduced-order dynamics in the presence of time-varying state delay and unmatched 

disturbances relating to frictional effects. A fully nonlinear simulation model of the system is 
available for controller analysis and testing (Yao, et ah, [146], 2006). The model is physically
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FIGURE 8.3: Comparison between sliding mode control and linear control in the presence of matched disturbance a

based and is known to represent with high fidelity the dynamics and behaviour of the real system:

x(t)

D m Km Dm 0 0 \ ^  1j J F JmN JmN Jill
l

N 0 - 1 0 0 0
D m K,„ - D m- D n - K n £ > 1 2 x{t)  +  A dx(t  -  T(t)) + 0
J \ N A Ji J  i J 1
0 0 1 0 - 1 0
0 0 D u K\ 2 - £ > 1 2 0h J l J l

u{t)

r £>m(A>-t) 1 0 i
J m N 2 Jill J m N 2

N — \
N

0 0 0
+ D m  (At— 1 ) 

A N
0 1

A
0

0 0 0 0

0 0 0 0

Bn

where the state vector x(t) = 9m(t), @mb (0 ? 9b(t),

0
0
_L
J \

0

0

w{t)

1  T

(8.36)

®i/(0 Fmbsign{6m{t)-Q p{t)), Fmbsign(9b(t) — 6p(t)) . A delay-free case is firstly
studied by setting Ad = 0 as to benchmark with the control performance achieved by (Yao, et ah, 
[146], 2006). The friction related signals are

Fmb (t) = Ke \ f  Gm (t) +  dp (t) +  Km 9mb (t)

^ l m ( 0  =  fms ‘ ( 0

(0U{t)= fls-sign(Ta\{t)-J\Qp{t))
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where the second and third state of the disturbance from w(f) are a function of the friction level /¿, 
where f j  can take values 0,1,2,3 (Yao, et al., [146], 2006). Note

Omb =  -  9/,+ (1 -
di,: breech velocity;

9m\ motor position;
Qp. muzzle velocity;

9p: pitch rate disturbance;

Jm: motor inertia;

N: gearbox of ratio;
J \ : elevation inertia on load one;

Km and Dm: stiffness and damping between the motor and the load;

K \2 and D\2'. stiffness and damping between the load one and the load two; 
Tam and Tfl/: applied torque to the motor and the load;
G)\m and (0\f. motor friction and the load friction;

f ns and fis\ motor coulomb friction and the load coulomb friction;
u: control input defined as the voltage input to the power amplifier;

9p: disturbance input defined as pitch rate disturbance;

(0\m and sign(9m — 9P)\ motor friction disturbances;
C0\i and sign(9b — 9P): load friction disturbances

The parameter values used in (Yao, et al, [146], 2006) define

-338.14 -2 .55  x 107 50942 0 0 ' 4523.1 ‘

0.0066 0 - 1 0 0 0

0.66 50000 -110.1 -15000 10 B = 0

0 0 1 0 -1 0

0 0 7.69 11538 -7 .69 0

-50604 -769 0 5.1 0
1 0 0 0 0

99 0 -0.01 0 0.01

0 0 0 0 0
0 0 0 0 0

C =
1 0 0 0 0
0 1 0 0 0 (8.37)

0 0 1 0 0

and the disturbance is known to be

|0/,||<O.O7, llfflimll < 0 .5 x /d ,  ||ffli/|| <  lO x /d , 

IIFmbsign(9m -  0P)|| <  4, ||Fmbsign(9b -  0p)|| <  4
(8.38)

The vehicle dynamics is augmented with an extra state related to the breech position, where the 

desired breech position is zero. Denote Ca = 0 0 1 0 0 , the state space representation of
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the augmented system is given by

0 -C a ’ 0 ' 1 o ■
Ac =

0 A
, Bc =

B
,Cc =

0 c
(8.39)

Sliding M ode Control Design

A design which does not incorporate knowledge of delay effects is first performed to yield a bench­

mark level of performance. Firstly it is necessary to construct K  for the reduced order system (8.3) 

according to Proposition 8.2. The parameter settings in LMI (8.8) with entries (8.10) are selected

as Ad =  0, h = Os. If 8 =  11.5, £ =  0.0000002, M =
0.15 0.015

0.21 0.06 
0.009 0.0003

and choosing a  = 7.2,

b = 0.0005, then it is obtained that

K = 0.9, 28, 327

The poles of the corresponding reduced order system are

(8.40)

—4 .15± y 106, —389.6 ± j \ 60.7, -2823.7 (8.41)

The control law in (8.18) will have the sliding function matrix

F = -327  0.0002 28 0.9 (8.42)

A control G is designed which will bring the closed-loop system into a bounded region centered 
about the sliding surface. Setting a, =  0.8, b =  3.88 x 10”6 in Proposition 8.4, it is obtained that

G = — 1.02 x IO7, 7.6, 910610, 27834

The closed-loop poles of Ac — BcGCc are

-31257 -2810.4 -390.8 ±yT 60.9 -4 .2 ± y l0 6

(8.43)

The switching gain p =  1561, which is derived from LMI (8.33), will ensure the sliding surface 
is reached in finite time. Figure 8.4 shows the position error and rate error for /¿ =  1,2,3 using 

the proposed controller. In the original case study (Yao, [146], 2006) an observer was used to 
estimate the effect of the disturbance and the equivalent control method was used to synthesize the 
control law, which was augmented with an additional PI control. With this strategy the position 

and rate errors were ||cp(i)|| <  0.2 x 10 3rad and ||e,.(i)|| <  0.01 rad/s respectively. Setting a fixed 
sampling frequency of 10kHz and choosing ode3 solver in the Simulink, ||ep(t) || <  0.8 x 10~5rad, 

||<A(f)|| <  0.4 x 10~3rad/s was achieved, as seen in Figure 8.4, for f d  =  1,2,3 with the proposed



control scheme. The output feedback sliding mode control approach presented in this chapter has 
thus improved the tracking accuracy over previous results in (Yao, [146], 2006). The ultimate 

bound of the outputs is a function of the unmatched disturbance, but it can be seen that the effect 
of the friction disturbance on the control performance after changing f j  = 1, —> 3 is very small.
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(a) position error

time (s)

(b) rate error

Figure 8.4: Closed-loop response without delay

Speed control of a motor in the presence of uncertainties such as friction normally exhibit delays 
due to the fact that the mechanical response of the motor is slower than the electrical command. 

The size of the delay will depend upon the physical parameters of the actuator and can vary from 
milliseconds to several seconds, depending on the application. To take account of such delay 

effects in the actual system for the control design purpose, it is desirable to introduce a system 

model incorporating delay into the system model used for design. This will provide a means to 
analyze the potential delay effect on the stability of the closed-loop system at the design stage.
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Assume the delay matrix

-1 0 20 0 0 0

0.007 0 0.1 0 0
' 0 0

0 20 - 2 1 0 and the augmented matrix Ajc =
0 Ad

(8.44)

0 0 0.1 0 0.1
0 0 2 1 0

The open loop tests on system (8.37) with the delay matrix A in (8.44) shows that the vehicle 
system with state delay h < 3ms yields a breech position error of ||e/,(f)|| <  0.01 rad/s as expected 

from the known system response. The augmented linear system with delay has dynamics close to 
those of the original plant.

Designing a controller without considering explicitly possible delay effects within the control de­

sign process can lead to deterioration of the system performance and sometimes even instability. 
Suppose there is a constant delay h = 3ms in the system where the values of F, G are taken as in 
(8.42) and (8.43) respectively, with the delay distribution matrix in (8.44). In this case the position 

error will increase from ||ep(i)|| <  0.8 x 10~5rad to ||ep(i)|| <  1.4 x 10~3rad. The closed-loop 

system becomes unstable for h > 4ms when delay effects are not incorporated in the design pro­
cess.

A controller will now be designed based on a model incorporating delay effects. Firstly to construct 
K  for the reduced order system (8.3) according to Proposition 8.2, the parameter settings in LMI

(8.8) with entries (8.10) are selected with the delay-upperbound h = 10ms and the rate of change

of the time-varying delay i  < d = 0. If for 8 = 3, £ — 0.0013, M 

choosing a  =  0.9, b = 0.0048, then it is obtained that

0.0018 0.002

0.22 0.22
7.54 1.1

and

K = 0.01, 16, 16.8 (8.45)

The poles of the reduced order system are

-5 .23  ±  j  92.9, -71 .3  ±  ;254.8, -477.8 

Thus the control law in (8.18) will have the sliding function matrix

F = -16.8 , 0.0002, 16, 0.01

(8.46)

The control G is designed to bring the closed-loop system into a bounded region centered about 
the sliding surface. Setting a  = 0.8, b = 3,88 x 10~6 in Proposition 8.4, it is obtained that

G — -2 .02  x IO6, 26.7, 1.94, 0.002



The closed-loop poles of Ac — BcGCc are

-120700, -481.1, —75.2± y'253.2, -5.43±y'92.9

The switching gain p =  68632, which is derived from LMI (8.33), will ensure the sliding surface 
is reached in finite time. The initial function was chosen as x(Jq — t) =  0 for T £ [0 h] in the 
simulation. The closed-loop performance is shown in Figure 8.5 for =  1,2,3. The position 

and rate error are kept within the bound ||<?p(i)|j <  0.8 x 10~4rad, ||<?r(f)|| < 0 .1  x 10~Arad/s in 
the presence of delay. Despite the effect of the friction disturbance on the nonlinear model which 

is not fully rejected, the controller is seen to be robust to the disturbance even in the presence of 
delay. This has demonstrated the efficiency of the proposed control scheme on a system of practical 
interest.
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time (s)

(a) position error

time (s)

(b) rate error

Figure 8.5: Closed loop response with constant delay h  =  10m s  present in the plant where the 
control has been designed based on a time-delay system model



8.6 Conclusion

The development of output feedback based sliding mode control schemes for systems in the pres­
ence of state delay and both matched and unmatched disturbances has been presented. A descriptor 
Lyapunov functional approach has been used for switching function design. The methodology has 
been implemented using LMIs and can give desirable sliding mode dynamics. The advantage of 

the method is that for the first time and despite only output feedback being available, not only 

the switching function is derived from LMIs but also the switching gain required to solve the 

reachability problem is determined using LMIs. The method allows polytopic uncertainties to be 

included in all blocks of A, A j, B\ and not only in An, Ad\\ as with other methods. This is novel 
even for systems without delay. As well as an example incorporating polytopic uncertainties, the 

methodology has also been applied to a nonlinear autonomous vehicle control problem. Nonlinear 
simulations show that the gun barrel is maintained at the desired position, despite variation in the 

vehicle motion caused by friction.

While the study of SMC in the presence of state delay has been ongoing, results on the effect of 

input delay in SMC are scarce. Is has been demonstrated in Chapter 5 that arbitrary small input 
delays in SMC lead to oscillations. The system may even have unbounded solutions for higher 

values of delay. In the next chapter output feedback SMC of systems with bounded matched 

disturbances will be considered in the presence of a small uncertain time-varying input delay, 

which can be present in the implementation of feedback control. The design objective is to achieve 

ultimate boundedness of the closed-loop system response with a bound proportional to the bounds 

on the delay, switching gain and disturbance. The behaviour of the closed-loop system is described 
using a singular perturbation method. A Linear Matrix Inequalities (LMIs)-based solution for the 

evaluation of the design parameters and of the ultimate bound will be derived using Lyapunov- 
based methods. Since the ultimate bound is directly related to the amplitude of the relay gain in 

the SMC, the proposed methodology will establish a sufficiently small relay gain to minimize the 
resulting ultimate bound. An extension to systems with state delay will be provided.
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Chapter 9

Sliding Mode Control for Input Delay 
Systems: A Singular Perturbation 
Approach

9.1 Introduction

SMC in the presence of state delay has been presented in the previous chapters. Asymptotic sta­

bility can be achieved for sufficiently small delay varying within a bound. This chapter considers 
the presence of varying delay in the feedback loop in SMC. Such delays normally arises due to 

the time spent on attaining output measurement or the slow response in the actuator input. In this 
situation ideal sliding motion cannot usually be achieved, which has been shown in Chapter 2. The 
combination of delay phenomenon with relay actuators induces oscillations of finite frequency, or 

bifurcations around the critical delay value, around the sliding surface and even instability (Frid­

man, et ah, [49], 2000), (Fridman, et ah, [56], 1993), (Levaggi and Punta, [104], 2006), (Fridman, 

[55], 1993).

Sampled-data control can be considered as a control with a delayed input. When control engineers 
approach SMC, the choice of sampling rate is an immediate, and extremely critical design decision 
(Utkin, [136], 1992). The existing work on sampled-data SMC transforms the system to discrete­
time. However, this approach is not constructive for uncertain systems, for example. The approach 

proposed by (Fridman, [46], 2010) considers the sample-data control as a continuous control with 
fast input varying delay where many existing approaches for continuous system can be applied.

Fridman, et ah, [60], (2003) proposes an algorithm for local stability of a multi-input relay delay 
control system. In this work, a desired amplitude of the oscillation is predefined and bounds on 

the initial condition and the time-varying delay are chosen depending on the pre-defined amplitude 
of the oscillation. The closed-loop system is then guaranteed to exhibit the pre-defined amplitude

136
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of oscillation. The result was then extended to semi-global stabilization in (Fridman, et al., [61], 
2004) in the sense that for any initial condition, a delayed relay control gain adaptation can be 

found based on knowledge of the oscillation amplitude of the relay control in each delayed in­

terval, the upper bound of the delay and upper bound on the initial conditions. The oscillation 

amplitudes are then reduced by decreasing the relay gain once all the solutions are within a desired 

neighborhood of the origin.

In this chapter, static output-feedback SMC for systems with bounded disturbances is considered 
under uncertain time-varying input delays. The design objective is to achieve ultimate boundedness 
of the closed-loop system with a bound proportional to the size of the delay and the disturbance. 
For small enough delay such a controller should have advantages over a corresponding linear 

controller, because the linear control will produce a bound proportional to the disturbance only.

In the existing results (Fridman, et al., [58], 2002), an apriori constant bound is assumed on the 

state-dependent terms of the system, which is restrictive. Then the relay gain is chosen to be 
greater than this bound. The main contribution in this chapter is a general framework for SMC 

in the presence of input delay without any apriori knowledge o f the bounds on the system states. 
The following design difficulty arises, which does not appear in the absence of input delay: the 

relay gain depends on the ultimate bound on the state, whereas the latter bound depends on the 
relay gain. To overcome this difficulty, a sliding mode controller is designed with a linear gain 

proportional to the scalar which for small enough p > 0 produces a closed-loop singularly 

perturbed system and which allows the desired ultimate bound to be achieved for the closed-loop 

system. The design process seeks to enlarge p  to avoid a high gain control. The resulting ultimate 
bound is proportional to the size of the delay, disturbance and the switching gain. Therefore trade­
offs can be made in the design between the linear and the discontinuous part of the controller in 

order to minimize the effect of the delay. The result obtained in Chapter 8 on switching gain design 

using LMIs will play an important role in the present controller development.

The chapter is organized as follows. Section 9.2 presents the problem formulation. The LMI solu­

tion for the existence of a sliding manifold is given in Section 9.3. Results on the SMC design and 
on the resulting ultimate bound are presented in Section 9.4, where a spacecraft control problem 

with input delay is given to demonstrate the design methodology. An extension of the method to 

input and state delay is shown in Section 9.6, illustrated by a liquid mono-propellant rocket motor 

control problem.

9.2 Problem formulation

Consider the following uncertain dynamical system with time-varying input delay T(i) and distur­

bance w{t)
x { t)= A x { t)+ B {u { t-x ( t) )  + w{t)) 1}

y(t) = Cx(t)
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where x(t) G R", x{tf) =  xq, u(t) G R m, y(i) G R p with m < p < n. It is assumed that u(t) =  0 for 
t < to. The disturbance w(t) G Rm is matched with a known bound ||w(f)|| <  A. The time-delay 

r(t) is assumed to be bounded x(t) < T* and sufficiently small. It is supposed that the delay is 
either fast varying (without any constraints on the delay derivative) or slowly varying, where the 
delay-derivative satisfies the bound i  < d  < 1. Assuming B and C  are both of full rank, a controller 

will be designed which for sufficiently large t induces the motion of the closed-loop system in the 

T*A-neighborhood of the surface

S? = {x G Rn : z2 (t) = FCx(t) =  0} (9.2)

for some selected matrix F G H'nxp. The relation zi[t) =  FCx(t) will define a sliding manifold 
where it is noted that the sliding motion can be achieved only under ideal SMC condition with 

T =  0 .

Remark 9.1. Since a static output feedback control is designed, the results are applicable to both 
input delay, t and output delay, r0, where in the closed-loop system the resulting delay is r  =  

Tf +  T0.

9.3 Sliding manifold design

It can be shown that if rank(CB) =  m, there exists a change of coordinates xr =  Trx, where Tr G 

R "x,! is non-singular, in which the system has the regular form

xr{t) =
All A12

A21 A22
Xr (t) +

0

In
(u ( t-T ( t) )  + w(t))

y(‘) = 0 T xr(t) (9.3)

where xr(t) =  col{x\(t), ^ (0}»  ^  G R pxp is invertible (Edwards and Spurgeon, [29], 1995). Fur­
thermore, An G R(n_"1)x("“m) and the remaining sub-blocks in the system matrix are partitioned 
accordingly. Given K  G R mx(i’_m), let (6.8), (6.9) and (6.11) hold. Defining the sliding manifold

as
zz(t) =  F y(t)= X 2{t) + KC\x\{t) (9.4)

the reduced-order dynamics is governed by the system

x\{t) = (An — Ai2^Ci)2fi(i)+Ai2Z2(0 (9.5)

with input Z2- The system triple An, A12, Ci is assumed to be stabilizable. In the presence ofinput 
delay, zi in (9.5) will not vanish in finite time. Therefore, a K  is sought which not only stabilizes 
(9.5) (as in the case without delay), but also produces input-to-state stability (with the smallest gain 

possible). Sufficient conditions for the input-to-state stability of (9.5) are given by the following 

lemma:
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Lemma 9.2. Given scalars a  > 0, £, £\, b and a matrix M  £ m)x(n p)t if  there exists an 
(n — m) x (n — m) matrix P > 0, and matrices Q22 £ ]R,(p-m)x(p-m), Qn g q u e
R ( n - p ) x ( p - , n ) ) y  £  m c h  t h a t  L M J

0n 012 Al2
* -£ 0 2  - £ 0 2 £A \2 < 0 (9.6)

* * blm

holds, where (¿2 — 011 0 1 2  

Q 2 2 M  £ j 0 2 2
and

e \ \= A n Q2 -A n [Y M  £\Y] + aP  

+ Q lA Tn - [ Y M  £\Y]tA\2, 

e ]2 = P ~ Q 2 + £Q lATu -£ [Y M  £iL]r A[2

then the solution o f (9.5) with K = Y Qf2 and with the initial condition jcj (/o) at initial time to is 

bounded by

X] (t)Px 1 (;t) <  (t0)Px\ (t0) +  ^  sup ||z2[r0,r] ||2 (9.7)

where P = Q f TPQ2 '•

Proof The proof follows analogously using the result from Lemma 8.1 and Theorem 6.1. □

Remark 9.3. To minimize the ultimate bound on x\, the following procedure is adopted from 
(Fridman and Dambrine, [48], 2009). The £ £ R  is minimized subject to LMI (9.6) and

~P  02
* Ĉ n—m

< 0
The latter LMI is equivalent to P =  0 2 TPQ ^1 >  £ xIn-m and leads to

limsup||jci(i) ||2 <  £~ lim sup ||z2(i)||2

(9.8)

(9.9)

Once K has been found, the sliding manifold is selected as (6.8). In the following, a delayed sliding 

mode controller is designed which ensures that the closed-loop system is ultimately bounded with 

the resulting bound proportional to the delay, the disturbance and the switching gain.
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9.4 Controller design: a singular perturbation approach

Defining a further change of coordinates by z — " xr in (9.3) it follows that
KCX I in

z\(t) = A iiz i( i)+ A i2z2(f)

¿2(0 =  Â21ZI (i) +  Â22Z2(i) +  u(t — t (?)) +  w(i)
(9.10)

where z(t) =  co/{zi(i)> z iit)} , zi(f) = x\ (t) and

An =  An —A 12KC1,

A21 =  KC\A\\ —A22KC1 +A 21, A22 =  ifCiAi2 +A 22

For i = 1, denote the r'-th component z2 by z2f. A control law of the form

(9.11)

with the tuning parameter p  > 0 will be designed to bring the system (9.10) to the t*A-neighborhood 

of the sliding surface (9.2). The closed-loop system (9.10), (9.11) has the form

where p ^(t)  = r(i), 0 < £ ( ; ) <  h. For small p  > 0 (9.10), (9.11) is a singularly perturbed system. 
The delay is scaled by p  in order to guarantee robust stability with respect to small enough delay 

(Fridman, [43], 2002).

Remark 9.4. For ¿j =  0, a conventional SMC is designed as follows (Edwards and Spurgeon, [29], 

1995): find p > 0 such that the linear controller l if t)  = —py(t) asymptotically stabilizes (9.10)
r

with w =  0. Then, for all 8 > 0, (9.11) asymptotically stabilizes (9.10) with non-zero ||w|| <  A. 
Therefore, given 5 >  0 the following bound | [A2i( A22f]z(i) | <  <5A is valid for big enough t, which 
implies finite time convergence of the closed-loop system to z2 =  0. The Lyapunov-based proofs 

of the stability and of the finite time convergence use the relation z2/(0 signz2|(i) > 0.

For non-zero §(t ), the product z2;(i) signz2,.(i -  p%(t)) may change sign and the closed-loop sys­

tem (9.10), (9.11) is not asymptotically stable.

¿ i ( 0  = Ä „ z i ( f ) + Ä i 2 Z 2 ( 0  
p Z 2 ( t )  =  p Ä 2 1Z1 ( t )  +  jU Ä 2 2 Z 2 ( r )  -  Z 2  ( i  -  ( f ) )

+P w(/) — (1 + 5)A [ signz2,(<-jU (̂i)) ... signz2m(i-ii?W) ]

(9.12)

(9.13)

with the initial condition

z(io) =  Z0) z(t) =  0, t < to (9.14)
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Given h >  0, the main problem is the choice o f p  >  0 and o f S > 0 (if any) that guarantee the 
following ultimate bound

lim sup | [A2i Â22\z(t) | <  8A, V E, (i) G [0, h) (9.15)

for solutions of (9.12), (9.13). Matrix inequalities are derived to establish p  and 8 via a singu­
lar perturbation approach, which guarantees the feasibility of these matrix inequalities for small 

enough p. Finally, it will be proved that the closed-loop system is ultimately bounded with bound 
proportional to t*A. For recent results on stability of singularly perturbed systems with small 

delay, refer to (Chen, et ah, [17], 2010), (Glizer, [67], 2009).

9.4.1 Input-to-state stability of a singularly perturbed time-delay system

The closed-loop system (9.12), (9.13) is described as 

¿1 (i) =  Â u z \ ( t )  A - A n z i ( t )

p z i ( t )  =  p À 2 \ z \  ( t )  +  p À 22Z2 ( t )  — z 2 ( t  — pE, (0) +  p w ( t )  (9.16)

with the input

VP(i) =  w(t) -  (1 +  <5)A[ signZ2l(r — ••• signz2m(i-/i^(0) Y  (9.17)

where ||w>(f)|| <  [1 +  (1 +  5 )y /m]A. By using the Lyapunov-Krasovskii method, conditions are 

derived for the input-to-state stability of (9.16). Let 7)( G R '!X" be a positive definite matrix with 
the following structure (Kokotovic, et ah, [94], 1986)

Pn =
P\ PP2

* pPi,
> 0 (9.18)

where P\ 6 IR'! For (9.16), choose the Lyapunov-Krasovskii functional of the form

Vfi(t) = zT(t)Pnz(t)+ [  ea('s~t')zl(s)G z2{s)ds
Jt-uh

+ ph f  [  ea(s~‘h 2 (s)Rz2(s)dsd9 (9.19)
./ /j/j Jt+e

+  / '  ea^ z l { s ) S z 2{s)ds

where G, R and S £ R'" are positive matrices.

Lemma 9.5. Given positive scalars p, h, a  and b, let there exist P^ >  0 in (9.18) with (n — m) x 
(n — m) matrix P\ > 0 , m x  (n — m)-matrix P2 and m x m positive matrices P2, G, R, S such that
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the following LMI

011 012 0 - p rr 2
p T
*2 hpA ^R

* 022 0 024 P3 hpAJ^R
* * 033 034 0 0

* * * 044 0 -h R
* * * * - b l m hR
* * * * * - R

where

011 =  /̂ iA11 -\-A[\P\ + p P iA 2i + pA^-^Pi +  bcPi,

012 =  P\A \2 + pA 72lP3 +  pA^tP j + P.P2 A22 +  a p P l ,

022 =  iiP iAn + 11AX2P2 + PP3A22 + p A ^  + apP 3

+  G - e ~ ailhR  + S,

024 =  -P 3 + e ~ ^ hR,

033 =  - e ~ ailhG - e ~ ailhR,

0 34 =  e ~ aflhR,

044 =  -2 e ~ a>ihR - ( \ - d ) S e - atlh (9.21)

is feasible. Then solutions o f (9.12)-(9.14) satisfy the bound

zT(t)P^z(t) < e “ a(,“,o)z7’(to)^z(io) +  i^ s u p ||w [,0i,]||2 (9.22)

for all t, (t ) G [0, h] with pE, (t) < d < \  (and thus (9.12)-(9.13) is input-to-state stable). Moreover, 

solutions o f (9.12)-(9.14) satisfy (9.22) for all fast-varying delays E,(t) G [0, h] if  LMI (9.20) is 

feasible with S = 0.

Proof. The following inequality

W(t) = j iV^(t) + aVil( t ) - p 2bwT(t)w(t) < 0 (9.23)
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along the trajectories of (9.12), (9.13) for ||zo||2 +  sup ||vv[,0)f] ||2 >  0 guarantees (9.22) (Fridman and 
Dambrine, [48], 2009). Differentiating V of the structure (9.18), (9.19) along (9.16) it follows that

W {t)< 2z\{t)P \[A n An]z(t) + 2pzl(t)P 2[Au A X2\z{t)

+ 2 z [ ( i) / f  (p[A2i A22] z ( t ) - z 2{ t - p ^ { t ) )  + pw{t))

+2zl(t)P3(p[A2\ A22\z(t) - z2(t -  H%(t)) + pw(t))

- p 2bwT (t)w(t) +  az](t)P izi(t) +  a p z 2 (t)P2z\{t) ^ ^

+ a p z [ ( t)P f z2{t) +  a p z 2 (t)P2z2{t) +  p 2h2z l (t)Rz2{t)

~ P h 5L lxh e ~ ailhz2 {s)R z2 {s )d s  +  z l { t ) G z 2 {t)

_ e-aglizT(t _  _  ph)+ Z 2 (t)Sz2{t)

- (1  - d ) e - ^ { t ) zl ( t -  pt; (t))Sz2(t -  pt; (0)

Using the identity

Jt'-nh e~a^ ’z l  (s)Rz2(s)ds

=  - P h e~a^hz l  (,s)Rz2(s)ds -  p h j ^ ^ (l) e- a^hz2 (s)Rz2{s)ds

and applying Jensen’s inequality

-P h ll-p h  {t) e~a^hzl(s)Rz2(s)ds

< - e~apk ¿1 ( s )d s R j; : tf{t] Z2(s)ds

< - e - ^ h[zl i t - p m -  A  (f ~  Ph)]R[z2(t -  pi; (t)) - z 2( t -  ph)]

e~a^hA  {s)Rz2{s)ds

< _ e-auh H ^ {t) i l ( s ) d s R & ( s)ds

< - e - am (0 -  A ( t  -  (t))]R M t) - Z 2( t -  pE, (0)]

Then, setting £(/) =  col{z\ (t),z2(t),z2(t — ph),z2(t — p% ),pw(t)} and applying Schur comple­

ments to the term p 2h2z2 (t)Rz2(t), where ¿2(t) is substituted by the right-hand site of (9.16), it is 
established that W(t) < 0  if <  0. □

9.4.2 LMIs for the controller design

Conditions will now be derived that guarantee the bound (9.15) for the solutions of (9.13). Taking 
into account (9.22) and, thus,

limsupf_KX,zr (i)i,/iz(i) <  ^ [ l  + ( l+ 5)^/m]2A2 (9.25)
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it may be concluded that (9.15) holds if the following inequality is satisfied for t —* °o;

" V ( r ) f t ,  M<

Hence, the inequality

-a s2 p  -n&S2 pT XT
6[l+(l+5)^]2 1 b[\+(\+5)'M1 2 M 21

* 6[l+(l+55)Vm]2/>3 ^ 2 2

* * -Im

<0 (9.26)

guarantees that the solutions of (9.12), (9.13) satisfy the bound (9.15). By Schur complements, 
(9.26) is feasible if the following matrix inequality is feasible

- a52
¿>[1+(H-S) v̂Tn]2

’ Pi p p j 7 ¿21 r - - 1+ p z A21 A22
* PP2 ¿22

< 0 (9.27)

Matrix inequalities (9.18), (9.20) and (9.26) have been derived for finding the parameters p  and 5 
of the controller (9.11). It will now be shown that if

r \A \ \  + A n r j
+aP\

P iA n 0 - P i P i 0
* G - R  + S 0 - P } + R Pi 0* * 1 a 1 R 0 0
* * * - 2 R

- ( l - d ) S
0 -HR

* * * * - b l m HR* * * * * ~R

is feasible, then for all 5 >  0 inequalities (9.18), (9.20) and (9.26) are feasible for all small enough 

p . Let P\,P2,P3 satisfy ©o < 0. Then for small enough p  > 0, (9.18) and (9.20) are feasible for the 

same p  — independent matrices P\,P2,Pi. Hence, given 8 >  0, (9.27) is feasible for small enough 
p >  0.

It is easily seen that ©o < 0 guarantees exponential stability with decay rate a /2  of the slow 
subsystem

* , ( 0 = A n * ( 0 ,  Zs{t)  G R n~m (9.29)

and asymptotic stability of the fast subsystem of (9.16)

P Z f ( t )  =  - Z f ( t - p % ( t ) ) ,  %( t )  G [0,/i], Z f ( t )  G 1R"! (9.30)

Since An is Hurwitz, there exists Pi >  0 satisfying PiAn + A \yP\ +  aP\ <  0 for small enough 
a  > 0. Choose next P2 =  0, G = S = 0 and R = P3 =  P3I,,,. By using Schur complements, it can 

be shown that ©o < 0 holds for big enough pi >  0, b and for small enough h.

The following sufficient conditions for the feasibility of (9.18), (9.20) and (9.26) have been proved:
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Proposition 9.6. (i) Given positive scalars h, a  and b, let there exist an (n — m ) x (n — m) -matrix 
P\ >  0, an m x (n — m)-matrix A and positive m x m-matrices P3, G, R, S such that LMI (9.28) 
is feasible. Then, fo r  all 8 > 0 there exists p ( 8 ) > 0 such that for all p  G (0. Li (5)] LMls (9.18), 

(9.20) and (9.26) are feasible and, thus, solutions of(9.12)-(9.13) satisfy the bound (9.15).

(ii) LMI (9.28) is feasible for small enough li, a  and big enough b.

9.4.3 Ultimate boundedness of the closed-loop system

Let < j ) ( t , t o ,p )  be the fundamental solution of the equation

AiÇ(i) = -C(f-MÉ(0), Ç(f)eR

with <j)(toOo,P) =  1 and (¡>(t,to,n) = 0 for t < to. By using the arguments of Lemma 9.5 and 
choosing

v2 = l lp ^ 2(t) + q f/_ flhea^ s- t^ 2(s)ds 

+Ph rI-Uh ft+e ea2(s“r) t,2(s)dsd0 +  e“2(i_,) Ç2(s)ds

with positive scalars p,q,r, y/, it can be shown that the feasibility of the ^-independent LMI

Vr + q - r 0 —p +  r 0
* - q - r r 0
* * - ( l - d ) y / - 2 r hr
* * * —r

yields the following bound

\p(t,t0,p)\ < e  r

(9.32)

(9.33)

for small enough CC2 > 0 and V p  > 0, t,(t) < h, < d < 1. Note that (9.32) is feasible for 
h < 1.414 if d = 0 and for h <  1.22 if d is unknown (i.e. for fast varying delay).

The main result may now be formulated:

Theorem 9.7. Given positive constants p, h, a, b and 8 let there exist an (n — m) x (n — in) -matrix 
P\ > 0, an m x (n — m) -matrix A, positive m x m-matrices I f , G, R, S and positive scalars p .q.r. 1// 
such that LMls (9.18), (9.20), (9.26) and (9.32) are feasible. Let z(t) be a solution to (9.12)-(9.14). 
Then every component o f zz(t) satisfies the bound

limsup|z2,'(0l < 2M0ph, Mo =  (1 +  <5)(1 +  y/m)A (9.34)
t— >00

where i — 1, . . .  ,m denotes the i-th component o f zi for all ^(t) G [0, h] with pE, < d <  1. Moreover, 
the solution to (9.12)-(9.14) satisfies (9.34) fo r  all fast varying delays E,(t) € [0, h] if  the above 
LMls are feasible with S = 0 and 1// =  0.
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Proof. The 2-th component of differential equation (9.13) with the initial condition (9.14) can be 
represented in the form of an integral equation (Kolmanovskii and Myshkis, [97], 1992)

Z2i ( t )  =  <j)(t,t0 ,IJ,)z2, ( t o ) +  <t>(t,S,H) [Â21,. A22,]z (-S-)

+  W,(i) -  (1 +  <S)Asignz2i( s -  ( s ) ) ds (9.35)

The feasibility of (9.26) implies the bound (9.15), then the following inequality holds for t —>

\[A2u A22,]zW +  w/(i) -  (1 +  5)Asignz2,.(5 -)t^ (i)) | <  M0

Taking into account (9.33) and (9.36), it is established from (9.35) that for t —> °°

|Z2i ( i  +  0 ) - Z 2 i ( O I  <  | [  (¡>{t,S,p)([A21,. A 22,.]z (5)Jt+e V

+  Wi (s) -  (1 +  8 ) A sign z2, {s -  p £, (5)))  ds \

(9.36)

Pt &2(t-s) \ — p  20C2h
< M0 / e~ v ds < llMo- 

j t~mJt+e
< 2M0ph

«2
(9.37)

where 9 G [—2p.li, 0]. Therefore,

Z2+ ) -2 M 0ph <  Z2+  + O )  <  z2i{t) + 2M0ph  (9.38)

for f —> 00 and the following implication holds

|Z2/(0I >  2 M o p h  = >  signz2/(i +  0) =  signz2,(i) (9.39)

for large enough t. Thus, from (9.15), (9.36) and (9.39) for sufficiently large t the following 

implication follows:

|Z2,(0I ^  2 M o p h  =9>

z2i{t) [[Â2I/ Â22,]z(t +  9) + Wi(t +  9)

-  (1 +  <5)Asignz2,.(i +  0)]

< |Z2,(0I(|[^21 ,■ Â22,.]z(i+0)|+A ) - ( l  +  5)A|z2,(f)l

< 0 (9.40)

It will be shown next that the Z2,-component of the solutions to (9.13) exponentially converges to 

the ball (9.34). Moreover, for sufficiently large t, whenever z2j(t) achieves the ball (9.34), it will
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never leave it. Taking into account (9.40), for sufficiently large t it follows that

d 2 i \
M O  I >  2M0ph^>

=  2 / M 0 M 0

=  2z2i{ t)[ -Z 2, ( t - ^ ( t ) )  + p([A2h A22|]z(i) 

+  Wi(t) -  (1 +  5)Asgnz2,.(f))]

<  - 2z2,(0 (z2,-(0  “  /  ¿2,-

-2d ,(t) + 2z2|(i) J '
Z2i(s-p%(t))

p
ds

+  [  [A2\, A22f]z(i) +  w,-(i)
Jt-vZ(t)-a*€(0 
(1 +  5)Asgnz2i(s)i/s

, M 0  [ ‘<  —2z2.(i) — 2-^-— f  z2i{ s -p ^ { t) )d s
P Jt-u£(t)P Jt-n${t)

Therefore, given (9.39) holds for large enough t, it follows that

Hence

f  Z2i(t)z2i(s-p% (t))d s  < 0  
■It-uDt)

M O  I > 2MoM  =4 ^ 4 ( 0  ^ - 24 ( 0 (9.41)

Assume now that for large enough t\ the z2j component of the solution to (9.13) is outside the ball 

(9.34). Then from (9.41) it follows that for all t > t\ such that |z2|.(i)| — 2Moph then

z l ( t ) < e - i [t- h)z22i(h) (9.42)

i.e. z2j exponentially converges to the ball (9.34). Let t2 > t\ is the time when |z2,(i2)| =  2Moph. 
Then due to (9.41) z|.(i^) <  z2 (f2)- Therefore, whenever z2i{t) attains the ball (9.34), it will never 

leave it. □

Remark 9.8. Under the conditions of Lemma 9.2 and Theorem 9.7 it follows that solutions of the 

closed-loop system (9.12), (9.13) satisfy

limsup,_>OQ z [ {t)Pzi{t) < 4%mM$p2h2, (Q 43)

lim supf z2 (/)z2(f) <  4m M lp2h2

Remark 9.9. In order to minimize the high gain nature of the control, it is desirable to find a larger 

p  such that the conditions of Theorem 1 are satisfied. However, increase in p leads to increase 
of the switching parameter 5, and thus the increase of the overall bound. Therefore, a trade-off 

should be made between the minimization of the bound and the limit of the high linear control 

effort such that the control specifications are satisfied.
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Remark 9.10. Since LMIs (9.18), (9.20), (9.26) and (9.32) are affine in the system matrices, the 
results are applicable to the case where these matrices have polytopic type uncertainties.

Remark 9.11. Consider now (9.1) using the linear controller

ut{t) = (9-44)

Then the closed-loop system (9.10), (9.44) has the form (9.16) with w(f) = w(f). Under the condi­
tions of Lemma 2, the solutions of (9.10), (9.44) satisfy the bound

zT(t)P^z{t) < e~a{f~'a)zlPilzo + ^ A 2

As expected, the ultimate bound of the solutions under the linear controller does not vanish for 

h —> 0. Therefore, the SMC has advantages over linear control for small delays.

9.5 Application to position control of spacecraft

Consider a dynamic model of a spacecraft with flexible appendages, actuated by gas jets and/or 

reaction wheels given in (Gennaro, [65], 1998)

JTcb + JRCl + 5 1 ij = -cb(JrCO + JRQ + S Tf]) + w(t)

JR(d> +  i2) =  u(t -  t(f)) (9.45)

i) +Cri +Krj = -deb

where to = col{<j>, 6 , \j/} are the spacecraft angular velocities with respect to roll, pitch, and 

yaw attitude angles. 7] is the modal coordinate vector that describes the flexible dynamics un­
der the hypothesis of small elastic deformations. O =  co/{i2i, 0.2, G3} are the reaction wheel 

relative angular velocities with respect to the main body. w(t) is disturbances bounded by a 
known bound ||w(f)|| <  10. With the assumption of small Euler angle rotations, setting x(t) =  
col{(p(t). 0(f), y/(f), 77(f)}, the dynamic model in equation (9.45) can be approximated by ne­

glecting the nonlinear coupling terms as

Mx(t) +  Cx(t) + Kx(t) =  B(u{t — r(f)) +  x(f) +  w(f))

where

M = I t ~ Jr 8t 
8 I

" 0 0 ‘ ’ 0 0 ’ h,C  =
0 c

, K =
0 K 0

and x(f)  is a function of the nonlinear coupling terms between attitude and vibrations in (9.45). 
Setting x(t) =  col{<p(t), 9(t), \]/(t), ri(t), <j)(t), 9(t), ij/(t), 77(f)}, system (9.45) is put in the
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following form ready for the control design

x(t) = Ax(t) +B(u{t — T {t)) +X{t )  +  w(t)) 
y(t) = Cx(t)

where
0 I 0 h XmO

o3 03x4A=
1 i i i Ci
i ,B=

M ~XB
, c=

o3 ■stXmO
h o u> X -L

*

The problem of stabilizing the system (9.46) when subjected to a time-varying delay in the con­

trol input and possibly in the output measurements is considered. Such delays normally exist in 

the actuators in precision pointing control (Tony, [135], 2001), (Wong and Breckenridge, [143], 
1995). In section A below, simulation results for the closed-loop system (9.45) with the control 
law derived from (9.11) are shown for a time-varying input delay p ^(t)  <  0.01s. In section B, the 
linear control (9.44) is used for control of the spacecraft. The results are then compared and the 

advantage of using sliding mode control over linear control is demonstrated. Although the control 

has been designed for system (9.46) by neglecting the nonlinear term %(t), it was reintroduced in 

the simulation to generate a more realistic simulation model of the spacecraft as given in (9.45) 
for controller testing. The parameters of the spacecraft are taken from (Gennaro, [65], 1998) with 

N = 4 elastic modes.

9.5.1 Using sliding mode control

Setting a  — 0.24, b — 0.0001, £ = 0.1, £i =  0.8 and the tuning matrix

0 .0 4 - 0 . 1 0 .1 6 - 0 . 1 0 .1 - 0 . 4 0 .2 - 0 . 0 3 6M  = 0 .0 4 - 0 . 0 4 0 .1 6 0 .0 2 - 0 . 2 0 2 - 0 . 0 2 2 0 .0 2 2 0 .0 2 8- 0 . 2 0 .0 2 2 0 .0 2 - 0 . 0 2 0 .2 0 2 —0 .0 3 8 - 0 .2 0 6 0 .0 2 2
in LMI (9.6), the reduced order system (9.5) is ultimately bounded with

-9 .6 12.5 -8 8
21.7 -77.8 -7 8

-683.6 -14.6 913

Setting a  = 0.158, b =  0.02, p  = 0.032, ph = 0.01s, d = 1 in LMI (9.20) the closed-loop sys­
tem (9.13) is ultimately bounded with F obtained from (6.8). Then the switching gain parame­
ter 8 = 16 was obtained from LMI (9.26). In the simulation the initial values were selected as 

0(0) =  0.09°, 0(0) =  0.86°, y/(0) =  —0.57° and 0(0) =  0(0) =  y/(0) =  0. The varying delay 
was implemented as pt;(t) =  0.005s/>i(200i) +0.005 < 0.01s, where p£,(t) < 1. In Figure 9.1, 

the switched control sign «,■(;) was used to verify the theoretical bound. In Figure 9.2, the smooth 
approximation 2 was used instead of signn,(f) for implementation of a practical controller

(Spurgeon and Davies, [132], 1993).
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(a) Attitude angles and elastic modes. (b) Sliding manifolds and control inputs.

F igure 9.1 : SMC: using signw/(i) with a varying delay p % ( t )  < 0.01s.

~  200 
E

trre(s)

(a) Attitude angles and elastic modes. (b) Sliding manifolds and control inputs.

Figure 9.2: SMC: using smooth approximation of sign«,(i) with a varying delay (l) < 0.01s.
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In Figure 9.1, smooth control of roll, pitch and yaw angles takes place in about 20 seconds with 

the bound | |[0(f),  0 ( f ) ,  y/(f)]|| <  0.02 degree and || [0(f) ,  0 ( f ) ,  i/f(f)]|| < 0.2 degree/second. The 

four elastic modes are stabilized smoothly after 40 seconds with the bound ||T](f)|| < 0.002m. 

Heavy chattering of the sliding variables and controls were observed due to the control compo­
nent sign«,(f). In Figure 9.2, ||[0(f),0 ( f ) ,  y/(f)]|| < 0.001 degree, || [0 (f) ,  0 ( f ) ,  t/f(f)]|| < 0.002 

degree/second, and ||77(f)|| <  0.001 m were observed with significant reduction in chattering of 
the sliding variables and controls. This is due to the use of the smooth approximation of the con­
trol term signw,-(i). The maximum control signal is in the third control channel at the level of 350 
N.m.

It is seen that the controller design, which neglected nonlinearities, achieves the control speci­

fications. The theoretical bound of the sliding manifold ||z2(f) ||r— < 9.3 given by (9.34) is a 
reasonable estimate of the actual bound ||z2(0ll <1-8 in Figure 9.1(b).

9.5.2 Using only the linear part o f the control

Sliding mode control has advantages over linear control for sufficiently small input delay. Figure
9.3 shows the closed-loop performance using linear control (9.44). The attitude angles are bounded 

as ||[0(f), 0(f), y/(f)]|| <  0.005 degree and |[ [0(f), 0(f), y/(f)]|| <  0.02 degree/second. The four 
elastic modes are stabilized smoothly after 40 seconds with the bound ||t](f)|| <  0.002m.

While the SMC with switched term function sign «/(f) does not exhibit advantages over linear 
control for the size of input delay studied, the SMC using smoothing improves the accuracy of the 

attitude angle by five times when compared with using only the linear part of the control, Figure 

9.1(a), 9.2(a), 9.3.

9.6 Extension to systems with input and state delay

The following uncertain dynamical system is considered with a state time-varying delay r(f), an 
input time-varying delay r(f) and with a matched disturbance vv(f)

x (t)= A x (t)+ A dx ( t~ r ( t) )+ B (u ( t- t( t ) )+ w { t) )  

y(t) =  Cx(t)

where x(i) £ R '!, u(t) £ R m, w(f) £ R"! and y(t) £ R p with m < p < n. It is assumed that the 
delays and the disturbance are bounded as follows: r(t) £ [0, r*\, x(t) £ [0, T*] and ||w(f)|| <  A. 

The delays may be either slowly varying with r(f) < d\ < \ ,  r(t) < zfc <  1 or fast varying (without 
any constraints on the delay derivatives).
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F i g u r e  9.3: Linear control: Attitude angles and elastic modes with a varying delay pb , ( t )  =
p £ { t )  <  0.01s.

Assume that the input and output matrices B and C are both of full rank. Then the sliding manifold 
can be defined by (9.2).

9.6.1 Sliding manifold design

In regular form, the system (9.47) becomes

xr(t) =
An A\2 

A21 A22 

0

xr(t)- Ad\\ Adn

Ad2\ Ad22

y(t) =

bn 

0 T

u(t — r(t)) +  w(i)) 

xr(t)

xr( t - r ( t ) )

(9.48)

Defining the sliding manifold as in (9.4), the reduced-order system with inputs Z2(t) and zi(t — r{t)) 
has the form

4 i ( f )  =  ( A n — A\2 KC\)x\(t) +  (Ad\\ — AdnKC\)x\(t — r(t))

+  A \2Zi{t)+Ad\2Z i{ t-r{ t))  (9.49)

where the triple (An +Ad\\, A\2 +Adn,  Ci) is assumed to be stabilizable. The sliding manifold 
is found from the following lemma:

Lemma 9.12. Given tuning parameters a  > 0, £, £\, b \ , ¿2 >  0 and a matrix M  £ let

there exist (n — m) x (n — in) matrices P>  0, G > 0 , S > 0, R > 0 and matrices Q22 G x
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Ô11 G R (n-PMn-P), Qn  G R (n-p)x(p-m)) y  e  R/»x(p-m)j ^  =  such that LMI

0 n 012 0 014 A 12 A d  12

* 022 0 024 £ A ,2 £ A d i2

* * 033 034 0 0

* * * 044 0 0

* * * * h  1 In. 0

* * * * * —b l l n

holds, where

(9.50)

011 =  A „ ß 2 - A 12[F eiF] +  ô K  +  «P  

— [YM £Y]TA j2 + G + S - R e ~ ar*, 

en  = P - Q 2 + £Q lA Tn -£ [Y M  £{Y]T A T{2, 

014 = Adn Q i - A dU[YM e,F] +  Re^ , 

022 =  "£02  -  £02 +  r*2R,

024 =  e^f/1102 -  £Ad\2[YM £]F],

033 = - (G  + R )e-a it,

034 = Re~ar\

044 =  - 2 e - ar* R -  (1 -d x)S e~ ar'

Then for all ultimately bounded z,2, solutions o f (9.49) satisfy the following inequality:

limsupxf (t)Px\ (?) <  -  limsup ||z2(?)||2
t —too OC t —too

where P =  Q2 PQ2 1 and Qi
Qw Qn 
Q22M £\ Q22

Proof. The proof follows analogously using the result from Lemma 8.1 and proposition 8.2. □

9.6.2 Controller design and the resulting ultimate bound

The change of coordinates z = In-m  0

KCx Im
xr leads to

¿1 (f) =  Ai izi(f) + Â d\\z\ (t -  r(t)) + À 12Z2(t)

+ Ä d \ 2 Z 2 { t - r ( t ) )

¿2(0 =  Â21Z1 (t) + Ä d2\z\(t -  r(t)) +Ä22Z2O) 

+  Äd22Z2{t -  r(t)) +  u(t -  T(t)) +  w(t)
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The controller is chosen as in (9.11). Then the closed-loop system has the form

Z10) =  Aiizi (i) + Adnzi (t -  r ( t ) )  + A i 2Z2 ( t )

+ A d n z 2 ( t - r ( t ) )

p z 2 ( t )  =  p A 2i Z \ (t ) +  p A d l \ Z \  [t -  r ( t ) )  +  pA 22z2(t) (9.51)

+  p A d22z 2 ( t  -  r ( t ) )  z 2 ( t  ju<̂  (/)) +  w ( t )

where w(t) is given by (9.17) with ||w(f)|| <  [1 +  (1 +  5 )v/m]A, p£,(t) = r(t), 0 < ¿j(t) <  h, 

z(t) = col{z\(t), z2(t)}.

Let Pp be of the same structure as (9.18), then input-to-state stability of the latter system can be 

derived using the Lyapunov-Krasovskii functional of the form

Vfi{t) = z T{t)Pnz(t)+ [  ea(s~t')zJ(s)G lz\{s)ds+
Jt -r*

[  ea('s~,')zi{s)Siz\{s)ds+  [  ea<'s~,',Z2 (s)G2Z2(s)ds+
J t - r lt ) J t —u.ht-r{t)

f  ea<-s~‘h 2 (s)S2z2(s)ds +  i  ea(-5~th 2 {s)S2z2{s)ds 

f e ^ ^ 'h l  (s)S4z2(s)ds
Jt-r*

r* [  [  ea ŝ~‘h^{s)R\Zi{s)dsdd
J—r* Jt+Q

< 1

a

M s- t)#

+ p 2r*

¿2 (s)R2z2(s)dsdO

„«(*-<) J
-r* Jt+e

¿2 (s)Rjz2(s)dsdd (9.52)

with positive matrices G\, G2, S\, S2, S3, S4, R\, R2 and R3. Similar to Lemma 9.5, it is established 

that

Lemma 9.13. Given positive scalars r*, p, h, a  and b\, let there exist Pu > 0 in (9.18) with 

(n — in) x (n — m) matrix P\ > 0, m x (n — m) -matrix P2, m x m positive matrix P2, (n — m) x (n — m) 

positive matrices G\, Si, R\, m x m positive matrices G2, S2, S3, S4, R2 and I f  such that the LMI

»1 , 1 012 •• 01,12
* 02,2 ' ' 02,12

* *
* * ' 012,12

(9.53)

with entries from Table 1 is feasible. Then solutions o f (9.51) satisfy the bound

lim su p ,^ ,zT(t)Pnz(t) < (9.54)
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T ab le  1, E n tr ies  o f  L M I (9 .5 3 )

0 i,i — (xP\ + -Pi-Ait + A } jP i

+jlP{A2\ + p A 2 \P2 

+ G \+ S x~ R \e~ &rt

01,2 =  PlAd\\ +R\e~ar* 
+pP2 Aii2\

01,4 =  P\A \ 2  +  pA 2]Pi 
+pA[y P2 +  pP2 A 22  +  auP {

01,5 =P\Ad\l + PP2 Ad22

01,7 = - P \ 01,9 =  HP2

0 i ,io  =  r*ATu R\ 0 i ,n  =  pbA^y R2

01,12 =  lir*AlxR2
02,2 -  - 2 R xe~&r* 

- ( l - d i ) S ie~ar*

02,3 = R ie - ar* 02,4 =  M^i/21^3 +  P^d\ 1R2

02,io =  r* A TdXXR\ 02, i 1 =  PhATd2 {R2

02,12 =  ^ ^ 2 1 ^ 3 03,3 =  —e~&r* (/?! +  G i )

04,4 =  pP2A22  +  pA 2 2 P2 

+pP2A \ 2 +  pA Tn P'f + paP 3 

- R 2 e - ^ h -  p 2 e~&r*R3 

+G2 +  A>2 +  S 3 +  S4

04,5 =  pPlAdll  +  pP2Ad \2  

+ p 2 e~& lR3

04 7 =  - P 3 + R2e- ^ h 04,9 =  AIP3

04,10 =  r*AX2 R\ 0 4 ,ii =  phA2 2 R2

04,12 =  ltr*A2 2 R3
05,5 =  — (1 ~ d \)S 2 e~ai 
- 2/z2< r ffir*fl3

05,6 =  p 2 e - &r'R 3 05,10 =  r * ^ J l2^1

05,11 =  phA'd2 2R2 05,12 =  Pr*Ad22Pl

06,6 =  - e “ a ,'*(M2f l 3 + S 4) '
07 7 =  - 2 R 2 e~&̂ h 

- (1  - d 2 )S2 e - ^ h

07.8 =  Rie 07,n  =  —hR2

07,12 =  —r*R2 08,8 =  — {R2  + G2 )e~a^h

09,9 =  —p 2b\Im 09,11 =  phR2

09,12 =  pr*R2 010,10 =  ~^1

0 i i , i i  =  —R2 012,12 =  —R3
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for all r(t) G [0, r*\ and q it) G [0, h] with r(t) < d\ < I and < d2 < 1. Moreover, solutions 
o f (9.51) satisfy (9.54) for all fast-varying delays r(t) G [0, r*\ or q (t) G [0, h] if LMI (9.53) is 

feasible with S\ — S3 =  0 or S2 = 0 respectively.

Conditions will be derived that guarantee the following bounds

limsupi_w ||[A2iA 22]z(f)|| < K\SA, 
limsupf_wJ[Â i/2i Âd22]z.(t -  r{t))\\ < k2SA

for solutions of (9.51), where JCi +  JC2 <  1. Given (9.54) and consequently

limsupf_ 00/ ( f - r ( i ) ) P iiz ( t - r ( i ) )  < 

are true, (9.55) holds if the following inequality is satisfied

/ ( O f e  « 0  <

Z T { t  — r(t))[Ad21 A j22]T[Ad2i Ad22}z(t — r(t)) 
(t—r(t))Pßz(t—r(t)) 

¡l2b i ( \+ ( \+ 8 ) fm ) 2

for t — > O O . Hence, the inequalities

-&k(52P\ 
b\ ( H-( 1 +5) v2«?) 

*

*
- ùk)82P\ 

b\ (n-(l+5)v/»<) 
*

*

- a u K ( ô 2Pj
p A T2X

b\ (l+(l+5)v^i)
-S/OC ( 6 2Pi

M 22
b\ (l+(1+'5)'/™)

* - bn
- ä ß K ) 8 2Pj

J21
b\ (l+(l+^)\/"i)

-ClßK%82P}

b\ (l+tl+SJv'm)

* /,„

< 0 ,

< 0
guarantee that the solutions of (9.51) satisfy the bound (9.55).

(9.55)

(9.56)

(9.57)

(9.58)

Proposition 9.14. Given positive constants r*, il, h, a, b\, fCi, tc2, S let there exist an (n — 
m) x (n — m)-matrix P\ >  0, an m x (n — m)-matrix I f  and positive (n — in) x (n — m) matrices 
G1, 5 i , R\, positive m x m matrices P2, G2, S2, S3, S4, R2 and I f  such that LMI ©o < 0 is feasible, 
where ©o is given by (9.53) with p  = 0. Then, for positive scalars K\ , iC2, where K\ +  k2 < 1 and 

all 5 > 0, there exists p ( 8 ) > 0 such that fo r  all p  G (0. ¿u (<5)j LMIs (9.18), (9.53) and (9.58) are 

feasible and, thus, solutions o f (9.51) satisfy the bound (9.55).

Then similar to Theorem 9.7:

Theorem 9.15. Given positive constants r*, p, h, bt,h\, ?Ci. k2, 5 let there exist an (n — m) x (n — 

m)-matrix P\ > 0, an m x (n — m)-matrix P2 and positive (n — in) x (n — m) matrices G\, S i, R\,
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positive m x m matrices P2, G2, S2, S3, S 4 , R2 and R2 such that LAI Is (9.18), (9.53) and (9.58) are 
feasible. Then the solutions o f (9.51) satisfy the following bound

lim sup |z2,- ( 0 1 <  2Moph (9.59)
t— >00

where Mq =  (1 +  <5)(1 +  s/m)A, for all r(t) G [0, r*], t, (t ) £ [0, h] with r(t) < d \ < \  and pÈ, < 

d2 < 1. Moreover, the solutions o f (9.51) satisfy (9.59) for all fast varying delays r(t) £ [0, r*] or 

§ (f) £ [0, h] if  the above LMIs are feasible with S i  “  S 3  =  0 or S2 = 0 respectively.

Also in the case of state delay, LMIs (9.50), (9.53) and (9.58) are affine in the system matrices, i.e. 

the results are applicable to the case where these matrices have polytopic type uncertainties.

Example 9.1. Recall the liquid monopropellant rocket motor model considered in Chapter 7 with 
bounded parameter uncertainties and unknown disturbances. Assume time-varying delays are 

present in the states due to non-steady flow and in the input due to delayed pressure supply, the 
system matrices according to (9.47) are

A =

Ad =

0.2 p(t) 0 0 0
0 0 0 -1

-1 0 -1 1
0 1 -1 0

— 1 —0.2p(t) 0 1 0 0
0 0 0 0

, B =
1

0 0 0 0 0
0 0 0 0 0

0
1

(9.60)

where p(i) =  sin(t) and the disturbance w(t) =  0.2sm(3i) with bound ||w(t)|| <  0.2. The time- 

varying state delay and input delay were chosen as r(t) =  0.1 sin(t) +  0.1 <  0.2s and r(i) =  
0.05sfiz(f) +0.05 <  0.1s respectively with r(t) <  0.1 and t(f) <  0.05. LMI solutions for con­

troller design incorporate matrices A and Ad with two vertices corresponding to p (t)max<min =  ±  1. 
The advantages of the proposed control will be demonstrated by comparing it to a conventional 
control in the literature.

9.6.2.1 Proposed SMC

Setting r* = 0.2s, d\ = 0 .1 , a  = 0.922, b\ =0.0002, b2 = 0.00001, £ = 1 .5 , £1 =  3.6, M = [4 2.4] 

in LMI (9.50) and £ =  151000 in LMI (9.8), the reduced order system (9.49) was found ultimately 
bounded with K = 1.0053. Setting â  =  0.29, b\ = 0 .1 , p  =  0.17, ph  =  0. Is, d2 — 0.05 in LMI 
(9.53), solutions were feasible with F =  [1 1.0053], Setting K\ =  0.9999, k2 =  0.0001 in LMI 
(9.58), the switching gain was obtained as 8 =  36. Thus the controller (9.11) has been fully 

synthesized. According to (9.59), the controller guarantees that the ultimate bound of the sliding 

manifold of system (9.60) satisfies ||z2(0llr-*°° — 2.96. In the simulation, initial functions were
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tirre(s)

F i g u r e  9.4: System (9.60) with control (9.11) in the presence of state and input varying delays.

chosen as [2, 1, —2, 1] for t e  [—r*,0]. The response of the system is given in Figure 9.4 using 
the switching component, signri(f). It is observed that the solutions of the system tend to zero 
as the varying input delay r(t) =  0 and grow as the delay increases. The bound on the sliding 

variable is ||z2(i) || < 1 2  which agrees with the theoretical estimation. The outputs are bounded by

lb (0 l l< i .2 .

9.6.2.2 Conventional SMC

Control design without considering possible delay may lead to undesirable performance, or even 
instability. A conventional control from Chapter 8 from the literature was chosen for the system 

(9.60). The control methodology only guarantees stability with respect to state delay, and is of the 

form
u{t) - G y ( t ) - p

Fy(t)
11̂ (011 (9.61)

It was found using LMIs that the closed-loop system was asymptotically stable for state delay 
r{t) < 0.2s, with G =  [20 74], F = [1 4.5], p =  5.3. The response is plotted in Figure 9.5(a). Next, 

the input delay p^ (i) <  0.1s was reintroduced into the closed-loop system and the response is 
plotted in Figure 9.5(b). The control (9.61) is seen to give a desirable performance in presence of 

the state delay, but was unable to cope with the additional input delay, the output signals experience 

large derivations from zero.

Comparing the two control methodologies in the presence of input delay, the proposed control 
guarantees the ultimate boundedness of the system within a known domain, while the other con­

troller produced unacceptable results.
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(a) In the presence of state delay only.

(b) In the presence of both state and input delay.

F i g u r e  9.5: System (9.60) with control (9.61).

Remark 9.16. Even without input delay, the new SMC design method has advantages over the 

previous results. Thus, the matrix P  ̂ for the analysis of the closed-loop system is full and not 

diagonal (Edwards and Spurgeon, [29], 1995) and the result in Chapters 6-8. The conservativeness 
brought by the diagonally structured P was verified by setting P2 = 0 in (9.18) for the above 

example while keeping all the other tuning parameters in the LMIs unchanged. The feasible input 
delay in this case was found to be pli =  0.04s, which is considerably smaller than that obtained 

using the full P^. Hence the full order leads to less restrictive results. Also, for the first time a 
static output feedback SMC is designed via Krasovskii method for systems with fast varying state 

delays. The results in Chapters 6-8, which are delay-independent in switching function, treat only 

systems with slowly varying delays.

9.7 Conclusion

Sliding mode control with input time-varying delay and with matched bounded disturbances has 

been studied using a singular perturbation approach. Ultimately bounded solutions of the delayed 
system are found based on LMI formulations and various Lyapunov-based methods. The ultimate 
bound is found to be proportional to the delay, the disturbances and the switching gain. The 
full order structure of the matrix PM allows the conservativeness of the numerical solutions to be 
reduced. In the extension to both state and input delays, the method is applicable to all fast varying 

delays. The proposed control brings the delay analysis into the design phase which is shown in 

the examples to have essential advantages when compared with linear control for sufficiently small
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input delay and other conventional controls where input delay is not considered. The method is 
applicable to linear systems with polytopic type uncertainties in all blocks of system matrices.



Chapter 10

Discussion and Conclusion

In this thesis, Sliding Mode Control (SMC) using output information for systems with delay has 

been considered. The robustness property of SMC can be severely impaired due to the presence 
of delay, producing oscillations or even instability. Design methodologies are needed to take into 

account the delay effect when designing a controller. Existing results have mainly been concerned 

with state feedback design. Insufficient attention has been paid to the problem of SMC using output 

feedback, which is more practical in many applications. The existing results on output feedback 

SMC are restricted to certain systems with particular structures and are computationally costly. 
This thesis seeks to develop a novel output feedback SMC scheme which is more computationally 
efficient and less conservative in synthesizing a feasible controller. The output feedback scheme 
has been developed to extend readily to the delay case. Linear Matrix Inequalities (LMIs), which 

are an efficient, powerful numerical tool, have been used extensively.

In Chapter 1 the motivation for robust control is given, including the need to increase system per­

formance under uncertain operating conditions. Time delay is shown to exist in many situations in 
our practice, which can be undesirable in system operation and control. The motivation for using 

an output feedback scheme is due to the practicality and flexibility needed for the control imple­
mentation. It is expected that increased system performance can be achieved by taking account of 
delays in the design phase. The challenges firstly lie in building an output feedback design scheme 

which can be extended to analyze the delay effects. Despite numerous existing contribution in the 
field, output feedback design still remains one of the fundamental open problems in control theory. 

The combination of delay and the switching nature of SMC is not naturally synergistic. Work to 
investigate such effects and improve the performance by other means present a challenging and 

promising milestone for the research community.

SMC and its properties are demonstrated in Chapter 2. It is a type of discontinuous control where 

the dynamics of the system once on the sliding surface is of reduced order. The sliding Mode 
taking place between multiple surfaces can be defined as the discontinuous points shared by all the 
surfaces. Two ways to reach the sliding mode have been shown. Firstly, each surface is reached
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sequentially and trajectories evolve until the last surface is reached, i.e. the sliding mode between 
all the surfaces is completed. In the second case, sliding mode does not take place in each surface 

but only at the intersection point between the surfaces, i.e. system trajectories move across all the 

surfaces towards the intersection of the surfaces. Since the sliding motion is discontinuous, its 

solution cannot be obtained using conventional tools. One way to derive the solution is by con­

sidering model imperfections which make the discontinuity points isolated in time. The solution 

exists as all the small parameters describing the imperfections tend to zero. The equivalent control 

can be seen as the solution to the sliding motion dynamics replacing the original discontinuous 
control with a continuous one. Different design approaches are given based on decoupling, regular 

form transformation and unit vector control. Chattering due to unmodelled actuator dynamics and 
delays is analyzed. Solutions are proposed to reduce the chattering which are using the boundary 
layer with saturation, observer or disturbance compensation.

In Chapter 3 general static output feedback control is formulated as a non-convex problem which 

remains an open problem. Necessary or sufficient conditions are given for eigenvalue and eigen- 

structure assignment methods, but they are restrictive and the decision methods are computation­
ally inefficient. It is shown that the dynamics of the sliding motion is governed by the zeros of the 
system which are desired to lie at the left of the complex plane. Conditions for a unique equivalent 
control to exist are presented. Sufficient conditions are derived for eigenvalue assignment with re­
spect to the reduced order system. However the design technique will only terminate satisfactorily 

for a specific class of switching surface. Eigenstructure assignment permits the switching surface 

design without the need to first determine the output feedback gain matrix. The method does not 

require the system to adopt a regular form. Despite the attractive features, no efficient, construc­

tive procedure has been developed for controller design using this methodology. LMIs have been 
considered as an efficient, powerful tool to provide a tractable means for tackling the problem, but 
the existing work either requires iterative LMIs or consists of multiple LMI constraints which are 

difficult to solve simultaneously. Numerical methods to design control laws based on output infor­
mation only have been exploited. Two types of control law designs are introduced. Some structural 
constraints required are conservative and difficult to satisfy using a tractable solution procedure. 

Other controllers have a simpler structure, however the control tends to be of high gain.

Chapter 4 covers the basic concepts of delay systems and introduces tools for their stability analy­
sis. Delay systems that belong to RFDE are known to have infinite linearly independent solutions 
through characteristic equation analysis. If a function is continuous and satisfies a local Lipschitz 
condition in the delayed variable, then the local existence and uniqueness of the solution can be 
proved. Forward continuation of a solution is proved using the step-by-step method. The solu­

tion in the forward delayed time interval can be constructed as the solution of an ODE prior to 
satisfying a necessary condition that the initial condition is well defined in the past delay interval. 

Unlike the ODE case, general results on the backward continuation for RFDE are very difficult to 
prove although the ideas are relatively simple. Neutral systems as a type of delay systems involve 
the same order of highest derivative for some components of the states at both present time and
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past time, which introduces an increased mathematical complexity. Characteristic roots of systems 

subject to delay are studied as a means to analyze the stability of the system. Delay-Independent 
stability have been investigated using Lyapunov-Razumikhin condition due to its simplicity. On 

the other hand, for delay-dependent stability the Lyapunov-Krasovskii condition is attractive ow­

ing to the structural advantage. Using descriptor method the derivative of highest order in the state 

can be included to derive less conservative results. For time-varying delays Krasovskii conditions 

are less restrictive than the Razumikhin conditions for small enough slowly varying delays. How­
ever, till now only the Rasumikhin method provides delay-independent conditions for systems with 

fast-varying delays.

Chapter 5 studies the delay effect on SMC, which exists in the state and the input. Constant and 

time-varying delays have been considered. An output feedback approach is articulated for systems 
with state delay. Using the equivalent control, systems with matched perturbation and constant 

time delay can be reduced to a delay-free system, but in the unmatched case only bounded solu­
tions can be obtained. The use of Lyapunov Krasovskii functionals and Lyapunov Razumikhin 
functions formulated as LMIs in SMC state feedback, which is efficient in dealing with time de­
lay systems, have been presented. Various contributions considering regular form-based and non 

regular form-based approaches are reviewed. In deriving the control law knowledge of both non- 

delayed and delayed states is required by many authors when choosing the switching gain. This 

leads to restrictive results since the bounds on the state dependent terms are generally not known. 
To eliminate the need for explicit knowledge of the bound, an adaptive estimation algorithm is 

used. However the controller becomes a dynamical one and the structure is complex. In the pres­
ence of input delay, only bounded solutions can be obtained using SMC. Steady modes and stability 
analysis of the oscillations are reviewed from the literature. An algorithm for controlling the am­
plitudes of the motion has been proposed which uses the observer to predict the future behaviour 

of the state in the next delay interval and reduce the control gain near the periodic solution zero. 
Since the oscillation amplitude is a function of the switching gain, a smaller region of attraction 

can be achieved by using an adaptive switching gain. Even though a predictor based control for 

systems with constant delay produces asymptotic stability, it leads to a controller with memory. 
The method does not facilitate robust design even for the case of matched uncertainties.

A novel output feedback approach for SMC was proposed in Chapter 6. It follows the conven­
tional regular-form based method to transform the problem of output feedback design in SMC to a 
general output feedback problem. Compared with other approaches, only a single LMI constraint 

is involved in the proposed method which does not require the structural restrictions of other work. 
This leads to a simple but more efficient and less conservative output feedback design. The method 

can be applied to certain output feedback problems which were previously solved using dynamic 
compensation. There is however a potential limitation of this method which reduces the efficiency 

when applied to very large order systems. This is because the LMI formulation depends on choos­
ing a tuning matrix M, where the size of the tuning matrix increases with the system dimensions. 
For example in the spacecraft model considered in Chapter 9, the tuning matrix is of order three
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by eight. The difficulty of choosing such a large matrix can cause extra conservativeness in the 
solution or even make it impossible to find a suitable solution.

In the design of SMC for systems with state time delay in Chapter 7, a descriptor Lyapunov- 
Krasovskii functional method has been introduced for the switching function design with time- 

varying delay. The delay is assumed bounded with a known upper bound. Not only the existence 
problem is solved using LMIs but also the method is used to find the magnitude of the linear 

gain to construct an appropriate solution to the reachability problem. Under the conditions where 
output feedback control is not possible, the method is extended to compensator-based design. 

One limitation of using the Lyapunov Krasovskii method is that only slow varying delay, i.e. 

the derivative of the delay is less than 1, is considered. In the case of fast varying delay, only 

the Razumikin approach is considered a suitable tool. The linear part of the controller proposed 

in the chapter depends on the switching function. In another words, the transient response of the 
system will depend on the switching function which is chosen to govern the steady state behaviour. 

Such a controller structure may be limiting since the reaching phase design is coupled with the 
design of the steady state response. It is shown that an ideal sliding mode can only be achieved 

provided there exists a switching parameter larger than the state dependent terms and disturbances. 

This follows the conventional design approach where the drawback is that no explicit knowledge 
of the switching parameter value is known but it is assumed to be large enough. In practical 

implementations this assumption may cause chattering to the mechanical components due to the 

imperfection of modeling, dynamics of the sensors or switching limitations of the devices.

Chapter 8 considers the case of state time-varying delay with both matched and unmatched bounded 

disturbances. LMIs are formulated to incorporate the effect of the disturbances and the delay so 
that the closed-loop solutions are guaranteed to be bounded. A systematic approach is given to 
derive a stabilizing controller where all the parameters of the controller including the switching 

gain are calculated explicitly to yield the minimization of the bound. This result will prove impor­

tant in the design of controllers for systems with input delay as follows in the next Chapter. The 

method allows analysis of polytopic uncertainties included in all blocks of system matrices rather 

than only in the subsystems as with other equivalent control methods. A nonlinear simulation of 
an autonomous vehicle is performed where the delay is caused due to the discrepancy between the 
electrical command generated by the computer to the motor and the mechanical response of the 
motor to reach to the desired speed. This controller which incorporates the delay effect at the de­
sign stage, is seen to produce satisfactory performance where a conventional control that neglects 

the delay causes instability. The limitations of the aforementioned coupled reaching phase design 
and steady state design has been relaxed by independent synthesis of the linear control gain matrix 

and the switching gain matrix.

SMC with time-varying delays in the states and multi-input channels as presented in Chapter 9 
employs the singular perturbation method which enables a feasible LMI solution to be obtained. 

Unlike the existing results on relay control with delay, apriori knowledge of the bounds on the 
system states is not needed. Ultimately bounded solutions of the delayed system are found which



Chapter 10. Discussion and Conclusion 165

are proportional to the size of delay, the disturbances and the switching gain. The switching gain 
design using LMIs from Chapter 8 is shown to be particularly useful in achieving the minimization 

of the resulting bound. Previously the Lyapunov function has been chosen in Chapters 7 and 8 to 

have diagonal structure. This leads to conservatism of the results. In this chapter the limitation 

has been lifted to allow full order Lyapunov matrix analysis which is shown to tolerate a larger 
bound on the delay. The proposed controller design produces satisfactory results in its application 

to a nonlinear model of spacecraft position control where delays are caused by digital sampling. 
The approach provides a guaranteed solution in the form of LMI constraints for systems with 
sufficiently small state, input/output delay and matched disturbance. For unmatched disturbances 

and uncertainties, the method however does not give assurance of the feasibility of a solution.



Chapter 11

Future work

The novel switching surface design for output feedback SMC in chapter 6 may work well for 
small-sized problems, but the efficiency will reduce as the problem size increases. Convergence of 

the LMI solution is not guaranteed even if there is a solution. A more efficient design is needed 

which would require less tuning parameters and possibly no tuning matrix.

The controller structure in Chapter 8 has the characteristics of large control gain. Even though 
this control structure brings additional freedom allowing linear controller design alone from the 
switching function, the large control energy generally is undesirable in practice. An improvement 

would be to take into account of the control effort in the phase of controller synthesis, i.e. selecting 
a sliding surface and a control gain for a given system in an optimal way such that the performance 
of the reduced order system is balanced against the control costs required to maintain sliding. In 

this aspect the work by Edwards, [27], (2004) is seen to be particularly helpful.

Since the switching gain can now be obtained from LMIs in Chapter 8, the method can be incor­
porated in the framework of adaptive switching gain design. This will reduce the conservativeness 

when choosing the initial adaptive gain prior to the incomplete knowledge of the system. In case 
of input/output delay discussed in Chapter 9, this adaptive framework will reduce the oscillations 

around the sliding surface.

Another important application of the input/output delay approach presented in Chapter 9 is for 
sampled-data SMC control. In this case sampled output is formulated as a delayed output y(tk) =  

y(t — x (/)), where x(t) — t~tk,  t e  [tk,tk+1) is a sawtooth delay with t  =  1, (Fridman, [52], 2004), 
(Fridman, [46], 2010). Control design for state delay presented in Chapter 7 and 8 considers the 

range of time-varying delay being from zero to an upper bound. In practice, the range of delay 
may vary for which the lower bound is not restricted to be zero. An extension taking into account 
the lower bound of the delay may considerably reduce the conservativeness (He, [81], 2007), (Gu, 

et al., [73], 2003), (Fridman, [45], 2006). SMC design in this case will present some challenges if 
less conservative results are desired with respect to the terms associated with the switching control.
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In Chapter 9, the singular perturbation method is used with respect to the linear control component 
which is dependant on the switching function. Even though the singular perturbation parameter 

is chosen to be as large as possible to lower the linear control action, it becomes more difficult to 

enlarge the parameter to a desired level as the size of the system increases. An independent linear 
controller synthesis from the switching controller, similar to the control structure in Chapter 8, 

could be a desirable solution since additional design freedom is introduced in the linear controller 

design. However difficulty arises as the separation of the controller synthesis produces a high gain 
nature as pointed out in Chapter 3.

The work developed for state delay and input delay in this thesis can be applied to consider ob­
server design when there are delays in the plants. In the normal design procedure, the sliding 
surface is set to be the error difference between the observer outputs and system outputs, which 
is therefore forced to zero. In the presence of the output measurement delay, especially unknown 

time-varying delay, the situation will become more complicated. If there exists a known constant, 

or known time-varying measurement delay, the delay can be implemented to the observer’s out­

puts. In this case the result in Chapter 9 can be used for observer design. Of course another obvious 

extension of observer design is to consider systems with uncertainties, which, even without delay, 

is a challenging problem.
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