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Relationship between the wave function of a magnet

and its static structure factor

Jorge Quintanilla
Physics and Astronomy, Division of Natural Sciences,

University of Kent, Canterbury, CT1 7NH, United Kingdom
(Dated: 19 July 2022)

We state and prove two theorems about the ground state of magnetic systems described by
very general Heisenberg-type models and discuss their implications for magnetic neutron scattering.
The �rst theorem states that two models cannot have the same correlator without sharing the
corresponding ground states. According to the second theorem, an N -qubit wave function cannot
reproduce the correlators of a given system unless it represents a true ground state of that system.
We discuss the implications for neutron scattering inverse problems. We argue that the �rst theorem
provides a framework to understand neutron-based Hamiltonian learning. Furthermore, we propose
a variational approach to quantum magnets based on the second theorem where a representation
of the wave function (held, for instance, in a neural network or in the qubit register of a quantum
processor) is optimised to �t experimental neutron-scattering data directly, without the involvement
of a model Hamiltonian.

The Rayleigh-Ritz variational principle states that the
ground state wave function of a quantum system is an
absolute minimum of the energy. It provides the theoret-
ical underpinning of many successful approaches to the
quantum many-body problem including Density Func-
tional Theory (DFT) [1], Variational Monte Carlo meth-
ods [2], the BCS theory of superconductors [3] and the
Laughlin theory of the fractional quantum Hall e�ect [4]
to name a few cases. More recently it has been used
to �nd optimal representations of wave functions using
quantum computers [5, 6] and neural networks [7]. Such

theories start with a model Hamiltonian Ĥ and proceed

by minimizing the energy
〈

Ψ
∣∣∣Ĥ∣∣∣Ψ〉 to obtain the wave

function Ψ. The Rayleigh-Ritz variational principle en-
sures that no wave function can yield a lower value of
the energy than the system's true ground state. Once
the wave function is known, it is is straight-forward to
predict expectation values of observables. Very often,
however, Ĥ is not known a priori. In such instances Ĥ
has to be found from experimental data. That involves a
laborious and ill-posed inverse problem: multiple candi-
date Hamiltonians must be studied until one is found that
predicts the experimentally-determined value of a set of
observables. In general there is no guarantee of unique-
ness of Ĥ or Ψ for a given data set. Here we consider
the inverse problem for the magnetic structure factor of
a magnetic insulator (in particular, one described by an
anisotropic Heisenberg model, which covers a vast range
of real materials). We show that, for systems that have
non-degenerate, distinct ground states, there is a one-
to-one correspondence between the structure factors, the
model Hamiltonian and the ground state wave function.
We then address the implications of degeneracy, Hamil-
tonians with the same ground state, and excitations, and
discuss the implications for neutron scattering.

Our results have several direct implications for the
study of magnetic insulators using neutron scattering,
speci�cally for the neutron scattering inverse problems
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Figure 1. Two versions of the di�use magnetic neutron scat-
tering inverse problem: given the scattering function S (q) of
a real material, in Hamiltonian learning (a) the aim is to de-
termine a model Hamiltonian Ĥ whose wave function Ψ will
describe S (q) satisfactorily. In quantum tomography (b) one
tries to determine the wave function Ψ directly.

described schematically in Fig. 1. Firstly, as we argue be-
low, Theorem 1 puts the Hamiltonian-learning problem
(Fig. 1 a) on a �rmer footing and will help the design of
e�cient solutions, for instance ones exploiting machine
learning [8]. Secondly, Theorem 2 suggests, and sup-
ports, new variational methods where the wave function
is optimized to describe the experimental data, obviat-
ing the need to minimize the energy of a model Hamilto-
nian (Fig. 1 b). This provides an alternative to existing
methods used to obtain the ground state of a Heisenberg-
type magnet, for instance those based on neural-network
[7] or quantum-processor [5] representations. Many such
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methods are based on minimizing the energy for a given
model. The new methods will be appropriate when the
model is not yet known but experimental structure factor
information is available. In those circumstances, work-
ing with the wave function directly has the advantage
of involving a single optimization loop rather than two
nested ones (compare Fig. 1a to 1b). In analogy with
the Rayleigh-Ritz variational principle, our second theo-
rem guarantees that no wave function other than a true
ground-state wave function of the system under investi-
gation can yield a better �t to the data. Finally, our
results suggest that every ground-state property of the
system is contained in the structure factors. This has
important implications for e�orts to quantify quantum
entanglement from experimental neutron scattering data
[9�11] and justi�es the reduction of measures of entan-
glement to functions of correlators [12, 13].
The work presented here has to be seen in the con-

text of recently-developed methods for the determination
of model Hamiltonians from local measurements [14�18].
Interestingly, a main thrust of such works, which are usu-
ally concerned with systems where qubits need to be ad-
dressed individually, is the optimisation of the scaling of
the number and type of measurements required with the
size of the system and the range of interactions. In con-
trast, our approach relies on the static magnetic structure
factor Sα,β (q) which contains information about all two-
point correlators and can be determined experimentally
with the same e�ort irrespective of system size or range
of interactions.
Our starting assumption is that the physical system

under experimental investigation can be described by an
anisotropic Heisenberg model:

Ĥ =
∑
i,j

∑
α,β

Jα,βi,j Ŝ
α
i Ŝ

β
j . (1)

Here i, j = 1, 2, . . . , N represent atomic sites, whose po-
sitions Ri,Rj we assume to be known. Ŝαi represents the
αth component of the spin operator for the magnetic mo-
ment at the ith atomic site (α = x, y, z; we assume each
spin component is de�ned with reference to some local
axes de�ned on each site). We assume the spin quantum
number at each site is S = 1/2 in what follows but the re-
sults can be generalised to arbitrary S straight-forwardly.

Jα,βi,j is an exchange constant describing the interaction

between the αth component of the spin at the ith site of a
given lattice and the β component of the spin in the jth

site. The terms with i = j describe site anisotropy (e.g.

easy planes or easy axes). The dependence of Jα,βi,j on

i, j, α, and β is entirely arbitrary. The model of Eq. (1)
can thus describe a very broad range of magnetic models
in arbitrary dimensions with and without translational
invariance, including among others the Ising model [19],
XY model [20], and Kitaev model to name but a few
[21]. Models of this type are believed to describe well
the physics of many materials from single-molecule mag-
nets [22] through in�nite-chain compounds [11] to three-
dimensional quantum spin ices [23] and other spin liquids
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Figure 2. Schematic illustration of possible relationships be-
tween 2-point correlation functions ρ, N -qubit wave functions
Ψ, and general spin-1/2 anisotropic Heisenberg Hamiltonians
H (see main text).

[24]. The observable quantity of interest is the two-point
magnetic correlator

ρα,βi,j [Ψ] ≡
〈

Ψ
∣∣∣Ŝαi Ŝβj ∣∣∣Ψ〉 . (2)

The correlator is obviously a single-valued functional of
the wave function Ψ. As shown in Appendix A this quan-
tity is readily obtainable in condensed matter systems
through neutron scattering mesurements of the static
structure factor Sα,β (q).
The situation we have in mind is one where the ground-

state correlator ρα,βi,j [Ψ0] has been obtained experimen-

tally but neither the Hamiltonian Ĥ nor the wave func-
tion Ψ0 are known. We wish to prove two closely related
theorems that impose constraints on Ĥ and Ψ0:

Theorem 1: Two Hamiltonians Ĥ, Ĥ ′ cannot have the
same ground-state correlator without sharing the
corresponding ground states.

Theorem 2: Any N -qubit wave function Ψ that can re-
produce the ground-state correlator of Ĥ represents
a ground state of Ĥ.

The implications of these two theorems for the relation-
ship between correlators, wave functions, and Hamiltoni-
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ans are illustrated in Fig. 2. For non-degenerate Hamil-
tonians, Theorem 1 is a particular case of a more gen-
eral theorem proven by Ng [25]. Here we extend it
to the important case of Hamiltonians with degenerate
ground states and discuss the implications of Hamiltoni-
ans sharing a ground state for Hamiltonian learning using
neutron-scattering data (Fig. 1a). The latter discussion
will be supported by a generalisation of Theorem 1 to
excited states (Appendix B). Theorem 2, on the other
hand, is a consequence of the fact that the ground state
maximises the reconstruction entropy given a set of local
measurements [26]. The theorems are also closely related
to the convexity of the set of all 2-point correlators of
N -qubit states [27, 28]. Note that our second theorem
does not require all correlators to be representable by N -
qubit wave functions (exempli�ed by ρg Fig. 2) nor is it
restricted to trial wave functions that are ground states
of Heisenberg-type Hamiltonians (ρf in the Figure). We
will discuss the implications of this second theorem for
neutron-based quantum tomography (Fig. 1b). Finally
we note that Theorem 1 can be deduced from Theorem
2 however for clarity we will prove both theorems inde-
pendently.

Our approach to proving Theorems 1 and 2 is inspired
by the DFT formalism for Heisenberg models developed
by Líbero and Capelle [29]. Our aims, however, are quite
di�erent. The latter work (like other DFT formalisms for
lattice models [29�31]) is an energy-minimization varia-
tional theory closely modeled on the original DFT for
electrons in solids [1]. In Density Functional Theories
generally, the aim is to show that the energy is a func-
tional of a density-like quantity (in the case of Ref. [29],
the local magnetisation). One then splits the energy into
two parts, one that is �universal� and another that de-
pends on local �elds. In order for this to be useful, it is
necessary to have exact results for the universal function
and motivated approximations for the �eld-dependent
contribution. Here our primary quantity is not a density
but a correlator, and we are not interested in splitting
the energy into one contribution that is known and an-
other that is to be approximated. Instead we treat the
energy as a single unit and are interested in proving that
only one �universal� Hamiltonian is compatible with a
given set of correlators. In practice, applications of our
approach involve the optimization of the match to exper-
imental data, rather than the minimization of the energy.
Moreover, we will work in the absence of a known model
Hamiltonian, rather than using knowledge of one model
(e.g. a translationally-invariant Heisenberg model) to ap-
proximately solve another (e.g. the same model but with
an impurity potential).

Proof of Theorem 1.- Inspired by the original proof
of the Hohenberg-Kohn theorem of DFT, we will pro-
ceed by reductio ad absurdum. Suppose there are two
distinct Hamiltonians Ĥ and Ĥ ′, with di�erent exchange

interaction functions Jα,βi,j and J ′α,βi,j and di�erent ground

states |Ψ0〉, |Ψ′0〉, respectively, that give the same corre-

lator ρα,βi,j :

ρα,βi,j [Ψ0] = ρα,βi,j [Ψ′0] for all i, j, α, β. (3)

We will �rst consider the case when the two ground states
are non-degenerate. In this case the ground-state energy
obtained from the �rst Hamiltonian is

E0 =
〈

Ψ0

∣∣∣Ĥ∣∣∣Ψ0

〉
<
〈

Ψ′0

∣∣∣Ĥ∣∣∣Ψ′0〉 (4)

=
〈

Ψ′0

∣∣∣Ĥ − Ĥ ′∣∣∣Ψ′0〉+
〈

Ψ′0

∣∣∣Ĥ ′∣∣∣Ψ′0〉
(5)

=
∑
i,j

∑
α,β

(
Jα,βi,j − J

′α,β
i,j

)
ρα,βi,j [Ψ′0] + E′0

(6)

where the inequality is due to the Rayleigh-Ritz varia-
tional principle. Similarly the ground state energy ob-
tained from the second Hamiltonian is

E′0 =
〈

Ψ′0

∣∣∣Ĥ ′∣∣∣Ψ′0〉 < 〈Ψ0

∣∣∣Ĥ ′∣∣∣Ψ0

〉
(7)

=
〈

Ψ0

∣∣∣Ĥ ′ − Ĥ∣∣∣Ψ0

〉
+
〈

Ψ0

∣∣∣Ĥ∣∣∣Ψ0

〉
(8)

=
∑
i,j

∑
α,β

(
J ′α,βi,j − J

α,β
i,j

)
ρα,βi,j [Ψ0] + E0,

(9)

Adding the two inequalities we obtain

E′0 + E0 <
∑
i,j

∑
α,β

(
J ′α,βi,j − J

α,β
i,j

)
×
{
ρα,βi,j [Ψ0]− ρα,βi,j [Ψ′0]

}
+ E0 + E′0.

Using now our assumption (3) this reduces to

E′0 + E0 < E0 + E′0 (10)

which is absurd. Thus our initial assumption must be
incorrect: two Heisenberg-type Hamiltonians with dif-
ferent exchange interaction constants and distinct, non-
degenerate ground states can never give the same corre-
lator. In other words, for non-degenerate Hamiltonians
that do not share ground states the exchange interac-

tion function is a single-valued functional Jα,βi,j [ρ] of the

correlator ρα,βi,j . This is illustrated by the one-to-one cor-

respondence between {Ha, Hb} and {ρa, ρb} in Fig. 2.
We note that our proof relies on the assumption that

|Ψ0〉 6= |Ψ′0〉 since otherwise the strict inequalities (4,7)

become equalities. In other words, if Ĥ and Ĥ ′ share
their unique ground state the theorem does not apply.
This is illustrated by the one-to-many correspondence
between ρd and {Hd, H

′
d, H

′
e} in Fig. 2. Although this

might appear to be a serious limitation for Hamiltonian
learning using neutron scattering it may not be as im-
portant in practice, as we discuss below.
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In the above paragraphs we explicitly assumed that the
ground states of Ĥ and Ĥ ′ are non-degenerate. In order
to prove Theorem 1 we need to relax that assumption.
Let us �rst consider the case when the ground state of
one of the Hamiltonians (which we take to be Ĥ without
loss of generality) is degenerate, while that of the other
Hamiltonian remains non-degenerate. Then the �rst of
the above two inequalities (4,7) is not strict, as there is
always the possibility that |Ψ′0〉 happens to be a ground

state of Ĥ as well as being the unique ground state of
Ĥ ′. In that case, Theorem 1 would be violated, because
|Ψ0〉 would not be a ground state of Ĥ ′ yet it would
have the same correlators as |Ψ′0〉, which is. Barring that
possibility, the arguments above hold, so we only need to
consider that special case. In the special case we have

E0 =
∑
i,j

∑
α,β

(
Jα,βi,j − J

′α,β
i,j

)
ρα,βi,j [Ψ′0] + E′0 (11)

and

E′0 <
∑
i,j

∑
α,β

(
J ′α,βi,j − J

α,β
i,j

)
ρα,βi,j [Ψ0] + E0 (12)

When we add the equality (11) to this inequality (12)
we still arrive at the same contradiction as before, (10).
This proves that Theorem 1 also applies when one of the
two Hamiltonians is degenerate.
Let us now consider the case when both Hamiltonians

have ground-state degeneracy. Then there is a new pos-
sibility, namely that |Ψ0〉 is a ground state of Ĥ ′ and

|Ψ′0〉 is a ground state of Ĥ (all other possibilities have
already been covered above). In that case all the above
inequalities become equalities and we do not arrive at a
contradiction. However, in this case all the ground states
of Ĥ and Ĥ ′ leading to the same correlators are shared
so the premise of the theorem is not satis�ed. In sum-
mary, degenerate Hamiltonians with the same correlators
must share all the corresponding ground states, as a sin-
gle ground state of one which is not also a ground state
of the other su�ces to generate a contradiction. This is
illustrated by ρe in Fig. 2: the same correlator can be
generated by the ground state of He and by that of H ′e
but then the ground state of H ′e must also be a ground
state of He, and vice versa (it is possible, on the other
hand, for ground states leading to di�erent correlators
not to be shared, as illustrated by the correlator ρd of
H ′e). This concludes our proof of Theorem 1.�
Before proving Theorem 2 we shall discuss the implica-

tions of Theorem 1 for Hamiltonian learning using neu-
tron scattering. First of all, we address the question of
shared ground states. An example of this would be
two spin-1/2 ferromagnetic Ising models di�ering only
by an overall multiplicative factor. In both cases, the
ground state is a classical state where all the spins are
pointing along the positive or negative direction of the
quantization axis. The correlators are therefore identical
in the ground state. It is therefore impossible to discrim-
inate between these two models from a measurement of

the ground-state correlators. It would be tempting to
venture that this limitation of Theorem 1 can be triv-
ially circumvented by normalising the parameters of trial
Hamiltonians. However, this would only take care of cer-
tain instances of shared ground states, known a priori.
We cannot discard non-trivial cases. On the other hand,
it is straight-forward to generalise our proof of Theorem
1 to show that it holds for any excited state |Ψn〉 as well
as for the ground state (see Appendix B). Therefore,
two Hamiltonians that are physically distinct but share
a ground state could be told apart by probing their low-
energy excitations. Indeed any real condensed-matter ex-
periment will take place at �nite temperature with the
measured correlator corresponding to a thermal superpo-

sition
∑
n Z
−1 exp (−En/kBT ) ρα,βi,j [Ψn]. For two Hamil-

tonians Ĥ and Ĥ ′ to give the same result at any arbitrary
temperature one would therefore require all eigenstates
|Ψn〉 and all the eigenvalues En to coincide. In that

case, the two Hamiltonians are identical: Ĥ = Ĥ ′ =∑
nEn|Ψn〉〈Ψn|. Thus this limitation of Theorem 1 may

not, in practice, limit its applicability to Hamiltonian
learning in neutron scattering experiments.[32][33]
The above discussion suggests that the inverse problem

of deducing the Hamiltonian from the correlators may in-
deed be well-de�ned, as long as we know that the material
under investigation is described by a model of the form in
Eq. (1). That could provide a natural explanation for the
success of a recent machine learning based approach to
this problem [8]. In that reference an auto-encoder was
trained using simulations of the neutron scattering func-
tion Sα,β (q) obtained for a family of candidate Hamil-
tonians [for completeness, we have o�ered a proof of the

equivalence between knowledge of Sα,β (q) and of ρα,βi,j in

Appendix A]. The auto-encoder thus trained can be used
to generate a low-dimensional latent space on which ex-
perimental data can be projected, e�ectively �nding an
optimal model Hamiltonian. Though in principle that in-
verse problem is �ill-de�ned� [8], our formal results about
the ground and excited states of Heisenberg-type Hamil-
tonians strongly suggest that there may only be one solu-
tion. We note that the work in Ref. [8] dealt with classi-
cal models however similar dimensionality-reduction has
been shown for quantum models using closely-related
Principal Component Analysis [34].
Several recent works have discussed the determination

of model Hamiltonians using local measurements [14�18].
While such methods are well suited to arti�cial systems
such as quantum simulators they are not readily applica-
ble to experimental data on condensed matter systems.
Speci�cally in most cases [14�17] they require the covari-
ance matrix which in turn relies on 4-point correlators of

the form ρα,β,α
′,β′

i,j,i′,j′ [Ψ0] ≡
〈

Ψ0

∣∣∣Ŝαi Ŝβj Ŝα′

i′ Ŝ
β′

j′

∣∣∣Ψ0

〉
where

i and i′ are sites that are not linked by a direct inter-
action and j and j′ are sites that interact with i and i′,
respectively. Such higher-order correlators are not read-
ily accessible through neutron scattering. In contrast,

for periodic systems all the 2-point correlators ρα,βi,j [Ψ0]
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can be determined in a neutron scattering experiment
(see Appendix A). As an added bene�t, such approach
yields all the required information using a �single shot�
global measurement irrespective of the size of the system
or the range of spin-spin interactions. Thus in the case
of condensed matter systems it is not necessary to de-
vise more sophisticated observables in order to improve
sampling e�ciency, as was proposed recently [18]. Ef-
fectively, neutron scattering integrates a large number
of local measurements into a single function S (q) that
needs to be �tted (see Appendix A) - a sort of analogue
parallel computation.

Proof of Theorem 2.- In the preceding paragraphs we
proved that, for any set of Heisenberg-type Hamiltoni-
ans that do not share ground states, the exchange con-

stants Jα,βi,j are single-valued functionals of the correlators

ρα,βi,j (sets labelled �2� in Fig. 2). With the additional
constraint that the Hamiltonians have non-degenerate
ground states (sets labelled �1�) the ground state |Ψ0〉
is in turn �xed by the choice of Jα,βi,j . Thus, in this case

|Ψ0〉 is also uniquely determined by ρα,βi,j . More gener-
ally, Theorem 1 implies that the only ground states of
Heisenberg-type Hamiltonians (including Hamiltonians
with degenerate and/or shared ground states) that are
compatible with the ground-state correlator of a given
model are also ground states of that same model. The
various possibilities are shown in Fig. 2: each corre-
lator in the shaded area (sets labelled �3� in the �g-
ure) uniquely identi�es a non-degenerate ground state
(ρa → Ψa, ρb → Ψb, ρc → Ψc, ρ

′
c → Ψ′c, ρd → Ψd) or a

set of degenerate ground states of either one Hamiltonian
(ρh → {Ψh,Ψ

′
h}) or of a set of Hamiltonians that share all

those states (ρe → {Ψe,Ψ
′
e}) [35]. This is essentially the

same as Theorem 2 except for the constraint that the trial
wave functions must be ground states of Heisenberg-type
Hamiltonians. To prove Theorem 2 we need to show that
the result holds even without that constraint. In other
words, we need to prove that in Fig. 2 there can be no
lines linking correlators in the shaded area (set labelled
�3� on the left side of the �gure) to wave functions in the
unshaded area (set labelled �4� in the middle). Again,
we proceed by reductio ad absurdum. Let us assume that
there is a state |Ψ̃〉 that gives the same correlator as |Ψ0〉:

ρα,βi,j

[
Ψ̃
]

= ρα,βi,j [Ψ0] for all i, j, α, β. (13)

Let us further assume that |Ψ̃〉 is not the ground state

of Ĥ. There are two possibilities: either it is the ground
state of some other Heisenberg-type Hamiltonian or it is
not the ground state of a Heisenberg Hamiltonian at all.
Below we will not assume either case, so our proof will
cover both instances. By the Rayleigh-Ritz variational
principle, we know that |Ψ0〉 gives the absolute minimum
of the energy, which implies

E0 ≡
〈

Ψ0

∣∣∣Ĥ∣∣∣Ψ0

〉
≤
〈

Ψ̃
∣∣∣Ĥ∣∣∣ Ψ̃〉 . (14)

Using Eqs. (1) and (2) we can write this as

E0 ≡
∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j [Ψ0] ≤

∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j

[
Ψ̃
]
.

Let us now consider separately the two cases when the
two expectation values of Ĥ in Eq. (14) are di�erent and
when they are equal. Let us �rst consider the case when
they are di�erent:

E0 ≡
〈

Ψ0

∣∣∣Ĥ∣∣∣Ψ0

〉
<
〈

Ψ̃
∣∣∣Ĥ∣∣∣ Ψ̃〉 .

Then we have∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j [Ψ0] <

∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j

[
Ψ̃
]
. (15)

and from our assumption (13) this reduces to∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j [Ψ0] <

∑
i,j

∑
α,β

Jα,βi,j ρ
α,β
i,j [Ψ0] (16)

which is a contradiction. Therefore, the only possibility
is that the two expectation values are equal:

E0 ≡
〈

Ψ0

∣∣∣Ĥ∣∣∣Ψ0

〉
=
〈

Ψ̃
∣∣∣Ĥ∣∣∣ Ψ̃〉 .

However in that case
〈

Ψ̃
∣∣∣Ĥ∣∣∣ Ψ̃〉 is the absolute minimum

E0 and therefore |Ψ̃〉 is a ground state of Ĥ, which con-
tradicts our starting assumption. Thus we conclude that
the only state that reproduces the ground-state correla-
tor of Ĥ is the actual ground state of Ĥ (or one of its

ground states, if the ground state of Ĥ happens to be
degenerate), quod erat demonstrandum.�
We note that our proof of Theorem 2 does not rely

on having proved Theorem 1. Theorem 2 is a simple
consequence of the fact that the expectation value of
any Hamiltonian of the form (1) is a sum of two-point

correlators. Thus, if two states |Ψ0〉, |Ψ̃〉 give the same
correlators they must give the same expectation value.
Therefore, if |Ψ0〉 minimizes the energy |Ψ̃〉 does too. We
also stress that Theorem 2 is true even when we include
candidate wave functions such as Ψf in Fig. 2 that are
not derived from any Hamiltonian of the form (1) (which
makes Theorem 2 stronger than Theorem 1). This means
that unconstrained searches in wave function space are
guaranteed to be able to �nd the true ground state.
Our last result o�ers the possibility to study systems

for which experimental magnetic neutron scattering data
are available by working directly with the wave function,
without the need for a model Hamiltonian (Fig. 1 b).
The same e�cient encodings of wave functions that have
been developed to obtain the ground state of a given
model Hamiltonian could be used to �nd the wave func-
tion that matches the experimental data. For instance,
one could encode the wave function in a neural network
[7], trained once to reproduce the experimental data (in-
stead of minimizing the energy as done in Ref. 7). Alter-
natively, a quantum circuit could be optimized to place
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the qubits in a quantum processor in a state that repro-
duces the measurements. In this respect, we note that
the simulation of inelastic neutron scattering functions
of single-molecule magnets using a quantum processor
(for known Hamiltonian) has already been successfully
demonstrated [36]. The approach we propose would dis-
pense with the model Hamiltonian and instead optimise
the scattering function directly. It would be similar to
an evolutionary variational eigensolver [6] except that,
again, we would not be minimizing the energy of a model
Hamiltonian but would be instead optimising the wave
function to describe the experimental data. Both neural
networks (or, more generally, tensor networks [37]) and
quantum circuits can, in principle, generate any wave
function. Our theorem implies that any general-purpose
optimization algorithm will converge towards the right
ground state (or another ground state of the same model
with the same correlators). Speci�cally, it guarantees
that convergence towards an unphysical wave function
that reproduces the data is not possible as there are no
wave functions that can describe the data and are not
valid solutions to the problem at hand. This is akin to
the guarantee o�ered by the Rayleigh-Ritz variational
principle that no wave function can give an energy lower
than the true ground-state wave function. Once opti-
mized, our neural network or quantum circuit contain all
the obtainable information about the system's ground
state and can straight-forwardly be used to predict any
other ground-state property.
To conclude we note some limitations of Theorem 2.

Firstly, it relies on the assumption that the physical sys-
tem under investigation is described by a Hamiltonian of
the form in Eq. (1). Systems with itinerant electrons or
with interaction terms involving three or more spins at
a time are therefore excluded. The generalization of our
results to such systems is left for subsequent work [38].
Secondly, Theorem 2 establishes the existence of a �t-
ness peak at Ψ0 but says nothing about its steepness.
The peak could be almost a plateau in some cases, which
would complicate practical applications. Investigating
this for di�erent models provides another focus for fu-
ture research. Finally, our theorems refer only to the
ground state (apart from the generalisation of Theorem
1 to excited states in Appendix B). Further general-
izations to states of thermodynamic equilibrium and to
excited states are left for future work. Note added.� the
generalisation of Theorem1 to �nite temperatures has
been discussed recently by Murta and Fernández-Rossier
[39].
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Appendix A: Equivalence between correlators and

the spin structure factor

Here we show that, for systems with translational sym-

metry, the correlators ρα,βij are unique functionals of the
di�use magnetic neutron scattering function, or static
spin structure factor, Sα,β(q), which can be determined
experimentally [40, 41] and is given by

Sα,β (q) ≡ 1

N~
∑
i,j

eiq·(Ri−Rj)
〈
Ŝαi Ŝ

β
j

〉
. (A1)

This is not quite the same as a Fourier transform, in
which case we could say straightaway there is a one-to-

one correspondence between Sα,β (q) and
〈
Ŝαi Ŝ

β
j

〉
, but

almost. Again, let us proceed by reductio ad absurdum.
First, we assume that there are two di�erent correlation
functions that give the same scattering function. Let

us designate these two correlation functions as ρα,βi,j and

ρ̃α,βi,j , respectively. Our assumption is that the di�erence

∆α,β
i,j ≡ ρα,βi,j − ρ̃

α,β
i,j 6= 0. Since they give the same scat-

tering function we have

Sα,β (q) =
1

N~
∑
i,j

eiq·(Ri−Rj)ρα,βi,j

=
1

N~
∑
i,j

eiq·(Ri−Rj)ρ̃α,βi,j

for all q, α, β. The last equality implies that∑
i,j

eiq·(Ri−Rj)∆α,β
i,j = 0 for all q, α, β. (A2)

Suppose that all magnetic sites are equivalent. Then

the function ∆α,β
i,j = ∆α,β (Ri −Rj) and (A2) becomes∑

R

eiq·R∆α,β (R) = 0 for all q, α, β

which evidently implies ∆α,β (R) = 0 for all R as the
Fourier transform of a null function is a null function
which contradicts our original assumption, concluding
our argument.
Suppose now that the magnetic sites are not equiv-

alent. Nevertheless, as long as we are dealing with a

state with translational symmetry, the function ρα,βi,j will
have to be periodic. This periodicity can be established
experimentally (for instance, by magnetic neutron crys-
tallography) and it is also straight-forward to impose it
on the wave function therefore we can restrict ourselves
to the assumption that ρ̃α,βi,j (and therefore, also ∆α,β

i,j )
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has the same periodicity [42]. In practice this means that
we can write the LHS of Eq. (A2) in the following form:

∑
i,j

eiq·(Ri−Rj)∆α,β
i,j =N

M×N∑
i=1

M∑
j=1

eiq·(Ri−Rj)∆α,β
j (Ri)

=N
M∑
j=1

e−iq·Rjfj (q)

with

fj (q) =

M×N∑
i=1

eiq·Ri∆α,β
j (Ri) .

Here N is the number of magnetic unit cells (repeating
units) and M is the number of sites within a unit cell.
Thus the sum over j runs over all the sites in the �rst unit
cell while the sum over i runs over all the sites in the lat-
tice. For the expression

∑M
j=1 e

−iq·Rjfj (q) to vanish for

all q we must have each of the fj (q) for j = 1, 2, . . . ,M
vanish independently. But fj (q) is the Fourier trans-

form of ∆α,β
j (Ri) therefore ∆α,β

j (Ri) must vanish too

for each j = 1, 2, . . . ,M . This means ∆α,β
i,j is identically

zero, contradicting again our starting assumption.
There is a third possibility, namely the system may

not be periodic. This applies, for example, when there is
quenched disorder. In that case the scattering function
Sα,β (q) is averaged over the disorder and is therefore
insu�cient to determine the real-space correlator. The
extent to which Sα,β (q) constrains the system's ground
state in that case should be an interesting subject for
future investigations.

Appendix B: Extension of Theorem 1 to Excited

States

Here we extend Theorem 1 to excited states. Consider
two Hamiltonians Ĥ, Ĥ ′ of the Heisenberg type [Eq. (1)]

but with di�erent sets of coupling constants given by Jα,βi,j

and J ′
α,β
i,j , respectively. Let us assume that the ground-

state correlator ρα,βi,j [Ψ0] is the same. In that case |Ψ0〉
is a ground state of both Hamiltonians due to Theorem
1. Let |Ψ1〉 and |Ψ′1〉 the �rst excited states of Ĥ and

Ĥ ′, respectively. We wish to prove that if these two

states are di�erent the corresponding correlators are also

di�erent, ρα,βi,j [Ψ1] 6= ρα,βi,j [Ψ′1] . As with all the other
proofs in this paper, we proceed by reductio ad absur-

dum. Let us assume that the opposite is true, in other
words ρα,βi,j [Ψ1] = ρα,βi,j [Ψ′1] . Then

E1 =
〈

Ψ1

∣∣∣Ĥ∣∣∣Ψ1

〉
<
〈

Ψ′1

∣∣∣Ĥ∣∣∣Ψ′1〉 (B1)

=
〈

Ψ′1

∣∣∣Ĥ − Ĥ ′∣∣∣Ψ′1〉+
〈

Ψ′1

∣∣∣Ĥ ′∣∣∣Ψ′1〉
(B2)

=
∑
i,j

∑
α,β

(
Jα,βi,j − J

′α,β
i,j

)
ρα,βi,j [Ψ′1] + E′1

(B3)

where in writing the inequality we have made use of our
assumption that |Ψ1〉 6= |Ψ′1〉. We have also used that
both |Ψ1〉 and |Ψ′1〉 are orthogonal to the shared ground
state |Ψ0〉. Similarly

E′1 =
〈

Ψ′1

∣∣∣Ĥ ′∣∣∣Ψ′1〉 < 〈Ψ1

∣∣∣Ĥ ′∣∣∣Ψ1

〉
(B4)

=
〈

Ψ1

∣∣∣Ĥ ′ − Ĥ∣∣∣Ψ1

〉
+
〈

Ψ1

∣∣∣Ĥ∣∣∣Ψ1

〉
(B5)

=
∑
i,j

∑
α,β

(
J ′α,βi,j − J

α,β
i,j

)
ρα,βi,j [Ψ1] + E1,

(B6)

with the same assumptions made above. Adding the two
inequalities we obtain

E1+E′1 <
∑
i,j

∑
α,β

(
Jα,βi,j − J

′α,β
i,j

)(
ρα,βi,j [Ψ′1]− ρα,βi,j [Ψ1]

)
+E′1+E1

Our assumption that ρα,βi,j [Ψ′1] = ρα,βi,j [Ψ1] then leads to

E1 + E′1 < E′1 + E1

which is absurd, quod erat demonstrandum. The ar-
gument can be trivially extended to successive excited
states. We can also extend it in the same way as Theo-
rem 1 to cover the case where the excited state is degen-
erate (in other words, to show that if |Ψ1〉 and |Ψ′1〉 are
degenerate excited states of Ĥ then both of them must
also be degenerate states of Ĥ ′).�
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