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Abstract
In this thesis methods of symmetry reduction are applied to several physically relevant 
partial differential equations.

The first chapter serves to acquaint the reader with the symmetry methods used in this 
thesis. In particular the classical method of Lie, an extension of it by Bluman and Cole 

[1969], known as the nonclassical method, and the direct method of Clarkson and Kruskal 

[1989] are described. Other known extensions of these methods are outlined, including 
potential symmetries, introduced by Bluman, Kumei and Reid [1988]. Also described are 
the tools used in practice to perform the calculations. The remainder of the thesis is split 
into two parts.

In Part One the classical and nonclassical methods are applied to three classes of scalar 

equation: a generalised Boussinesq equation, a class of third order equations and a class 
of fourth order equations. Many symmetry reductions and exact solutions are found.

In Part Two each of the classical, nonclassical and direct methods are applied to various 
systems of partial differential equations. These include shallow water wave systems, six 
representations of the Boussinesq equation and a reaction-diffusion equation written as 
a system. In Chapters Five and Six both the actual application of these methods and 
their results is compared and contrasted. In such applications, remarkable phenomena 
can occur, in both the nonclassical and direct methods. In particular it is shown that 

the application of the direct method to systems of equations is not as conceptually 

straightforward as previously thought, and a way of completing the calculations of the 
nonclassical method via hodograph transformations is introduced. In Chapter Seven it is 
shown how more symmetry reductions may be found via nonclassical potential symmetries, 
which are a new extension on the idea of potential symmetries.

In the final chapter the relationship between the nonclassical and direct methods is 
investigated in the light of the previous chapters. The thesis is concluded with some 
general remarks on its findings and on possible future work.
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Chapter One: 
General Introduction

1.1 Introduction and Historical Perspective
The equations that govern physics are usually nonlinear partial differential equations 
and consequently are difficult to solve explicitly. Approximate solutions may be found 
by perturbation, asymptotics and numerical methods with much success; however there 
is much current interest in finding exact solutions to such nonlinear partial differential 
equations. The methods of symmetry reduction provide a way of finding these solutions.

A symmetry reduction (also known as a similaiity reduction) of a partial differential 
equation is a transformation of its independent and dependent variables such that the 
number of variables occurring in the transformed equation is (usually) at least one less 
than in the original equation. As an example, consider the equation

Ut = Uxx -  rt(l -  u)2, (1.1)

where subscripts denote partial derivatives. If u(x,t) =  w(z), where z =  x — ct, then 
substituting into (1.1) we find w(z) satisfies the following ordinary differential equation

—cw '=w" — w (l—w)2, (1.2)

where primes denote differentiation with respect to z. This is a symmetry reduction 
(often called a travelling wave reduction) of equation (1.1) and we have moved from three 
variables (x,t,u) to two (z,w).

Inherent in the philosophy behind symmetry analysis is the reasoning that the reduced 
equation (cf. (1.2)) or system of equations is simpler to solve than the original. Hence 
ultimately exact, special solutions may be found. This is not unreasonable: we move from 
trying to solve partial differential equations for which finding the general solution is often 
impossible, to ultimately trying to solve ordinary differential equations for which many
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different methods of solution exist. Also the reduced system may be recognised as a well 
known system, or, as happens in Chapter Seven, the search for symmetry reductions of 
one equation suggests a transformation onto another, well known equation.

It is known that some solutions of some partial differential equations asymptotically 
tend to solutions of lower dimensional equations obtained by symmetry reduction (cf. 
Barenblatt [1979]); it is not surprising then that many exact solutions found by symmetry 
analysis have been interpreted physically. Further, Galaktionov [1990] has used symmetry 
reductions to study “blow-up” of solutions of nonlinear heat equations.

The beauty of exact solutions is that one can see precisely the effect varying the 
parameters of the equation has on the solution. Furthermore, explicit solutions (such as 
those found by symmetry methods) can play an important role in the design and testing of 
numerical integrators; the solutions provide an important practical check on the accuracy 
and reliability of such integrators (cf. Ames, Posted and Adams [1992], Shokin [1983]).

The theory of symmetry reductions starts with Lie in the mid- to late nineteenth 
century, and his desire to relate transformations of a differential equation (which form a 
group) to information about the equation’s integration. (A history of Lie’s early work 
can be found in Hawkins [1994], and references therein.) He succeeded, and found a 
way of systematically integrating ordinary differential equations by using group-theoretic 
techniques.

He then extended the theory to encompass partial differential equations, in the shape 
of a systematic way of finding symmetry reductions. It is this that we shall refer to as 
the classical method, which is described in §1.2. Although the classical method is entirely 
algorithmic it involves fairly trivial but lengthy calculations. Perhaps it is for this reason 
and the fact that Lie himself didn’t apply it to any physically relevant partial differential 
equations that it faded into obscurity. The following brief history shows how it and other 
symmetry methods (relevant to this thesis) have come to prominence today. (A more 
thorough account is given in Olver [1993, chap. 3].)

It was some half a century later that Birkhoff [1950] resuscitated Lie’s work and 
also Ovsiannikov and co-workers rederived much of it, successfully applying it to many 
physically important equations.

The next significant landmark is when Bluman and Cole [1969] observed that Lie’s 
method could be naturally generalised, and applied what we shall refer to as the 
nonclassical method to the linear heat equation

Uf =  uXx• (1-3)

In fact they were unable to find any explicit solutions other than those that the classical 
method gave when they applied their method to (1.3), but they remarked that “For other 
equations the non-classical solutions have been shown to be more general”. Not only was
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it seemingly no more productive than the classical method, it was certainly more difficult 
to apply: we shall see that irrespective of the candidate equation the classical method 
entails solving linear partial differential equations, whilst for the nonclassical method these 
equations become nonlinear. Thus the nonclassical method, which we describe in §1.3, 

like the classical method before it, failed to immediately attract the attention it deserved.

Despite admitting “In practice, . . . ,  the determining equations for [the nonclassical 
method] may be too difficult to explicitly solve”, Olver and Rosenau [1986, 1987] generalised 
the nonclassical method once to include the notion of weak symmetries, and then further 
but along a different vein with the concept of a differential equation with side conditions or 
differential constraints. As we shall see in §1.5.2, where it is described in more detail, the 
latter generalisation embraced many (all?) known methods of symmetry reduction, but the 
price it paid for generality was impracticability and certainly any sense of an algorithm 
was lost. They concluded that “the unifying theme behind finding special solutions to 
partial differential equations is not, as is commonly supposed, group theory, but rather the 
more analytical subject of overdetermined systems of partial differential equations”.

A revival of interest in the nonclassical method came from the development of a 
new and direct method for finding symmetry reductions by Clarkson and Kruskal [1989]. 

Motivated by the knowledge that there existed reductions of the Boussinesq equation

T 2 ( ̂  ) x x  T U x x x x  — 0) (1-4)

that could not be found by the classical method (Olver and Rosenau [1987]) they developed 
what is now known as the direct method. This method, unlike Lie’s or Bluman and Cole’s, 
used no group theory, but instead an ansatz is made on the form of the reduction. More 
specifically, applying the method to a scalar partial differential equation like (1.4), one 
assumes the solution takes the form

u{x,t) =  F(x,t,w(z{x,t))),

and requires that w(z) satisfies an ordinary differential equation. True to form to Olver 
and Rosenau’s conclusions mentioned earlier the method necessitates solving (nonlinear) 
overdetermined partial differential equations. This framework allowed them to find the 
known reductions of the Boussinesq equation, and many more! Following the success of 
the direct method it was applied to many physically interesting equations including those 
with more independent variables (cf. Clarkson and Winternitz [1991], Lou and Ni [1991] 
and Clarkson and Hood [1992]) and to systems, with more dependent (and independent) 

variables (cf. Clarkson [1992], Clarkson and Hood [1993,1994], Hood [1993], Lou [1992] 
and Lou and Ruan [1993]). A detailed description of the application of the direct method 
to scalar equations (with two independent variables) is given in §1.4.
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We note that the direct method of Clarkson and Kruskal [1989] bears a resemblance to 
the Free Parameter Method of Hansen [1964], except that in the latter boundary conditions 
play an important role in finding a reduction. The attentive reader will have noticed that 
no mention of boundary conditions (or initial conditions) has been made until now, and 
this discourse will be brief. The symmetry methods that are used take no consideration 
of them in this thesis, though it should be noted that it may be possible to incorporate 
them (see, for instance Bluman and Kumei [1989]).

With the development of the direct method came interest in the relationship between 

it and other methods, indeed Clarkson and Kruskal raised the question of equivalence in 
their original paper. The main results are discussed here, but a more detailed account is 
given in §1.5.4. Levi and Winternitz [1989] showed the equivalence of the direct method 
and the nonclassical method for the Boussinesq equation by applying the nonclassical 
method and finding the same symmetry reductions. However for the Fitzhugh-Nagumo 
equation

ut =  uxx + u(l -  u)(u -  a),

Nucci and Clarkson [1992] showed that there existed nonclassical reductions which the 
direct method could not find. Subsequently Olver [1994] (see also Arrigo, Broadbridge and 
Hill [1993], Pucci [1992]) proved the precise nature of the relationship between the two 
methods, basically that the nonclassical method is more general. More recently Ludlow 
[1995] provided an example where the classical method gave more reductions than the 
direct method, dispelling the common belief that the classical method was a special case 
of the direct method.

Meanwhile, Galaktionov [1990] successfully extended the direct method by using a 
generalisation of the separation of variables technique with his Nonlinear Separation 

Method, from which Olver [1994] (theoretically) generalised it further and compared it with 
the method of differential constraints (Olver and Rosenau [1986]). Further, extensions of 
the direct method have also been given by Burde [1994], Estevez [1992] and Hood [1995], 
each of which differs slightly from it but remains an ansatz-based approach. Burde [1996] 
has also proposed another generalisation, which takes ideas from both the nonclassical and 
direct methods. This is described in §1.5.2.

The classical method was generalised from a different perspective by Bluman, Kumei 
and Reid [1988]. Following the success of Bluman and Kumei [1989], who found more 
symmetry reductions of the wave equation

c {̂ x̂ uxx (/ft 0,

they proposed an algorithm for finding such new reductions, based on rewriting the 
equation as a potential system. Applying the classical method to the potential system 
gives rise to potential symmetries, which we describe in §1.5.1. More recently Bluman and
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Shtelen [1995] proposed a natural generalisation of this idea, using the nonclassical rather 
than the classical method, which is described in the same subsection.

Another area of mathematics relevant to this thesis that also has its roots in the late 
nineteenth century, is Painleve analysis. In order to answer a problem posed by Picard 
[1887], that of classifying certain types of second order ordinary differential equations 
whose solutions have desirable singularity structure, Painleve found it necessary to create 
a method to analyse these singularity structures. This method is known as Painleve’s 
«-method. Equations whose solutions have such singularity structures are now said to 

be of Painleve-type, and experience dating back to Kowalevski [1889a,b] tells us that 
often only equations of Painleve-type may be solved explicitly. The determination of 

whether equations are of Painleve-type, without first knowing their solutions, has gained 
considerable interest recently since their link with inverse scattering was proposed, via 
the Painleve conjecture (Ablowitz, Ramani and Segur [1978, 1980] and Hastings and 
McLeod [1980]). An algorithm based on Kowalevski’s work, known as the ARS algorithm 
(Ablowitz, Ramani and Segur [1980a]) to test ordinary differential equations, and an 
extension by Weiss, Tabor and Carnevale [1983] to test partial differential equations have 
been determined more recently. These are described, along with Painleve’s «-method, in 
§ 1.6 .

Since the determining equations of many of the methods of symmetry reduction form 
overdetermined systems, in §1.7 we describe the theory of differential Grobner bases, 
which is well suited to dealing with such systems. Whilst algorithms to solve linear 
overdetermined systems have been known for some time (e.g. Janet [1929]), it is only 
recently that Mansfield and Fackerell [1992] have developed algorithms to cope with fully 
nonlinear overdetermined systems. These algorithms have been implemented in the MAPLE 

package d iffg ro b 2 , which we use throughout this thesis to great effect.

Another application of symbolic manipulation systems (such as MAPLE) is in the 

generation of the determining equations of the classical and nonclassical methods. Since 
the calculations can be lengthy, unmanageably so for large systems, and yet are entirely 
algorithmic, they are ideally suited to such computer calculation. Whilst there are 
many examples of packages written to produce the determining equations of the classical 
method, few are written that cope with the requirements of the nonclassical method; an 
excellent review article is given by Hereman [1994], In §1.8 we describe the MACSYMA 

package symmgrp .max which satisfies our needs of generating both classical and nonclassical 
determining equations, and which has been extensively tested.

The remaining sections of this chapter are devoted to a lengthier and more detailed 
exposition of the introduction thus far, so as to acclimatise the reader to the other chapters 
of this thesis.

This thesis is split into two parts. Part One deals with scalar equations only, which



Chapter One : General Introduction 12

depend on arbitrary parameters (functions and constants). Since we know the nonclassical 
method is more general than the direct method for scalar equations, it is preferred in this 

Part. The classical method is also applied and the results compared with those of the 
nonclassical method. In Part Two systems of equations are considered, for three reasons. 
Firstly, since the relationship between the nonclassical and direct methods has only been 
proven for scalar equations, we apply both these methods as well as the classical method 
to our systems to try to establish some relations. Secondly, from a potential symmetries 
point of view, to see if we obtain the same reductions from considering a system rather 
than its scalar counterpart, and thirdly to compare and contrast the differences in the 
actual application of the methods. All the details, including some remarkable results, can 
be found in the chapters themselves.

The thesis is concluded with a discussion on the extension of Olver’s proof (Olver 
[1994]), on the relationship between the direct and nonclassical methods, to systems of 
equations, some general remarks concerning the work in this thesis and also on possible 
future work.

1.2 Classical Lie Method
Previous to the discoveries of Lie there only existed ad hoc procedures for integrating 
nonlinear ordinary differential equations. For instance, consider the so-called homogeneous 
equation

f i l l  4- 1F
(1.5)

dy x2 + y2
dx xy

It is well known that the transformation y(x) =  xv(x) leads to a “separation” of the 
variables, i.e. substituting for y yields

dw 1
Vdx x ’

which may be integrated with respect to x , and hence we find the general solution

y(x) =  .x-(ln:£2 + c)1/ 2,

where c is an arbitrary constant. Now consider the transformation x* = ax, y* — ay for 
some constant a. Substituting into equation (1.5) gives

dy* _  x*2 +  y*2 
dx* x*y*

i.e. y*(x*) satisfies the same equation as y(x). The transformation x* = ax, y* = ay is 
said to leave (1.5) invariant, and v = y /x  is an invariant of the transformation since

/ * *\ V ay yv(x ,y  ) =  —  =  —  =  -  =  v{x,y).x ax x
( 1.6)
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The theory that Lie proposed, which crucially uses transformations that leave the 

differential equation invariant, embraced all such ad hoc techniques. Not only did it 
explain why such transformations work, but also showed how to find them. (At higher 

order the use of these invariants reduces the order of the ordinary differential equation by 
one.)

However our concern is with the theory of partial differential equations, to which Lie 
extended his theory, in the shape of a systematic way of finding symmetry reductions. 
Recall (1.1) and its travelling wave reduction. The transformation u* = u, x* =  x +  ac, 
t* — t +  a leaves (1.1) invariant since u*(x*,t*) satisfies

ut* =  <Vx* -  U (1 - u  ) ,

and the invariants of the transformation are w =  u* = u and z =  x* — ct* =  x — ct. By 
writing w as a function of z, we find the travelling wave reduction of (1.1).

Lie’s method, the classical method of this thesis, is well known today and has lent itself 
to many applications, not just finding symmetry reductions. As well as those mentioned 
in §1.1, one is able to derive new solutions from old ones, to linearise partial differential 

equations (see §1.5.1), to convert boundary value problems to initial value problems (see 
Rogers and Ames [1989]), and the method provides a classification of differential equations 

(see for instance Chapters Two through Four). For other applications and more references 
see Clarkson [1995].

The aim of the remainder of this section is to provide the ideas behind the classical 
method, the notation which is used today and the algorithm itself. This is then illustrated 
in detail with an example, and we end with some remarks. We note that the classical 
method has been described by many authors, for instance Bluman and Cole [1974], Bluman 
and Kumei [1989], Hill [1992], Olver [1993], Ovsiannikov [1982], Stephani [1989], who all 
give more detailed accounts. It is because of this that detail is kept to a minimum in this 
explanation, however we make the following remark.

Remark 1.2(i). It is assumed that the equations under consideration are smooth functions 
of all their arguments and that the system comprising of these equations is of maximal 
rank, and is locally solvable. (For definitions of these properties and examples of their 
importance see Olver [1993].)

1.2.1 Sym m etry Groups and Prolongation.

The principle idea in the classical method is to find the symmetry group of a system of 
partial differential equations, which we define as

Definition 1.2.1. A symmetry group, or symmetry of a system of partial differential 
equations is a group of transformations which maps any solution to another solution of 
the system.
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In this thesis we study a specific group of transformations, one parameter (local) Lie 
groups of point transformations (and see Remark 1.2(iii) later).

Definition 1.2.2. A one-parameter (local) Lie group of point transformations is a trans­
formation of the form

x* — X(x,u-,e), u* = U(x,u-,e), (1.7)

where x  =  (x,i,... ,xp) E Cp and u =  (ui,... ,ug) E Cq are the independent and 

dependent variables, and e is the (continuous) group parameter. The property of 
associativity must hold, as well as

(i) the value e =  0 characterises the identity transformation,
(ii) the transformation is closed: if x** =  X(x* ,u*\8), u** =  U(x*,u*;8) then 

x** =  X(x, w, 6 +  e), u** =  U(x,u;5  +  e) and in particular <5 =  —e characterises 
the inverse.

By expanding (1.7) in a Taylor series about e =  0 we have

(1.8i)

( 1 . 8 Ü )

x* — x +  e£(æ, u) +  0 (e2), 

u* = u +  e<f>(x, u ) +  0 (e2),

(because of property (i) above), where

£{x,u)
dX

<t>{x,u) =
dU
de £  =  0

are called the infinitesimals of the one-parameter Lie group of transformations. The 
transformation (1.7) is said to be in global form, whereas (1.8) is said to be in infinitesimal 
form. One of the fundamental theorems of Lie links these two forms: he proved that given 
the infinitesimal form (1.8) one can reconstruct the global form (1.7) by integrating

da*
de

du*
de = </>{x*,u*),

subject to the initial conditions x* = x, u* =  u at e =  0. This remarkable result 
implies that all the information about the transformation (1.7) is embodied in (1.8) and 
in particular in the infinitesimals (£,</>).

We now introduce some notation which whilst lengthy will assist us in explaining the 
classical method algorithm.

Associated with the group of transformations (1.8) is the operator

v
v =

3 =  1

d . d

J 7 — 1
(1.9)

which is known as the infinitesimal generator or vector field of (1.8).
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The kth prolongation of this vector field is defined to be

q p q p d

2=1 j 1=1
q p

duith *=1 Jl ,J2 = 1 <9w,i,3U  2

+ - + E  E  *!
*=1 .3fc=l

a
du. ( 1 . 1 0 )

MU2-Jfc

where we use the convention

drUi
*"1,3132---Jr dxh dxj2 .. .d x jr ( 1 .1 1 )

and the are called the associated infinitesimals. These associated infinitesimals

arise from considering how the derivatives of u transform under (1.8). By repeated 
application of the chain rule we find

h,iU2---ir ~  UiJlh - jr +  £<A
[ j l  i f  2 j —  J r ]  ;(x, u, u (r)) +  0 (e2),

where <̂jj l ,j2,".,.jr] is defined recursively by

<t>.[jl’j2’- ’jr]{x,u,u(r)) =  D<̂
[ j l  j 2 ,  —  > i r - l ]  P

D.X., - E
Dfl <9ru,;

è i  V DxT /  9a;ji d x 32 ■ ■ ■ dxjr_1dxl
, ( 1. 12)

for r G {2 ,3 ,. . . ,  n} and

D.xji l=i

E l \ U Ll-l
\ D xh J dxi '

(1.13)

The operator Dx , when applied to a function of the form F(x, w, u (r)), has the form

D d v-U diif. d ^  dus,ji d(7  % a (7  C/ V  > ^  >

O'/* ■ ri'r ■ ‘ J D'r ■ r)n . * J ‘ JD.r., dx, ' dx, du* ¿ - 1 t—* dx, On*J J S=1 J S s= lj1=l j S’J1

+ - - - + E  E
du* J U 2 - 3 r

S =  1 j l j 2 , . . . , i r  = l dXj d U ° ’h h - 3 r

(1.14)

(again invoking (1.11) for convenience) and is called the total derivative operator. We 
should also mention that u ^  represents all the partial derivatives of the form (1.11) with 
* e ji e { l , . . . ,p } ,  l € { l , . . . , r }  and r G { l , . . . ,n } .

1.2.2 Finding the infinitesimals.

Now we turn our attention to the system of equations we will be interested in, a system 

of m equations

A (x ,u ,  u (”)) =  0, (1.15)
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where A  =  (A i, A 2, • ■ • , Am) of order n with p(> 2) independent and q dependent
variables. If we apply the transformation (1.8) to system (1.15)* (i.e. to (1.15) with
our variables (x,u) replaced by (x*,u*)) we find by Taylor’s theorem

A(x* ,u* =  A (x ,u , u ^ )  + epr^v(A(x, u , u ^ ) )  +  0 (e 2),

and the need for the prolongation formula becomes apparent. We now appeal to the 
following theorem (a proof of which may be found in e.g. Olver [1993])

Theorem  1.2.1. A one-parameter Lie group of transformations (1.8) with vector field 
(1.9) is a symmetry group of the system (1.15) if and only if

p r ^ v (  A (x , « ,  u ^ ))  =  0 whenever A ( x ,u ,u ^ ) = G .  (1.16)

Since the crux of the classical method is to find the symmetry group of a system of
equations, this theorem is precisely what we need. In fact (1.16) may be thought of as 
the exact requirement of the classical method. We are now in a position to write down 
the first part of the classical method as applied to (1.15) in an algorithmic form, which 
we split into two main steps.

Step One: Generate the determining equations.

(a) Apply the nth prolongation to the system (1.15).
(b) Choose m derivatives of u from (1.15). These derivatives, which we denote v.t for 

i =  1 , . . . ,  m, must be chosen so that no v, is a derivative of another. We must be able to 
write (1.15) in the form

Vi =  Ffix, w ), i =  1 ,... ,m,

where w represents the remaining components of û n\ and also be able to express any 
derivative of a Vi without having to reintroduce it, its derivatives or any of the other Vj or 

their derivatives. (It is often the case that choosing the highest derivative terms of (1.15) 
by some compatible ordering (see §1.7) will result in an acceptable set of vr.)

(c) Use the fact that u must satisfy (1.15) (by Theorem 1.2.1) to remove the vt and 
their derivatives from the result of (a).

(d) Equate the coefficients of like derivatives of u to zero (since the expression must 
hold for all solutions of u, the partial derivatives of u must be independent, except 
for the conditions imposed by the given system). The equations thus found, which 
will form a linear, over deter mined, homogeneous system of partial differential equations 
with dependent variables (£,</>) and independent variables (x. u), are what we call the 
determining equations.

As one can imagine by the (slightly horrendous looking) formulae, the size of the 
calculations increase as p, q and particularly n increase. However, since this step is entirely 
algorithmic it is ideally suited to symbolic manipulation programs, and indeed many have



Chapter One : General Introduction 17

been developed. A survey of the packages available is given by Hereman [1994], and we 
describe in some detail in §1.8 the package symmgrp .max, written by Champagne, Hereman 
and Winternitz [1991].

Step Two: Solve the determining equations.

The determining equations may usually be solved using only elementary methods, 
though their size, particularly for larger systems, can become an obstacle.

We describe in §1.7 the MAPLE package d iffg ro b 2  which was written by Mansfield 
[1993] to cope with such overdetermined systems, by reducing them to a simpler system 
(see §1.7 for a more precise summary of d i f  f  grob2’s capabilities). Whilst the determining 
equations are linear in (£,</>), if the original system contains arbitrary functions of (x,u) 
then the determining equations are effectively nonlinear (see for instance Chapter Two). 
This makes the solution of the determining equations more difficult, though d i f  f  grob2 is 
still able to cope with such difficulties.

1.2.3 Classical sym m etry reductions.

In order to find our symmetry reductions once we have found the symmetry group, we 
want to know the invariants of our transformation and in particular solutions u =  0{x)  

of (1.15) that are invariant (called invariant solutions). If we recall (1.6) we described 
v as an invariant of the transformation x* =  ax, y* = ay since v(x*,y*) =  v(x,y). 
To generalise this we say a function F(x,u) is invariant under the transformation (1.8) 
if F(x*,u*) =  F(x,u). A necessary and sufficient condition for F  to be an invariant 
function of (1.8) is

v(F(x , u)) =  0.

where v is the operator (1.9). The following theorem holds 

Theorem  1.2.2. Consider the set a of solutions of (1.15)

a =  {(apu) : 0(x) — u — 0}.

A one-parameter Lie group of transformations (1.8), which is a symmetry group of (1.15), 
with vector field (1.9) leaves a invariant if and only if

From this we can construct the invariant surface conditions, if =  (ifi,ip2 , • ■ ■ ,tfq) 
where

v (0 (æ ) — u) =  0 whenever 0(x)  — u — 0.

p
s =  1, 2, . . .  ,<?, (1-17)
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which as quasilinear first order partial differential equations may be solved via the method 
of characteristics, i.e. we solve

dx2 dxp dui du2 duq
<Pi 02 4>q

to give p +  q — 1 integral surfaces (or invariants) of the form

Ar(x, ir) cr , v — 1 >2, . . . , p -f- q 1,

for constants cr. (These are invariants of the symmetry group of (1.15) as v(Ar (x, u)) =  0.) 
We now choose q of these invariants to be the new dependent symmetry variables

U — H(x,u),  (1.18)

and the remaining p — 1 to be the new independent symmetry variables

z — Z(x, u). (1.19)

By design (1.18) may be solved for u using the implicit function theorem, to obtain the 
general solution of (1.17) in the form

u =  H(U(z), x). (1.20)

Substituting (1.20) into (1.15) one obtains the symmetry system

À (z , t / , ï7 (n)) = 0 , (1.21)

which only depends on the new p +  q — 1 symmetry variables. We conclude that the final 
step is

Step Three: Solve the invariant surface conditions to find the symmetry reduction.
We solve the invariant surface condition by the method of characteristics (though note 

Remark 1.2(iv) at the end of this section) to find the new symmetry variables (z, 17), and 
hence the symmetry system (1.21) by the procedures outlined above. We say that u given 
by (1.20), where z is given by (1.19), and U satisfies (1.21) is a symmetry reduction of 
system (1.15).

Exam ple 1.2.1. To see the classical method put into practice, consider equation (1.1),

A =  ut — uxx +  rt(l — u)2 =  0.

Our variables are x =  (x.!,) and u =  u and we construct the one-parameter Lie group of 
transformations given by

(1.22i)

( 1 . 2 2 Ü )

(1.22iii)
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with vector field
, d  a , a

V ~ ^ d x + T dt +  (l>]hi

Step One

(a) We apply the second prolongation

pr(2) v =  v +  < j ) +  ft21 ~  +  (ft1’1) ---- f  ft1’2]
OUx OUt OUxx OUxt

to A to yield

+  ft2’2] d
¿ w

pr(2)v(A) =  ft 1 — 4 tt +  3w2) + <̂ 21 — (1-23)

Hence we need to know the associated infinitesimals ft2] and ft1’1]. From (1.13) we have

ft1] =  Dx<j) -  (D ^ )«x  ^ (DxT)ut,

4*x 4“ (£x ~h i n ] t l x ftx 4“ 'TuUx]'Ut1 (1-24)

and similarly

ft2] = <j)t +  (j)uut -  {ft +  iuUt)u x -  (rt +  Tuut)ut. (1.25)

We then find ft1,1] using the recursion formula (1.12), and (1-24) which yields

ft1’1] =T)xft1] -  (Dx£)uxx -  (Dxr)uxt,

4*xx 4“ (2(f>xu ixx)ttx 'rxx1lt 4- {(fiuu 2ixu)'U’x 2TxuUxUt iuu'U'x

4“ {4>u 2 ix)'Ltxx 2 TxUxt 3 (yWjUxx 't'u'U't'U'Xx 2 TuUxUxt ̂ (1.26)

after collecting terms, and hence we have p r^ v (A ) from (1.23), (1-25) and (1.26).

(b) For this and most scalar equations the choice of derivative, Uj, to substitute back 
for is quite simple: either uxx or ut may be chosen here. We choose uxx, simply because 
there are no differential consequences of it in (1.23) so no further differentiation is required; 
hence we have

uxx =  ut +  u(l -  u)2. (1-27)

(c) Replacing occurrences of uxx in (1.23) with (1.27) yields

[4HI -  4u +  3u2) 4- f t -  <t>xx +  f t f t  -  4>u)u( 1 -  f t 2 }

4” [Cxx 2(j)Xu it, 4” 3£uti(l ti] ]ux +  \txx Tt 4~ 2^  4~ tuu{ 1 u) }ut 4~ [2̂ xu 

4>uu\'U'X 4“ [2txu +  <liu\uxut +  iuuttx 4~ Tuu'U’x’U't 4~ 2Txuxt 4~ 2Tuuxuxt — 0. (1.28)

(d) By setting like derivatives of u to zero we obtain a system of nine linear, 
overdetermined partial differential equations with (£, r, ft as the dependent and (x, t, u)
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the independent variables:

'U'x'U'xt • ru =  0, (1.29i)

u x t  : rx =  0, (1.29Ü)

u2xut : uu d, (1.29iii)

u l  ■ £,uu 0? (1.29iv)

uxut : Txu “1” Cu =  0? (1.29v)

u l  ■ $UU — 0? (1.29vi)

ut : 1~XX 7~t +  “l“ U) — 0, (1.29vii)

ux • £,xx (̂ßxu £>t — 0? (1.29viii)

1 : (/){1 — 4u +  3̂ ¿2) +  <\>t — (¡>xx +  — 4>u)u( 1 — u)2 =  0. (1.29ix)

Step Two

Equations (1.29i) and (1.29ii) tell us that r =  2f(t), an arbitrary function of t only.
Equation (1.29vii) gives an expression for which we may integrate with respect to x,

d fand use the fact that (1.29v) now tells us £u =  0 to yield £ = -^-x +  g(t), where g(t) is 
another arbitrary function of t. Since £u =  0, equation (1.29vi) tells us (f)uu =  0 so we 
write 4> — h(x,t)u +  k(x,t). The only equations that are not satisfied now are (1.29viii) 
and (1.29ix). Equation (1.29viii) yields a single equation, whereas equation (1.29ix) is now 
a polynomial in u of degree three, and thus gives four equations, since the coefficients of 
powers of u must be zero. We have the system

(1.30i)

h + di = (1.30Ü)

3k — 2h — 4—  = 0 , 
di (1.30iii)

ht — hxx — 4k +  2—— =  0, dt (1.30iv)

h -I- ht k-xx — 0* (1.30v)

Equation (1.30ii) gives us hx =  0 (as well as an expression for h) and hence equating

powers of x to zero in (1.30i) yields = —  = 0. Equation (1.30iii) gives an expression
for k, which when substituted into (1.30iv) together with our expression for h, simply
leaves -J- =  0. Notice then that h =  k =  0, and since —  = —  =  0, both f  and r are 

dt di dt
constant. In summary, the general solution of (1.29) is

£ =  c l, t =  c2, 0 =  0, (1.31)

where ci, C2 are arbitrary constants.
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Step Three

To find the symmetry reduction associated with (1.31) we must solve the invariant 
surface condition

c\ux +  c2ut — 0, (1.32)

or equivalently
dx d t du 
ci c2 O '

Note that if c\ =  c2 = 0, i.e. £ =  r =  cf) =  0 the invariant surface condition gives us no 
information. By solving (1.32) we have the following (classical) travelling wave reduction

R eduction 1.2.1.

u(x,t) =  U(z), Z =  C 2 .X — C \ t,

where U(z) satisfies

A = c\U" +  c\U' — 17(1 — U)2 =  0.

We conclude this section with the following three remarks.

Remark 1.2(ii). It is possible to set c2 = 0 (with ci /  0) and ci =  0 (with 
c2 ^  0) in Reduction 1.2.1 to give spatially independent and time independent reductions 

respectively. However in this thesis, when we are faced with the infinitesimals (1.31), we 
will assume c2 ^  0 (and then set c2 =  1 without loss of generality since we can divide 
(1.32) through by c2 and rename c\ =  cic2) to give the (strict) travelling wave reduction 
(whilst implicitly assuming that both these special reductions are possible).

Remark 1.2(iii). We have seen how point transformations are characterised by vector 
fields of the form (1.9). However point transformations are not the only types of local 
transformations. For a local transformation in general (£, </>) may depend on derivatives of 
u. In particular for a contact transformation, q — 1 and (£, <fi) depend on (x, u, tt̂ 1)), and 
a local transformation which is neither a point transformation nor a contact transformation 

is called a Lie-Bdcklund transformation (or generalised transformation). A nonlocal 
transformation is a continuous transformation which is not characterised by such vector 
fields; for instance it might contain integrals of u.

Remark 1.2(iv). Whilst Step Three of the classical method advocates solving the 
invariant surface conditions by the method of characteristics to give the new dependent 
and independent symmetry variables, these may only be solved in principle. Also, if 
the infinitesimals £ depend on u then it may be the case that the new independent 
symmetry variables also depend on u and thus give implicit reductions, which are more 

difficult to interpret. However to find symmetry reductions one is simply solving the 
system comprising of the original system (1.15) and the invariant surface conditions 
simultaneously. In particular (see Bluman and Kumei [1989]) one could use the invariant
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surface conditions to remove all derivatives of Xj say (we can assume ^  0 without loss of 

generality), from (1.15) to create a system of m partial differential equations in only p — 1 
independent variables (since Xj only appears as a parameter). If this reduced system may 
now be solved, the invariant surface conditions then give the functional dependence of Xj. 

This approach thus gives an alternative to the method of characteristics approach, so may 
combat the difficulties described above. It is particularly useful for systems with p =  2 
independent variables since this procedure then yields a system of ordinary differential 
equations.

1.3 Nonclassical Method
Perhaps the easiest way to demonstrate the nonclassical method^ is to point out a slight 
anomaly in the classical method. In Step One (d) of the classical method one equates the 
coefficients of like derivatives of u in

pr(n)v (z l(a :,ii,u (n)))|^=0 =  0, (1.33)

(cf. (1.28)) to zero (i.e. after removing the dependencies of u imposed by the given system) 
since one assumes that the derivatives of u left are independent. Later, in Step Three, 
one must solve the invariant surface conditions which are of the form

v
ips =  y^&(x,u)uSiXi -<ps(x,u) =  0, s =  1 ,2 ,... ,q. (1.17)

i=l

Clearly the derivatives u3jXi for s = 1.2,... ,q are related, by the invariant surface 
conditions so our assumption that they are independent is naive. Bluman and Cole [1969] 
realised that to find symmetry reductions one is only interested in solutions that satisfy 
the invariant surface conditions. By including the relations that the invariant surface 
conditions impose on the derivatives in (1.33), and only then setting the coefficients of like 
derivatives of u to zero, one obtains the nonclassical determining equations.

Exam ple 1.3.1. Consider again equation (1.1). After Step One (c) of the classical 
method, which has seen the removal of uxx using (1.27) we have

{(¡)(1 —4u +  3u2) +  4>t ~ tpxx +  (2£z — 4>u)u{̂  — u)2]

T \(,xx (j f  3£„«(1 u) ]ux +  \t Xx  ff T 2<̂E T ruu(\ u) T [2̂ 2,-u

4>uv\'̂ ’X T [2tXu T 2£tl]uxut + T T 2Txiixf T 2tuuxux̂  — 0. (1.28)

t The nonclassical method is sometimes referred to as the “method of partial symmetries 
of the first type” (Vorob’ev [1991]) or the “method of conditional symmetries” (Levi and 
Winternitz [1989])
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There are p cases to consider (see later) and when p — 2 these amount to r being zero or 
non-zero. Firstly we assume r / 0 ,  and set r =  1 without loss of generality (since we may 
divide the invariant surface condition £ux + Tut — (f) =  0 by r and rename £, 0 accordingly). 
Hence the invariant surface condition gives

Uf — 0 £,uXl (1.34)

with which we replace occurrences of ut (and derivatives of ut if necessary) in (1.28) to 
yield

[4>(1 - 4 U +  3u2) +  4>t- 4>xx +  (2£x -  4>u)u{ 1 -  u)2 +  2£x4>\ +  [&EX -  2(j)xu -

+  3£uu(l -  u)2 -  2fts +  2£„0]ux + [2̂ xu -  0U„ -  2££u]u2 +  £uuu3x =  0. (1.35)

Now setting the coefficients of different powers of ux to zero gives us the nonclassical 
determining equations in the generic (r 0  0) case

tu u  =  0, (1.36i)

2£™ ~  4>uu -  2 =  0, (1.36ii)

(x , -  20xu -  6  +  3£uu(l -  u)2 -  2^x  +  2£u0 =  0, (1.36iii)

0(1 -  4u +  3u 2 ) +  4 > t ~  4>xx +  (2^x -  4>u)u{ 1 -  w)2 -I- 2 ^ 0  =  0. (1.36iv)

Secondly, if r =  0, we may set £ =  1 without loss of generality so that the invariant surface 
condition yields

ux =  0. (1.37)

Replacing occurrences of ux in (1-28) with (1.37) yields a single equation for 4>(x,t.,u)

0(1 -  3u)(l -u )  + 4>t- 4)xx ~  0«u( 1 -  u)2 -  200XH -  020uu = o. (1.38) 

We leave the solution of these determining equations for later in the section.
A slightly different interpretation of the nonclassical method is given by Levi and 

Winternitz [1989] and Olver and Rosenau [1986], who append the invariant surface 
conditions to the system (1.15) under consideration and apply the classical method to 
this enlarged system. Crucially it can be shown that (see for instance Clarkson and 
Mansfield [1994c])

p r ^ v (0 (x, u, i / 1̂ )) =  0 whenever ■0 =  0,

i.e. this condition is identically satisfied for all solutions of the invariant surface conditions. 
(Further one can show that the relevant prolongation of any derivative of 0  also vanishes 
on the solution set of 0 .) Hence for the nonclassical method approached this way, one is 

really requiring
pr {n)v { A ( x , u , u [n)))\A=0/lp=0 =  0 (1.39)
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thus this approach is equivalent to that of Bluman and Cole [1969] outlined above. Indeed 
(1.39) gives a more precise statement of the nonclassical method with regards to how one 
generates the determining equations.

1.3.1 The Clarkson-M ansfield algorithm for finding nonclassical determ ining 
equations I.

Since one must now not only choose derivatives of (1-15) to substitute back for (cf. Step 
One (b) of the classical method), but also use the invariant surface conditions, care must 

be taken in the process. As an example, consider the following due to Clarkson and 
Mansfield [1994c].

Exam ple 1.3.2. Consider the equation

A — tin tiXx 0?

in the generic (r =  1) case of the nonclassical method. Applying the second prolongation 

yields

4 ^  '  ̂ 4 ^  ’  ̂ =  4 >x x  T  (2 4 >x u  ( i i ) !h  4” { 4 >u u  ~  ‘̂ • 4 , x u ) u x  4 , u u u x

4“ ( 4 > U  ^ ^ x ^ t i x x  34 , u ' U ‘ x ' U , x x  \ 4 >t t  4~ 2r/)iMv , f  P . t t ' ^ x  4~ ( p u u u ^

‘̂ 4tû C-tx ûutifUx 4~ 4>uUtt ~~ 2 2 4,uiHttxt\- (1.40)

Now recall that the invariant surface condition is

Ip =  4- Ut - 0  =  0.

If one tries to remove t derivatives using the invariant surface condition then use (1-40) to 
remove uxx terms, utt terms are introduced back into the equation. Eliminating the utt 
term (with the invariant surface condition) introduces a uxt term, whose removal again 
introduces a uxx term. Clearly we have the beginnings of an infinite loop, and a slightly 
different choice of derivatives for substitution is required. However the presence of this 
phenomena does not bode well for symbolic manipulation packages. In fact it prompted 
Clarkson and Mansfield [1994c] to adapt the way the nonclassical method could be applied 
again, to make it more amenable to computer calculation.

For our system (1.15), with p independent variables there are p cases to consider: for 
1 < k < p we successively set £* =  1 and ^ +i =  . ..  =  =  0. The algorithm in the kth

case reads

Step One:
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Eliminate all the differential consequences of us^ for s =  1 ,2 ,.. . ,  q from (1-15) using 
the invariant surface conditions. Note that since ^  = 1 the invariant surface conditions 
may be written in the form

k - 1
us,k =4>s-  for S = l ,2 , . . . ,q .

i = l

Step Two:
Apply the classical method to this new system (in which there are really p — 1 

independent variables since x appears only as a parameter).

Example 1.3.3. To see this alternative algorithm of Clarkson and Mansfield [1994c] put 
into practice, consider again our prototypic equation (1.1)

A =  ut -  uxx +  u( 1 -  u)2 =  0,

together with the invariant surface condition given by

=  £ux +  rut — 0 — 0.

For the sake of comparison with equations (1.38) and (1.36) respectively, we only generate 
the determining equations using this algorithm. After this all the different view points 
coincide -  we must solve the determining equations, then solve the invariant surface 
conditions.

Case One: £ = 1, r = 0.

Step One:
Remove uxx from (1.1) using ux =  0, i.e.

A =  ut — [4>x +  0u0] + rt(l — u)2 =  0. (1.41)

Step Two:
Applying the classical method, one first takes the first prolongation of (1.41):

pr(1)v(A ) = 0 [21 -  [0XX + 2(j)(j)xu +  (f>x(f)u +  002 + (f)2(f)uu] +  0(1 -  3tt)(l -  u),

— 0i + 4>uut ~  [0XX +  200æu +  0X0M +  00^ +  020mm] +  0(1 — 3lt)(l — u). (1-42)

The only derivative term we can possibly choose from (1.41) is ut, and solving (1.41) 

accordingly yields

Ut =  0X + 0U0 - u (  1 -  u)2.

Removing the ut derivative from (1.42) using (1.43) then yields

0f 'u(l n) (j)u 0xx 200xu 0 (fouu 4“ 0(1 3u)(l u) 0,

(1.43)



which is the same as (1.38). 

Case Two: r =  1.
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Step One:
Remove ut from (1.1) using ut =  0 — £ux i.e.

A =  [0 -  ( u j  -  uxx +  u(l -  u)2 =  0. (1.44)

Step Two:

Firstly we take the second prolongation of (1.44),

pr(2)v(A ) ={Hx +  4>t +  Hu -  ttxUx -  itux -  Hu -  H [1]] ~  0 [1,1] +  0(1 -  3it)(l -  u), 

[£0® "F (fit “k Hu Hxttx (¡tCuttx T 0ilUx Cuttx)]

\<Pxx T (2(j)xu Cx)ttx T (<f>uu 2^xu)ux ûu'U'x 4“ (0u 2 x̂)uxx

-  3£uuxuxx\ +  0(1 -  3u)(l -  u). (1-45)

We again have only one acceptable choice of derivative term: from (1.44) we choose uxx 
to give

axx 0 T u(l u) , (1.46)

and replacing occurrences of uxx in (1-45) using (1.46) yields

[0(1 — 4u + 3'u2) +  0t — (f)xx +  (20r — (f>u)u( 1 — u)2 +  2^0] +  [£EX — 2 (j)xu —

+  3£uu(l -  u)2 -  2Hx +  HH]ux +  [2£xu -  Hu -  2ttu K  + iuuul =  0, (1.47)

which is the same as (1.35) and hence the determining equations are the same as (1.36).

1.3.2 Nonclassical sym m etry reductions.

Once the determining equations of the nonclassical method have been generated, as implied 
in Step Two of the algorithm due to Clarkson and Mansfield above, we solve them and find 
our nonclassical symmetry reductions in exactly the same way as in the classical method. 
(The symmetry variables are still of the form (1.20), (1.19) and the symmetry system is 

still of the form (1.21).) However the main difference between the methods is the fact that 
the determining equations in the nonclassical method are now nonlinear. Another, less 
significant observation is that there are fewer equations to solve.

Whilst they are nonlinear, they are in general overdetermined, which helps greatly in 
their solution. (The main exception is the “r  =  0” case, which may only provide a single 
equation (cf. (1.38)) which is often more complex than the original equation. However 
one may be able to find simple e.g. polynomial solutions of this equation, which often 
lead to more interesting reductions and exact solutions.) The MAPLE package d iffg ro b 2
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of Mansfield [1993] is now particularly helpful, if not essential certainly when considering 

large systems of determining equations. For nonlinear systems it is often more useful to 
use d iffg ro b 2 interactively, whilst following the algorithms given in its accompanying 
manual (which are described in §1.7).

For our simple, second order equation (1.1) however the solution of the determining 
equations can still be carried out manually. First we proceed with the solution of (1.36). 
Equations (1.36i) and (1.36Ü) give

£ = f(x,t)u +  g(x,t),

<f> =  - | / 2« 3 +  (fx -  fg)u2 +  h(x, t)u +  k(x, t),

where / ,  g, h and k are arbitrary functions of (x,t). Substituting these expressions for 
£, 4> into (1.36iii) gives a polynomial in u of degree three, whose coefficients must be zero. 
This gives a further four equations

/ (9  -  2f 2) =  0, (1.48i)

3 /  +  gf2 =  0, (1.48Ü)

2 fgx +  3 /  +  2 fh =  0, (1.48iii)

g xx 2 hx — gt — 2 ggx +  2 / k =  0. (1.48iv)

The calculation must now be split into two, when /  =  0 and when 9 — 2f 2 =  0.

(•) /  =  0. Substituting £ =  g(x,t), <fi =  h(x,t)u +  k(x,t) into (1.36iv) yields four 
more equations after taking coefficients of powers of u to be zero,

/¿ +  <7x=0, (l-49i)

3k — 2h — 4gx — 0, (1.49Ü)

h — 4 k + 2 gx +  2 gxh =  0, (1.49iii)

k T gf gxx T 2gxk — 0. (1.49iv)

Equations (1.49i) and (1.49Ü) give h and then A: as a multiple of gx, so (1.49iii) reads 
gx{ 1 +  3gx) =  0. If gx =  — equation (1.49iv) gives a contradiction, whilst if gx =  0 we 
find gt — 0 and all the equations are satisfied. We have found the classical infinitesimals 

£ =  cu (j) =  0.
(••)9 — 2f 2 =  0. From (1.48Ü) we have g =  —3 / / ,  from (1.48iii) we then have 

/), =  - -  and finally from (1.48iv) we find k =  0. We find that equation (1.36iv) is satisfied 
without placing further conditions on £, </>, so summarising we have

£ =  ± i\ /2  (3u — 2), (j) =  — |u(l — u)2. (1.50)

We have already seen what the classical travelling wave reduction is like (cf. reduction 
1.2.1), so we concentrate on the reduction that the infinitesimals (1.50) will give. Solving
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the invariant surface condition by the method of characteristics gives the new symmetry 
variables as

U =  21n u — 21n(u — 1) H------- — %\/2x, z =  In u — ln(w — 1)
u — 1 u — 1 +  H~  2 ’

from which we have

u(x, t) =
6 +  2U(z) ±  3\/2 x +  6f — Az 

2U(z) ±  3\/2x +  6f — 4z ’
z(x, f) =  hi n — ln(u — 1) T +  §*■u — 1 z

(1.51i,ii)

We find ut by differentiating (1.51i) with respect to t, and then solving the expression 
found (algebraically) for ut. Similarly for ux, and uxx is found by differentiating our 
expression for ux by x and then eliminating new occurrences of ux. Having found the 
necessary derivatives we substitute them into (1.1) and by replacing occurrences of t using 
(1.51i) we yield an ordinary differential equation. We have found the following (strictly 
nonclassical) reduction,

R eduction  1.3.1. u(x,t) is given by (1.51) where U(z) satisfies

9U" — {U1)3 +  3U1 +  2 =  0. (1.52)

This has two simple solutions. If U' =  2 then U(z) =  2z +  a1} where a\ is an arbitrary 
constant. This leads to the special solution

u(x, t) 6 ±  2>\/2x +  6f +  2a! 
± 3 v/2a; +  6t +  2ai ’

(1.53)

which is in fact a special case of the travelling wave reduction 1.2.1. If U' =  —1 then 

U(z) =  —z +  3a2, where a2 is an arbitrary constant. Then (1.51) may be solved to give 
the following expression for u,

6a2 — 3f ±  ‘i\/2x — 6 In u +  6 ln(u — 1) =  0,

which upon exponentiating and rearranging yields

u(x, t)
1

1 -  a3 exp{ |(=f\/2 .x +  f)} ’
(1.54)

where =  e “2. This is another special case of the travelling wave reduction 1.2.1. In 
the general case we can easily integrate equation (1.52) once to give

HU' -  2) -  HU' +1) + -  * + Co,

where cq is an arbitrary constant, but further integration is difficult. However even if it 

were possible and an explicit expression for U(z) could be found, we would still only have
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an implicit expression from (1.51) for u(x,t) which it may not be possible to solve for 
an explicit expression. We therefore turn to Remark 1.2(iv) for an alternative procedure. 
The invariant surface condition reads

±|\/2 (3u -  2)ux + ut +  |u(l — u)2 =  0, (1.55)

which may be used to eliminate ut in (1.1) thus

uxx ± \y/2 (3u — 2)ux +  |u(l — u)2 =  0.

This is a member of the Riccati-chain (cf. Ames [1968], Nucci [1992]) which may be 
linearised by the transformation u =  ±\/2 (Inrj)x to yield

^Vxxx ~F 2\/2 tjxx T  Tjx 0 .

This equation is easily solved, and requiring that (1.55) also holds yields the following 
exact solution of (1.1)

u(x,t) = C2 ( i s  +  \/2 1 +  \/2 ) +  C3
(1.56)

ci exp{|(=F\/2 .r; -  t)} +  c2(±x +  y/2 t) +  c3 ’

where ci, c2 and C3 are arbitrary constants. This exact solution cannot be found 
from the classical travelling wave reduction 1.2.1 since it cannot be written in the form 
u(x,t) = U(z) for a single independent variable 2 (we would require u(x,t) =  U{z\,Z2 ) 
for z\ =  ± 2: +  \[21 and z2 — =FV  ̂x — t).

To justify the comments made above, that in the r =  0 case simple solutions of (1.38) 
lead to more interesting solutions of (1.1), we look for solutions of (1.38) in the form

(j) =  au2 +  bu +  c, (1.57)

for a, b and c arbitrary constants. Note that it is easy to show that no solutions that are 
polynomial in u of degree three or above exist for (1.38), though it may well be the case 
that other solutions to (1.38) do exist. Also we note that for an autonomous equation 
like (1.1) we will always find the (rather trivial) spatially independent wave reduction, 
i.e. ux — 0, by realising that cf) =  0 is a solution of (1.38). Substituting (1.57) into (1.38) 
yields, after equating coefficients of powers of u to zero, the following (algebraic) equations

a(2a2 -  1) =  0, (1.58i)

b(2a2 -  1) =  0, (1.58Ü)

4a2c — 3c + 2 ab2 + 2b + a =  0, (1.58iii)

c(ab +  1) =  0, (1.58iv)

c(2ac — 1) =  0. (1.58v)
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From (1.58i) we see that either a =  0 or 2a2 - 1  =  0. If a =  0 then (1.58Ü) implies 6 = 0 
and then c =  0 also (which gives the spatially independent wave reduction mentioned 
above). If 2a2 — 1 = 0 then from (1.58v) we have that either c =  0 or 2ac —1 =  0. If c =  0 
then (1.58iii) gives b =  - l /2 a ,  whilst if 2ac - 1  =  0, then (1.58iv) gives b =  -1 /a  and we 

find (1.58iii) is identically satisfied. Thus we have two separate solutions for <p.

(i) (p =  ±|\ /2u(u -  1). Solving the invariant surface condition (1.37) and 
substituting into (1.1) gives the following reduction

Reduction 1.3.2.

, x 1ulx.t) =  --------------------- -—-=— , =  t,
1 — U(z) exp(±|\/2a;)

where U(z) satisfies 2U' — U =  0. This leads to the exact solution

1 — C4 exp{|(±\/2a: +  f)} ’ 

where c4 is an arbitrary constant, which is equivalent to (1.54).

(ii) (f> =  ±|\/2 (u — l ) 2. For this solution of <p we have the following reduction

Reduction 1.3.3.
u(x, t) = ±\/2x +  U(z) — 2

±y/2x +  U{z) ’

where U(z) satisfies U' =  —2. This gives the exact solution

u(x, t)
±\^2x — 2t. +  C5 — 2 

±V 2 x  — 2t +  C5

where C5 is an arbitrary constant, which is equivalent to (1.53).

Both of these exact solutions are special cases of both the r ^ 0  exact solution (1.56) 

and the classical travelling wave reduction 1.2.1. However, as we will see in later chapters 
of this thesis, in general the r =  0 reductions are distinct from both classical and r / 0  
reductions. More generally, each of the p cases that one faces in the nonclassical method 
are in general distinct from one another.

We conclude this section, which has seen a presentation of the nonclassical method 
with examples, with three remarks.

Remark 1.3(i). That the nonclassical method is more general than the classical method is 
plain to see in our example of (1.1). To see that this is always so recall that the classical 
method may be described as finding solutions of (1.15) such that

pr(n)v (2 l(æ ,u ,u (n)))|^=0 =  0, (1.33)
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and the nonclassical method such that

pr H v{A{x ,u ,u(n)))\A=0^ =0 =  0, (1.39)

for invariant surface conditions ip. If (1.39) holds then so does (1.33) so the nonclassical 
method will always find the solutions that the classical method finds. However, if (1.33) 
holds, (1.39) does not necessarily hold so there may be times when the classical method 
will not find solutions that the nonclassical method finds. We use the word may, because 
there are well known examples of when the classical and nonclassical methods yield the 
same results. The celebrated Korteweg-de Vries (KdV) equation

Ujt Guilx V uxxx 9, (1.59)

is one such example.

Remark 1.3(ii). The transformation (1.8) with nonclassical infinitesimals no longer maps 

solutions to solutions. In the notation of Olver and Rosenau [1987] such transformations 
form weak symmetry groups (see §1.5.2).

Remark 1.3(iii). One of the conditions for the classical method to be applied successfully 
to a system (1.15) (cf. Remark 1.2(i)) is that the system is locally solvable (see Olver 
[1993] for a definition). We simply state here that a system may not be locally solvable 
if it has compatibility conditions (see §1.7) and that by including the invariant surface 
conditions in the system (as one does in the nonclassical method) in general the new system 
will have compatibility conditions. This is another reason why Clarkson and Mansfield 
[1994c] adapted the nonclassical method algorithm, and it deals with such difficulties. 
In fact a truer statement of their algorithm (which we will discuss in §1.7.6 after some 
theory is introduced) copes with systems that are not locally solvable, by incorporating 
the compatibility conditions into the calculation.

1.4 Direct Method
The direct method of Clarkson and Kruskal [1989] evolved from their desire to systemati­
cally find known reductions of the Boussinesq equation

v>tt T 2 )xx T tiXxxx 9, (1.69)

that could not be found using the classical method of Lie. In particular many authors 
(Nishitani and Tajiri [1982], Olver and Rosenau [1987], Quispel, Nijhoff and Capel [1982], 
Rosenau and Schwarzmeier [1986]) noted that (1.60) possesses the accelerating wave 
reduction

u(x, t) =  U(z) — 4c^f2, z =  x + cit2,
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where U(z) satisfies

U'" + UU' + 2ClU =  8cjz +  c2,

where ci, C2 are arbitrary constants, but only by apparently ad hoc techniques. The 
classical method finds two canonical reductions, whereas the direct method provided six, 

including the classical reductions and the accelerating wave reduction above (see Chapter 
Two).

The direct method for an equation like (1.60), in one dependent and two independent 
variables, can be stated quite simply: seek a solution of such a partial differential equation 
in the form

u{x,t) =  F{x,t,U{z)), (Fu /  0), (1.61)

where z =  and require that U(z) satisfies an ordinary differential equation.
This imposes conditions on F(x,t,U) and z(x,t) and their derivatives in the form of 
an overdetermined system of equations, whose solution yields the desired reduction. In 
practice there are a number of subtleties to the method which make it manageable, which 
are demonstrated best with an example.

Exam ple 1.4.1. Consider equation (1.1), and assume its solution has the form (1.61). 
On substituting into (1.1) we have

FuzlU" +  FuuzKU1)2 +  [2FxUzx + Fvzxx -  Fv zt\V +  [Fxx- F t +  F( 1 -  F)2} =  0, (1.62)

which we require to be an ordinary differential equation. For (1.62) to be an ordinary 
differential equation, the ratios of coefficients of different derivatives of U must be functions 
of z, U. As with the nonclassical method there are two cases to consider, namely zx ^  0 
and zx =  0. Assume first that zx ^  0, and by (1.61) we have Fu i1 0 (so that the ansatz 
depends explicitly on U). The ratio of coefficients of U" and {U')2 is

Fuu Fuu{z,U)
TcT =  T U F v P  (L63)

where the right hand side simply denotes our intention for ratios to be functions of z, U; 
r (z,U) is to be determined. Integrating (1.63) twice with respect to U yields

F{x, t, U(z)) =  A(x, t)r(z, U) + B{x, t),

for some arbitrary functions of integration A, B. In order to fix the ordinary differential 
equation that we will generate, we set T(z,U) = U(z) without loss of generality, since we 
could transform back via U —> r -1 (z, U). This is simply the most convenient form, but if 
we so desired we could instead let T(z,U) =  U2(z) or any other function of U(z). With 
F  linear in I/, (1.62) now has the form

Az2xU" +  [Azxx +  2Axzx -  Azt]U' + A3U3 +  [¿BA2 -  2A2]U2

+  [Axx -  At +  A -  4AB +  3AB2]U +  [Bxx -  Bt + B{ 1 -  B )2] =  0. (1.64)
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We use the coefficient of U", which we know to be non-zero, to be the normalising 
coefficient, so that all other coefficients should look like Az^Ti(z) for I\(z) to be 
determined. Hence the determining equations for the direct method in this case are

Az2xTi (z) = Azxx +  2Axzx -  Azt, (1.65i)

^ r 2(z) =  a 3, (1.65Ü)

Az2xT3{z) =  3BA2 - 2 A 2, (1.65iii)

Az2r 4(z) =  Axx — At + A -  AAB +  3AB2, (1.65iv)

Az2xT5(z) =  Bxx- B t +  B ( l - B ) 2, (1.65v)

where Ti (̂ r), . . . ,  r 5(.z) are to be determined. Before we proceed further with the 
calculation, we make the following remark, which describes the freedoms in the method, 
which make it manageable.

Remark 1.4(i). If the ansatz (1.61) may be simplified to a linear one, namely

u(x,t) =  A{x1t)U{z) + B(x,t), (1.66)

there are three freedoms which can and should be applied which assist greatly in keeping 
the calculations manageable. These may each be applied once without loss of generality 
during the calculation, though once the reduction has been finalised it may be possible to 
apply them again a posteriori without loss of generality, which then constitutes a tidying 
up process. The freedoms are

Freedom  (a). If B(x,t) has the form B(x,t) = B0(x,t) +  A{x,t)Q.{z), then we may set 

it(z) =  0 (by translating U(z) —tU(z) — fi(,z)).

Freedom  (b ). If A(x,t) has the form A(x,t) — Ao(x,t)Cl(z), then we may set ii(z) =  1 

(by scaling U(z) —>• U(z)/fl(z)).

Freedom  (c). If z(x,t) is determined by an equation of the form Sl(z) =  zo(x,t), where 
il{z) is any invertible function, then we may take Q(z) = z (by substituting z —» H_1(z)). 

By rearranging (1.65ii) and taking square roots we have

A =  zxr2/2(z),

1 /2so by freedom (b) we may set T2/ (z) =  1 and therefore A(x, t) =  zx. Now (1.65iii) yields, 
after rearranging

B =  \zxTz(z) +  §,

and we may apply freedom (a) to set ^(.z) =  0, hence B(x,t) =  §• Equation (1.65v) 
yields

^ r 5 (z) —  ̂ ,
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which we may integrate with respect to x  to yield

r 6(z) =  x +  cr(t),

where Tg(z) =  3(r5(z)/2 )1/3. By freedom (c) we may set F6(z) =  z, hence z  =  x  +  < j( t), 

and Fs(z) =  2/27. Equation (1.65i) now reads

Tl{z) =  ~ % '  (L67)

and since we know z  is linear in x ,  Ti(z) must be constant: let r x(z) =  c\. Integrating 
(1.67) yields a ( t )  =  —c\t +  c 2 . The only remaining equation, (1.65iv) now simply gives 
Y±(z) — —4. To summarise we have the reduction

R eduction 1.4.1.

u ( x ,  t) — U(z) +  |, z ( x , t )  =  X  — C\t + c2,

where U ( z )  satisfies

U" +  cxU' +  U3 -  \U +  £  =  0.

If we so desired we could do some a posteriori tidying up, and we would realise this 
reduction is really no different to the (classical) travelling wave reduction 1.2.1.

In the other canonical case, when z x =  0, we may set z  =  t without loss of generality 
(essentially by applying freedom (c)). Equation (1.62) now has the form

-FuU' +  [Fxx- F t + F ( l - F ) 2] =  0. (1.68)

As this equation gives only one (complicated) ratio, it is not possible to deduce the form of 
F. In such cases it is usual to assume F has the linear form (1.66), where z  — t. Freedoms 
(a) and (b) still apply, and freedom (c) has already been used. Substituting the linear 
ansatz into (1.68) yields the determining equations (taking the coefficient of U' to be the 
normalising coefficient)

AYr(z) =  4L3, (1.69i)

AY2(z) =  3BA2 -  2A2, (1.69Ü)

AY3(z) =  Axx -  At + A -  4AB +  3AB2, (1.69iii)

AY4(z) =  Bxx — Bf +  B(l — B)2, (1.69iv)

where T i(z ) ,... , F^z) are to be determined. Equation (1.69i) gives A =  1 after using 
freedom (b), then from (1.69ii) we are able to find B =  0 after using freedom (a). Equations 

(1.69iii) and (1.69iv) now simply define T3(z) =  1, T^z) =  0. We have found the (classical) 
spatially independent wave reduction, which is a special case of reduction 1.2.1.
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The direct method was first applied to an equation with more than two independent 
variables by Clarkson and Winternitz [1991] in their study of the Kadomtsev-Petviashvili 
(KP) equation (Kadomtsev and Petviashvili [1970])

(ffi T uux -{- iixxx}x i  Uyy =  0.

They considered both reductions to partial differential equations (and then to ordinary 
differential equations) and reductions directly to ordinary differential equations, though 
commented that the two approaches were equivalent. Applying the direct method to a 
partial differential equation with p independent variables may be summarised as looking 
for solutions of the form

u(x) =  F {x1U{z)),

where x =  {x\,X2 , ■ ■ •, xv) and z = (zi(x),Z2 {x ) ,... ,zr(x)) for 1 < r < p — 1, and 
requiring that U satisfies a partial differential equation (or ordinary differential equation) 
in r independent variables

A (z , [ / , [ / (n)) =  0.

The value of r is decided a priori, though of course one may apply the method p — 1 times 
to obtain all possible reductions.

The direct method has also been applied successfully to systems of equations (cf. (1.15) 
for m > 1) by many authors (e.g. Clarkson [1992], Clarkson and Hood [1993,1994], Hood 
[1993], Lou [1992] and Lou and Ruan [1993]) who have considered ansatze of the form

iii(x) = Fi(x,Ui{z)), i =  1,2,

It may have been the case for the systems considered that these ansatze were sufficient, 
but to be sure of finding all reductions one should use

Ui(x) =  F i(x ,U (z)), i =  1 ,2 ,.. . ,  q,

for U =  (Ui, U2 , ■ ■ ■, Uq). Examples of where this is necessary are given in Chapters Five 
and Six. The investigations of these chapters suggest that the application of the direct 

method to systems of equations is not as obvious as one might expect.
We note that, unlike for the classical and nonclassical methods, it is not clear how 

to use the direct method on equations that contain arbitrary functions of the dependent 
variables.
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1.5 Extensions and permutations of symmetry methods and their 
comparison

1.5.1 Potential symmetries.

In §1.2 we considered only point transformations, i.e. those that depended on the 
dependent and independent variables only, and hence found p o i n t  s y m m e t r i e s  of a system. 
In Remark 1.2(iii) we suggested that other types of transformation exist, and in particular 
we mentioned nonlocal transformations (which give rise to n o n lo c a l  s y m m e t r i e s ) .

Whilst there have been some heuristic approaches to finding nonlocal symmetries (cf. 
Akhatov, Gazizov and Ibragimov [1991], Kapcov [1982], Konopelchenko and Mokhnachev 
[1980], Pukhnachev [1987]), other algorithmic approaches have also been proposed. 
Krasil’shchik and Vinogradov [1984] (see also Vinogradov and Krasil’shchik [1984], 
Krasil’shchik and Vinogradov [1989]) provided a framework to find nonlocal symmetries, 
but were unable to exhibit any non-trivial examples. However Bluman and Kumei [1987] 
found nonlocal symmetries, and used them to find new solutions of the wave equation

Soon after this Bluman, Kumei and Reid [1988] gave an algorithmic method for finding 
such nonlocal symmetries which had similarities with the work of Krasil’shchik and 
Vinogradov. The nonlocal symmetries they found were later given the name p o t e n t i a l

in this thesis we concentrate on finding more symmetry reductions through potential 
symmetries, they may also be used to find mappings which linearise the original system 
(cf. Bluman and Kumei [1989], Bluman [1993a,c]) or to derive conservation laws (cf. Anco 
and Bluman [1996]).

The method to find potential symmetries for our system (1.15) with q =  rn is as 
follows:

Suppose that a partial differential equation of the system (1.15), without loss of 
generality Am, is a conservation law, so (1-15) is the system

s y m m e t r i e s  and a chapter of Bluman and Kumei [1989] is dedicated to them. Whilst

A,;(cc, u ,  u ^ )  =  0, i =  1 , 2 , . . . , m  — 1, (1.70a)
p

(1.70b)
3 =  i

Through (1.70b) we can introduce p  — 1 new p o t e n t i a l  (or a u x il ia ry )  dependent variables 
v — (v \ , V 2 t  . ■ , v p - i )  and form a p o t e n t i a l  (or a u xil ia ry )  system A pot of m + p  — 1 partial
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differential equations given by

A i (x ,u ,« (n :) ) =
OX 2

A p(x ,u ,u <-n 1}) =  (-1 )

i-i dvi
dxl+1

p~1

7—1 1

+ dxi_ i 1 < l < p,
(1.71)

dxp_ x
Ai(x, u, u n̂)) =  0, ¿ =  1 ,2 ,.. . ,  m -  1.

Apply the classical method to this potential system to find its point symmetries, by 
considering the transformation

=  x + e£(x, u, v) +  0 ( e 2 ), (1 .7 2 i )

=  u +  e 0 ( ® ,  u ,  v) +  0 ( e 2 ), (1 .72 ii)

=  v +  er](x, u , v) + 0(e2). (1 .72iii)

We note that if (u{x),v(x)) solves A POt then u(x) solves A. If u(x) solves A  then 
there exists some v(x) such that (u(x), v(x)) solves Apor  (but v(x) is not unique).

Definition 1.5.1. A potential symmetry of id is a point symmetry of A pot that does 
not project onto a point symmetry of A.

In order to determine when A  pot yields a potential symmetry we appeal to the 
following theorem

Theorem  1.5.1. Suppose {£,((>, rj) 9™e a point symmetry of A Pot- Then this induces 
a potential symmetry of A  if and only if (£, 0) depend essentially on v; otherwise they 
project onto a point, symmetry of A.

The beauty of the method of Bluman, Kumei and Reid [1988] to find nonlocal 
symmetries is that it uses the classical method, which is not only well-known but entirely 
algorithmic and consequently many symbolic manipulation packages exist that assist in 
the calculations (for instance, see §1.8).

Whilst it may be possible to “gain” (potential) symmetries it is also possible to “lose” 

them: a point symmetry of A  could yield a nonlocal symmetry of A pot and hence 
the classical method applied to A pot will not find it. However Bluman [1993b] tackles 
this in the following way: rename v =  , A pot = A\^qT> then if one of the partial
differential equations of A\}qT is a conservation law a further p — 1 potential variables v 1'2  ̂
may be introduced to form the auxiliary system A xPqT. This process may be continued, 

provided sufficient conservation laws exist, to ApJQT. He then proposes the following two 
conjectures, which he claims hold for many examples, including those given by Akhatov, 
Gazizov and Ibragimov [1991] in the framework of potential symmetries:
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Conjecture 1.5.1. A process of obtaining a chain of auxiliary systems A\^qT, A\?qT, 
. . . .  A\^qT through use of equivalent conservation laws, terminates at some finite N when 
either

(i) A ^ qj, has no equivalent conservation laws; or

(ii) A*pqT has an infinite number of equivalent conservation laws. In this case A\^qT 
is likely to be linearisable.

Conjecture 1.5.2. If A\^qT has no equivalent conservation laws then the point 

symmetries of A\?qT yield, through projections, all point symmetries of any subsystem 
of A {pNJt (which includes A).

(For a discussion of subsystems see Bluman [1993a], and for equivalent conservation 
laws, which are essentially conservation laws that are worthwhile considering, see Bluman 
[1993b].) The system A\^qT of Conjecture 1.5.2 is called a grand potential system, and 
recovers all lost symmetries.

A natural extension of this theory is simply to apply the nonclassical method, rather 
than the classical method, to our potential system A pot■ This is suggested by Clarkson 
[1995], Priestley and Clarkson [1995] and Bluman and Shtelen [1995], though as we discuss 
in a moment Bluman and Shtelen [1995] extend this idea further. Nonclassical symmetries 
of A pot that are not classical symmetries of A  or A pot, nor nonclassical symmetries 
of A  are termed nonclassical potential symmetries. It should also be possible to find 
nonclassical potential symmetries from higher order systems, Ap[jT say, though it is an 

open problem to determine whether it is possible for a higher order system, Ap(jT for 
K  > J, to admit these symmetries via the classical method (including J =  1). This is 

discussed in Chapter Seven.
Whilst the extension is obvious, there appear to be no examples of nonclassical 

potential symmetries in the literature. Examples are promised in a forthcoming paper 
by Bluman and Levi [1996], and it is also the subject of investigation in Chapters Five 
through Seven. Indeed in Chapter Seven we are able to exhibit nonclassical potential 
symmetries.

Bluman and Shtelen [1995] extend the nonclassical method as applied to potential 
systems further. They consider a scalar equation

A(x, t, u, u ^ )  =  0, (1-73)

with potential system
A POT{x,t,u,u(n) ,v ,vw ) = 0 , (1.74)

and note that if any of the sets of partial differential equations

ut +  £1(25 C u, v)ux — (j)(x, t, u, v) =  0, 

Vt+f,2{x,t,U,v)vx - 1 j ( x , t , U , v ) -  0 ,
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with Ci ^  6 ,

ut +  £(x,t,u,v)ux -  (f>(x,t,u,v) =  0, 

vx -  7)(x,t,u,v) =  0,

with C 7̂  0, or

ux -  (j>(x,t,u,v) =  0, 

vt +£(x,t,u,v)vx -  T)(x, t, u, v) =  0,

with C 7̂  0, is compatible with the potential system (1.74), then the solutions found will not 

be of a form considered before. In fact they link this work with nonclassical Lie-Backlund 
symmetries, but it is mentioned here only for completeness.

1.5.2 Generalisations o f  the Nonclassical M ethod.

We have already seen two ways in which the nonclassical method may be generalised, 
via potential systems in the previous subsection. However the main generalisations of 
the nonclassical method come from Olver and Rosenau in two papers that appeared in 
relatively quick succession, but recently Burde [1996] has proposed another generalisation.

We describe first, the notion of a w e a k  s y m m e t r y  g r o u p  introduced in Olver and 
Rosenau [1987]. The symmetry groups obtained by the classical method are termed s t r o n g  

s y m m e t r y  g r o u p s  and as we have seen map solutions of (1.15) to other solutions of (1.15). 
By foregoing this criterion, and simply requiring that solutions of (1.15) invariant under the 
group of transformations (1.7), or equivalently (1.8), are found from a reduced system of 
differential equations involving a fewer number of independent variables than the original 

system (1.15), a larger class of solutions may be found. They called groups that satisfied 
this property w e a k  s y m m e t r y  g r o u p s , and by Remark 1.3(h) we see that the nonclassical 
symmetry groups fall into this category. Consider the following example

Exam ple 1.5.1. Consider equation (1.1) and the group of transformations defined by 
(1.8) with

£ =  ( Z , t ) =  { \ x  -  Cit3/2,i ) ,  0  =  0 =  0, (1.75)

whose invariant surface condition is

( ^ x  — C i t 3/ 2 ) u x +  t u t =  0. (1-76)

By solving the invariant surface condition we find invariant solutions of our group of 
transformations are

u  =  U(z), z =  x t ~ 1! 2 +  Cif.
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Substituting this into (1.1) yields

- \ zU 'r1 + § c iU' =  V 'T 1 -  U{ 1 -  C/)2. (1.77)

By equating powers of t to zero we have a set of two compatible ordinary differential 
equations for U(z),

U" +  ±zU' =  0, §Clf/' +  U(1 -  U)2 =  0,

which has solution either U =  0, or U = 1 . We note by comparison with earlier sections 
that the infinitesimals (1.75) are not classical nor nonclassical, and the equation found 
after substitution (1.77) is certainly not an ordinary differential equation. Despite this the 
solutions we have found are invariant under our group given by (1.8) with (1.75). Whilst 
the solutions we have found are somewhat trivial, and indeed may be found by both the 

classical and nonclassical methods, Olver and Rosenan [1987] showed by example that this 
need not be the case.

The main difficulty with the method is knowing which symmetry groups will give 

us compatible ordinary differential equations to solve, and when these will give more 
interesting solutions. One possible tactic described by Olver and Rosenau [1987] is to 
specify the group by external symmetry considerations; for instance by considering the 
physical problem that the system models or by considering groups that preserve any 
boundary conditions in the problem.

The second generalisation of the nonclassical method, which is also more general 
than the idea of weak symmetry groups, is the concept of a system of partial differential 
equations having side conditions. One chooses these side conditions, which take the form 
of partial differential equations, so that the new overdetermined system, consisting of the 
original system and the side conditions, is compatible. In the above example our side 
condition is the equation (1.76), and generally for the classical and nonclassical methods 
the side condition takes the form of the invariant surface condition. Since the invariants 
of any group of transformations are found by solving a quasi-linear partial differential 

equation, this idea also incorporates Olver and Rosenau’s idea of weak symmetry groups. 
However more general side conditions may be considered; for instance if we wanted to find 

(multiplicative) separable solutions of (1.1), the side condition would be

uuxt -  uxut -  0. (1-78)

An application of differential Grobner bases (see Example 1.7.4 in §1.7) shows that only 
solutions that are either time independent or spatially independent are compatible with 
(1.1) and (1.78).

The difficulty is how to determine which side conditions will be compatible, however as 
Olver and Rosenau [1986] now point out, “the key question becomes not which groups are
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relevant to a given system of partial differential equations, but rather which side conditions 
are admissible, thereby providing genuine solutions of the system?”

Recently Galaktionov and Posashkov [1996] have used these ideas to find explicit 
solutions of the one-dimensional quasilinear heat equation

ut =  (f{u)uxx +  f(u),

which is a generalisation of (1.1). They used a side condition of the form

ut =  h2{u)u2x +  hi(u)ux +  h0(u).

The generalisation by Burdé [1996] actually takes ideas from both the nonclassical and 
direct methods, and is outlined here for a scalar equation with two independent variables. 
Initially one uses the method of Clarkson and Mansfield [1994c] to remove, say, the t- 
derivatives from the equation using the invariant surface condition. Then one takes the 
nth prolongation of this equation, but the coefficients of different derivatives of u are not 
set to zero to form the determining equations, as one does in the nonclassical method. 

Instead, one now assumes the symmetry reduction has the form (1-66), the linear ansatz 
of the direct method. In particular

z =  z{x,t), U - Ç(x,t,u) =
B{x,t)

(1.79)
A(x,t) A(x,t)

By requiring that the symmetry variables (z, U) are invariant under the group trans­
formation imposes the conditions

i z x  +  T Z t =  0 ,

£Cx + TCt + fCu =  o.

These may be solved algebraically for (£,</>) (set r =  1), in terms of (A ,B ,z ) by using 
(1.79). Now by removing u-derivatives from the prolonged equation derived earlier, using 
(1.66) as one does in the direct method, and occurrences of (£, </)) using our new expressions, 
we obtain an expression of the form

k
Y JCj {x,t)Ej [U}= 0, (1.80)
3 =  1

where the Ej[U] are monomials. Requiring that the Cj(x,t.) =  0 is equivalent to the direct 
method. However by requiring (1.80) to be an ordinary differential equation, Burde [1996] 
gained new reductions.
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1.5.3 Generalisations o f  the Direct M ethod.

Soon after the appearance of the direct method, Galaktionov [1990] proposed a different 
kind of ansatz based method in his method of nonlinear separation. In studying the 
equation

Ut =  uxx + u2x +  u2, (1.81)

he supposed that the solution takes the form

u{x,t) =  (p{t)[ip{t) +0(x)}, (1.82)

and required that when this is substituted into (1.81) the equation “separates” , i.e. 
substituting (1-82) into (1.81) yields

d

dt

(<M>) -  4>2̂ =  o.

We require

and hence

d20
dx2

— ciO +  c2, + 02 — C3 0 4- C4,

' d_
di

{(ftp) -  (p2ip2 -  c2(p -  c4(p + 0
df
di

-  2ftp -  cX(f -  c3</>2 =  0,

(1.83)

(1.84)

where ci, c2, C3 and C4 are arbitrary constants. We have an overdetermined system to 
solve for 0{x) in (1.83), and an exactly determined system of coupled ordinary differential 

equations to solve for (p{t), ip{t) from (1.84). Using this technique he was able to study 
the “blow-up” of the solutions.

Whilst the ansatz of Galaktionov [1990] (1.82) is less general than the linear ansatz in 
the zx =  0 case of the direct method

u(x, t) =  A(x, t)U(t) +  B{x, t),

because the condition that Galaktionov demands is different, namely that the equation 
separates, rather than it satisfies an ordinary differential equation, the class of solutions 
is different.

In general the method of Galaktionov [1990] as applied to a single equation (1-73) 
could be thought of as assuming the solution has the form

u(x,t) = F(x,t,Ui{z),U2(z)), z = z(x,t),

and requiring that Ux{z) and U2{z) satisfy a system of two ordinary differential equations 
on substitution into (1.73). Within this scenario the direct method is seen to be the special 
case when U2{z) satisfies U2 =  0.
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Olver [1994] naturally generalised this further theoretically by allowing the solution of 
(1.73) to have the form

u(x,t) =  F(x,t,U1(z),U2(z),... ,Uk(z)),

where on substitution into (1.73) the Ui(z) for i =  1 ,2 ,.. .,  k satisfy a system of k ordinary 
differential equations. He calls this the higher order method of Galaktionov, though we 

note that this generalisation was only written down in order to compare it with the method 
of Olver and Rosenau [1986] of finding special solutions via side conditions, which we 
discuss in the next subsection.

A different approach was proposed by Estevez [1992] for equations of the form (1.73): 
rather than increase the number of new dependent symmetry variables she simply allowed 
the single dependent symmetry variable to satisfy more than one ordinary differential 
equation, i.e. a system of compatible ordinary differential equations. With this new 
approach she was able to find more exact solutions than by simply using the direct method. 
For instance (cf. Estevez [1992]), consider again equation (1.1). If we assume u(x,t) is 
linear in the new dependent symmetry variables we have

u(x, t) = A(x, t)U(z) +  B(x, t),

and substituting into (1.1) yields, as in the direct method calculation of Example 1.4.1, 
equation (1.64). If we set A = zx (cf. Example 1.4.1.) and require

3^xz - z t =  ±V2  (2 -  3B)zx, (1.85i)

Zxxx zxt — (3 B 1 ){B l)zx, (1.85Ü)

Bxx- B t - B ( l - B ) 2 = 0, (1.85iii)

then (1-64) reduces to

zx{U" -  U3) +  (2 -  W )(±V 2  U' +  U2) =  0. (1.86)

Rather than require that (1.86) be an ordinary differential equation we require that U(z) 
satisfies the overdetermined system of equations

U" -  U3 =  0, ±y/2 U' +  U2 =  0,

which have the common solution

U(z) =  ±V 2 /(z  -  z0),

for z0 an arbitrary constant. By taking either of the constant solutions of (1.85iii), i.e. 
B =  0 or B — 1, and solving (1.85i,ii) we are able to reproduce the exact solution (1.56), 
which could not be found via the direct method.
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A similar approach is given by Burde [1994], and was used to find solutions of the 
boundary layer equations

TTdU (  1 \uux +  vur = U —---- b v urr H— urdx \ r J
V

ux +  vr H—  — 0, 
r

where U(x) is an arbitrary function and v an arbitrary constant. He found that the 
fairly restrictive conditions that the direct method imposed could be relaxed, and found 
genuinely new solutions. Once again one requires that rather than satisfy a single ordinary 
differential equation, the new symmetry variable may satisfy an overdetermined system.

The extension of the direct method by Hood [1995] allows more dependent and more 
independent symmetry variables. In studying Burgers’ equation

Ut +  uux +  uxx 0, (1.87)

he assumed that the solutions took the form

u{x, t) =  A(x, t)p{£) +  B{x, t)q(C) + C(x, t),

where £ =  £(a;, i) and (  =  ( (x,t), and required that p(f) and q(() satisfy ordinary 
differential equations. In the case £ =  C this method is the same as Galaktionov’s. If 
£ ^  (, since the independent symmetry variables are different, the ordinary differential 
equations that p(£) and q(Q satisfy must not be coupled. In practice one of p and q must 
have a fairly simple form (e.g. rational) in order to cope with the inevitable presence of 
coupled terms, however genuinely new solutions of (1-87) were found.

The main difficulty in each of the generalisations of the direct method mentioned here, 
though less so for Galaktionov’s method, is the lack of an algorithm, particularly when 
choosing how to split up the candidate symmetry equation into a system of ordinary 

differential equations. Indeed there will be many ways to do this, though certainly they 
will not all be compatible and there seems to be no way to determine how best to do this.

1.5.4 Relationships between sym m etry methods.

After Clarkson and Kruskal [1989] found many new reductions of the Boussinesq equation 
with their direct method, there was much interest in realising the connection with it and 
other symmetry methods. Indeed Clarkson and Kruskal [1989] themselves hoped “that 
a group theoretic explanation of the method will be possible in due course”. This came 
quickly from Levi and Winternitz [1989], who used the nonclassical method of Bluman 
and Cole [1969] on the Boussinesq equation and found precisely the same reductions.
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The first indication that the direct method and the nonclassical method gave different 
reductions came from Nucci and Clarkson [1992] who studied the Fitzhugh-Nagumo 
equation

u t =  u xx  +  u ( l  -  u ) ( u  -  a), (1.88)

for a constant such that 0 < a < 1. It is no coincidence that our prototype equation (1.1) 
is (1.88) with a =  1, and we have already seen that the nonclassical method finds the exact 
solution (1.56), which the direct method was unable to find. Crucially the infinitesimal of 
the independent variable x, namely £, depended on u (cf. (1.50)).

Subsequently Olver [1994] (see also Arrigo, Broadbridge and Hill [1993], Pucci [1992]) 
gave the precise nature of the relationship between the nonclassical method and the direct 
method in the form of two theorems. He considered the second order partial differential 
equation

t, u, ux, Utt tt'xx, 'ttxt; ) 0. (1.89)

Theorem  1.5.2. There is a one-to-one correspondence between the ansatz of the direct 
method

xi(x,t) = F(x,t,U(z)), (1.90)

with Fu -f- 0 and the quasi-linear first order differential constraint

v(u) =  £ ( x , t , ) u x + T ( x , t ) u t = ( f ) { x , t , u ). (1.91)

Theorem  1.5.3. The ansatz (1.90) will reduce the partial differential equation (1.89) to 
a single ordinary differential equation for U(z) if and only if the overdetermined system 
of partial differential equations defined by (1.89) and (1-91) is compatible.

Whilst it is clear how the proofs of these theorems may be extended to an equation 

of higher order, it is not so clear how to extend them to systems of partial differential 
equations. This will be discussed in detail in §8.1.

In the same paper Olver went on to prove the nature of the relationship between 
the higher order method of Galaktionov and the method of side conditions (also called 
the method of differential constraints). In particular he proved that a partial differential 
equation admits a reduction to a system of k ordinary differential equations for k dependent 
symmetry variables in a single independent symmetry variable if and only if an associated 
fcth order side condition is compatible with the equation.

Another important result comes from Ludlow [1995], who dispelled a commonly held 
belief, that the classical method is a special case of the direct method. He considered the 
equation

uxuxx -  (auux -  but)( 1 -  tux)3 =  0 (1.92)
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and showed that in the case a =  b =  | it admits the (implicit) solution found by the 
classical method

u(x , t) =  ci exp{a; — «(a;, t)t} +  C2 exp{—x  +  u(x, t)t},

where ci and C2 are arbitrary constants. This solution cannot be obtained by the direct 
method.

Whilst the direct method as it stands cannot find implicit reductions and thus fails 
to find all the reductions that the nonclassical and sometimes even the classical method 
finds, it is easily adapted to do so: simply assume the solution has the form (1.61) where 
now 2: =  z(x,t,u). The fundamental obstacle with this approach is the sheer difficulty in 
solving the associated determining equations. Also as we saw in §1.3, when the reduction is 
implicit the best way to find exact solutions may be to solve the equation and the invariant 
surface condition simultaneously, which cannot be implemented in the direct method even 
with this new implicit ansatz. For these reasons, though mainly due to its difficulty, the 
direct method has not been applied with an implicit ansatz.

To end this subsection, we make a few comments 011 the direct, classical and 
nonclassical methods, which dominate the work in this thesis. Whilst the nonclassical 
method has been shown to be more general than the direct method for scalar equations, 

the direct method should certainly not be discarded for a number of reasons:

• it allows the finding of reductions in a single step, whilst in both the classical and 

nonclassical methods once the determining equations have been solved one must still carry 
out the not always trivial task of solving the invariant surface conditions;

• one is able to reduce the number of independent variables by any number (< p) in 
a single step, when at the moment this can only be done with the classical method;

• the occurrence of reductions that cannot be found by the direct method but can by 
the nonclassical method are rare, and even more rare are those that the classical method 
finds but not the direct method - indeed equation (1.92) was constructed specifically for 
the purpose of finding such a reduction;

• the advent of symbolic manipulation packages has made the generation of the 
determining equations in the classical and nonclassical methods relatively easy, and the 
solution of the determining equations more tractable. However the direct method does 
not need such sophisticated tools to be applied, indeed without them it is arguably even 
more easy to apply than the classical method, particularly for higher order equations.

1.6 Painleve Tests
Once a method of symmetry reduction has been applied we are often still left with a 
symmetry system to solve if we are to find exact solutions. If this symmetry system is still
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a system of partial differential equations then further application of our methods may be 
necessary, unless perhaps it is recognisable or it is now simple enough to solve by other 
techniques. If the symmetry system is now a system of ordinary differential equations we 
are often interested to know whether it is of so-called Painlevé-type, which as we discuss 
below, tells us about the singularity structure of the solutions. Experience dating back 
to Kowalevski [1889a,b] tells us that often only systems that are of Painlevé-type may be 
solved explicitly. Also determining whether a symmetry system of ordinary differential 
equations is of Painlevé-type gives us information on the original system through the 
Painlevé conjecture, described in §1.6.2.

Definition 1.6.1. A system of ordinary differential equations is of Painlevé-type or 
P-type if all solutions possess the so-called Painlevé property, that is, the only movable 
singularities in any solution are poles. A movable singularity is a singularity whose location 
in the complex plane is determined by the constants of integration, as opposed to fixed 
singularities whose location is determined by the form of the equation.

Towards the end of the nineteenth century work was in progress determining which 
nonlinear ordinary differential equations exhibited which kind of singularities. In 
answering a question posed by Picard [1887] as to which equations of the form

d2w
d z2

(1.93)

where F  is rational in dw/dz, algebraic in w and analytic in z, are of Painleve-type, 
Painleve and his colleagues not only classified such equations, but found six equations 
whose solutions could not be expressed in terms of previously known functions. A review 
of the classification is given in luce [1956] (with corrections by Cosgrove [1991]), which 

uses the a-method due to Painleve, which we describe in the next subsection. The six
new equations, which are of Painlevé-type, are known as the Painlevé equations 
solutions define new transcendental functions; they are 
d2w
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where a, ¡3, 7 and 5 are arbitrary constants.
In the remaining subsections we describe tests to determine whether ordinary 

differential equations are of Painleve-type, an extension to test partial differential 
equations also, and further extensions. We also describe the link between Painleve analysis 
and complete integrability.

1.6.1 Painleve’s a-method.

The method that Painleve and his colleagues used to classify the equations of the form 
(1.93) is known as the a-method. We describe it briefly here and it is used only as a 
last resort. More expansive descriptions may be found in Golubov [1953] or Kruskal and 
Clarkson [1992],

It consists of two parts, firstly building necessary conditions and then verifying, by 
direct integration or otherwise, that these are also sufficient. To show that an ordinary 
differential equation is of Painleve-type using this method is more lengthy than otherwise, 
since one must show, possibly in a number of cases, that the equations in each case may 
be reducible to known equations of Painleve-type.

The first part, however, is described here for a system a first order ordinary differential 

equations

dz =  F(z,w),

where w =  (vj\ , w2, • • ■, wm) and F = (F\, F2, . . . ,  Fm) not involving the parameter a.

Make the transformation

£ = apk + a9z, u =  arv +  asw,

for some p, q, r, s, k and v — (vi,v2, . ■ . ,vm) suitably chosen. We obtain a system of the 
form

^  =  /(£ ,u ;a ) ,

where u — (ui, u2, . . . ,  um) and /  =  (/1, f2, . . . ,  fm). One then expands u(£) in powers of
a,

OO

“ (0  =  ' ^ u j {0aJ,
3 =0

and from a result due to Painleve, the are of Painleve-type if and only if «(£) is
of Painleve-type. Thus one creates systems of equations in the Uj(^) from which one 
determines conditions under which they are of Painleve-type, which is easier to do than 
by simply considering the original system.
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1.6.2 The ARS algorithm and the Painleve conjecture.

Based on the work of Kowalevski [1889a,b], Ablowitz, Ramani and Segur [1980a] (ARS) 

developed an algorithm for determining necessary conditions for whether an ordinary 
differential equation is of Painleve-type. We describe it here with the ordinary differential 
equation (1.2)

w" +  cw — u>3 + 2w2 — w =  0, (1.2)

associated with the travelling wave reduction 1.2.1 of our prototype equation (1.1) being 
given as an example. For an nth order ordinary differential equation to be of Painleve-type 

we require that in some neighbourhood of a movable singularity at z =  zo say, the general 

solution of the ordinary differential equation can be expressed in terms of a Laurent series
OO

w(z) =  (z -  z0)p^2aj(z -  z0)J, (1.94)
i=o

where an ^  0 and n — 1 of the constants aj are arbitrary.

Step One: Find the dominant behaviour.
Firstly we must find the dominant behaviour of solutions of (1.2) in the neighbourhood 

of a movable singularity at z =  zq. We assume that

w(z) ~  a0(z -  z0)p as z —>■ z0, (1.95)

where uq (^  0) and p are constants to be determined. This is substituted into (1.2) and 
the method of dominant balance is used to find all values of p such that two or more terms 
in the resulting expression are of equal order, and the remaining terms are negligible as 
z ^  zo- Then requiring that the balanced terms cancel out usually determines a0 for each 

value of p, though ao may be arbitrary. Substituting (1.95) into (1.2) yields

a0p(p -  1 )(z -  z0)p~2 +  ca0p{z -  z0)p~1 -  al(z -  z0)3p + 2a-l(z -  z0)2p -  a0{z -  z0)p =  0.

The only way in which these terms will balance according to our needs is if p — 2 =  3p, i.e. 
p — — 1. We find for a0 ^  0 that ag — 2 =  0, so that there are two dominant behaviours, 
i.e.

w(z) = ±V2 (z — zo)-1 +  o((z — zo)-1 ) as z —>■ z0-

If any of the values of p turn out to be not integer, the dominant behaviour would have 
been that of an algebraic branch point, so the equation would not have been of Painleve- 
type, and is said to fail the test. Note that in Ramani, Dorizzi and Grammaticos [1982] 
and Ranada et a 1. [1985] the authors describe how rational values of p may be interpreted 
and introduce the weak Painleve property. An equation admitting an expansion of the 

form
OO

w(z) =  (z -  z0)p/,‘ J 2 al(z -  zoY/q, 
j —0
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for p, q integers, is said to possess the weak Painleve property.

Step Two: Determine the resonances.

Substituting (1.94) into (1.2) and equating powers of z — z0 to zero yields equations of 
the form

QU)aj -  Gj{z0,aa,a1, ... ,aj_r) = 0, j  £ Z+, (1.96)

which will also depend on the parameters in the equation. The roots of the equation 
Q(r) =  0 determine the resonances: where ar is not determined by (1.96). To find the 
resonances we may substitute

w(z) = a0(z -  zQ)p +  ß(z -  z0Y +r,

into the dominant terms of (1.2) (w" and — w3) and equate terms up to order ß  to zero. 

Doing so, remembering that = 2 and p — — 1 yields

ß[ir ~  l ) (r ~ 2) — 6](z — zoY~3 =  0,

which factorises to give (r +  l)(r  — 4) =  0. The presence of the resonance at r =  — 1 is 
to be expected, though it is not entirely clear what it represents. Ignoring this value of 
r our only resonance is at r =  4. In general we require n — 1 distinct integer resonances 
(not including r =  —1) for our equation to pass the test since this allows the presence 
of n arbitrary constants, zo and the n — 1 constants ar from (1.96). Then we know that 
the general solution is being found. In this test only distinct positive integer resonances 
are allowed but recently Conte, Fordy and Pickering [1993] introduced the perturbative 
Painleve test: which analyses negative resonances.

Step Three: Find the constants of integration.

We substitute

N

w(z) =  ( z -  zoY E  -  z°y  +  ° ( ( z  -  - o ) ^ 1),
j=0

into (1.2), where N is the value of the largest resonance, in order to determine the constants 
a.j. There is no need to go beyond N since (1.96) determines the a:j for j  > N. In particular 
we are interested in the solution of

C r  ( ¿ O i ^ 0 1 ^ ' 11 i ^ r  — 1 ) di  ( 1 ’^ ^ )

at the resonance values r, where Q(r) =  0 (cf. (1.96)). If (1.97) is identically zero for each 
r then (1.2) is said to have passed the test. However (1.97) may provide a contradiction, 

in which case (1.2) does not pass the test, or may induce conditions, called compatibility
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conditions, on the parameters in the equation in which cases only the class of equations 
under these conditions pass the test. For (1.2) we find (recall a2 =  2)

(z -  z0) 2 : oq =  4 — oqc, (1.98i)

(z -  z o ) " 1 :
a0(c2 -  2) 

“ 2 ~  36 (1.98Ü)

OO 3a0c — 2o,oc3 — 2 
° 3 ~  108 (1.98iii)

(z -  Zo)1 : 0 =  c(a0c -  1 )2(a0c +  2), (1.98iv)

since (¿4 is arbitrary (since the resonance is at r =  4). Equation (1.98iv) tells us that (1.2) 
only passes the test if c =  0, since no other values of c satisfy (1.98iv) for both values of 
a.o simultaneously.

In fact since (1.2) is of the form (1.93) studied by Painleve and his colleagues we 
may consult the classification found in Ince [1956] to see if it “fits into” one of the 50 

canonical equations. The equations listed in Ince [1956] are generalisable by a Mobius 
transformation

W(Z) =
A(z)w(z) +  B(z) z = 4>(z), (1.99)
C(z)w(z) +  D{z) ’

where A, B, C, D and 4> are analytic functions, so they should not simply be consulted 
at face value. (Also there are many mistakes, so one should consult Cosgrove [1991].) By 
careful checking therefore, we find that (1.2) is only of Painleve-type if c =  0, showing 
that the necessary condition above is also a sufficient one. If c =  0 (1-2) may be solved in 
terms of Jacobi elliptic functions (see Whittaker and Watson [1927])

We note that for first order ordinary differential equations there is often no need to use 
the ARS algorithm to determine whether they are of Painleve-type. Fuchs proved that 
the only first order equation of the form

dm
d7 G(z, m) P(z, m) 

Q{z,w) ’

where P and Q are polynomials in m whose coefficients are analytic in z, that is of Pain- 
levé-type is the generalised Riccati equation

dm
dz" =  p2{z)w2 + pi(z)w +po(z), ( 1 . 10 0 )

wit,hp2(z), P\{z) andpo(z) analytic functions (see Ince [1956]). Ifp 2(z) =  0 this equation 
is linear, whilst if p2(z) yf 0 it may be linearised via the transformation

, * 1 dW

This result is again generalisable by a Mobius transformation (1.99), so for first order 
equations we need only check to see if they may be written in the form (1.100) via (1.99) 

to see if they are of Painleve-type.
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The determination of whether an ordinary differential equation was of Painlevé-type 
gained renewed interest from its linkage to Inverse Scattering. Inverse scattering is the 
technique introduced by Gardner et al. [1967] for solving the KdV equation (1.59). It 
has since been used to solve the initial value problems for many nonlinear evolution 

equations and such equations that are solvable by inverse scattering are considered to 
be completely integrable. The method may be thought of as the nonlinear analogue of 
the Fourier transform method for solving linear equations, and a description of it may be 
found in e.g. Ablowitz and Clarkson [1991].

Inspired by the observations of Ablowitz and Segur [1977], Ablowitz, Ramani and 
Segur [1978, 1980] and Hastings and McLeod [1980] formulated the Painlevé conjecture or 
Painlevé ODE test:

Every ordinary differential equation which arises as a symmetry reduction of a 

completely integrable partial differential equation is of Painlevé-type, perhaps after 
a transformation of variables.

This conjecture, if true, provides a useful necessary condition to test whether a partial 
differential equation might be completely integrable. Weakened versions of this test have 
been proved by Ablowitz, Ramani and Segur [1980b] and McLeod and Olver [1983]. Whilst 
such ordinary differential equations needed only to be of Painlevé-type, it was often the 

case that they were expressible in terms of the Painlevé equations PI-PVI (cf. Chapter 
Two).

The converse of the Painlevé conjecture was shown not to be true by Clarkson [1989]. 
He showed that the travelling wave reduction of the modified Benjamin-Bona-Mahoney 
equation,

Ut ux T u ux uxxi — 0, (1.101)

is of Painlevé-type and is the only reduction obtainable by the classical and direct methods. 
However numerical evidence suggests that (1.101) is not solvable by inverse scattering. 
How the test may be applied is if an ordinary differential equation arising as a symmetry 
reduction is not of Painlevé-type, the original partial differential equation may be taken as 
not solvable by inverse scattering. Indeed we may conclude from the conjecture that (1.1) 
is not solvable by inverse scattering. This illustrates one of the advantages of applying 
symmetry methods, in that they can be applied to equations which are not integrable, in 
any sense of the word.

1.6.3 The Painlevé PDE Test.

In order to test whether a partial differential equation might be completely integrable 
directly, instead of via the Painlevé conjecture, Weiss, Tabor and Carnevale [1983] devised 
the so-called Painlevé PDE test. With the advent of this test it was no longer necessary to
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first find a partial differential equation’s symmetry reductions, which might not exist, or 
conversely might be numerous. Further Clarkson [1989] showed, in studying the Symmetric 
Regularised Long Wave equation

U t t  T tlVjXx T ) x t  d- C U / x x t t  — 0, (1.102)

for a, b, c constants, that to reach conclusive results via the Painlevé conjecture on an 

equation’s inability to be solvable by inverse scattering, it may be necessary to use the 
direct method for finding symmetry reductions, not just the classical method. However in 

the same paper, Clarkson showed that neither (1.101) nor (1.102) were solvable by inverse 

scattering directly using the Painlevé PDE test, gaining for equation (1.101) conclusive 
results where the Painlevé ODE test gave none.

ft should be noted that Weiss, Tabor and Carnevale [1983] gave no attempt to prove the 
relationship between their test and completely integrability, though a partial proof may be 
inferred from the partial proof of McLeod and Olver [1983]. Whilst it has been shown to 
be by no means foolproof (cf. Clarkson [1989], Kruskal [1991], Kruskal and Clarkson [1992] 
and Pogrebkov [1989]), the Painlevé PDE test often gives a good indication of whether a 
partial differential equation might be completely integrable.

The test is analogous to the ARS algorithm, so is simply described here for our partial 
differential equation (1.1). A solution of (1.1) is sought in the form

OO

u{x,t) =  (j?{x,t) '^2'aj (x,t)<f)j (x,t)i (1.103)
j=o

where cj) and a, are analytic functions and <p(x, t) =  0 is a movable non-characteristic 
singularity manifold. It has been noted by Kruskal [1983] that one can replace (1.103) by

OO

u(x,t) =  [x -  ip(t)]p ^2aj(t)[x -  V»(i)]J,
3 = o

where ip(t) and a.j{t) (a,o(t) /  0) are analytic function in the neighbourhood of the 
singularity manifold x — ip(t) =  0.

At leading order we have

u(x,t) ~  a0(f)[x -

and similar to the analysis for (1.2) we find p =  — 1 and = 2. We find the resonances, 
as previously, to be r — — 1,4 so we substitute an expansion of the form

4

u { x , t )  =  [x  -  ip(t)\ 1 ^ O j ( f ) [ x  -  +  0 ( [ x  -  y>(i)]5),
3 = 0

into (1.1) in order to find the functions a.j (t )  for j  =  1, 2, 3, and the compatibility condition 
associated with a^f). We find, by equating powers of x  — tp(t) to zero

u0 dip 2
“ l(<) = T d t + 3'

iio u 0 [ d i p \ 2 u 0 ( d V>\3 u 0 d2t/> UQ dtp 1
“ 2 (i)=  18 -36  *  ’ “ 3<i) =  54 ( ------------------------------24 dt2 36 df 54
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together with the compatibility condition

dip (  d2ip ( dip \ 3 dip \
+ 3 Uo^ + 2 j = 0 .  (1.104)

Since we require two arbitrary functions and have only one so far, i.e. a4 (t), the existence 
of compatibility condition (1.104) which imposes conditions on ip(t), means that (1.1) does 
not pass the Painleve PDE test.

1.7 Differential Grobner Bases and the MAPLE package diffgrob2
In both the classical and nonclassical methods of symmetry reduction the determining 

equations form an overdetermined system of partial differential equations. In order to 
solve such systems we use the method of Differential Grobner Bases, which provides a 

systematic framework for finding compatibility conditions of the system. It avoids the 
problems of infinite loops and yields, as far as is currently possible, what may be thought 

of as a “triangulation” of the system, from which the solution set may be derived more 
easily (cf. Clarkson and Mansfield [1994a], Mansfield and Fackerell [1992], Reid [1990, 
1991]).

It is only recently that Mansfield and Fackerell [1992] have derived algorithms to cope 
with polynomially nonlinear systems, which are extensions of methods developed to study 
linear and special classes of nonlinear partial differential equations (see for instance Reid 
[1991]). These algorithms, which are necessary to calculate a differential Grobner basis for 
systems that are in general nonlinear are implemented in the MAPLE package d if fg ro b 2  

(Mansfield [1993]). These include the Kolchin-Ritt algorithm which we describe in §1.7.4, 
and in its manual (Mansfield [1993]) is described a Direct Search algorithm which we 
outline in §1.7.5.

In this section we introduce the notation required to understand the theory of 
differential Grobner bases and present some of the theory together with examples and the 
d i f fg ro b 2  syntax necessary to carry out the procedure. A much more detailed account 
is available in Mansfield [1993]. At the end of the section the method of Clarkson and 
Mansfield [1994c] for generating the determining equations of the classical and nonclassical 
methods is described, as promised, in §1.7.6.

The system of partial differential equations under consideration

A  = (A1(x,u,u(n)),A2(x,u,uM ) , . . . , A m(x,u,u(n))) =  0,

must be able to be regarded as polynomial in some unknown functions u — (ui,u2, . . . ,  uq) 
their derivatives

Da„ alai Un
d x^ d x? ...dxpp'

(1.105)
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where |a| =  a\ +  a2 +  ■ ■ ■ otp, and the independent variables x — (aq, aq, . . . ,  xp). The 
set of all such derivatives (1.105) is denoted by When inputting partial differential
equations the “equals zero” is implicitly assumed. The operator Da is in general defined

by
T^a _  D “1 ° a2 D a"

=  D x ”1 Da;“2 ' ' '  Da;“” '

Whilst the theory of differential Grobner bases is not developed for arbitrary functions of 
the variables, nevertheless d if fg rob 2  is still able to perform the calculations in a natural 
way. See for instance Chapter Two, where the determining equations include an arbitrary 
function of the independent variable u.

1.7.1 Orderings.

A fundamental concept, which all the theory presented here requires, is that of an 

ordering of the derivative terms, which must be compatible. If x\ < x2 < . . .  < xp 
and ui < u2 < ■. ■ < uq defines an ordering on the dependent and independent variables, 
then a compatible ordering of the derivative terms is such that

(i) Da Uj < D@Uk implies that D7Da nq <  and

(ii) DTiij < B^Ba Uj for |7 | +  0.

There are many types of ordering (see Mansfield [1993]), but in this thesis we use only 
one, a lexicographic ordering given by

Da Uj > D@Uk

if Uj >  Uk, (ALEX)

else j  =  k and aq > (31,

else ai = fa ,... ,ati =  /3i,ai+i > fii+i for some i such that 2 < i < p.

In d iffgrob2  the string variable termorder denotes which ordering is used, so for our 
purposes termorder:=alex. We recreate the ordering x\ < X2 < ■ ■ ■ < xp and u\ < u2 <

. . .  <  uq via the list allvars where ailvars:=[[xl,x2,... ,xp],[ul,u2.......uq]]. In the following
chapters we use the ordering t < x < u on the independent variables, with the ordering 
on the dependent variables and the variables u to be decided, though £ < 0  always.

Orderings on the derivative terms induce in turn partial orderings on the partial 
differential equations in the system, which we define after introducing some notation.

(i) The highest derivative term of a partial differential equation / ,  denoted H DT(/), 
is such that H D T (/)> D T (/) for all other derivative terms D T (/) in / .

(ii) The highest power of the H DT(/) occurring in /  is denoted H p(/).

(iii) The highest coefficient of / ,  denoted Hcoef(/), is the coefficient of H D T (/)Hp̂  in 

/•
(iv) The head of /  is H ead(/)=H coef(/)H D T(/)HPG).
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(v) The highest monomial of / ,  denoted Hmon(/), is defined recursively as: if Head(/) 

has one summand, then Hmon(/)=Head(/), else Hmon(/)=Hmon(Head(/)).
(vi) The separant of / ,  the highest coefficient of Da f  for any non-zero |a|, is denoted 

Sep ( /) .
(vii) The highest unknown of / ,  denoted H u(/), is the unknown function, Uj say, 

occurring in H DT(/).

To demonstrate each of these new ideas, consider the following partial differential equation

. /  =  yy  S” t lyU XXyy  +  Ux ll,yy T  UXXX +  UXy ,

under the lexicographic ordering (ALEX). If y < x then the derivative terms in /  are 
ordered u < ux < uxxx < uy < uxy < uyy < uxxyy, Hu( / )  =  u and

H D T(/) H p(/) Hcoef(/) Head(/) Hmon(/) Sep ( /)

tlxxyy 2 U UUxxyy tlUxxyy tly +  <2uuxxyy

If x < y the derivative terms in /  are ordered u < uy < uyy < ux < uxy < uxxyy < uxxx, 
H u(/) =  u and

H DT(/) H p(/) Hcoef(/) Head(/) Hmon(/) Sep ( /)
tj>xxx 1 f ttxxx ttxxx 1

H D T(/), H p(/), Hcoef(/) and Sep(/) are most significant when it comes to using 
d iffgrob2  in practice (see later), and these may be found via the procedure diffparse with 
the command

diffparse(/, allvars, termorder, ’HDT’, ’Hp’ , ’Hcoef’ , ’dt’ , ’Sep’);

This will return each of the terms in quotes, where ’dt’ is a list of all derivative terms and 
their powers occurring in / .  This procedure is particularly useful when the expressions 
become large.

With the notation in place we can define a partial ordering between partial differential 
equations. Let /  and g be partial differential equations, then g < /  if either one of the 
following conditions is satisfied

(i) HDT(g) <  HDT(/) ;
(ii) HDT(ff) =  H DT(/) and Hp(g) < Hp(/) ;

(iii) HDT(g) =  H D T(/), Hp(g) =  Hp( /)  and Hcoef(5) < Hcoef(/);
(iv) HDT(c/) =  H D T(/), Hp(^) =  H p(/), Hcoef(.ç) =  Hcoef(/) and [g -  Hmon(ÿ)] < 

[ /  -  Hmon(/)].
If the summands of /  and g differ only by constant coefficients, then /  and g are said to 

be of equal rank.

1.7.2 Pseudo-Reduction.
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Definition 1.7.1. Let D T (/) occur in /  to some power k with coefficient C oe f(/,D T (/)fe) 
and suppose D T (/) =  Da HDT(<7), for some a, where if |a| =  0 the condition k >Hp(g) 
is also required. A pseudo-reduction to /  of /  with respect to g ( /  > g), denoted /  —>g f  
is defined by

' Hcoef(DQff)/ -  Coef(/, DTfc)DTfc~1DQff ,f Q 
r  I gcd[Hcoef(D«5),C oef(/,D T fc)] ‘ |Q| ^  ’

Hcoef(g)f -  Coef(/, DTk)[RBT(g)]k- Ĥ g  ,f =  q 
gcd[Hcoef(5),C oef(/,D T fc)] 1 ’

where gcd denotes the greatest common divisor. The pseudo-normal form, of /  with 
respect to a set G =  {<7i, <72, • • • <7s}i denoted normal3̂ / ,  G) is obtained when no further 
pseudo-reduction with respect to any member of G is possible.

Note that in this definition it is implicitly assumed that Hcoef(g) /  0 and 

Hcoef(Da g) 7̂  0 (and thus Sep((/) /  0) when evaluated on solutions of the system. Since 
these may be differential (non-constant) coefficients they may however be zero. Such 
incidences are called singular cases and the possibility of Hcoef(g) =  0 or Sep(g) — 0 
occurring must be dealt with separately. Thus the usefulness of diffparse is now evident in 
that it is necessary to check the Hcoef(g) and Sep(g) of any g being used to pseudo-reduce 
any other partial differential equation / .

Note also that if Hcoef (g) and Sep(g) are simply functions of (*, it) with no differential 
consequences of u  then pseudo-reduction becomes strict reduction. Similarly normal^ is 
replaced by normal. Also we define algebraic reduction

Definition 1.7.2. If /  and g are two partial differential equations, we say that g 
algebraically reduces f  to /  at the monomial M, where M  is a summand of / ,  provided 
Hmon((/)|M, where

f -  -  M
Hmon(t/)^’

Now normal35 is replaced by normal“ . This type of reduction is useful when considering 
the calculation of determining equations by the method of Clarkson and Mansfield [1994c] 
(see §1.7.6.).

Example 1.7.1. Consider two partial differential equations

/ = WlLxi UxUt, g — uxx Ut u(l u) ,

which are the side condition (1.78) and equation (1.1) respectively (cf. §1.5.2). With an 
(ALEX) ordering t < x, we can pseudo-reduce /  with respect to g at both the ut and uxt 
terms

7 =  ( - 1 ) /  -  uT)xg -  (-u x)g

— (.ttUxt HxHt) !t(uxXX a,fx ux T 4,uux Sir n^) T ux(v,xx u (l ti) )

=  2 u3ux — 2 u2ux — uuxxx +  uxuxx. (1.106)
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Since /  cannot be pseudo-reduced further by g, /  is the normalp( /,  {</}). Also note that 
normaP(/, {g, / } )  =  0. This jrseudo-reduction is in fact strict reduction as /  is multiplied

by (-1 ).
In d iffgrob2  pseudo-reduction is implemented with the procedure reduce, such that 

the pseudo-reduction of /  with respect to G =  {g 1,1/2, • • • ,<?.,} takes the form

reduce(/, [G], allvars, termorder,

In the following chapters, since termorder will always be alex, and allvars is usually the same 
throughout a calculation and is determined at the start, these are omitted from reduce in 
the text. Thus we will simply use reduce(f,[G],f).

There is another procedure, reduceall, which will carry out pseudo-reduction on a 
system A , such that each member of the result, A r , is pseudo-reduced with respect 
to every other member, i.e. normaP(/, A r  \ { / } )  =  /  for any /  G A r . This is achieved 
by successively using reduce on the system comprising of A  and the results of pseudo­

reduction, / ,  with respect to every other member of this system. The command

reduceall(zl, allvars, termorder, 'A R\ ’Xset’ );

achieves this, where the output ’Xset’ is the set of all coefficients with which the elements 
of A  are multiplied in their pseudo-reduction. Thus the output is valid up to the elements 
of Xset being non-zero, and the singular cases, when they are zero, need to be run through 
again with these elements added to (or incorporated in) A.

Example 1.7.2. If we use reduceall on A  =  (f , g ) of Example 1.7.1, then A r  — (f , g ).

1.7.3 Cross-Differentiation.

Definition 1.7.3. Consider two partial differential equations j\ and / 2. If H u(/i) =  

Hu ( / 2) let a i  and a 2 be the smallest multi-indices possible such that Da iH D T(/i) = 
Da2H D T(/2), then the differential S polynomial (diffSpoly) of j\ and / 2 is defined to be 
(for |q i |, |a2| not both zero)

diffSpoly(/1, / 2)

Hcoef(Da i ./i)Da2/ 2 -  Hcoef(Da2/ 2)Da i / 1 
gcd[Hcoef(Da i /1), Hcoef(Da2/ 2)] 

H coef(/1)HDT(,/1)HP(A)-1DQ2/ 2 -  Hcoef•(Da '2/ 2) / 1 
gcd)Hcoef(/; ). I Icoef(I)a - / 2)'

for |ai||a2| 7̂  0, 

for |aiI =  0,

and similarly for the case |a2| =  0, 10=!| 7̂  0. Else if |ai| =  |a2| 
H D T(/i) =  H DT(/2), or if / 2 are nonlinear and H u(/X) 7̂  H u(/2), then

diffSpoly(/i,/2)
Head(/2) / i  -  H ead(/i)/2 
gcd [Head (/1 ), Head (/ 2 ) ]

0 so that
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Otherwise if / i, / 2 are linear and Hu(/i) ^  H u(/2), then diffSpoly(/i,/2) =  0.

Example 1.7.3. Consider the two partial differential equations

fi — tixx ttt u) , f2 — 2u 11x 2u ux uuxxx T

which are g and /  from Example 1.7.1. Again with an (ALEX) ordering t < x, we have

diffSpoly(/i,/2) =  (~l)Dtf 2 -  {~u)Dxxxfi

'ituxxxxx uuxxx “I* 12uuxuxx T 4u uxxx - 6nux

— 18 u2uxuxx — 3 u3uxxx +  UtUxxx +  4uuxv,t

A 2u tixt 6?/ uxVji 2il uxt tLxiUxx tixuXxt- (1.107)

The procedure in d i f fg r o b  that finds the differential S polynomial is called diffSpoly.

1.7.4 Differential Grobner Bases and the Kolchin-Ritt algorithm.

Given a system of partial differential equations A , the differential ideal generated by A  is

I{A) =  | t o >l (:c’ u ’ u(00))DaAi
 ̂ a,i

A i 6 A, a £ Np

Definition 1.7.4. We define a Differential Grobner Basis of 1(A) as a set of generators 
G of 1(A) such that normaP(/, G) =  0 for every element /  of 1(A).

Thus the ultimate aim is to find the differential Grobner basis for our system A , which 
in general is simpler to solve than A, yet contains all the information in A. This is done 
via pseudo-reduction and the finding of differential S polynomials, though as we shall 
see in the following chapters, even if we are unable to go so far, a lot of information is 
provided along the way. This information, in the form of the /  of pseudo-reduction and the 
differential S polynomials are called compatibility conditions. Often the reduceall procedure 
provides enough information for the system to be solved, see for instance Chapters Three 
and Four. However there is an algorithm which, for linear systems or in general for systems 
in which the ’Xset’ contains only non-zero terms, guarantees the output of a differential 
Grobner basis. For all systems however it is very powerful, and is called the Kolchin-Ritt 

algorithm, and is outlined here:

Given a system of partial differential equations A  and an ordering termorder, the 
Kolchin-Ritt algorithm outputs a set of equations A ^ r such that I (A r-r) =  1(A) and 
normaf (diffSpoly(/¿,/j), A KR) =  0 for each pair fr, fj G A KR.

This is achieved by taking the diffSpoly of each pair of equations in the system consisting 
of A  and any compatibility conditions obtained en route. The pseudo-normal form of the
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diffSpoly is found with respect to A  and any compatibility conditions so far obtained. 
If the resulting equation is non-zero it is called a compatibility condition. This process 
continues until no new compatibility conditions are found.

The output, A kri fails to be a differential Grobner basis if the so-called S-set, the set 
generated by all factors of the Hcoefs and Seps of the output set, contains an element that 
is necessarily zero on all solutions of the system, in other words, is in the ideal generated 

by the output set. Typically this occurs when, for some /  G A k r , H D T(/) appears inside 

a factor raised to some power > 1. An example of this can be seen in Mansfield [1996]. 

However, if one of the equations in A kr factors, then A kr. is not the most beneficial 
output. When we systematically choose these factors to be zero in turn and append them 
to the system A,  more information will be gained from the Kolchin-Ritt algorithm; this 
we will see in the following example.

The Kolchin-Ritt algorithm is implemented in d iffgrob2  with the command

KolRitt(id, allvars, termorder, ’ A rr\ info={’Xset’});

which also implements orthreduceall at the beginning and end of the algorithm to minimise 
the calculations and to simplify the output. The procedure orthreduceall is simply reduceall 

except that only strict reduction is allowed.

Example 1.7.4. Consider again equations /  and g from Example 1.7.1

/  =  uuxt -  uxut, g =  uxx - u t -  u( 1 -  u)2,

with an (ALEX) ordering t < x. The orthreduceall procedure will give the same output as 
reduceall on A  =  (f ,g ), i.e. A or =  (f ,g ) (cf. Example 1.7.2). Now rename g =  J\ and 
/  =  / 2 to be consistent with Example 1.7.3. The next procedure to be carried out in KolRitt 

is that of taking the diffSpoly of / i and ¡ 2 , as seen in Example 1.7.3, with result (1.107). 

If we now reduce((1.107),[/i,/2],il) in order to find kl =  normalp(( 1.107), { / i , f 2}) the 
result is, upon factoring

kl : u2ux{2u — l)(u3 — 2u2 + u — uxx).

The set { / i , / 2,k l }  is the output of KolRitt in this instance, i.e A kr =  {Ji,f2,kl} 
since diffSpoly( / i , ¡ 2), diffSpoly(/1 , k l) and diffSpoly( / 2 , k l) all reduce to zero with respect 
to /1, /2, kl. The output A kr is also a differential Grobner basis for the set { / ,  <7}, though 
as kl factors we can gain more information by including these factors in turn in the original 

system A  =  {f,g).

The first factor gives the trivial solution u =  0. The second factor, ux, when included 
in the system A  will give a differential Grobner basis after the orthreduceall step. We are 

simply left with
[ux =  0, ut +  u(l -  u)2 =  0}
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as the differential Grobner basis. This describes spatially independent solutions. The 
third factor, 2u — 1, gives a contradiction when reducing g with respect to it, so is not a 
solution. Finally the fourth factor, u( 1 — u)2 — uxx, gives the time independent solution 
from the differential Grobner basis

{ o, u(l 'll) Uxx — 0},

found once again by the strict reduction of g with respect to this factor.

1.7.5 A Direct Search strategy and the solution of overdetermined systems in 
this thesis.

Whilst the termination of the Kolchin-Ritt algorithm has been proved (Mansfield and 

Fackerell [1992]), the main problem that it encounters is that of “expression swell” , in 
that the length of expressions obtained can become very large and so exceed the memory 
limit of the available computer. More strategies are available (see Mansfield [1993]) to 
overcome this, and here we consider the Direct Search strategy, which must be carried out 
interactively in d iffg rob 2 . It is perhaps best described by Figure 1.7.1, where a triangle

/ 1 ./ 2

represents the differential S polynomial of f\ and / 2, pseudo-reduced with respect to all 
the equations in the system, G. i.e. h =  normaF(diffSpoly(/i, / 2), G).

fi < f2 <  /3

Figure 1.7.1: Schematic representation of a Direct Search strategy

This is really only a template strategy and whilst most of the interactive use of d i f  f  grob2 

in this thesis uses it, we find slight modifications are often more helpful. Indeed one could
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change the < to >, which is then more akin to a Sort strategy (cf. Mansfield [1993]), which 
is also worthwhile bearing in mind. In fact combinations of the two may also be useful. 
For instance equations that look long and daunting may pseudo-reduce with respect to 
lower order equations to something quite simple though certainly not always: in Case
5.3.2 in Chapter Five, which requires the solution of the system of equations in Appendix 
B, equation (B.lx) quickly gives useful information whilst equations (B.lix) and (B.lxi) 

are often the last to be solved. The Direct Search strategy is now illustrated with the 
following example.

Example 1.7.5. Consider the three equations which come from the nonclassical 
determining equations in Chapter Two

fi :

¡2 '■ kuucf)u +  k UUu4* (1.108)

/3 • (ftuui

where kuu ^  0, from which we wish to find conditions on k(u). As such, the derivatives 
of k(u) can be thought of as the coefficients in what is essentially a differential version of 
finding the echelon form of a matrix. The equations (1.108) fit into the template above 

with an ordering x < t < u and £ < k < (f> and note that (£, 4>) depend on (x, t, u). In this 
ordering H D T(/2) =  4>u and the other HDTs are obvious, as J\ and / 3 are single term 
equations. To eliminate <pu we first take the diffSpoly of / 2 and / 3 to yield

where D is the total derivative operator. We reduce this with respect to f\, f 2 and / 3. 
Note that / 3 is redundant in this pseudo-reduction as / 3 > (1.109). Now / 2 will remove 
occurrences of <j)u and / 1 the £xu term to yield

which must be zero on analytic solutions of { / i , / 2 , / 3}. In order to eliminate 4>, we take 
the diffSpoly of h\ and / 2 to yield

We reduce this with respect to all of / 1, / 2, / 3 and h\. Here / 2 and / 3 are superfluous 
in the pseudo-reduction as / 3 > / 2 > (1.110), though this makes no difference to the 
final result. However hi will remove occurrences of </>, and again / 1 will remove the £xu 
derivative, to yield

(1.109)

XU •
( 1. 110)

'UU ̂ uuuuu rhuuuÛUU “I-
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which gives a condition on k(u) as required.

There are three observations that are noteworthy here. Firstly, whilst this follows the 
Direct Search strategy the system (1.108) is only part of a larger set of equations, the 
determining equations (2.11), so this is not a perfect Direct Search on the whole system. 
Secondly, had we changed to a Sort strategy, in this case the steps and final result would 
have been the same. Finally, Hcoef(Zii) =  2k^uu — kuukuuuu which might be zero, and 

since we have pseudo-reduced with respect to hi, the possibility of Hcoef(Zii) =  0 needs 
to be considered separately. It turns out, however, that this is a special case of the fifth 
order equation in k(u) which is a factor of h2, so we may rejoin the general case.

Thus the Direct Search strategy is kept in mind when solving overdetermined systems 
in this thesis, but we could not claim to hold to it to the letter, and a certain amount of 
trial and error is inevitable.

Another strategy that is combined with the Direct Search strategy is that of explicitly 
solving some of the equations, particularly linear ones, or perhaps integrating them 
if finding the explicit solution is not possible. This is of particular use in solving 
the determining equations for expressions in the (/x, which are often polynomial in the 
“dependent” variables u. Consider a system of determining equations with dependent 

variables (£,(/>) and independent variables (x,t,u ). It is often the case that =  0,

so in this instance rather than maintaining a general u-dependence for (£, </>) and constantly 
having to pseudo-reduce with respect to {£„, (f>uu}, which can take up considerable 
computer time, we can reduce the system with respect to

fi =  -  F(x,t), fs =  (¡>{x,t,u) -  G(x,t)u -  H(x,t).

Now we may equate coefficients of powers of u to zero, and so possibly gain many equations 
from a single equation. We now use our Direct Search strategy on this new system. 
However even if we only knew / 4, and r/j still had a general u-dependence, so coefficients 
of powers of u could not be equated to zero, the strategy still cuts down unnecessary 
differentiation and pseudo-reduction, and so saves time.

Notice that using / 4 can only be advantageous: we have only reduced the number 
of indeterminates, without increasing the number of determinates. However in general 

one tries to balance the decrease in indeterminates with the increase in determinates, 
such as in f$. Increasing the determinates without a notable decrease in the number 
of indeterminates is not advantageous. Another balance one must consider is that of 
increasing the number of determinates via integration generally, versus the decrease in 
the order of the equation. By decreasing the order of the equation one tends to decrease 
expression swell. Personally, the choice of increasing the number of determinates is usually 
preferred. Although this way may take longer, as more determinates must be found, it 
seems to give more information and therefore the complete solution set is more likely to
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be found.

An obvious drawback of this type of strategy comes from Example 1.7.5 above. If 
we reduce our system (1.108) with respect to both / 4 and / 5 we are left with only a 
single equation. In fact we can get round this problem by creating two more equations 
by differentiating the single equation with respect to u once, then twice, and removing 
occurrences of H and G between the equations. This gives the same result but is perhaps 

not as pleasing as Example 1.7.5. If we had only reduced the system with respect to / 4 
the working would have been essentially the same as Example 1.7.5, with a small decrease 
in differentiation.

Finally we mention the problem of spurious cases, which result from equations that 

factor, and when pseudo-reduction with respect to a partial differential equation /  takes 
place where Hcoef(/) or Sep(/) may be zero (which includes equations that factor). 
Spurious cases are those that end up having no solution, i.e. they lead to contradictions. 
Ideally we avoid having to split up the calculation at all, by choosing to pseudo-reduce with 
respect to equations, / ,  with guaranteed non-zero Hcoef(/’) and Sep(/), but in practice 
this is often not possible. Indeed it seems that the pay off for being able to solve the 
systems we encounter is that we must consider many cases to do so, particularly when 
the equations whose symmetries we are seeking contain arbitrary functions or arbitrary 
constants (as in Chapters Two through Five). Thus we don’t regret the build up of cases, 
which careful accounting keeps track of, even if they turn out to be spurious.

1.7.6 The Clarkson-Mansfield algorithm for finding nonclassical determining 
equations II.

Now we have introduced some theory and notation, a truer statement of the algorithm of 
Clarkson and Mansfield [1994c] for determining the nonclassical determining equations of 
a system can be given. Note that it uses only algebraic reduction, so rather than finding a 
differential Grobner basis in the algorithm, a Grobner basis is sought, which has a similar 
definition to its differential counterpart (cf. Definition 1.7.4) except that all calculations 
are algebraic, so we require normal“ ( /, G) =  0, rather than normalp( /,  G) = 0. For 
convenience we denote the Grobner basis of a system A, to be GB(zA, termorder), which 
depends on the ordering, termorder. For their algorithm the ordering may be a lexicographic 
or a Bayer-Stillman ordering (Bayer and Stillman [1987]) which is not described here.

Given a system of m equations

A (x , it, u (")) =  0,

where x =  (sq ,^ , ■ ■ ■ , £P) and u = {ui,U2 , . . .  ,uq), we assume without loss of generality 
that A  contains all the relevant differentiations of each equation up to order n (cf. T*
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below for the invariant surface conditions). Recall that there are p cases to consider: for 
1 < k < p we successively set £k =  1 and £fc+1 =  . ..  =  £p =  0. In the kth case the 
invariant surface conditions read

fc-i
ips =  y^ ^ jus,j + u s<k -  <t>3 , for s =  1 ,2 ,... ,q.

3 =  1

Given also an ordering, termorder, the algorithm in the kth case reads

T* := {D a V>s | 1 < s < q,a E Np,\a\ < n -  1}

/C := { normal“ (A j, T*) | A j E A}  

l n f : =  {pr<">v(/)| /G /C }

QB :=  GB(/C, termorder)

IZlnf := {normala( /,  QB) \ f  E In f}

VetEqns := {C oef(/, u ^ )  =  0 | /  E 7ZInf}

where VetCqns are the nonclassical determining equations for A. The design of A  allows 
this algorithm to cope with compatibility conditions in the original system, so that the 
true determining equations are calculated in such cases. This algorithm is easily adapted 
to correspond to a classical method algorithm: simply let 1C A.

1.8 The MACSYMA package symmgrp.max
The hist step of the classical method, that of generating the determining equations, is 
entirely algorithmic and as a result symbolic manipulation packages have been written 

to aid the calculations. An excellent survey of the different packages available and a 
description of their strengths and weaknesses is given by Hereman [1994], Heuristic 

procedures have been implemented in some of these programs to try to solve the 
determining equations, the second step of the classical method, and are largely successful, 
though not infallible: they are notoriously inadequate at finding special solutions, those 
other than the general solution, when the determining equations depend on arbitrary 
functions or arbitrary constants.

Since we prefer the method of differential Grobner bases to solve the determining 
equations, which has proved effective in coping with such difficulties (cf. Chapters Two 
through Five), we use a package that concentrates solely on the first step of the classical 
method. Written by Champagne, Hereman and Winternitz [1991], it is a MACSYMA 

package called symmgrp. max, and has been tested extensively by the authors and many 
others. Crucial to our needs it may be adapted to generate the determining equations of 
the nonclassical method by knowledge of the internal syntax, and both arbitrary constants 

and arbitrary functions may be present in the system under consideration.
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Once again a small amount of notation is required: the translation of the original 
variables into the symmgrp.max syntax is x% —> x[z], Uj —> u[j] and derivatives

dx°
dW

■aidx¥
Uj

. dXr u[y.[a\,a2,. ■ ■

The infinitesimals translate as —> eta* and 4>j —» phi y, and these in the input may be
recognised as symmgrp.max’s own notation for the infinitesimals. This is the phenomenon 
that allows symmgrp.max, a package initially designed to find classical determining 
equations, to find nonclassical determining equations also.

To plunge straight in, consider the two files needed to run symmgrp. max as a batch job
to find the classical determining equations for our prototype equation (1.1)

clfnaone.case:
batchload(” symmgrp.max” )$
writefile(”clfnaone.out”)$
batch(” clfnaone.dat” )$
symmetry(l,0,0)$
derivabbrev:true$
printeqn(lode);
save(”clfnaone.lsp” ,lode)$
for j thru p do (x[j]:=concat(x,j))$
for j thru q do (u[j]:=concat(u,j))$
ev(lode)$
clfnaoneode:ev(%,xl=x,x2=t,ul=u)$
grind:true$
stnngout(”clfnaoneode”,clfnaoneode)$
closefile()$

clfnaone.dat:
p:2$
q:l$
m:l$
parameters:[]$
warnings:true$
sublisteqs:[all]$
subst_deriv_of_vi:true$
info_given:true$
highest_derivatives:all$
depends([etal,eta2,phil],[x[l],x[2],u[l]])$
el:u[l,[0,l]]-u[l,[2I0]]+u[l]*(l-u[l])**2;
vl:u[l,[2,0]];

It should be noted that symmgrp.max was designed to cope with arbitrarily large 
systems where some interactive use would be necessary. Thus this brief description of the 
commands may give an indication of what it is capable of, however as each of the systems 
that we consider is small enough to run as a batch job, we refer the reader to the authors’ 
detailed description, Champagne, Hereman and Winternitz [1991], to see symmgrp .max’s 
full potential. Many of the commands are simply MACSYMA commands; for details of such 
commands one can consult the MACSYMA Reference Manual [1988].

Starting with clfnaone.dat, which contains mostly symmgrp.max commands, we note 
that the system under consideration in general is still

A(x, u , u =  0,

with m equations, p independent variables and q dependent variables, hence for (1.1) m =l, 

p=2 and q=l. The parameters command allows the user to declare non-zero constants, so 
they may be removed if they are factors of a determining equation (though note that since 
the flag for warnings is true such factors will be listed). One includes arbitrary functions by
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declaring the variables they depend on with the MACSYMA depends command, and then 

simply putting them in the equations (the ei); their derivatives are represented in the 

usual MACSYMA notation.

The next five commands in clfnaone.dat ensure the classical method is applied in full, 

and must always be included. Slight modifications of their flags or variables allow the 
calculations to be split into pieces, for instance by considering a subset of the system, or 

by only taking the determining equations from the highest derivative terms, which are 
smaller in general. For full details see Champagne, Hereman and Winternitz [1991].

The MACSYMA depends command allows us to declare that the infinitesimals depend 
on all the new independent variables. The equations of the system are called ei for
i — 1,2...... m, and the derivatives that are to be substituted back for (the u, of §1.2)
are denoted \ii, and there must be m of them. These \ii must be chosen in the same 
manner as the Vi (cf. Step One (b) of the classical method).

The majority of commands in clfnaone.case are MACSYMA commands, and include 
details not central to the actual calculation of the determining equations but the controlling 
of the output. The first three lines load the package symmgrp .max, create a file clfnaone.out 

to send the output to, and read in clfnaone.dat respectively. The determining equations are 
generated via the symmetry command which can have 0 or 1 for each of its three arguments 

(see Champagne, Hereman and Winternitz [1991]). The remainder of the file prints the 
determining equations via the command printeqn, first saves them in internal MACSYMA 

notation, then saves them in the file clfnaoneode in a notation that can easily be translated 
into d iffgrob2  notation. In fact a tiny amount of editing on the file clfnaoneode allows 
it to be read in by d iffgrob2  and converted to its syntax via the d iffgrob2  command 
max2dg.

Thus entering MACSYMA and typing the command batch (’’clfnaone.case”); yields

/*  WELCOME TO THE MACSYMA PROGRAM FOR THE * /
/*  CALCULATION OF THE SYMMETRY GROUP * /
/*  IN BATCH MODE * /

*** Number of determining equations before s im p lifica tion s : 9 . ***
*** Number of determining equations a fter  s im p lifica tion s : 7 . ***
*** These determining equations are stored in LODE. ***

Notice that symmgrp.max has made simplifications. These ensure that the determining 
equations are free from redundant factors, repetition and trivial differential consequences. 
The remainder of the screen output is then the determining equations which it displays as

deta2
Equation 1 : --------= 0

du
1

deta2
Equation 2 : --------= 0

dx
1
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deta l
Equation 3 : -------- = 0

du
1

2
d p h il

Equation 4 : ---------- = 0
2

du
1

Equation 5 : 
deta2 deta l

dx dx
2 1 

Equation 6 :
2 2 

d p h il deta l d e ta l 
2 ----------- + ------------------------- = 0

du dx dx 2
i 1 2 dx1

Equation 7 :
2

dphil d phil 3 dphil 2 dphil dphil 2
-  u --------+ 2 u u --------+ 3 u phil

dx 2 1 du 1 du 1 du 1
2 dx 1 1 i

i
3 detal 2 detal detal

-  4 u phil + phil + 2 u ----------- 4 u --------+ 2 u --------
1 1 dx 1 dx 1 dx

1 1 1

To generate the nonclassical determining equations for (1.1) we use the method of 
Clarkson and Mansfield [1994c], described in §1.3.1 and §1.7.6. We only consider the case 
when r =  1 as the working when r =  0 is similar. As discussed in §1.3.1, we simply replace 

the occurrence of Ut, by the invariant surface condition

ut =  (f)- £ux .

Hence we consider the file nclfnaone.dat

p:2$
q : 1$ 
m:l$
parameters:[]$
warmngs:true$
sublisteqs:[all]$
subst_deriv_of_vi:true$
info_given:true$
highest_derivatives:all$
depends([etal,phil],[x[l],x[2],u[l]])$
eta2:l$
el:phil-etal*u[l,[l,0]]-u[l,[2,0]]+u[l]*(l-u[l])**2;
vl:u[l,[2,0]];
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As discussed before, symmgrp .max recognises t,he infinitesimals etal, eta2 and phil as its own 
notation which is why the package may be adapted to generate nonclassical determining 
equations. The other file nclfnaone.case is the same as clfnaone.case except with occurrences 
of the string clfnaone replaced by the string nclfnaone. This yields

/*********************************************************/
/*  WELCOME TO THE MACSYMA PROGRAM FOR THE * /
/*  CALCULATION OF THE SYMMETRY GROUP * /
/*  IN BATCH MODE * /
/*********************************************************/
*** Number of determining equations before s im p lifica tion s : 4 . ***
*** Number of determining equations a fter  s im p lifica tion s : 4 . ***
*** These determining equations are stored in LODE. ***

2
d etal

Equation 1 : ----------= 0
2

du
1

Equation 2 :
2 2

d ph il d eta l detal
------------- 2 ------------- + 2 e t a l ----------= 0

2 du dx du
du 1 1  1

1
Equation 3 :

2 2 
d ph il detal detal d eta l detal 3 detal

2 ----------- --- 2 --------ph il + -------------------------+ 2 e t a l -------------  3 u --------
du dx du dx 2 dx 1 du

1 1 1  2 dx 1 1
1

2 detal detal
+ 6 u -----------  3 u -------- = 0

1 du 1 du
1 1

Equation 4 :
2

dphil d ph il 3 dphil 2 dphil dphil detal
------------------------ u  ----------+ 2 u  -------------  u --------+ 2 ----------phil
dx 2 1 du 1 du 1 du dx

2 dx 1 1 1 1
1

2 3 detal 2 detal
+ 3 u ph il -  4 u ph il + phil + 2 u --------  -  4 u --------

1 1 dx 1 dx
1 1

detal
+ 2 u --------= 0

1 dx
1

Whilst in this example the Clarkson-Mansfield approach to generating the determining 
equations seems to be no more advantageous (see also §1.3.1), for equations which have 
higher order and mixed t derivatives it is certainly so. For instance the equations in 
Chapters Three through Five would require a large number of differential consequences of 
the invariant surface condition to be included in the system. These would each have to be 
back-substituted for in the correct order, and possibly more than once to get symmgrp.max 
to generate the correct determining equations -  it almost doesn’t bear thinking about!
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Scalar Equations
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Chapter Tw o:
A Generalised Boussinesq Equation

2.1 Introduction
In this chapter we consider a generalised Boussinesq equation

[-7 (̂̂ )]xx T UXXXX) (2.1)

where D(u) is an arbitrary sufficiently differentiable function, with the condition that 
Duu /  0 to ensure nonlinearity.

The Boussinesq equation which (2.1) generalises is

( 2^  ) x x  ~^~'U'XXXX7 ( 2 .2 )

which is a soliton equation solvable by inverse scattering (see Ablowitz and Haberman 
[1975], Caudrey [1980,1982], Deift, Tomei and Trubowitz [1982], Zakharov [1974]), 
originally used by Boussinesq [1871,1872] to describe the propagation of long waves in 
shallow water. It has been used since to model many other physical phenomena, including 
one-dimensional nonlinear lattice waves (Zabusky [1967], Toda [1975]), vibrations in a 
nonlinear string (Zakharov [1974]), and ion sound waves in plasma (Scott [1975]).

The r 7̂  0 nonclassical reductions of the Boussinesq equation (2.2), which we will 
rederive here, were first found by Clarkson and Kruskal [1989] using the direct method 
(for zx ^  0). Later Levi and Winternitz [1989] used the nonclassical method with r / O o n  
(2.2) and found the results to be the same as Clarkson and Kruskal’s. The t  =  0 results 
were found by Clarkson [1990] and Lou [1990] by considering the equivalent case in the 
direct method, namely zx =  0. A comparison of all the direct and nonclassical reductions 
can be found in Clarkson [1995].

The equation (2.1) itself appears in Rosenau [1986] as a model for propagation of pulses 

along a transmission line made of a large number of LC-circuits. It is also used as a model
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to describe vibrations of a single one-dimensional dense lattice (Rosenau [1987,1988]). 
However Rosenau rejects equation (2.1) in these studies as it is ill-posed for his problems, 
and assumptions must be made on the nonlinearity of D(u).

Flytzanis, Pnevmatikos and Peyrard [1989] derive the equation

tttt Cq'U'XX )xx )xx ft'U'XXXX ~  9, (2.3)

from a consideration of a one-dimensional monatomic lattice with only nearest neighbour 
interactions with a cubic-quartic potential. Equation (2.3) can be regenerated by 
considering the simpler D(u) =  u3 +  cu and an appropriate rescaling of x, t, u and 
translating of u.

In this chapter we find conditions on D(u) such that it allows symmetries, in particular 
those beyond the (obvious) translational symmetries of the independent variables. We use 

the classical Lie method (§2.2), and the nonclassical method in both the generic (r ^  0) 
and non-generic (r =  0) cases (§§2.3,4), to find these symmetries. The MAPLE package 
d iffg ro b 2  plays an important role in both the classification of D(u) and the solution of 
the determining equations (see §1.7 for details). Once the symmetries have been found we 
find the associated reductions and test whether the ordinary differential equations thus 
found are of Painlevé-type (see §1.6 for details). In §2.5 we discuss our results.

2.2 Classical symmetries
To apply the classical method we consider the one-parameter Lie group of infinitesimal 
transformations in (x , t, u) given by

x* = x +  £^(x, t,u) -I- 0 (e2), (2.4i)

t* =  t +  er(x, t,u) +  0 (e2), (2.4ii)

u* — u +  £(f)(xit,u) +  0 (e 2), (2.4iii)

where e is the group parameter. This procedure, which is implemented in symmgrp.max, 
yields a system of linear determining equations in £, r, <j), though the presence of our 
arbitrary function D(u) makes them essentially nonlinear.

Tu  =  0, (2.5i)

Tx  =  0, (2.5ii)

t u  =  0, (2.5iii)

4*uu o, (2.5iv)

6  =  o, (2.5v)

'  3£xx -----  0, (2.5vi)



Chapter Two : A Generalised Boussinesq Equation 73

©II13CN (2.5vii)

1 to ✓W II O (2.5viii)

Duu&u “1” Duuurf* ^̂ X-̂ UU 0 , (2.5ix)

* f i t t  (fixxxx Dufixx 0 ? (2.5x)

fàtfixxu “1“ D U U  4 *  ^̂ x-^u 4 £ > x x x  0 ? (2.5xi)

‘2JDuu(j)x +  4(ftxxxu 2Du(f)xu X̂X-̂ U £>XXXX — 0- (2.5xii)

Applying the Kolchin-Ritt algorithm to system (2.5) with a lexicographic ordering with 
£ < r < D < (¡> yields (amongst others) the equation

£x{DuDuuDuuuu — 2 DUD2UU + D 2 UDUUU) =  0, (2-6)

from which we can classify which D(u) are suitable candidates for classical reductions. 
Clearly Duuu =  0 is one solution, then assuming Duuu ^  0 we divide (2.6) by DUDUUDUUU 
to give a logarithmic differential. Solving this equation for D(u) we find there are four 

canonical cases to consider,

(i) £* = 0,

(ii) D(u) — un, for n ^ 0 , l ,

(iii) D(u) =  e“ ,

(iv) D(u) =  Inn,

where we have used the invariance of (2.1) under (constant) translations of D(u), and we 
have scaled and translated u (by constants) as convenient.

Case 2.2.1 £x =  0. It is easy to see from (2.5vi,xi) that when = 0, requiring Duu ^  0 
we have </> = 0. Both £ and r are then constant, but D(u) remains arbitrary. We have 
found the travelling wave reduction

R eduction  2.2.1. We choose £ =  c, r =  1 without loss of generality to yield

u(x, t) =  w(z), z =  x — ct,

where w(z) satisfies
w +  Dww(w ) +  Dww + c w  =  0, 

where D =  D(w). This may be integrated twice to yield

w" +  D(w) + c2w =  Az +  B, (2-7)

where A and B are arbitrary constants. This equation falls into the classification of Pain- 
levé and his colleagues who look for equations that are of Painlevé-type, for algebraic
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D(w) (cf. §1.6). From Ince [1956] we see that either D(w) is quadratic in w, then (2.7) 
may be solved in terms of the first Painleve equation, PI (A /  0) or Weierstrass elliptic 
functions (A — 0), or D(w) is cubic in w, in which case we require A =  0 and (2.7) may 
be solved in terms of Jacobi elliptic functions. For non-algebraic L)(w) we consider here 

the two special cases which are non-algebraic above, namely D(w) =  ew and D(w) =  lnw.
If D(w) =  ew we differentiate (2.7) and make the transformation w(z) =  In W(z) so 

that (2.7) becomes rational. However applying the ARS algorithm to this equation we 
find it is not of Painleve-type as its resonances are not distinct.

If D(w) =  lnu> we again differentiate (2.7), to get a rational equation. There is 
a difficulty in applying the ARS algorithm as it is not possible to balance the dominant 
terms. Instead we use Painleve’s a-method, keeping w fixed and transforming z —> zo +  af. 
It is routine to show that we introduce logarithmic branch points into the expansion 
'in =  so that, in this instance (2.7) is not of Painleve-type.

Case 2.2.2 D(u) =  un, for n /  0,1. We apply the Kolchin-Ritt algorithm to system (2.5) 
with D =  un, which yields

fu 0, £t 0) fxx 0) Tu — 0, Tx =  0,

Tt  -  2£x =  0, (n -  2)(<y6(n -  1) +  2£xu) =  0.

We find by reapplying the Kolchin-Ritt algorithm with n — 2 that the factor (n — 2) is 
just an artefact of the equations. We have the infinitesimals

2 c\u
£ =  Cix + c2, T  = 2c1i +  c3, 4> = ---------- .

n — 1

As well as the travelling wave reduction 2.2.1 above which we are bound to get (setting 
ci = 0 ), we also have the scaling reduction

R eduction  2.2.2. If c\ ^  0 we set ci =  1 and c2 =  C3 =  0 without loss of generality, 
to yield

u(x,t) =  w(z)t~1̂ n~1\ z =  .xf-1 / 2,

where w(z) satisfies

k'n —i— 1 71
\z2 w" -b —---------zw 1 +  ------ -rr^w = w"" +  n(n — l)u;n_2(u;')2 +  nwn~1 w". (2.8)4 4(n — 1) (n — l)z

In the ARS algorithm, looking for the dominant behaviour of (2.8), we assume that 
w(z) ~  ao(z — z q ) p  as z —> zo, and find p — — 2/(n — 1). Thus requiring p to be integer 
(though clearly p /  0) we find n — {p — 2)¡p. If n is to be integer (remembering n ^  0,1) 

we see that n — —1, 2 or 3. If n =  2 this is a reduction of the Boussinesq equation, and is 
of Painleve-type. I fn  =  3 o r n  =  —1, equation (2.8) can be integrated with respect to z 
to yield
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(i) If n = 3

\ z 2w' + | zw = w'" +  3 w2w' + c\. (2.9i)

Equation (2.9i) has both acceptable leading order behaviour and distinct integer res­
onances. However the compatibility conditions at the resonance equations require an 
arbitrary constant to be zero, thus (2.9i) is not of Painleve-type.

(ii) If n =  -1

i Z2 W 2W ' — |ZW3 =  w 2 w " '  — w '  +  C2 'W2 . (2.9ii)

We again have difficulties with the ARS algorithm in balancing dominant terms. Pain- 

leve’s a-method, with w fixed and z -A z0 +  a£, however quickly shows that the solution 
of (2.9ii) has logarithmic branch points.

If n is not integer, continuing with the ARS algorithm we are able to show that (2.8) has 
distinct integer resonances, however with a general n it is difficult to finish the algorithm. 
This is due to the resonances being dependent on n, and also they may be negative which 
would require perturbative Painleve analysis (cf. §1.6.2). Therefore we again turn to 
Painleve’s a-method, using the same transformation as above. We find algebraic branch 
points thus (2.8) is not of Painleve-type in this instance.

Case 2.2.3 D(u) = eu. The KolRitt procedure simplifies the determining equations (2.5) * 1
to the simple system

£u O5 Ct Hi £xx Tu 0, Tx 0,

Tt -  2 t;x =  0, cj> +  2 i x =  0.

These give the following infinitesimals

 ̂=  cix + c2, T  = 2cit +  c3, 0 =  -2 c i,

which give, as well as the travelling wave reduction 2.2.1, a scaling reduction

R eduction  2.2.3. If c\ j=- 0 we set c\ =  1 and c2 = c3 = 0 without loss of generality, 
to yield

u(x,t) =  w(z) — Ini, z  =  xt~1/2,

where w{z) satisfies

1 2  / /  , 3  /  i 1 m i  i w r /  i\2 i / n\z w +  jzw +  1 =  w +  e l(w ) +  w \.

By making the transformation w{z) — In W (z) we can obtain an equation which is rational 
in W (z), to which we can apply the AR.S algorithm to test if the equation is of Painleve- 
type. We find an acceptable leading order behaviour but, whilst the resonances are all 

integer, they are not distinct. Thus we conclude that the equation is not of Painleve-type.
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Case 2.2.4 D(u) =  In u. Once again we use the KolRitt procedure to dramatically simplify 
the determining equations (2.5),

£,u Oi £,t 6, ( u  — 0) Tu  — 0, Tx  — 0,

n -  2£x =  0, (f) +  2£xu =  0,

which give the following infinitesimals

£ =  Ci X +  C2 , T =  2cit  +  C3 , ( ¡ )  = — 2 C \ U .

Not only do these infinitesimals give the travelling wave reduction 2.2.1, but once again 
we also have a scaling reduction

R eduction  2.2.4. If ci /  0 we set C\ =  1 and C2 =  C3 = 0 without loss of generality, 

to yield

u(x,t) =  tw(z), z =  xt~1/2,

where w(z) satisfies

\zw2 w' +  I z2 w2 w" =  w2 w"" +  ww" — (u /)2. (2-10)

The ARS algorithm again falls down so we use the «-method with the same transformation 
as previously. Logarithmic branch points are introduced thus (2.10) is not of Painlevé- 
type.

2.3 N on classica l sym m etries  (r  /  0)
In this section we may set r =  1 without loss of generality. We use the algorithm in 
Clarkson and Mansfield [1994c], which in this case demands the removal of utt using 
the invariant surface condition. The classical Lie method is then applied to this new 
equation which yields an overdetermined system of nonlinear equations. These determining

equations are

=  0, (2.Hi)

4>uu =  0, (2-llii)

2 (/)xu — 3£xx — 0, (2.1 liii)

Duu^fiu ~t~ D Uuu4* T 2 ^XDUU 0, (2.11iv)

£>4>xxu +  Duu4> +  2£XDU — 4£xxx — 4£2£x — 2 = 0, (2.11v)

4*xxxx “k Du^fixx +  4 t t x ( p x  +  2C<Px -  4txCpcpu -  4>tt -  2(f)(f>tu -  4 =  0, (2.11vi)

êDuu(j)x +  4 <f>x x x u  +  2 D u (j)xu

+ 8tixK  +  2tt<t>u +  2i<f>tu -  ixxDu -  Cxxx -  ^ 2x +  2 +  (tt =  0. (2.11 vii)
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Using the Direct Search strategy in the MAPLE package d iffgrob2  on equations 

(2.11i,ii,iv) gained the following condition (cf. Example 1.7.5)

£xDuu( 2 DUUDUUUU +  DUUDUUUUUDUUU +  DUUUUDUUU) — 0. (2.12)

The factor inside the brackets, only involving D(u), can be solved by dividing through 
by DUUDUUUDUUUU giving a logarithmic differential (assuming Duuuu ^  0; it is clear from 
(2.12) that Duuuu =  0 is one solution). Solving this leads to six separate cases to consider:

(i) & =  0,

(ii) D(u) =  au3 + bu2 +  cu +  d,

(hi) D(u) =  (au +  b)n + cu + d, 0,1, 2,3,

(iv) D(u) = aebu +  cu + d,

(V) D(u) =  — In (au +  b) +  cu + d, 
a

(vi) D(u) =  —z\(au + b) ln(au +  b) -  
az

■ (au +  b)] +  cu +  d,

where a, b, c and d are arbitrary constants.

Case 2.3.1 (x — 0. In this case we append £x =  0 to the determining equations (2.11) 
and use the Kolchin-Ritt algorithm to simplify this enlarged system. This yields

C  =  0, (2.13i)

U{DuUDuuuu -  2D2uuu) =  0, (2.13ii)

Duu(t>- 2£6 =  0, (2.13iii)

4>uu =  o, (2.13iv)

2 it^u +  2 £(frtu +  — 0, (2.13v)

<fixu =  0, (2.13vi)

4*xxxx T Du(f)xx +  t̂4>x -  4>tt -  <l><f>tu =  0. (2.13vii)

In (2.13ii), if DUUDUUUU — 2D2UUU — 0 then (2.12) is identically satisfied, thus the solutions 
of DUUDUUUU — 2D%uu =  0 are a subset of the solutions (ii)-(vi) above and therefore this 
scenario will be considered in the subsequent Cases. With DUUDUUUU — 2D,luu ^  0 we see 

from (2.13ii) that C. =  0, and we have the infinitesimals £ =  c\, 4> =  0 for arbitrary D(u). 
This gives the classical reduction 2.2.1.

Case 2.3.2 D(u) =  au3 +  bu2 +  cu +  d. There are essentially two subcases to consider, 
when (i) a =  0 and when (ii) a yf 0. Other subcases arise but these make our original 
equation (2.1) linear which we choose not to consider here.



Chapter Two : A Generalised Boussinesq Equation 78

Subcase 2.3.2(i) D(v.) =  bu2 +  cu + d. We can choose b =  4 and c =  d — 0 without loss 
of generality, then (2.1) becomes the Boussinesq equation

tttt ttx 4" ^^xx ~b tiXXXXi (2.14)

which is a soliton equation solvable by inverse scattering. The symmetries of the 

Boussinesq equation are well known (see Clarkson and Kruskal [1989], Levi and Winternitz 
[1989] and Clarkson [1995]), but the calculation is included here for completeness. The 
determining equations, system (2.11), is simplified enormously using the Kolchin-Ritt 
algorithm in d iffgrob2  to yield

= 0, (2.15i)

4££x -  2 U t  ~  -  0, (2.15Ü)

£xx =  o, (2.15iii)

2£xu +  <£ -  4£2£x -  2£& = 0. (2.15iv)

We can therefore write in the form £ = f{t)x +  g(t) and substituting this information 
into (2.15Ü) gives us conditions on /  and g by equating powers of x to zero

§ + 21 %  ~ 4/3 =  °' (2-16i)

i ê + 2 f t t ~4gf2=°- ,2-16ii)
By making the Cole-Hopf transformation f(t) — | — [In-0(i)], we find ip satisfies

( ^ )  = C l^3+C2’ (2-17)

after integrating twice, which is equivalent to the Weierstrass elliptic function equation

=  4p3(i +  t0; 0,<73) — g3. (2-18)

If /  =  0 then g =  ĉ t +  cq is the general solution of (2.16), then <p =  205(05  ̂-f ĉ ). When
f  0 we note that g = f  is a solution of (2.16ii) so we can write g =  fg{t) which gives a

dry
first order ordinary differential equation in — , which is solvable and hence we find g in 
terms of quadratures. Equation (2.15iv) gives us cf> directly. This yields

£ = f(t)x + g{t),

cp =  —2 fu +  2 / ^2f 2 +  x2 +  2  ^4f 2g +  2 g p  +  2 x +  2 g ^2gf +  ~  j ,

fit) = 9(t) =

where
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where ip(t) satisfies (2.17) and ci, C2, C3 and C4 are arbitrary constants. There are six 
canonical reductions

Reduction 2.3.1—6.
1. u(x, t) — Wi(z), z =  X — C\t,

2. u(x, t) — W2 (z) +  C2 t2, Z — X — Ĉ2 t2,

3. u(x, t) =  w3 (z)t2 +  x2 / t2, Z =  xt,

4. u(x, t) =  Wi(z)t~ 1 +  (x +  3 c4 t2 ) 2 / (4t2), z = xtr 1 / 2 — Cit3/2,

5. u(x, t) = w3 (z)t2 +  (x + c3 tb)2 / i2, z =  xt + c5 t6 /  6,

6. u(x, t) =  p - 1 |io6(«) +  5 ^  + ^ p3/2 | ’ Z =  p r 1/2 x +  ~ ( { t )
L %3 J

where p(i; 0, g3) is the Weierstrass elliptic function and £(2) is the Weierstrass zeta function 
defined by the ordinary differential equation

=  ~ p (z)i (2-19i)

together with the condition

Jim ^C(*) _  =  ° ' (2.19ii)

Each of the Wi(z) satisfy the equation

w. +  WiU)" +  (w[)2 =  Fi(z,Wi), (2.20.i)

where the Fi(z,u)i) are

F i  =  c\w", F 4 =  | z n ; 4  +  | u ; 4  +  |  z2,

F2 =  2 c2 — C2 w'2, F5 =  5c5 w '5 +  50c2,

F 3 =  0, F 6 =  y j z 2 -  %g3w6 -  \g 3zw'6,

and (2.20.1,3) are equivalent to the first Painleve equation, PI, (2.20.2,5) are equivalent 

to the second Painleve equation, PII, and (2.20.4,6) are equivalent to the fourth Painleve 
equation, PIV.

Subcase 2.3.2(H) D(u) = au3 +  bu2 +  cu +  d, and assume a ^  0. We can set a =  1, and 
b =  d =  0 without loss of generality. The equation we are now considering is

tttt ttxxxx T (u T c u ) x x , (2.21)

which is sometimes called the cubic Boussinesq equation. The Kolchin-Ritt algorithm 
simplifies the updated system (2.11), to give the following relevant equations

Cu =  0, (2.22i)

c t t f ( c - e )  =  0, (2.22ii)

1 2 ^  -  6t +  2&xt =  0, (2.22iii)

t(xu +  (j) =  0. (2.22iv)
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If we insist c /  0 then from (2.22ii) we have £t =  0, then £x =  0 from (2.22iii) and we have 

the infinitesimals £ =  ci, 0 =  0, where c\ is an arbitrary constant, which is consistent 
with the rest of the system. These infinitesimals give us the (classical) travelling wave 
reduction. In the case when c =  0, the determining equations now have the form

tu =  0, (2.23i)

4>uu =  0, (2.23ii)

2 (f>xu -  =  0, (2.23iii)

<puu +  2 £xu +  (j> — 0, (2.23iv)

3ixu2 +  3<f>u +  3(fixxu -  2£xxx -  2£2£x -  ££4 =  0, (2.23v)

3cpxxu 4*xxxx 4££x</)x 2£t0x T (frit T 2(fttfotu T — 0; (2.23vi)

H^xu  ̂ 8£xx^ T 12^xu

+  4</>XXXix + 8££x^u + 2 £t^u +  2 £</>t?x — £Xxxx ~ 4££2 + 2£t£x +  £tt — 0. (2.23vii)

With an ordering t < x < u and £ < 0 we can reduce((2.23ii),[(2.23iv)], Id), which gives 

k l  : <f> +  £x« =  0.

We then reduce((2.23iii),[Jcl,(2.23i)], Jc2) which leaves k2: £ „  =  0. Finally we
reduce((2.23v),[M,Ic2,(2.23i)], ¿3) which yields

kS : £t + 2££x =  0.

Equations (2.23vi) and (2.23vii) both now reduce to zero, so we have found the differential 
Grobner basis, i.e. the system

£« =  0, £xx =  0, £t +  2££x =  0, 0 +  £xu =  O.

These infinitesimals only give rise to classical reductions.

Case 2.3.3 D(u) =  (au +  b)n +  cu + d for n / 0 , 1,2, 3. Without loss of generality we 
consider D{u) — un +  cu. Substituting this into the determining equations and using the 
Kolchin-Ritt algorithm in d i f f  grob2 gives a (rather large) system of nine equations. The 
interesting ones are the first, second, seventh, and ninth equations

£u = 0, (2.24i)

ncu2££t2(n -  2)(3n + l)(n  -  1)3(£2 -  c) =  0, (2.24ii)

nu2(n -  1)(n -  2)(3n + l)(n£lti +  4n£x£xt -  8 £ 3 -  £x*t ~ 8£x£xt) =  0, (2.24vii) 

n(n — l)(n  — 2 )(n</> — cj) +  2 £xu) =  0. (2.24ix)
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If (1 +  3n)c ^  0 it is easy to see first that =  0, then £x =  0 so that £ =  ci, cf> =  0 and we 
have the travelling wave infinitesimals. If c =  0 we append the equation 0(n — l)+2£xu =  0 
to our determining equations and use reduceall on this new system. This yields

i u  =  0, (l +  3 n ) & * = 0 ,  ^ ( n - l ) ( l  +  3 n ) ( 6 + 2 ^ x )  = 0 ,  <f>(n - 1 )  +  2£xu =  0.

With a little more effort, using the Direct Search strategy, we can show that the (1 + 3n) 
factor is an artefact of the equations whatever value c takes. These infinitesimals give the 
classical reductions of Case 2.2.2 (for n ^  0,1,2,3).

Case 2.3.4 D(u) =  aebu + cu + d. We may consider D(u) =  eu +  cu without loss of 
generality. Substituting this into the determining equations and using the Kolchin-Ritt 
algorithm gives the following system of seven equations,

e« =  o, (2.25i)

£c£t (—c +  £2)(~ c +  6£2) =  0, (2.25ii)

c2Ct -  4 +  4 -  8£3̂ 2 + 2 =  0, (2.25iii)

-  <x  +  ttt =  o, (2.25iv)

4til ~ 2CC -  £« =  0, (2.25v)

£>xtt 0) (2.25vi)

£,xx 0? (2.25vii)

^ +  2 £,x — 0. (2.25viii)

For the general case c ^ 0  this again gives us only the travelling wave infinitesimals. For 
the case c =  0 we use the Direct Search strategy to find the simpler system of equations

£u = 0 , £M =  0, £t +  2&* =  0, <f> +  2£x = 0 .

On solving these equations we find the classical results of Case 2.2.3.

Case 2.3.5 D(u) =  ~ ln(ait +  b) + cu +  d. We consider D(u) =  In it +  cu without loss of 
generality. Substituting this into the determining equations and using the Kolchin-Ritt 
algorithm gives a system of nine equations. The interesting ones are again the first, second, 
seventh, and ninth equations

iu =  0, (2.26i)

cu2 t f a c - e )  =  0, (2.26ii)

u2{ixtt +  8 ££xt +  8£x) =  0, (2.26vii)

4> -  2£xit =  0. (2.26ix)
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If c ^  0 equation (2.26ii) implies that £t =  0, then we see that £x =  0 from (2.26vii). 
These infinitesimals give the classical travelling wave reduction. In the special case when 
c =  0 the Direct Search strategy yields the system

Zu= 0, £*x=0, & +  2££x = 0 , 0 - 2 £ xu = O,

which yield the classical results of Case 2.2.4.

Case 2.3.6 D(u) =  ¿-[(an + b) ln(au + b) — (au +  b)] +  cu +  d. We consider without loss 
of generality D(u) =  u Inn +  cu. Our determining equations, simplified by KolRitt, can be
solved by looking at only four of them

£u = 0, (2.27i)

£t3£u(7 -  16£2 + 16£4) =  0, (2.27U)

£x = 0, (2.27iii)

<f> -  2££(U =  0. (2.27iv)

The solution of these equations is £ = ci, <j> =  0 which leads to the travelling wave reduction 
only.

2.4 Nonclassical symmetries (r  = 0)

We may set £ — 1 without loss of generality so that the invariant surface condition reads 
ux =  cf)(x,t,u). We remove ux, uxx and uxxxx using the invariant surface condition (as 
[D(u)\xx =  Duuux + Duuxx), and apply the classical Lie method to this new equation. 
The determining equations are

<t>uu =  0, (2.28i)

<ku =  0, (2.28ii)

4*xxxx ^4*Xu4*XX “I- D u (j)x x  +  6(f) xxu  4*x +  4 (pcf) x x x u  +  6 4>4>u (f>xXU +  8<f><f>xU +  4 (fxfccpxu

T 2DuCp&xu T î,I2uu(f> (pu T 4</>u</>xu(/>x T 6 Duu(f)(f)x cf>tt T Duuu(j) 0. (2.28iii)

We use the Direct Search strategy to get some conditions to simplify our problem. We 

find an equation of the form

(ptDuu (Duu DuuuuuDuuu 2DUUDUUUU DUUUUDUUU)A(uj D) 0,

where A (u,D) is an ordinary differential equation in D(u), consisting of approximately 

150 terms. If cf>t =  0 we are not much better off than before; (2.28iii) is still a linear 
equation for D(u) but is just as intractable to solve. Also, assuming A (u,D) — 0 is of
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little help as an equation of this size is somewhat meaningless. We proceed by using the 
other condition on D(u) we have found, which is in fact the equation we used to classify 
D(u) in the previous section, equation (2.12). This gives us six canonical cases to consider,

(1) D{u) =  i u2

(ii) D(u) = u3 +  CU,

iii) D(u) =  un +  CU,

» D(u) =  eu +  cu,

(v) D(u) = In u + cu,

Vi) D(u) =  u lnu +  cu.

In each case (2.28i,ii) gives us that

for n ^ O , 1,2, 3,

cj) = A(x)u + B(x, t), (2.29)

which we substitute into (2.28iii) and equate independent functions of u to zero. (These 
independent functions are often powers of u, but may also involve terms like Inn or e“ .) 
In the remainder of this section for convenience we will denote the derivatives of A with 
respect to x with subscripts despite the fact that they are not strictly partial derivatives. 

Note that if </> =  0 we are left with the equations

û f — 0, ux — 0,

to solve, which give the trivial solution u(x,t) =  c\t +  c2.

Case 2.4.1 D(u) — \u2. We have a system of three equations to solve for A and B,

Axx +  5AAX +  2 A3 — 0,

AXXxx A 10̂ 1 xx Ax -f- Bxx +  4AAXXX

+  6 A2 Axx +  12,4^ +  4 A3 Ax +  5 BAX +  4 A2B + 3ABX =  0, 

Bxxxx +  4 AXBXX +  4BAXXX +  6 B AAXX +  SB A2.

(2.30i)

(2.30U)

+  4BA2 Ax +  6 AXXBX +  2B2 A — Bfj +  4AAXBX +  3BBX

We can simplify equation (2.30i) by making the transformation A =  
the new equation in '</; can be integrated twice to yield

(S) =ĉ 3/2+«-

=  0. (2.30iii)

ln[i/>(a;)] then

(2.31)

If ci 7̂  0, C2 = 0 we can integrate again to give A =  2/(x +  C 3 ) .  Substituting this 
information into (2.30ii) we get an Euler equation

(x +  a)2 Bxx +  Q(x +  a)Bx +  6 B =  0,
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which has solution

B{x,t) = v(t) + p(t)
(x +  c3 ) 3 (x +  c3)2'

Substituting this into (2.30iii) gives p(t) — 0 and g(t) may take the values 0 or 48. Thus 
we have the infinitesimals

48//<f> =
2 u

+{x +  c3) (x +  c3)3 ’ 

where // =  0 or 1. This gives us the following reduction

R eduction 2.4.1. D(u) =  |u2

u(x,t) = w(t)(x +  c3)2
12/ /

(x +  c3)2'

where w(t) satisfies
d 2w  

d t2
-  6w2 =  0.

This equation is equivalent to the Weierstrass elliptic function equation.

If ci =  C2 =  0 we have the trivial solution of (2.30i), namely A =  0. In this case (2.30ii) 
gives Bxx =  0 so we write B(x,t) in the form B(x,t) =  2f(t)x +  g(t) and substitute this 
into (2.30iii) giving, on equating powers of x to zero, a system of equations to solve for /  

and g

dV
di2 -  6 f 2 =  0,

d t 2 -  6gf =  0. (2.32i,ii)

If /  =  0 then g(t) =  ĉ t +  c3, which leads us to the nonclassical reduction

R eduction  2.4.2. D(u) =  \u2

u(x, t) =  w(t) +  {ĉ t +  c5)x,

where w(t) satisfies
d2w
dt2

— ( c^ t  +  C5)2,

which is easily solved to yield the exact solution

u(x,t) =  —  +
C4Î4 , c4c5t3 cjt2 j

+  ~ Y ~  +  C6 t  +  c7 +  (c4t +  c5) x .

If /  ^  0 then equation (2.32i) has solution f ( t )  =  p ( t  + ¿o; 0,53)1 and because (2.32ii) 
has one solution g =  f, we find the general solution as

g { t )  =  f ( t ) c8 +  c9
d s

We then have the nonclassical reduction
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R eduction 2.4.3. D(u) =  ì u2

u(a;, i) =  io(i) +  f(t)x2 +  g(t)x,

where w(t) satisfies the inhomogeneous Lamé equation

d2w , , 0,
2— 2p(i +  to;0,g2)w =   ̂ (i), (2.33)

and f(t), g(t) are as described above. The homogeneous part of (2.33) has solution (see 
Ince [1956], p. 379)

w[t) =  ci0uii(i +  t0) +  cn w2{t +  t0),

where w\(t),w2 (t) are the independent functions

wi{t) =  exp {-tC (a )}g ^ y \  w2 (t) =  e x p { t C ( a ) }^ ~ p ,

where ((z) is the Weierstrass zeta function defined by (2.19), rr(̂ r) is the Weierstrass sigma 
function defined by the ordinary differential equation

^ ln cr(z ) =  C(z), (2.34i)

together with the condition

lim ( i h l )  =  1. (2.34ii)

and a is a zero of the Weierstrass elliptic function i.e. p(a) =  0. We find the particular 
integral of (2.33) using the method of variation of parameters, to give the general solution

w ( t )  =  C10W 1 (t  +  t o ) + C n W 2 (t  +  t o)  +  :
1

ft + t o

W{a)

where W(a) is the non-zero Wronskian

d w2
W(a) =  mi­

di

[w1 (s)w2 (t+t0) - w 1 (t+t0 )w2 (s)]g2 (s) ds,

dui! 2 dp— » 2 = - a

which can be verified using the following addition theorems

C(s±i) = COO ±C(*) + \
o(s +  t)a(s - t )  =  -cr2 (s)o2 (t)[p(s) -  p(t)]

(see Whittaker and Watson [1927], p. 451).
We now have to show what happens if c2 ^  0 in (2.29). First notice that by making

the transformation A =  2—  ln[i/>(x)] we can simplify (2.30i) and integrate it twice to yieldd.x

2

p'(s)Tp'(t)
. p(s) -  pit) . ’

dtp
dx aiip 6 +  a2 (2.35)
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where a\, a2 are arbitrary constants. If a2 =  0 we get A =  l/(2 x  + c\2), which on 
substituting into (2.30ii) gives an inhomogeneous Euler type equation to solve for B(x,t). 
The result is substituted into (2.30iii) and found to be inconsistent with this last equation. 
If we make two further transformations, V’ =  P 2 (x) in (2.31), and t/j =  P 1 2̂ (x) in (2.35), 
then

M x) =  (2-36)

in both cases and both equations become of the form

P 2 ( ^ )  = 4 a 3p 3 - « 4 ,  (2.37)

which has solution (for which we have set <23 =  1 without loss of generality)

P{x) = p(£;0,a4), ^
1

dx p( £ ; 0  ,a4) ’

where p(£; 0 2 , 9 3 ) is the Weierstrass elliptic function satisfying

dp V  , 3 —  1 = 4 p  -  g2p -  g3. (2.38)

The difference between the two transformations is that from (2.31) 0,3, 0,4 are a rescaling 

of ci, c2 respectively, whereas from (2.35) they are a rescaling of a2, a\ respectively. This 
means that unless A is of this form for 0304 ^  0 then either it is not a solution of the 

system or it has been discussed previously. To show that there are no solutions of this 
form, we firstly simplify the calculations by showing that if A is given by (2.36) then B is 

a function of x only.

We take the diffSpoly of (2.30ii,iii), seeking to remove t-derivatives first, then reduce the 
result with respect to (2.30iii) which leaves the result as an ordinary differential equation 
for B with t a parameter. Successive applications of reduce to this ordinary differential 
equation and equation (2.30Ü) leaves a polynomial in B of degree four whose coefficients 
are expressions in A and its derivatives i.e. strictly functions of x. Then unless each of 
these coefficients is zero, B is necessarily also a function of x only. If we look at the 
coefficient of x4,

cl̂ A 4  ̂ T  &qA ^ A x T  0 -yA ^ A 2 T c ig A 4 A^. T q q A 2A 4 -f ciiqA ^ ,

where a5, ..., o i0 are known constants, and only the first derivatives of A are present because 
second derivatives and higher can be removed using (2.30i). Using the transformation 
(2.36) together with (2.37) yields

d p
a, 3 — — (bict^P̂  +  b2 a\a^P  ̂ +  b^â â P̂  +  6 4 0 . 4 ) ,  

da;
(2.39)
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where the b\,..., 64 are known constants and 03, 04 are as seen in (2.37). Since aj,—  /  0
dx

to ensure we are not repeating previous work, and because P does not satisfy an algebraic 
relation, expression (2.39) is non-zero; hence by arguments above Bt =  0.

With Bt =  0 both (2.30Ü) and (2.30iii) are ordinary differential equations for B which, 
as previously, we may successively reduce to a polynomial for B. In fact we can go further 
than this and reduce our expressions to a single equation involving A only (being careful to 
check that setting the highest coefficient and séparant of each expression to zero doesn’t 

yield any solutions). We may remove second and higher order derivatives of A using 
(2.30i), then transform this using (2.36) and (2.37) into

d p N
—  ' £ c na%a?-nP 3n =  0, (2.40)

71 =  0

where the cn are known integers (not all zero). This is similar to (2.39) and indeed by 
the same arguments, namely the fact that P doesn’t satisfy an algebraic relation and we 
have no desire to repeat earlier solutions, equation (2.40) represents a contradiction, and 
we are done.

Case 2.4.2 D(u) — u3 +  cu. The system we must solve in this Case is

Axx +  %AAX +  6ff3 =  0, (2.41i)

8BAX +  0ABx T 14A2 B T Bxx — 0, (2.41 ii)

18BBX T SOB A T Axxxx T cAxx 4- 10AXXAX T 4AAXXX

+  6 A 2 AXX +  12 AA2x +  4A3 Ax +  2 cAAx =  0, (2.41iii)

6 B 3 +  Bxxxx +  4 AXBXX +  cBxx +  0AxxBx +  4 AAXBX

T 4BAxxx -j- 0BAAXX 8BA2C -t- 4BA2 Ax +  2cBAx — Bff =  0. (2.41iv)

It makes sense to try to solve (2.41i) for A(x) first. Writing A(x) =  ln['0(.'r)] and
substituting into (2.41i) we get

R ^ p L  +  R m  -  +  m m  -  1) ( B- 1 ) 7 =  0.
axó ax dxz \ ax )

Choosing R =  | or R =  1 eliminates the last term leaving an equation that we can 
integrate to a first order equation, i.e. if R =  1,

d^ V  , - 4 ,_ . 1  = Clip + c 2,

and if R. =  |,

( S )  = ^ 4/3+c-
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If C2 =  0 we find A =  l/(3x  + C5), and if C4 =  0 we find A — 1 /(x +  c6). We now consider 
four special cases

(i) A = 0,

(ii)

(iii)

(iv)

A =

A =

1
x +  c6 ' 

1
3x +  C5 ’

A none of the above.

Subcase 2.4.2(i) If A =  0 then from (2.41ii,iii) we must have Bx =  0. There is also a 
condition on B(t) from (2.41iv),

d 2B -  6B 3 =  0.

We may integrate this with respect to t to yield

(2.42)

If C7 =  0, we have B =  l / ( c 8 — >/3 f), else B(t) is solvable in terms of Jacobi elliptic 
functions. Solving the invariant surface condition gives the following nonclassical reduction

R eduction  2.4.4. D(u) — u3 +  cu

u(x, t) =  w(t) +  xB(t),

where B(t) satisfies (2.42) and w(t) satisfies

d 2w
dt2

- 6  B 2 {t)w =  0. (2.43)

If B =  l / ( c 8 — v^ i), solving (2.43) yields the exact (canonical) solution

u(x, t) = Cyt2
X

?

which is not a special case of any classical reduction.
If c7 /  0 then we set c7 = 1 without loss of generality, and then B =  i sn(t; i) / \/3 where 

sn(t; k) is the Jacobi elliptic function with modulus k. and (2.43) takes the Jacobian form 

of the Lamé equation
+  2sn2(f; i)w -  0. (2.44)

The Jacobi and Weierstrass elliptic functions are related by (see Whittaker and Watson 

[1927])
p(y; 9 2 , 9 3 ) — e3 + (e2 — e3)sn2(t; k),

where t =  y\fe\~~el +  i K', where 2i K' is the imaginary period of sn(i), the ei, e2 and e3 
are roots of the cubic 4t3 — g2t — 9 3  =  0, and (ei — e3 )k2 =  e2 — e3. Equation (2.44) may
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thus be transformed to the better known Lamé equation written in terms of Weierstrass 
elliptic functions

^  -  {h +  2p(y)}w =  0, (2.45)

where h =  —2e3 is constant. Equation (2.45) has solutions

/ \ r .,a(y + a) ,.a(y — a)
wi{y) =  exp{-2/C(a)} , w2 (y) =  exp{y((a)} u ,

°\y) cryy)

where p(a) — h — — 2e3, and ((z) and a(z) are the Weierstrass zeta and sigma 
functions respectively, defined by (2.19) and (2.34) respectively. Since h ^  ei,e2,e3 then 
wi(y),w2 (y) are in general distinct so the general solution is their linear combination.

Alternatively we can note that w = B is one solution of (2.43) so we can find the 
general solution in terms of quadratures. This yields the exact (canonical) solution

u(x,t) =  B(t) (x +  cg J . (2-46)

where B(t) satisfies (2.42).

Subcase 2.4.2(H) If A =  l/(x + c&) it is easy to show using the Direct Search strategy 
that for system (2.30) to be satisfied it is necessary for B =  0. We note that if B =  0, then 

if A /  0, we again use a Direct Search on system (2.30) and can show that necessarily 
A =  l/(x  +  c6). Thus we have infinitesimal

,  «9 =  — ;---- ,x +  c6

which gives the nonclassical reduction 

R eduction  2.4.5. D(u) — u3 +  cu

u(x,t) = w(t)(x +  c6),

where w(t) satisfies

=  0.

This is in fact a special case of the exact solution (2.46), when c9 =  0.

(2.47)

Subcase 2.4.2(iii) If A — l/(3x +  C5), equation (2.30ii) becomes an Euler-type ordinary 
differential equation for B with solution

B(x,t) =  y(t)( 3x +  c5)_5/3 +  p(t)( 3x +  c5)2/3,

where r/(t) and p(t) are arbitrary functions. However for no values of p(t) or c can we
make this combination of A, B consistent with the remaining equations (2.30iii,iv); there 
are no solutions in this Subcase.
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Subcase 2.4.2(iv) We can differentiate (2.41iii) with respect to t to give, on simplifying

3 BfBx +  3BBxt +  lOBBfA — 0. (2.48)

For A A 0, A must satisfy (2.41i) so we again write A in the form A(x) =  R—  lnh/da;)]
dx

(for R =  1 or R. =  |). If Bt A 0 we can write

lOi? d
3 da; MV-M] =  f  +  I f  :

which we can integrate with respect to x , to yield

10R
■in if} =  Ini? +  In Bt — In /(f),

where / ( f )  is an arbitrary function of integration. We can exponentiate and integrate with 
respect to f

i.e.

J  sds =  ip 10R/3 (x) I  f(s)ds, 

B 2 =  g(t)ip-1 0 R/3 {x) +  h(x), (2 .4 9 )

where g(t) =  2 j* f(s) ds and h(x) is an arbitrary function of integration. However this is 
only a solution of (2.48), not of (2.41iii). We substitute this solution into (2.41iii) together 

with our other information, and find a linear first order ordinary differential equation to 
solve for h(x). This has solution

, , \ 80cic2 ; _8 , ccx _g 160c? 12
h{x) =  — —  ip + — ip +  ’

for R =  1, and for R =

h(x) = + 8OC3C4 ,_ 8/3 , 
567 '

I 6OC4 4

Note that the arbitrary function of integration is consumed by g(t). Substituting our 
expressions for A and B into (2 .4 1 Ü ), for each value of R , along with our relations on 
ip(x) and h(x), gives an equation in ip(x) and g(t) which is a quadratic in g{t). For the 
coefficients of this quadratic to be zero we find ci =  c2 =  C3 = C4 =  0 which means A =  0, 
in contradiction to our assumption otherwise. If they are not zero, solving the quadratic 
for g(t) gives g(t) =  k(x) for some function k(x), so g(t) is at best a constant. From (2 .4 9 )  

this implies that Bt =  0, yielding another contradiction. Hence we have shown that if we 

require ABt A 0 then there are no solutions.
Thus we are left with solving (2 .4 1 )  where A and B are functions of x only (and 

not one of the Subcases already considered). Firstly we r e d u c e ((2 .4 1 iii) ,[(2 .4 1 i)] , ¿ 1 ) ,  

then r e d u c e ( (2 .4 1 i i) ,[ (2 .4 1 i) ,M ], k2) and k2 is a quartic in B. We obtain another quartic 

in B by r e d u c e ((2 .4 1 iiii) ,[ (2 .4 1 i)] , ¿3), reduce(Jc3,[(2.41ii)], M), r e d u c e (M ,[(2 .4 1 i)] , kb),
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reduce(Jc5,[Jcl], k6 ), k6 being the required quartic. We can now use reduce to remove 
the Iks from ic6 and k.2 to get an expression of the form

' £ iaiA2nA ? - n =  0,
n = 0

which we can factor as
N

a N  PJ (A2 +  bnAx) =  0,
71 = 0

for some bn 6 C and â v is a (known) non-zero constant. For a candidate equation 
A 2 +  bjAx =  0, to be consistent with (2.30i) it is necessary for bj to take the values 1 or 

| (or .A =  0) which are precisely the Subcases 2.4.2(h) and (iii) above. Thus there are no 
more solutions.

Case 2.4.3 D(u) =  un +  cu for n /  0,1,2, 3. We initially split this in two, when n =  4 
and when n 7̂  4. Firstly we will consider the case when n =  4. The determining equations, 
once we write <j) =  A(x)u +  B(x,t), yield

Axx +  11AAX +  1 2 A3 =  0, (2.50i)

11BAX T 9 ABX +  30 A2 B +  Bxx =  0, (2.50ii)

3 BBX +  8 B 2A =  0, (2.50iii)

24 B 3 +  Axxxx +  cAxx

+  10AXXAX +  4 AAXXX +  6 A2 Axx +  12 AA2 +  4 A3 Ax +  2 cAAx =  0, (2.50iv) 

f3Xxxx T 4lAxBxx -f- cBxx 0AxxBx 4- 4AAXBX

+  4BAxxx +  0BAAXX T 81?A2 +  4BA2 Ax -f- 2cBAx — Bn =  0. (2.50v)

We reduce( (2.50ii),[(2.50iii)], kl) to yield

B 3 (75Ax -  118A2) = 0.

The equation 75Ax — 118A2 =  0 is not consistent with (2.50i), unless A =  0 which implies 
(from (2.50iv)) that B =  0. Thus we take B =  0, then the n — 4 case fits into the pattern 
for general n, namely B =  0 and A(x) satisfies the overdetermined system of ordinary 
differential equations

A

A

xx +  (3n -  1 )AAX +  n(n -  1 ) A J =  0 , 

xxxx T  cAxx T  1 0AXXAX

T  4AAXXX 4~ 0A2 Axx T  1 2AA2 +  4A2 Ax +  2 cAAx =  0.

(2.51i)

(2.51ii)

We use successive reduction of these two equations to reduce the order and the degree of 
the highest derivative term until we get a polynomial in A alone (noting along the way
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the special cases when the highest coefficient and/or the separant are zero). Since we do 
not want A =  0, each coefficient of our polynomial in A must be zero. There are three 
scenarios in which the system (2.51) is compatible (not including values of n  which we 
have considered previously (n = 0,1, 2, 3)):

(i) if n = |, c = 0, we have A =  2/(x + ci) which leads to the nonclassical reduction 

Reduction 2.4.6. D (u) = u 1/ 2

u(X ,  t) —  w(t)(x +  Cl)2,

d2ic
where w(t) satisfies ■ =  0, which gives the (canonical) exact solution d

u(x, t) =  c2 x 2 t.

This solution is a special solution of the classical scaling reduction 2.2.2.

(ii) if n =  4, c =  0, then A =  3/(x +  C3) which gives the nonclassical reduction

Reduction 2.4.7. D(u) =  u1̂ 3

u(x,t) =  w(t)(x +  c3)3,

0. This gives the exact (canonical) solution 

u(x, t) =  C4x3 t.

This is not a special solution of the classical scaling reduction 2.2.2 (though u(x, t) =  c$x3 

is in this case).

(iii) if n =  |, c =  0, then our infinitesimal cf) is cf) =  3u/(x +  c$) which on solving the 
invariant surface condition gives the following nonclassical reduction

where w(t) satisfies d2w
liP

Reduction 2.4.8. D(u) = u5/ 3. We set cq — 0 without loss of generality to yield

u(x, t) — w (t)x3,

where w(t) satisfies
d2ui 
d t2

-  20w5/3 = 0.

Making the transformation w =  W 6 yields the rational equation

f d W Y
3w ^ S ~ + 6 [ Y )

(2.52)

(2.53)

to which we apply the ARS algorithm. There is a dominant behaviour like W  (z) ~
1 /9

±  ( ! )  (z — zo) ^ 1 with z0 arbitrary, which in fact continues to give the correct number
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of arbitrary constants without any branch points. However, balancing the first, two terms 

in (2.53) yields behaviour like W(z) ~  a0(z -  Zq)1/3, so we conclude that (2.53) is not of 
Painlevé-type.

We can integrate (2.52) once with respect to t to yield

( ^ )  =  15u,8/3 + 2c7- (2-54)

If C7 =  0 we find the exact (canonical) solution

u(x,t) 3 / t 5 x 3 
25f3 ’

which is a special solution of reduction 2.2.2, whilst if C7 7̂  0 the reduction is genuinely 
nonclassical, and (2.54) is solvable by quadratures.

Case 2.4.4 D(u) =  eu +  cu. The determining equations give us that A(x) =  0 and we

have a system of two equations to solve for B(x,t),

3 BBX +  Bxx +  B 3 =  0, (2.55i)

44Xxxx T eBXx — 0* (2.55ii)

To solve this system we first solve (2.55i) by making the Cole-Hopf transformation 
B =  —  [lntp(x)] which helps find the solution as

B{x,i)
2 F(t)x +  G(t) 

F{t)x2 +  G(t)x +  H(ty

where F(t), G(t) and H(t) are arbitrary functions. Substituting this into (2.55Ü) we 
get an eighth order polynomial in x to solve, whose coefficients are nonlinear differential 
equations in F, G and H,

Order x8

2F?F2G -  FttF 3G -  2FtGtF 3 +  GttF4,

Order x7

-  4FtHtF 3 +  4cF5 -  2G2tF 3 +  2F 4 Htt +  3GttF 3G

-  3FttF 2 G2 -  2FtGtF 2G -  2FttF 3H +  4F?FG 2 +  4F?F 2 H,

Order x6

2 FtGtF2H +  2 FtGtFG 2 +  2 GUF 3H

-  8FtHtF 2G +  12F?FGH -  4G2tF2G +  3GUF 2 G2 -  9FttF 2GH

-  3FttFG 3 -  6 GtHtF 3 +  7F 3HttG + UcFAG +  2F 2 G3,



Chapter Two : A Generalised Boussinesq Equation 94

Order x5

48F 5 -  FttG4 -  4FtHtF2H

-  4FtHtFG 2 +  GttFG3 + 6 F 3HttH -  6FttF 2H 2 +  3 GttF 2GH

+  8F 2 FH 2 -  UGtHtF 2G -  12FttFG2H +  9F2 HttG2 -  2G2 F 2H -  2G2 FG 2

-  4F3 H 2 +  22cF3 G2 +  12FtGtFGH -  4cF4H + 8 F 2 G2H +  2FtGtG3,

Order x4

lO ifG W 2 +  roFHttG3 -  10GtHtF 2H -  15FttFGH2 +  120F4G -  5FttG3H

-  10CjF3G F  -  10F2 H2G +  10FtGtG2H +  15F2f i tiG ii

-  10 GtHtFG 2 +  20 cF 2 G3 +  10 FtGtFH 2,

Order x3

AFtHtFH 2 +  240F3G2 +  10 cFG4

+ GiHtt +  6 F 2 HttH 2 -  2GtHtG3 +  AFtHtG2H -  6FttFH 3 -  3GttFGH 2 

+ 12FHttG2H -  20cF 3 H 2 +  UFtGtGH2 -  12GtHtFGH + AF2 H 3 +  2G2tG2H 

-  480F4H +  2G2 FH 2 -  8F 2 H2H -  GaG3H -  9FttG2 H 2 -  8FH 2 G2,

Order x2

-  7FttGH3 +  8FtHtGH2 +  10cFG3iT -  720F 3GH -  3GttG2 H 2

+  9FHttGH2 -  2GtHtFH 2 -  2GttFH 3 +  4G2tGH2 +  2cG5 +  3G3 HttH

-  2GtHtG2H +  240F 2G3 -  30cF2GH2 +  6 FtGtH 3 -  12FH 2GH -  2G3 H?,

Order x 1

240F3H2 -  9cFG 2 H 2 -  3GttGH3 -  m F 2 G2H -  2FttHA -  12cF2 H3 

+ 4cG*H +  120FG4 +  4FtHtH 3 -  AG2 H2H +  2FHttH 3 -  4FH 2 H 2 

+ 3 G2 HttH 2 +  2G2 H 3 +  2 GtHtGH2,

Order x°

-  120 FG3H +  2 GtHtH 3 +  120 F 2 GH2

+  2cG3 H 2 -  6cGFH3 -  GttH4 + GHttH 3 +  24G5 -  2GH2 H2,

We can reduce the equations of coefficients of xl ,...,x7 with respect to that of x8 then 
a;0 to get seven first order equations in F, G and H (kl,...,k7). We reduce k2,...,k7 with 
respect to kl to give 11,...,16. These are of the form

11 : H 3 (FGt -  GFt)(FGGt -  2 HtF 2 +  2FHFt -  FtG2) =  0, 

h : Hfi{F, G, H, Ft, Gt, Ht) =  0 for * =  2 , 6 .
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We now reduce 13,...,16 with respect to 12 to give ml,...,m4

ml : F 4 G(2HF -  5G2){AHF -  G2){HF -  G2) =  0, 

m2 : - F 4 G(AHF -  G2) =  0,

m3 : - F 3G(16HF -  7G2){AHF -  G2 ){F2 H 2 +  G4 +  7FG2 H) =  0,

m4 : GF3(HF A  2G2 ){4HF -  G2 ){AF2 H 2 +  7G4 -  20FG 2 H) =  0.

Thus we have five cases to consider

(i) H =  0,

(fi) H ^  0,F =  0,

(hi) H ¿ 0 ,G  =  0,

(iv) F,G,H ^  0, G2 =  4FH, FGt -  GFt =  0,

(v) F,G,H ^  0, G2 =  AFFI, FGGt -  2HtF 2 +  2FHFt -  FtG2 =  0.

In each case we get the trivial solution F =  G — 0, i.e. B(x,t) =  0.

Case 2.4.5 D(u) =  lnu + cu. Our equations for A{x) and B(x,t) imply that B(x,t) =  0 
which leaves two equations in A(x):

2cAAx T  GA Axx T T  4A Ax T  12AAX A  10AXAXX A  cAxx A  Axxxx 0, (2.56i)

Axx -  AAX =  0. (2.56ii)

We reduce (2.56i) with respect to (2.56ii) which yields

AAx(c A 5A2 A 10AX) =  0. (2.56iii)

This equation and equation (2.56ii) are only compatible if Ax =  0, i.e. A — c\. This is 
consistent with all three equations, and gives the infinitesimal cj) — c\u. This leads to the 
nonclassical reduction

Reduction 2.4.9. D(u) = lnuAcu

u(x, t) =  w(t) exp(ci3:),

where w(t) satisfies the linear equation

d2w;
di2 — c?(c A c?)w =  0.

If c A c\ =  0 then w(t) is linear in t, whilst if c A c{ ^ 0 this gives the exact solution

u(x, t) =  exp(cio:) c2 exp Ci \Jc +  c\ A  A c3 exp i Ci \Jc +  c\ t
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Case 2.4.6 D(u) = u\nu +  cu. Again our equations for A(x) and B(x,t) imply that 
B(x,t) =  0 which leaves two equations in A(x):

2cAAx “f- 6  A Axx 4AAXXX

+ 4 A3 Ax +  12AAX +  10 AXAXX + C-A-xx “1“ A-XXXX A3 +  5 AAX +  Axx — 0, (2.57i)

Axx + 2 AAX =  0. (2.57ii)

We reduce (2.57i) with respect to (2.57ii) which yields

A(A2 +  3Ax) = 0 .  (2.57iii)

Equation (2.57iii) is only compatible with (2.57ii) if A =  0, which gives the trivial solution 

outlined in the preamble to this section.

2.5 Discussion
In this chapter we have classified equation (2.1) by the types of classical and nonclassical 
symmetry reductions it possesses. What is perhaps slightly unusual is the lack of 
nonclassical reductions in the r ^  0 case, unless (2.1) reduces to the Boussinesq equation 
which by contrast has a wide range of reductions. It is clear that in this respect the 
Boussinesq equation is special.

We have tested the ordinary differential equations arising from our symmetry 
reductions to see whether they are of Painleve-type, and have found that only the 
reductions of the Boussinesq equation are. By virtue of the Painleve conjecture (cf. §1.6.2), 
we can conclude that only the Boussinesq equation in the class of equations we have studied 
may be solvable by inverse scattering, and from previous studies (see §2.1) we know that
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Chapter Three:
A class of Nonlinear Third Order Partial 
Differential Equations

3.1 Introduction
In this chapter we are concerned with symmetry reductions of the nonlinear third order 
partial differential equation given by

where e, k, a and 6  are arbitrary constants. The majority of the work in this chapter is 
to appear in Clarkson, Mansfield and Priestley [1996]. Three special cases of (3.1) have 
appeared recently in the literature. Up to some rescalings, these are: (i), the Fornberg- 
Whitham equation (Fornberg and Whitham [1978] and Whitham [1967,1974]), for the 
parameters e — 1, a =  —1, (3 =  3 and k =  (ii), the Rosenau-Hyman equation (Rosenau

and Hyman [1993]) for the parameters e =  0, a = 1, /? =  3 and k =  0, and (iii), 
the Fuchssteiner-Fokas-Camassa-Holm equation (Camassa and Holm [1993], Camassa, 
Holm and Hyman [1994], Fuchssteiner [1981] and Fuchssteiner and Fokas [1981]) for the 
parameters e =  1, a — — 3 and (3 — 2.

The Fornberg-Whitham (FW) equation

was used to look at qualitative behaviours of wave-breaking (see Whitham [1967]). It 
admits a wave of greatest height, as a peaked limiting form of the travelling wave solution 
(Fornberg and Whitham [1978]),

A — ut — euxxt +  2 nux — uu'XXX — auux — (3uxuxx =  0 (3.1)

W 'U'xxt T 'U'x — -f- 3uxuxx, (3.2)

u(x, t) 4
3 exp ( *0- (3.3)



The Rosenau-Hyman (RH) equation

Uf 'utixxx T niix T *̂ tixuxx: (3.4)

models the effect of nonlinear dispersion in the formation of patterns in liquid drops 

(Rosenau and Hyman [1993]). It also has an unusual solitary wave solution, known as a 
“compacton” ,

t f  ~|ccos2{4(a; — ci)}, if \x — cf| < 27T,
=  if (re -  of] > 2

These waves interact producing a ripple of low amplitude compacton-anticompacton pairs. 
The Fuchssteiner-Fokas-Camassa-Holm (FFCH) equation

llf Hxxt T 2/íí/a, ’WlLxxx 3uUx T ^Hxllxxi (3.5)

first arose in the work of Fuchssteiner and Fokas (see Fuchssteiner [1981], Fuchssteiner 
and Fokas [1981]) using a bi-Hamiltonian approach; we remark that it is only implicitly 
written in Fuchssteiner and Fokas [1981] -  see equations (26e) and (30) in this paper 
though is explicitly written down in Fuchssteiner [1981]. It has recently been rederived by 
Camassa and Holm [1993] from physical considerations as a model for dispersive shallow 
water waves. In the case k =  0, it admits an unusual solitary wave solution

u(x, t) =  cexp (—\x — ct\), (3-6)

where c is an arbitrary constant, which is called a “peakon” . A Lax-pair has been 

found by Camassa and Holm [1993] and a bi-Hamiltonian structure by Fuchssteiner and 
Fokas [1981] for the FFCH equation (3.5) and so it appears to be completely integrable. 
Recently the FFCH equation (3.5) has attracted considerable attention. In addition to the 
aforementioned, other studies include those by Camassa, Holm and Hyman [1994], Cooper 
and Shepard [1994], Fokas [1994a,b], Fokas and Santini [1994], Fuchssteiner [1993], Gilson 
and Pickering [1995], Marinakis and Bountis [1995] and Olver and Rosenau [1996].

The FFCH equation (3.5) may be thought of as an integrable modification of the 
regularized long wave (RLW) equation (Peregrine [1966])

i ix x t  V u u x Hf iix  6) (3.7)

sometimes known as the Benjamin-Bona-Mahoney equation (cf. Benjamin, Bona and 
Mahoney [1972]). However, in contrast to (3.5), the RLW equation (3.7) is thought not 
to be solvable by inverse scattering (cf. McLeod and Olver [1983]); its solitary wave 
solutions interact inelastically (cf. Makhankov [1978]) and only has finitely many local 
conservation laws (Olver [1994]). However physically it has more desirable properties than 
the celebrated Korteweg-de Vries (KdV) equation
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Uf UXXx T QllUx 0 (3.8)
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which was the first equation to be solved by inverse scattering by Gardner et a 1. [1967]. 
We remark that two other integrable variants of the RLW equation (3.7) are

ttxxt "F 2uiif uxdx Ut Uf ux — 0, (3.9)

where («9“ 1/ )  (x) =  J3°° f(y) dy, which was introduced by Ablowitz et a 1. [1974], and

:xt d- uxdx rq ux — 0, (3.10)

which was discussed by Hirota and Satsuma [1976] and are both special cases of the
shallow water wave systems we study in Chapter Five. Also Fuchssteiner [1993] has 
shown that the FFCH equation is related by a hodograpli transformation, then a Bácklund 
transformation to equation (3.9). We also note that (3.5), with k  =  |, (3.7), (3.9) and 
(3.10) all have the same linear dispersion relation uj(k) =  —k/( 1 +  k2) for the complex 
exponential u(x,t) ~  exp{i[A:x + uj(k)t\}.

Recently, Gilson and Pickering [1995] have shown that no equation in the entire class 
of equations (3.1) will satisfy the necessary conditions of either the Painlevé PDE test or 
the Painlevé ODE test (see §1.6 for details) to be solvable by inverse scattering. However, 
the integrable FFCH equation (3.5) does possess the “weak Painlevé” property (cf. §1.6), 
as does the FW equation (3.2).

All these special travelling wave solutions are essentially exponential solutions, or sums 

of exponential solutions, and thus would suggest some sort of linearity in the differential 
equation. This is discussed by Gilson and Pickering [1995], who show that (3.1), with 
er /  0 and ¡3(1 + (3) ^  0, can be written as

((3ux + udx +  edt) (uxx -  y 2u -  2k/(3) =  0, (3.11)

where dx =  d/dx, dt =  d/dt and y 2 =  —a / ( l  +  /?), provided that ea +  (3 +  1 =  0, which 
includes the FFCH equation (3.5). For the travelling wave reduction,

u(x, t) =  w(z), z =  x — c i ,

the resulting ordinary differential equation is

(2k — c)w' +  ecw'" — ww'" — aww' — flw'w" =  0, (3-12)

where ' =  d /dz, which also may be factorised as

(w" -  y 2w +  7) =  0, (3.13),

provided that

y 2 =  —  ̂^  —, (3(1 + P)j — 2 k(1 + (3) +  c(l +  (3 +  ae) =  0.

(3w' +  (w — ec) —  
d z
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This includes all three special cases (3.2)—(3.5); since /3( 1 +/3) is strictly non-zero in these 
three cases then a suitable 7 can always be found.

Furthermore, if 1 +  /3 +  a e  — 0 and e /  0, then (3.1) with k  =  0 possesses the “peakon” 
solution

u( x, t) =  ecexp e-1 / 2|x — ct\) ,

where c is an arbitrary constant. More generally, if a / ( l  +  /?) < 0 , 1 +  (3 +  ae 7̂  0 and 
k ^O, then (3.1) possesses the solution

u(x, t) =  ecexp 2(1 + 0 )k

1 -(“ (3 T ere

An alternative justification of these solutions is given in §3.2. If a / ( l  +  (5) > 0, (3 ^  —1 
and a/3 /  0, then (3.1) possesses the “compacton” solution

, ^ 2[2(1 +  (3)k — (1 + /3 + ae)c\ 2u(x, t) =  -------------------- -------------------cos
afi

1 / 2

(x — ct)

where c is an arbitrary constant.

In the following sections we shall consider the cases e =  0 and e /  0, when we set e =  1 
without loss of generality, separately because the presence or lack of the corresponding 

third order term is significant. In §3.2 we find the classical Lie group of symmetries 

and associated reductions of (3.1). In §3.3 we discuss the nonclassical symmetries and 
reductions of (3.1) in the generic case. In §3.4 we consider special cases of the the 
nonclassical method in the so-called t  =  0; in full generality this case generates a single 
equation which is considerably more complex than our original equation! In §3.5 we discuss 
our results.

3.2 Classical symmetries
To apply the classical method we consider the one-parameter Lie group of infinitesimal 
transformations in (x, t, u) given by

x* — x +  e£(x, t, u) -1- 0 (e 2), (3- 14i)

t* =  t +  er(x, t, u) +  0 (e2), (3.14ii)

u* =  u +  e(f)(x, f, u) +  0 (e2), (3.14iii)

where e is the group parameter. This procedure yields a system of linear determining 

equations. There are two cases to consider.

Case 3.2.1 e =  0. In this case using the MACSYMA package symmgrp.max we obtain the 
following system of ten determining equations

=  0 (3.15i)



rx =  o, (3.15ii)

fix =  0, (3.15iii)

ucpuuu T (3(puu 0? (3.15iv)

3u2 (f)uu +  f5u(j>u -  13(f) =  0, (3.15v)

3u(j)xu 3u^XX T (3(px — (3.15vi)

3u<t>xuu 3“ PCxx — O5 (3.15vil)

Ttu -  3£xu +  <t> =  0, (3.15viii)

(pxxxu T ((xu 2n)(f>x cj)f — 0, (3.15ix)

3u (j>xxu T (3ucf>xx 2Ht(p u £xxx 3“ (2cnu 4ku)£x T û t — 0. (3.15x)
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Next applying the reduceall algorithm in the MAPLE package d iffgrob2  to this system 
yields

(2 +  /3)£xx =  0 , (2 +  (3) [au£xt +  £tt -  2 < xi] =  0, £u =  0,

t x  0, 2( X t l ^ x  T  2k x̂ \ f f  2/iTt — 0, t u  — 0,

(2 + /3)[2K(p +  (2 au2 — 4 ku) (x +  û t] =  0.

This is simple enough to solve; there is no need to do the full Kochin-Ritt algorithm in this 
case. The factors which are listed by d iffgrob2  as having multiplied the system (3.15) 
during the application of reduceall are (3 +  2 and k. Thus initially we have special cases 
when (3 — — 2 and k =  0, and combinations thereof. It transpires that the special case 
/3 =  —2 is purely an artefact, but when considering the special case when k — 0, we find 
another special case, when a =  0. For the two special cases (a) k =  0, a ^  0, and (b) 
k  =  a =  0, applying the reduceall algorithm of d iffgrob2  to (3.15) yields

(a) k — 0, a 7̂  0 2 (xû x +  £t — 0, £tt = 0,

II O £ II CD Tu =  0,
2 ouj) +  2 auTt +  3̂ *.

(b) k =  a =  0 (11 — 0) =  0, </>y si II 0

Tx =  0, Ttt =  0, Tu =  0,
(¡> — 3 u£x +  UTf =  0

Hence we obtain the infinitesimals listed in table 3.2.1.
Table 3.2.1

Parameters £ r

a ^ 0 2 tcc3t + c\ c3t + c2 c3u (3.16)
a =  0 C 4X  +  2k(c3 — C4)i + Cl c3t +  C2 (3c4 -  c3)u (3.17)

where ci, C2, C3, C4 are arbitrary constants.
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Solving the invariant surface condition yields four different canonical reductions

R eduction 3.2.1. a and k arbitrary. If 03 =  04= 0 in (3.16-3.17) we may set ci =  c 
and C2 =  1 and we obtain the travelling wave reduction

u(x, t) =  w(z), z =  x — of,

where w(z) satisfies

ww'" +  aww1 +  (3w'w" +  (c — 2 k)w' =  0. 

This can be integrated to yield

ww" +  (̂/3 — l)(w' ) 2 +  ^aw2 +  (c — 2 k ) w  — A,

where A is an arbitrary constant. Multiplying this by 2 w' and integrating again yields

K )  +
a 2 2(2k — c)

1 + /3 w‘  +
P

w = 2 A
+ BW1- 0, (3.18)

where B is an arbitrary constant, for (3 ^  —1,0,1. Generally if (3 ^  —1,0,1, then (3.18) 
is solvable using quadratures, though for certain special values of the parameters there 
are explicit solutions. For example (i), if (3 =  — 2 or (3 =  —3, then (3.18) is solvable in 
terms of Weierstrass or Jacobi elliptic functions, respectively, (ii), if B =  0, then (3.18) is 
solvable in term of trigonometric functions, and (iii), if c = 2 k and ¡3 = 3, then w(z) can 

be expressed in terms of trigonometric functions via the transformation w(z) = v1/ 2.

In the special cases (3 =  —1,0,1 we obtain the equations

(u /)2 + aw2 In re + 2 (2 k — c)w =  Bw2 — A, 

(w1 ) 2 +  aw2 +  2 (2 k — c)w In re = Bw — 2 A, 

(w' ) 2 +  aw2 +  2 (2 k — c)w = B — Alnw,

respectively, with A and B arbitrary constants. If the coefficient of In -w in these equations 
is zero, then w{z) is expressible in terms of elementary functions, otherwise in terms of 
quadratures.

R eduction  3.2.2. a and k arbitrary. If C4 =  0 in (3.17) and if C3 ^  0 in (3.16-3.17), 
then we may set C3 =  1, Ci =  c and C2 =  0, without loss of generality, and obtain the 
reduction

u(x,t) =  t~1 w(z), z — x — c In t — 2k1 , (3.19)

where w(z) satisfies

ww1" +  (3w'w" +  aww' +  cw' +  w =  0.
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Reduction 3.2.3. a  =  0, k  arbitrary. If C3 7̂  0 and C4 ^ 0 in (3.17), we may set 
C4 =  m +  |, C3 = 1 and C\ — C2 =  0, without, loss of generality, and obtain the reduction

u(x, t) =  w(z)t3m, z =  ( x -  2 Kt)trm~ ^ 3,

where w(z) satisfies

ww'" -f f3w'w" +  (m +  |)zw' — 3 mw =  0.

Reduction 3.2.4. a = 0, k  arbitrary. If C3 = 0 and C4 ^  0 in (3.17), we may set C4 = m, 
Ci — 2 k  and C2 =  1, without loss of generality, and obtain the reduction

u(:e, t) =  w{z)e3mt, z =  ( x -  2/tf)e~mi,

where w(z) satisfies

ww"' +  ftw'w" + mzw' — 3 mw =  0.

Case 3.2.2 e =  1. In this case we obtain the following system of eleven determining
equations:

t u =  0, (3.20i)

TX =  0, (3.20U)

= 0, (3.20iii)

<t>uu =  0, (3.20iv)

2<j)Xu ~ ixx =  0, (3.20v)

/3(u<j)u -  (f> +  £t) =  0, (3.20vi)

4> + urt -  u£x - C  =  0, (3.20vii)

3iti(f)x>u f- (piu ~b 3'//£xx 2 x̂t 0, (3.20viii)

u(j)XXu ~b $ "b ttTi 3£xrt ~~ C 0, (3.20ix)

acpxxx ~b 4*xxt ~~ 4>t ~b ( o r /  2 k ) 0 x  — 0, (3.20x)

3iZ f i x x u  "b 2lL(f)xtu ~b (3u(f)xx

+  2K(j) -  U2(xxx -  û xxt +  (2cm2 -  4k)£x +  [(a + l)rz -  2k\C =  0, (3.20xi)

As in the previous case, we apply the reduceall algorithm in the MAPLE package d if  f  g r o b 2 ,  

to this system, which yields

=  0, ( a + l )£ «  =  0, e« =  0,

t x =  0, 2KTt -  (0 + l)£t = 0, t u =  0,

2 K(j) =  [2 k  — (a + l)?/]£t.



This shows that, there are two special values of the parameters, namely a =  — 1 and k =  0. 
For the three special cases (a) a = —1, k /  0, (b) a /  —1 , k =  0 and (c) a — —1, k =  0, 
applying the reduceall algorithm of d iffgrob2  to (3.20) yields
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(a) a =  —1, k /  0 Z* =  0, itt = 0, in = 0,
Tx = 0, n := 0, Tu ■= 0,

4> =  it-

(b) a —1, k =  0 ix =  0, it -■= 0, iu = 0,

1~X 0, Ttt = 0, Tu =  0,
(f) = -U T t .

(c) a =  —1, k =  0 Zx =  0, itt = 0, in =  0,
Tx = 0, Ttt = 0, Tu = 0,
(j) -  + UTt =  0.

Hence we obtain the infinitesimals as recorded in table 3.2.2.
Table 3.2.2

Parameters Z T <t>

k / 0 C3 t  +  Cl (1 +  a)c3t
I k +C2 C3

(1 + 0 ) 1 1

2k
(3.21)

a / - l , K  =  0 Cl C ^ t  +  C2 —C4 11 (3.22)

3 II 1 1—
1 II O C3 1 +  Cl c4f +  c2 c3 -  c4 u (3.23)

where ci, 02,03,04 are arbitrary constants.
There are four canonical reductions.

Reduction 3.2.5. a and k arbitrary. If in (3.21-3.23) c3 =  c4 =  0, we may set c\ — c 
and C2 =  1 without loss of generality. Thus we obtain the reduction

u(x,t) =  w(z), z =  x — ct,

where w(z) satisfies

ww'" — cw'" + (3w'w" +  aww' =  (2k — c)w'.

This can be integrated with the help of the transformation w —>• W  +  c to yield

W W "  +  \{p -  l)(W ' ) 2 +  ±c*W2 =  [2k -  (1 +  a)c\W + A,

where A is an arbitrary constant. Then multiplying through by W ‘i~2 W' and integrating 
again yields

(W ' ) 2 + aW 2

/3 + T
2[2k -  ( 1  +a)c\W

¡9
+

2 A
+ B W 1- 0, (3.24)
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provided that (3 ^  —1,0, —1. Generally if (3 ^  —1,0,1, then (3.24) is solvable using 
quadratures, though for certain special values of the parameters, there are explicit 
solutions. For example (i), if (3 = — 2 or (3 — —3, then (3.24) is solvable in terms of 
Weierstrass or Jacobi elliptic functions, respectively, (ii) if B =  0, then (3.24) is solvable 

in term of trigonometric functions, and (iii) (1 +  a)c =  2k and /3 =  3, then W(z) can be 
expressed in terms of trigonometric functions via the transformation W(z) =  v1'2.

In the special cases /3 =  — 1,0,1 we obtain the following equations,

{W ' ) 2 +  aW 2 In W =  —2 [2 k  -  (1 +  a)c]W - A  +  B W 2,

(W ')2 +  a W 2 =  2[2k -  (1 +  a)c]W  In W -  2A + BW,

2{W ' ) 2 +  aW 2 =  4[2k -  (1 +  a)c)W + 4A In W + B,

respectively, where A and B are arbitrary constants. If the coefficient of In W  in these 

equations is zero, then W (z) is expressible in terms of elementary functions, otherwise in 
terms of quadratures.

We note that equation (3.24) may be written in the form

— (w — ec)P 1 (w')2 =  — — ^{w — ecŸ  1 —-D (3.25)

+
a

(3 - 1
w

0 - 2

(w -  ec) 0 1 +  —[C(P +  1 +  ea) -  2k{(3 +  1)] ^
{-ecY ~ n ~ 2 ( ( 3 -2

71 =  0 n +  2 n
w

where
_  2(—ec)P[c((3 +  1 + ea) -  2k ((3 +  1)]

(3((3-l){(3+\)

for (3 > 2 an integer, and e has been reintroduced into the equation. The constant B is as 
found in (3.24) and A in (3.24) is related to C by C = 2A +  ec(eca — 4k +  2c). Requiring 
that w and its derivatives tend to zero as z -A ±oo forces us to set D =  C =  0. In the 
work of Camassa and Holm [1993] the condition that c((3 +  1 + ea) — 2 k ((3 + 1) —> 0 
is equivalent to their k —> 0 which induces the peakon solution, and certainly when 
c((3 +  1 +  ea) — 2 k ((3 + 1) =  0 equation (3.25) becomes

(w -  ecY 1 (̂ {w' ) 2 +  - a- =  0.

We obtain the peakon solution of §3.1 as the composition of two exponential solutions 
with a discontinuity at the peak. At this discontinuity we assume the peak has amplitude 
w — ec. This argument is consistent with the peaked solutions (3.3) and (3.6) (see Gilson 
and Pickering [1995]).

R eduction 3.2.6. a ^  —1, k arbitrary. If C3 7̂  0 in (3.21), we may set C3 =  1, C2 =  0 
and ci =  2kc/(1 +  a), without loss of generality. Thus we obtain the reduction

u(x, t)
w(z) + c

+
2k 2kî

1 +  a
c In t,

t 1 +  a z — x — (3.26)
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where w(z) satisfies

ww'" +  (3w'w" — w" +  aww' +  (a +  1 )cw' +  w +  c =  0. (3.27)

If c4 ^ 0 in (3.22) we may set c4 =  1, C\ =  c and c2 =  0 to obtain the reduction (3.26) 
with k =  0.

Reduction 3.2.7. a. =  —1, k, arbitrary. If c4 =  0 in (3.23) and if c3 0 in (3.21) and 
(3.23), then we set c3 = m, ci =  0 and c2 =  1, without loss of generality. Thus we obtain 
the reduction

u(x,t) = w(z) + mt, z =  x — i mt2, (3.28)

where w(z) satisfies

ww'" +  /3w'w" — ww' — 2 nw' — m =  0,

which may be integrated to yield

ww" +  \{(3 — l)(w' ) 2 — TjW2 — 2 k w  — mz =  A, (3.29)

where A is an arbitrary constant.

R eduction 3.2.8. a =  —1, k =  0. If c4 ^  0 in (3.23) we may set c3 =  m, c4 =  1, c4 =  c 
and c2 =  0, without loss of generality. Thus we obtain the reduction

u(x, t)
w(z) +  c 
----- -------- f m, z = x — mt — c In t, (3.30)

where w(z) satisfies
ww'" +  fiw'w" — w" — ww' +  w +  c =  0. (3.31)

3.3 Nonclassical symmetries (r /  0)
To apply the nonclassical method we advocate the algorithm described in Clarkson and 
Mansfield [1994c] for calculating the determining equations, which avoids difficulties arising 
from using differential consequences of the invariant surface condition.

In the canonical case when r ^  0 we set r  =  1 without loss of generality. We proceed 
by eliminating ut and uxxt in (3.1) using the invariant surface condition which yields

lltUXXx T  3 fi'Ux'U’XX tKj)uUxx T  2d̂lX'llxx T  ^ uuUx €(f)uuUx 

T  ‘̂ ‘£̂ xu'U’X omux 2e(f>xuux T  2kux T  ££,xxitx ti.cf)xx T  (j> C'ttx — 0. (3.32)

We note that this equation now involves the infinitesimals f  and (¡> that are to be 
determined. Then we apply the classical Lie algorithm to (3.32) using the third 

prolongation p r ^ v  and eliminating uxxx using (3.32). It should be noted that the
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coefficient of uxxx is (e£ — u). Therefore, if this is zero the removal of uxxx using (3.32) 

is invalid and so the next highest derivative term, uxx, should be used instead. We note 
again that this has a coefficient that may be zero, so that in the subcase e£ =  u one again 
must calculate the determining equations in each scenario separately. Continuing in this 
fashion, there is a cascade of subcases to be considered. In the remainder of this section, 
we consider these subcases in turn. First, however, we discuss the case given by e =  0.

Case 3.3.1 e =  0. The first determining equation gives (u =  0, and substituting this into 
the other seven determining equations yields

(fiuuu'a T fS(fiuu ~~ b? (3.33ii)

3(frxuuU +  2(3cfixu -  PCx =  0, (3.33iii)

3(puu,u2 + /3(fiuu -  (3<fi =  0, (3.33iv)

3(f>xuu -  3£xxii +  (3cfix =  0, (3.33v)

(fit'll (fixxxit eafixtt T 2n(fixii T 3 t̂X(fiu (fi — 0) (3.33vi)

(̂fixxutt fiiXxxtt T 2a^xîi T ftcfixx it T 3^^xn T T 2safi £(fi — 0. (3.33vn)

It is quite straightforward to solve these equations and so we obtain the following 
infinitesimals: (a), if a 0

(i)

( n )

£  —  2 k  +

Î =  ci,

Cl

t +  c2’
(fi — 0 ,

—u
t +  c2'

and (b), if a =  0

( Ü )

i =  

i =

(ci T 1)æ -t- 2k(2ci — 1 )f T c2 

3(cii +  C3)
x +  4 u t  +  ci

u
C1Î +  C3’

3f +  c2
=  0,

These are all equivalent to classical infinitesimals. Hence in this case there are no new 

nonclassical symmetries.

Case 3.3.2 e =  1. As discussed in the preamble to this section, we must consider, in 
addition to the general case, each of the singular cases of the determining equations.

Subcase 3.3.2(i) f /  u. We can remove factors of (£ — u) from the determining equations, 
and we find that the second determining equation reads fu =  0. Reducing the remaining
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eight determining equations with respect to this, only the last six are non-zero:

3(t>uuU2 -  6£(t>uuU +  PKu +  3{,2(puu -  (3t,(pu -  p(/> + Piix +  Pit =  0, (3.34iv)

4)uuu'U‘ i^Puuu 4” P*Puu 0} (3.34v)

ix4*u'U‘ 4“ (P̂Uu'U' 4“ fitfix'U' '̂ i4)Xu'U' 4" 4H xx'U ' 4“ 4)tu'U’

(pfpu 4“ £t(f>u i^Ptu i  i x x  4” '^tpxu'U' 3 ix x U  ‘2‘ixt'U'

4- 2i 2 (pxu  4" 2 ^ 0  — 2itix 4" 2H xt — 0, (3.34vi)

2<̂Av̂ x' (pt̂  4- Oicpx'u 2hi(f)xu a£(pxu ~h 2(pxû px̂

4“ 4)(PxXu'U’ 2i (p XU(pX ixxtpx'U' i^ptpxxu 3ixtp'U' 4” 2H X(p 4“ H x x & x  4“ ix ^ p x x ^

£,(Pxxx'U' it*P 4~ (p (ptpxx 4~ (pxxx'u* 4~ (pxxt'U' i4*xxt 4~ it^Pxx 4“ i*Pt = O5 (3.34vii)

2 fi(Pxu'U' ix(Puu'U' Pixx'U 4“ 2 (putpuu'u 4” P H ,X X  '^i^PxUu'U' î p̂ puuu 4“ (ptpUlLu'U’

4- tptuu'U' ~  (ptpuu 4“ it^puu ~  i^ t u u  4- 3 (pxuuu  4“ 2^ (p xuu  ^i^Pu fpuu

4- 2€£x(puu -  2(3£(pxu =  0, (3.34viii)

4ix K U  2(pUu 4)x'U' fitpxx'U' H xx^P u  2hi(p 2(p(pxuu^  2(pxtu'U 4“ £0 4“ i x x t ’U'

4” i x x x 'U  4“ i t i x x  3 (pXxu'U> 4“ 2 (p(pxu H x x t  4“ 2 £  i x  i  *Pxxu ^ i t & x u

4~ a £ (p  4“ ixx^Pu'U' 2 H x ft  i i x x x 'U ' '^iix'U ' 4~ 2 i ( p  UlL^Px 4“ H x i x x

+  4 i<p xxu'U’ +  P& XX + 2 £00 x u u  4” î&utpxu Ĥx̂ PxU ottxu2

-|- oi££ x u  -f- 2£(f)x tu T 2£tK £tu ^xx4* 2 — 0. (3.34ix)

Reducing (3.34v) with respect to (3.34iv) yields

{P — 3) [(u — Q<t>u — 4> +  Hx +  £t] =  0.

If ¡3 =  3, then one finds via another route that the expression in the second bracket is 
necessarily zero. The equation for 0 can be solved to give

<t> = F(x,t)(u -  £) +  ££* +  £t.

When this is substituted into the remaining equations we can then take coefficients of 
powers of u to be zero, and our problem is then solved. The complete solution set is

(a), if a ^  —1

(i) £ = Cl, 0 = 0, (3.35)

(ii)
2 k Cl ( 2k — (1 +  a)u (3.36)(1 +  O')1 t +  c2 ’ 0 ”  (1 +a){t +  c2y

(b), if a =  — 1

£ = Cif +  C2, (f> =  c i , (3.37)
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(c), if a =  —1 and k =  0

( =  ci - _ C 3 _  

t +  C2 0 =
Cl — u
t  +  c2 ’

and (d), if ¡3 =  — 1 and a =  0,

£ =  ci.T — 2ci«i +  C2, (f> =  3ciu — 2ci3; +  4cf/ci — 2ciC2 — 2cik,

(3.38)

(3.39)

The infinitesimals (3.35)-(3.38) give rise to classical reductions, but (3.39) gives the 
following new nonclassical reduction.

Reduction 3.3.1. If in (3.39), we require ci ^  0 we may set c2 =  0, without loss of 
generality, then we obtain

u ( x ,  t )  =  w ( z )  exp (3cit) +  ci^exp ( c \ t)  +  2 k , z  =  ( x  — 2n t  — 2k /c\) exp (—c i i ) , 

where w ( z )  satisfies
ww'" — w'w" +  c\zw' — 3ciw =  0.

Subcase 3.3.2(H) £ =  u, not both ¡3 =  3 and (f)u =  0. We generate five determining 
equations, the first of which is (/? — 3)(/3 — l)<f>uu =  0. If (3 — 3 we find, in contradiction to 
our assumptions, that 4>u =  0. If 4>uu =  0, we write cf> as a linear function of u, substitute 
this into the remaining four determining equations and take coefficients of powers of u to 
be zero. The only solution to these equations is when <f> =  0, provided that k  =  0 and 

a =  —1; ¡3 remains arbitrary (though f3 /  3). The invariant surface condition and (3.1) 
are then solved to give the simple exact solution

, . x +  Cl
U0M ) =  7—— , (3.40t +  c2

where C\ and C2 are arbitrary constants.
The only remaining case to be considered is when ¡3 =  1, and we may assume that 

4>uu 0, since taking <puu =  0 yields the exact solution (3.40) above. In this instance the 
remaining four determining equations are

12k 2cj)xuuu 6 cm 6u 2(p(puuu 3(pu(puu 4 (pXu (̂ptuu — d,

4 >X u rf>Xx'U' 4 >u4*X X x'U J (%4>u 4 )x'U' rf)4 >Xu'U’ ^ ^ P x ^ X X  4” (ptpU U & X X  T  tp tu & X X  <2‘(p u (p x u (p x

T 2KCpu&X 4“ 2(pcpx (j) (puu tp&upxxu PxxtPu 4“ Pt̂ U PPtlL   d,

P u P xU U ^  +  A(X.(j)u U  PPuU PtllPuU  4” PPuPuU U  4“ 6</> 4(p xx  4“ P tu u P u  ^tpxxu'U’

+  4(f>û  2(puufix P̂PxUU 4" 2(j)u(puU 2Qtp PxuPuu'U' ^Pxtu — d,

PPuu'U 4” Q'Cpxu'U' 2PuPuuPx 2ppupxuu P̂uPxXU U 4“ OtCptull 4“ 2PpxuPuu 

2 Kppuu 4" 2ptuPxu 4” ^PPuu  ̂+  ‘̂ Pxxx'U' 20iC'ii. 4“ 2PXu  ̂ *̂ PuPxx

4“ 2(fxpxxu 2pupxu 2pxtuPu 4” ^PPu ~ ^̂ Ptu &PPu 2K(fixu'Uj

4~ P t u ^  4~ Pxu'U' +  2 (pxxt 2 (pt 0 .
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Using the procedures in the package d iffgrob2  with an ordering designed to eliminate 
first derivatives with respect to t, then derivatives with respect to x, one can obtain 
several equations for derivatives of 4> with respect to u only. One can then continue to 
produce lower order and lower degree equations in the u-derivatives of 0, using repeated 
cross-differentiation and reductions. For example, the Direct Search strategy described in 
§1.7.5 may be used. This process suffers from expression swell. No termination of this 

process was observed by us within the computer memory available, and the expressions 
obtained contained thousands of summands! One of three results appear likely. Firstly, 
the process terminates with the highest derivative term being <f> itself, yielding <j> to be a 
function of u alone (note that x and t do not appear explicitly in any of the determining 
equations). Inserting this into the determining equations, one must have that cp is constant, 
a contradiction to our standing assumption in this subcase. Secondly, the process may 
terminate with an inconsistency, and thirdly, the process may terminate but with such a 
large expression that the result is useless.

Subcase 3.3.2(iii) £ =  u, /? =  3, (pu =  0 and not both k and a+1 are zero. One determining 
equation was obtained which was a polynomial in u of degree two whose coefficients are 
functions of x, t only, so the coefficients of powers of u must be zero. These equations were 
easily simplified using the procedures in d iffgrob2  to yield,

k /  0, a  =  —1,

o
'II (3.41)

K yf 0, a  =  —1, —2 k
9 =  ,t +  Ci (3.42)

k arbitrary, a yf — 1, 0  =  Cl exp(C) +  C2 e xp (-O ), . (3.43)

In (3.41) if we solve (3.1) and the invariant surface condition as a system of equations 

we find that the only solution is u(x, t) =  c, a constant.
In (3.42) we can solve (3.1) and the invariant surface condition to give the exact 

(canonical) solution
u(x, t) = —2 k +  x/t,

which cannot be realised by any of the previously found reductions, though it would not 
appear to be a particularly interesting solution. It is interesting to note that performing 
the KolRitt algorithm of d if  fgrob2 on the system comprising the original equation with 
the invariant surface condition led to a simple calculation for u. By contrast, the usual 
procedure of solving the invariant surface condition using the method of characteristics 
and inserting the result into the original equation to obtain the reduction was considerably 
more difficidt due to the implicit nature of the reduction.

In (3.43) we can again solve our problem to yield the exact (canonical) solution

u(x,t) =  ±  (c0 +  Ciec + c 2e-C)1/2, C =  i\/« (x ~
1 +  a  V 1 + a
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which is a special case of the travelling wave reduction 3.2.5.

Subcase 3.3.2(iv) £ =  u, (3 =  3, r/>.u =  0, k =  0, a =  —1. We are left simply with the 
determining equation 4>xx — 0 = 0, which produces the following infinitesimal,

(/> =  g{t)ex +  h(t)e~x, (3.44)

where g and h are arbitrary functions. Hence we have to solve the invariant surface 
condition

uux + u t = g{t)ex + h(t)e~x. (3.45)

It is straightforward to show that every solution of this equation is also a solution of (3.1).

3.4 Nonclassical symmetries (r = 0)
In the canonical case of the nonclassical method when r =  0 we set £ = 1 without loss of 
generality. We proceed by eliminating ux,uxx,uxxx and uxxt in (3.1) using the invariant 
surface condition which yields

lit t&fiuu'ttt ~ tÿxuttt €(f>uUt Ûxxtt (f)u([)x'll (J) (fouu'U' 2</>0;c1xU (j)(j)uu

-  a<f>u -  (34>4>x -  e4>t4>u -  4>u -  4̂>xt -  e#tu +  2ncj) =  0, (3.46)

which involves the infinitesimal (f) that is to be determined. As in the r  /  0 case we 
apply the classical Lie algorithm to this equation using the first prolongation p r ^ v  and 
eliminate ut using (3.46). Also similar to the r / 0  case is the possible existence of singular 
solutions if e ^  0. In fact if e =  1, there is a singular solution if and only if

+  (f>x -  u ~ 2k/(3.

The nonclassical method generates a single equation of 138 terms when e =  1, which 
reduces to 25 terms when e =  0. Since it is not possible to solve these equations explicitly 
(they are more complex than equation (3.1)!) we seek polynomial solutions in u. Whilst 
we tackle the cases e =  0 and e = 1 separately in practice, it is convenient to express our 
results for a general e.

Ansatz 1. cj) =  F(x,t). We obtain the following exact solutions for (3.1);

(a) If a =  0,
u(x,t) = Hx(t)x3 + H2 {t)x2 +  H3 (t)x +  w(t),

where the Hi(t) are determined by the determining equations and w(t) by substitution 

into (3.1); they satisfy

H[ -  6(1 +  3(3)Hf =  0,

H '2 — 6(1 + 3(3)HiH2 =  —6 kH\,

H '3 -  6(1 + f3)H1 H3 =  ApHl -  4kH2 +  6eH[, 

w -  6Him =  2(3H2 H3 -  2kH3 +  2eH2,



Chapter Three : A class of Nonlinear Third Order Partial Differential Equations 112

where primes denote differentiation with respect to t. This system of equations is solvable, 
though has many special cases to be considered, so this is not pursued here.

(b) If ¡3 =  0, a /  0 and ae +  1 /  0, we have the (canonical) exact solution

x — 2 Kt
u(x,t) =  -

a t

+  f - 1/(Qe+1) i Ci exj) ' —a x —
2 Kt

+  c2 exp a x
2 Kt 

a e  + 1ae +  1

If ci =  c2 =  0 then we may drop the restriction on (3 since the solution then holds for f3 
arbitrary.

(c) If (3 =  ae +  1 =  k  =  0, then we have

u(x,t) =  Hx(t)eRx +  H2 (t)e~Rx +  d ,

where eR2 =  1, Hi(t) and H2 (t) are arbitrary functions and Ci is an arbitrary constant.

Ansatz 2. </> =  F(x,t)u2 +  G(x,t)u + H(x,t). With this ansatz we find the following
exact solutions of (3.1) for various parameter values.

(a) If (3 =  1, k =  0, then
x 2 QI

(b) If /? =  —3,

■u(x, t) =  ci exp I —

u(x,t) =  ci tan (x — 2/ii)} +  ec2,

where 2 k  — (ae +  l)c2 =  0.

(c) If f?2(l +  (3) +  a =  0, then providing eR2 /  1 we have the exact solution

( 2 k  +  C 3 / 3 R 2 ) t
u(x, t) =  ci exp < R 1 -  eR2

for (3 arbitrary.

(d) If/3 =  — | ,2  +  a e ^ 0  and 1 + 2ae 0, then

(4k -  ac3)t

+  c2 exp < —R
(2K +  c3 (3R2 )t~ k 

X 1 — eR? '>+C3’]}

¿(x, t) =  ci exp < |R x —
2 -f-

- j- +  c2 exp R x —

+
Ci (2 +  ae) exp < R (4k — ac3)t

( 2 k  +  ac3)t 
1 +  2ae

+ C3,8(c3 + aec3 —  2 k c )  ( [ 2 +  ae

where R2 =  —2a and we require c3 + aec3 — 2kc ^  0.

(e) If ¡3 — — ̂  and 2 + ae =  0 then we have

u(x,t) =  2eHi (t) exp [±R(x + 2k3)] +  f  Ci ±  2\fe I H 2 (s) ds ) exp [±2I?.(a; +  2Kt)] — 2kc,

where el?2 =  1 and H\(t) is an arbitrary function.
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3.5 Discussion
In this chapter we have classified symmetry reductions of the nonlinear third order 
partial differential equation (3.1), which contains three special cases that have attracted 
considerable interest recently, using the classical Lie method and the nonclassical method 
due to Bluman and Cole [1969]. The use of the MAPLE package d iffgrob2  was crucial 
in this classification procedure. In the classical case it identified the special cases of the 

parameters for which additional symmetries might occur whilst in the nonclassical case, 
the use of d iffgrob2  rendered a daunting calculation tractable and thus solvable.

In their recent paper, Gilson and Pickering [1995] discuss the application of the 
Painleve tests for integrability due to Ablowitz, Ramani and Segnr [1978,1980] and 
Weiss, Tabor and Carnevale [1983] to equation (3.1). In particular, they investigate 
the integrability of the ordinary differential equations arising from the travelling-wave 
reductions 3.2.1 and 3.2.5 above, and particular values of the parameters in special cases 
of reductions 3.2.2, 3.2.6-3.2.8. It would be interesting to investigate the integrability 
of some of the ordinary differential equations arising from the other reductions derived 
in this chapter using the various methods of Painleve analysis available (see §1.6 for 
details), though we shall not pursue this further here. Marinakis and Bountis [1995] 
have also applied Painleve analysis to the FFCH equation (3.5); an interesting aspect of 
their analysis is the use of a hodograph transformation. To conclude we remark that the 
RH equation (3.4) is a quasilinear partial differential equation of the form discussed by 
Clarkson, Fokas and Ablowitz [1989]. It is routine to apply their algorithm, which involves 

a hodograph transformation, for applying the Painleve PDE test to such quasilinear partial 

differential equations and show that (3.4) does not satisfy the necessary conditions to be 
solvable by inverse scattering.
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Chapter Four:
A class of Nonlinear Fourth Order Partial 
Differential Equations

4.1 Introduction
Following the work of the previous chapter, in this chapter we are concerned with symmetry 

reductions of the nonlinear fourth order partial differential equation given by

A =  ilft ( k U -j- 'y'll ) xx  ^ ^ x x x x  t -^ x x t t  ^ ^ x ^ x x x  f^ ^ xx  (4*1)

where a, /?, 7 , k, and fi are arbitrary constants. Indeed, this equation may be thought of

as an alternative to the class of third order equations we studied in the previous chapter

Ut — € u x x t +  2 k u x =  u u x xx  +  a u u x +  /3 u x u x x . (4-2)

This is analogous to the Boussinesq equation (Boussinesq [1871,1872])

'U’x x x x  T 2 ) x x i  (4*3)

which is a soliton equation solvable by inverse scattering (see Ablowitz and Haberman 
[1975], Caudrey [1980,1982], Deift, Tomei and Trubowitz [1982], Zakharov [1974]) being 
an alternative to the Korteweg-de Vries (KdV) equation

v,t = uxxx T 6 uux, (4.4)

another soliton equation, the first to be solved by inverse scattering, by Gardner et a 1. 

[1967],
Two special cases of (4.1) have appeared recently in the literature both of which model 

the motion of a dense chain (Rosenau [1994]). The first is obtainable via the transformation 
(u,x,t) i-> (2ea3?r +  ea2 ,x,t) with the appropriate change of parameters, to yield

Utt — (0 12U, T oqu ) xx  +  &ot2UXXxx  T 2£Q!3\u u x x x x  +  2u xx  +  3u x u x x x \i (4.5)
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with e > 0. This equation can be thought of as the Boussinesq equation (4.3) appended 
with a nonlinear dispersion. It admits both conventional soldons and compact solitons 
which are often called compactons. Compactons are solitary waves with a compact support 
(Rosenau [1994], Rosenau and Hyman [1993]). The compact structures take the form

or

u(x, t) (3c2 — 2a2) cos2{(12e) 1̂ 2(x — ct)}/2a3, if \x — ct\ < 2n, 
0, if \x — ct\ > 2 n.

f Hcos{(3e) 1/,2[.-r — (fo ^ )1/ 2^}, if \x — ct\ < 2-k, 
\ 0, if \x — ct\ > 2 n. (4.6ii)

These are “weak” solutions as they do not possess the necessary smoothness at the edges, 

however this would appear not to affect the robustness of a compacton (Rosenau [1994]). 

Numerical experiments by Rosenau and Hyman [1993] seem to show that compactons 
interact elastically, reemerging with exactly the same coherent shape.

The second special case of equation (4.1) is obtained from the scaling transformation 
(u,x,t) (2 a3u/e, yfe x, t), again with appropriate parameterisation,

iitt (cr2 tt T ot3u *)xx +  &tixxtt T 2sot3 [ttuxxxx T 3vjXux x x ] 1 (4.7)

with e > 0. This equation, unlike (4.5) is well posed. It also admits conventional solitons 
and allows compactons like

u(x,t)

or

u(x,t)

( 4 c 2 — 3q!2) c o s 2 { ( 1 2 £ )  l ! 2(x — ct,)}/2a3, if \x — ct\ <  2n, m op 
0, if \x — ct\ > 2 ir,

A cos{(3£)_1/2[3: -  (| a 2)1/2t]}, if \x -  ct\ <  2tt,
0, if \x — Ct\ > 27T.

These again are weak solutions, and are very similar to the previous solutions: both (4.6ii) 
and (4.8ii) are solutions with a variable speed linked to the amplitude of the wave, whereas 
both (4.6i) and (4.8i) are solutions with arbitrary amplitudes, whilst the wave speed is 
fixed by the parameters of the equation.

The classical method for finding symmetry reductions of partial differential equations 
is the Lie group method of infinitesimal transformations, which in practice is a three-step 
procedure (see §1.2 for details). Particular importance has been placed on the second step 
in this study. It involves heuristic integration procedures which have been implemented 
in some SM programs and are largely successful, though not infallible. Commonly, the 
overdetermined systems to be solved are simple, and heuristic integration is both fast and 
effective. However, there are occasions where heuristics can break down (cf. Mansfield 
and Clarkson [1996] for further details and examples). If the classical method is applied 
to a partial differential equation which contains arbitrary parameters, such as (4.1) or 
more generally, arbitrary functions, heuristics usually yield the general solution yet miss 

those special cases of the parameters and arbitrary functions where additional symmetries
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lie. In contrast the method of differential Grobner bases, which is described in §1.7, has 
proved effective in coping with such difficulties (cf. Clarkson and Mansfield [1994a], and 
the two previous chapters).

We use the MAPLE package d iffg ro b 2  which has implemented in it the Kolchin-Ritt 
algorithm using pseudo-reduction instead of reduction, and extra algorithms needed to 
calculate a differential Grôbner basis (as far as possible using the current theory), for 

those cases where the Kolchin-Ritt algorithm is not sufficient (see Mansfield and Fackerell 
[1992]). The package was designed to be used interactively as well as algorithmically, and 
much use is made of this fact here. It has proved useful for solving many fully nonlinear 
systems (cf. Clarkson and Mansfield [1994a,b,c, 1995]).

In the following sections we shall consider the cases /i =  0 and p ^  0, when we set p =  1 
without loss of generality, separately because the presence or lack of the corresponding 
fourth order term is significant. In §4.2 we find the classical Lie group of symmetries 
and associated reductions of (4.1). In §4.3 we discuss the nonclassical symmetries and 
reductions of (4.1) in the generic case. In §4.4 we consider special cases of the the 
nonclassical method in the so-called r =  0 case; in full generality this case is somewhat 
intractable. In §4.5 we discuss our results.

4.2 Classical symmetries
To apply the classical method as described in §1.2 we consider the one-parameter Lie 
group of infinitesimal transformations in ( x ,  t, u) given by

where e is the group parameter. This procedure yields an overdetermined system of linear 
determining equations. There are two cases to consider, when p =  0 and when / 1 ^  0.

Case 4.2.1 p =  0. In this case we generate 15 determining equations, using the MACSYMA 

package symmgrp.max.

x* =  x + e£(x, t, u) +  0 (e 2), 

t*  =  t  +  e t ( x , t ,  u )  +  0 (e 2), 

u *  =  u  +  ecf)(x, t ,  u )  +  0 (e 2),

(4.9i)

(4.9ii)

(4.9iii)

Xu Xx 0? £,u O7 (fiuu 0)

a((j)uu -  <j>) =  0, -</>)= 0, 2(ptu - T tt =  0

4cj)xuu -  6£xxu +  a«t>x , 2rtu -  4^xu +  p ~  0,

' 140XV T 'lo(4)xu — 0,

(pit $xxxxtt 2rf(pxxV, ttpxx 0;x x x x

(4.10i) 

(4.10Ü) 

(4. lOiii) 

(4.10iv) 

(4.10v)



3a0xx„u 3” 270^« “l- 4£x7u a<6xxu 270 — 0, (4.10vi)

O0xxu« 4~ 4i6 7 «  46xx« *1“ 2/30xxii “l- 2£x^« K(f) — 0, (4.10vn)

4tpxxxu'tt 4" 4'ycfrxu'Lt 26x7« 6xxx« 4" ct(f>xxx 4~ 4'y^x 4" 2tt(j)xu — 0, (4.10vm)

and then use reduceall in d iffgrob2  to simplify them to the following system

6  =  o,  6  =  0, 7 (14/3 +  9 a )6  =  0, ru =  0, (4.11i)

7k(14/3 + 9a)rt =  0, rx = 0, 7/i(14/3 + 9a)0 =  0. (4.1 lii)
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Thus we have special cases when 7 =  0, k =  0 and/or 14/3 + 9a =  0. The latter 

condition provides nothing different unless we specialise further and consider the special 
case when a =  — | and f3 =  ||. We continue to use reduceall in d iffgrob2  for the various 
combinations and it transpires that there are only four combinations which yield different 
infinitesimals. Where a parameter is not included it is presumed to be arbitrary.

(a) K =  0, =  0, 6  == 0, 6  = 0, = 0,

Tit =  0, T x = 0, 2 TtU +  0 =  0.

(b) 7 =  0, 6, =  0, 6  == 0, 6 x  —= 0, == 0,

6 -  Tt = 0, Tx = 0, 2 6 «  +  0 — 0.

(c) 7 =  k =  0, Cu =  0, 6  == 0, 6 x  —: 0, r„ == 0,

T tt =  0, Pr := 0, 2 TtU -  4 6 «  -  0 =  0.

(d) a  =  —M =  i >7 =  «  == 0, 6 =  0, 6  == 0, 6xx =  0, Tu =  0,

Ttt =  0, T x  ■■= 0, 2 Tt u -  46 « -  0 =  0.

Hence we obtain the infinitesimals, as listed in table 4.2.1.
Table 4.2.1

Parameters r 0

Cl C2 0 (4.12)

K =  0 Cl Czt +  C2 — 2 c z u (4.13)

7 =  0 C3X +  Cl c3̂  +  C2 2 c z u (4.14)

7  =  K =  0 C43? “h £7 C^t +  C2 (4 c4 — 203) u (4.15)

a  =  - -  B — —  
7  =  K =  0 05a:2 +  043; +  Cl C3 t +  C2 [4 (2052: +  04) — 2 c3]u (4.16)

where ci, ...,05 are arbitrary constants.
Solving the invariant surface condition yields the following seven different canonical 

reductions:

R eduction  4.2.1. a, /?, 7, k arbitrary. If in (4.12-4.16) 03 =  04=05 =  0, then we may 
set C2 =  1 without loss of generality. Thus we obtain the reduction

u(x, t) =  w(z), Z =  X — C\t
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where w(z) satisfies

(k — c\)w" + 2')[ww" +  (w' ) 2] +  ww"" +  aw'w'" +  (3(w" ) 2 =  0.

Reduction 4.2.2. a, (3,7 arbitrary, k =  0. If in (4.13),(4.15) and (4.16) C4 =  C5 =  0, 
C3 7̂  0, then we may set c2 = 0, c3 = 1 without loss of generality. Thus we obtain the 
reduction

u(x,t) =  t~2 w(z), z =  x — ci Ini,

where w(z) satisfies

ww"" + aw' w"' +  /3(w" ) 2 +  2ry[ww" +  (w;)2] — c\w" — 5ciw' — 6 w =  0.

Reduction 4.2.3. a,/3,K arbitrary, 7 = 0. If in (4.14) c3 ^  0, then we may set
c1 =  c2 =  0, c3 =  1 without loss of generality. Thus we obtain the reduction

u(x,t) =  t2 w(z), z =  x/t,

where w(z) satisfies

ww"" +  aw'w"' + P(w" ) 2 +  k w "  — z2 w" +  2 zw — 2w =  0.

Reduction 4.2.4. a, (3 arbitrary, «  =  7 =  0. If in (4.15) and (4.16) c3 =  C5 =  0, c\ 7̂  0, 
then we may set ci =  0, c2 =  1 without loss of generality. Thus we obtain the reduction

u(x,t) — w(z) exp(4 c4 t), z = xexp(—C4t),

where w(z) satisfies

ww"" +  aw'w'" +  (3{w" ) 2 — c\z2 w" +  7c\zw' — I6C4U; = 0.

Reduction 4.2.5. a, (3 arbitrary, k, = 7 = 0. If in (4.15) and (4.16) C5 = 0, C3 C4 7  ̂ 0, 

then we may set ci =  c2 =  0, c3 =  1 without loss of generality. Thus we obtain the 
reduction

u(x,t) - w(z)ti C 4 ~ 2 , z =  xt~c4,

where w(z) satisfies

ww"" +  aw'w'" +  (3{w" ) 2 — c\z2 w" + (7c2 — §C4 )zw' — (I6C4 — 2OC4 +  6 )w =  0.

Reduction 4.2.6. a =  —|, ¡3 =  ||, 7 =  k =  0. If in (4.16) C3 = 0, C5 7̂  0, then we
may set c\ — —me, c2 =  1, C4 =  0, c3 =  m/c, without loss of generality. Thus we obtain 
the reduction

u(x, t)
w(z) exp(—8mt)
[z — exp(—2mi)]8 ’

z = x — c 
x +  c

exp(—2 mi),
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where w(z) satisfies

28ww"" — 70 w'w'" +  45 («/')2 — clm2(n92z2w" — 125442;«;' +  28672«;) =  0.

R eduction  4.2.7. a =  — |, ¡3 =  ||, 7 — n =  0. If in (4.16) C3C5 0  0, then we may set 
ci =  -m e, c2 =  c4 =  0, c3 — 1, c5 =  m/c, without loss of generality. Thus we obtain the 
reduction

u(x, t)
w(z)t~2(1+4rn') 

( z - t ~ 2 m ) 8 ’ z =
x — c 

X +  c
r 2m,

where w{z) satisfies

28«;«;"" -  7 0 « /« /"  +  45 («/')2 -  1792c4m V « / '

+  (12544m2 -  4480m)Czw' -  (28672m2 -  17920m +  2688)c4«; =  0.

Case 4.2.2 ft /  0. In this case we set // =  1 without loss of generality and generate 18 
determining equations,

r u = 0, r x =  0, £u =  0, uH
fV II O (pun — 0, (4.17i)

(frxtu =  0, «(< /> „«  -  9!)) =  0, 2 0 tw =  0, (3{(puU - 0) - 0 , (4.17ii)

Crx — 0, 4(f>xuU 4" Oi(j)x — 0, (4.17iii)

2 Ttu -  2£x«  +  <j) =  0, (4.17iv)

4” f̂î XX '̂ Qt̂ XX - 0 , (4.17v)

&XXUu +  2ri« — 4 0 «  +  0 =  0, (4.17vi)

3&(j>xxuu 4~ 2ri<j)u'\i H- 4 x̂̂ yu cv£,xxx'U' 2/ŷ > —: 0, (4.17vii)

<ptt - 4)XXXx'UJ 2 <fixxtt — 0, (4.17viii)

xxû  4- 4 r̂c'y,u ^̂ .xxx'u 2/3<̂ xx'?Zr 4~ (frttu; «  T  2i XHU — K(f) = 0, (4.17ix)

/̂ 4*xxxu'U’ 4~ xû  ^xxlfu £,xxxx̂  4~ (%4*xxx 4” A'ycfrx 4“ 2 fc(f>xu £,XX̂  --- 0? (4.17x)

then use reduceall in d if  fgrob2 1to simplify them to the following system,

O £r
v II O </>
► II O +  =  0, KTt = 0, Tx =  0, K(j) =  0.

Here n =  0 is the only special case, yielding the slightly different system

in = 0 , it =  0, ix =  0, Tu =  0, Ttt  = 0, Tx =  0, (p +  2 Tt U =  0.

Thus we have two different sets of infinitesimals, and in both cases a, ¡3 and 7 remain 
arbitrary. This is summarised in table 4.2.2.

Table 4.2.2

Parameters £ T </>

Cl C2 0 (4.18)
K =  0 Cl c3t +  C2 — 2c3 u (4.19)
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From these we have the following two canonical reductions:

R eduction 4.2.8. a,/3,7, k arbitrary. If in (4.18) and (4.19) c3 =  0, then we may set
Ci =  c and c2 =  1 without loss of generality. Thus we obtain the following reduction

u(x, t) = w(z), z =  x — ct,

where w(z) satisfies

(k — c2 )w" +  2 f[ww" + (w')2} +  ww"" +  aw'w"' +  f3{w" ) 2 +  c2 w""  =  0.

R eduction  4.2.9. a,/3, 7 arbitrary, k =  0. If in (4.19) c3 ^ 0, then we may set c2 =  0,
c3 =  1 and ci =  c without loss of generality. Thus we obtain the following reduction

u(x, t) — t~2 w(z), z =  x — clnf,

where w(z) satisfies

ww"" +  aw'w'" +  (3{w" ) 2 +  c2 w"" +  hew'" +  2 -y [ww" +  (w')2\ +  (6 — c2 )w" — hew' — 6 w =  0.

4.2.3 Travelling wave reductions. As was seen in §4.1, special cases of (4.1) admit 
interesting travelling wave solutions, namely compactons. In this subsection we look for 
such solitary waves and others, in the framework of (4.1). Starting with compacton-type 
solutions, we seek solutions of the form

u(x, t) =  a2 cosn{a3(a: — ait)} + a4, (4.20)

where a i,a 2,a3,a4 are constants to be determined. We include the (possibly non-zero) 
constant 04 since u is open to translation. The specific form of the translation will put 
conditions on a4, which may or may not put further conditions on the other parameters 
in (4.20) and those in (4.1) (see below). If n =  1 we have the solutions, where the absence 
of a parameter implies it is arbitrary,

(i)

( Ü )

(hi)

a =  0, (3 =  —1, 7 = 0, 

a =  1, (3 =  0, 7 > 0, a

(3 =  a — 1, -  >  0, a  ^  1, 
a

a4 =
2 2 2 a\ — a\a ̂

1(1 + 27/*)-  «  =  0,
27a q =
a

a  4

= 27.
— a2) — 2 a\fp 
27(1 — a)

(4.21i)

(4.21H)

(4.21iii)

These become n =  2 solutions via the trigonometric identity cos 26 — 2 cos2 9 — 1. By 
earlier reasoning the associated compactons are weak solutions of (4.1). When considering 
more general n we restrict n to be either 3 or > 4 else the fourth derivatives of u(x, t) that 
we require in (4.1) would have singularities at the edges of the humps; we find

n 7 > 0, 7
n

af( 1 +  27pt) -  k =  0,
n

a4 =  —/m \. (4.22)
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When n =  3 or n =  4 our compacton would be a weak solution since not all the derivatives 
of u(x,t) in (4.1) in these instances are continuous at the edges. For n > 4 the solutions 
are strong.

For more usual solitary waves we seek solutions of the form

u(x, t) =  a2 sechn{a3(a: — ait)} +  a4, (4.23)

where a4, a2, 03, «4 are constants to be determined. If n =  2 then a =  — 1, f3 =  — 2 and we 
have solutions

(i) 7 < 0 ,  al( 1 +  27/ì ) - k =  0,

(ii) 72 ^  4a^

3 2 ’

a2 =
3a2 (k — a2 — 2a2yp) 
(2a2 -7)(2a|  + 7 )

and for general n, including n = 2 (7 > 0)

2 n +  2
a =  P =  — ----- ",n n

a2(l +  27/j) — k =  0,

«4 = — i(2  a2 +  3 a2p), (4.24i) 

k -  a2 +  4afa§p
a‘ = - # 7  ■ (4 24ll)

a4 =  -p a ?. (4.25)
n

Now consider the general travelling wave reduction, u(rc, t) =  w;(z), where z =  x — ct. 
The new dependent variable, w(z), satisfies

(k — c2 )w" +  27 [ww" +  (u /)2] +  pc2 w"" +  ww"" +  aw'w"' + P{w" ) 2 =  0. (4.26)

In the special case ¡3 =  a — 1, we can integrate this twice with respect to 2; to give

(k — c2)w +  7w2 +  pc2 w" +  ì (a  — 2){w' ) 2 +  Az +  D =  0, (4.27)

with A, B the constants of integration. If we assume A =  0, then we make the

transformation W(z) =  w(z)+pc2, multiply (4.27) by W°‘~2,W' and integrate with respect 
to 2: to yield

Â  ____-, A2
l W a  +  + ----------
a a — 1 a — 2 W a —2 + wa-2(w'y +  c = 0, (4.28)

for a ^  0,1,2, where A\ — k — c2 — 27pc2 and A 2 — B — pc2(/i — c2 —7pc2). In the special 
cases a =  0,1,2 we obtain respectively

Ai 2A2 ( W ) 2

i'*w - w ~ w l + wl + c  =  0 ' (4.29i)

7W +  Al In W -  p  +  C = 0, (4.29Ü)

~ W 2 + AiW  + A2 In W  +  ( W ) 2 +  C =  0, (4.29iii)

where C in the above is a constant of integration. For a an integer > 3, (4.28) may be 

written (back in terms of w(z)) as

B
— (w +  fic2)a 2 (w' ) 2 {w +  pc2)“ ~2 + D

a — 2

, 7  2 H— w 
a

1 Q —3
(w +  pc2)“ 2 + - (a ( /i  -  c2) -  2/ryc2) ^

(pc2),2\a — 3—n

n = 0 (n + 2)
a — 3

n
w , (4.30)
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where
D c

a(a — 1 )(a — 2)
If we require that w and its derivatives tend to zero as z —> ±oo, then B =  D — 0. I fa  =  3 
this equation induces so-called peakons (Camassa and Holm [1993]) as a{n — c2) — 2pqc2 —> 
0 (see Camassa, Holm and Hyman [1994], Gilson and Pickering [1995], Kovalev [1995] 
and Rosenau [1994]). Similarly if a =  4 this equation is of the form found in Gilson 
and Pickering [1995] which induces the ‘wave of greatest height’ found in Fornberg and 
Whitham [1978]. Both solutions, in their limit, have a discontinuity in their first derivative 

at its peak. Note that if a{n — c2) — 2pqc2 = 0, equation (4.30) becomes

(w +  pc2)“ 2 (w' ) 2 +  - w 2
a

=  0.

Since a >  0 then we require 7 < 0 to give a peakon of the form

1 / 2

t(M)=aV H ~(v) \x ~ ct\

(4.31)

(4.32)

The height of the wave, because of the form of (4.1), is dependent upon the square of the 
speed, whereas the peakons in the papers by Camassa and Holm [1993] and Fornberg and 
Whitham [1978] are proportional to the wave speed.

4 .3  N on cla ssica l sym m etries  (r  ±  0)
We apply the nonclassical method using the algorithm described by Clarkson and 
Mansfield [1994c] for calculating the determining equations, which avoids difficulties arising 
from using differential consequences of the invariant surface condition, which is necessary 

in the application to (4.1).
In the canonical case when r /  0 we set r =  1 without loss of generality. We proceed 

by eliminating utt and uxxtt in (4.1) using the invariant surface condition which yields

+  2ux££u 2 <f)utiux -P £ tixx £,t'U'x T tfi&u T

t̂ tixx 2q[ti'u,xx T Uj.) tiuxxxx (ytixuxxx f3uxx +  fi[2 (pxx x̂ 24>xv,4>x A£tXv,xx

t̂uttxx (fixxt T (\xxtttx (frtuuttx +  <t> x4»XX 4” .̂tuû x +  6  'U'XXX 'U'XXXX

+  <f> X X X  £  fiu'U'XX 4*4* x x u  XXx'U'X 4"  4)£,uuu'Ujx  4~ 4*4, X X U ^ X  4~ 4*4>U^XXX 4>4)Uu'U,XX

4>4>UILu'U'x 4“ ‘̂ x̂t'U’XX 4~ ‘2‘4>xtu'UJx ‘2‘4>xtu'U'X ^̂ X̂ XX̂ X 4(¡û Xx'U'x

4“ <2‘4>u4>Xx'UJX ^̂ UÛ X̂ x 4̂,XÛx'U'x -̂àf̂ u4>x'U,x'U,XX '̂ 4>4>x'U'XXX 4“ 44>u£>x'UJXX

4~ 44)uu4>x'U'x 4“ 4̂)xu£x'U,x 2 ûuu'U'x 4̂,4,xuû x 4“ 24)4>xuu'U,x £̂,u£,uu'UJx

12^^wwiia.iiajiC 4“ 34)4,uu'U'x'U,xx 4" 44)u4>uu'U,x 4” '̂ 4)x4>uu'U'x 4 x̂xu'U'x -̂̂ sû xu'U'x

- 1 5 «  xu'U'x'U'xx +  xu'U’XX +  6 +  4<f> xCxû x -  12ilu 2xuxx -  S^u 'U'x'U'xxx
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^ ^ u 'U 'xx  4 ”  ^4>u£,u'Ujx'U,x x  4 “  3(fix£,u'Ujx x  “ 1“  5(f)Uu£,u'UJx  4 “  ^^Pxu^u^x  4 ”  ^^Pxx^u^x  

4" 3£tu'U'x'Ujx x  +  2 (J)u £ u  X X X  +  6(f) uu ̂ U x ttxx  4“ &(p X U  X X  +  2(f) uuu i u l  +  5 (f)xuû 'U'x

T 4(f)xxu£tll,x 3(f)u(f)uullx 21(f)uu(pxUx ’ 2(f)(f)xuullx 4(f>u(f)xuUx\ 0- (4.33)

We note that this equation now involves the infinitesimals £ and (f> that are to be 
determined. Then we apply the classical Lie algorithm to (4.33) using the fourth 
prolongation p r^ v  and eliminate uxxxx using (4.33). It should be noted that the 
coefficient of uxxxx is (¿z£2 + u). Therefore, if this is zero the removal of uxxxx using 
(4.33) is invalid and so the next highest derivative term, uxxx, should be used instead. 
We note again that this has a coefficient that may be zero so that in the case /j ^  0 and 
/z£2 +  u =  0 one needs to calculate the determining equations for the subcases when this is 
zero and non-zero separately. Continuing in this fashion, there is a cascade of subcases to 

be considered. In the remainder of this section, we consider these subcases in turn. First, 

however, we discuss the case given by =  0.

Case 4.3.1 fi =  0. In this case we generate the following 12 determining equations.

=  0, (4.34i)

tyuuuu'tt H” Qttpuuu 0, (4.34Ü)

(̂pXUUu'U' “I” '̂ Qt̂ pxuu 0} (4.34lll)

(̂puuu'U' 4” 4~ 3OL(f>uu 0, (4.34iv)

4(puuU2 4- ct(pu u  — a<p =  0, (4.34v)

4(pxû t ^^xx  ̂4" ot̂ Px 5̂ (4.34vi)

3(puuU2 +  /3(f)u u  -  {3(f) =  0, (4.34vii)

-̂‘2‘tpxuu'U' 4~ 4(3(j)xu 4” 3Oi(f>xu ‘̂ fifc.xx ôt̂ xx 0? (4.34viii)

(̂pxxuu'tt 4- (puû t

4“ F(j)uuu  £ (puu'U' 4“ 3otcpxxu'U' 4- ‘2'y(puii H- 4^æ/y,u ot^xxx'u O5 (4.34ix)

VxpxxuU2 +  4£x7^2 -  4£xxxu2 4- 2f3(pxxu +  2 x̂ku ~  4£2£Bu -  2££tu -  ncp +  £2(p =  0, (4.34x)

(Ptt'U' tpxxxxtt 2 ̂ (pxx'tt Ktpxx'tt ^C^x^x^

-  2€t<pxu +  (p2 (puuu 4- 4£x(p<PuU +  2<p<ptuU 4- 4£x(ptu +  £(p(px -  (p2 <pu -  (p(pt =  0, (4.34xi)

4(Pxxxu'Uj 4” 4'ftpxu'U ‘̂ .̂xx'y'U' .̂xxxx'U' 4“ Qt̂ Pxxx'U' 4” 4/y(pxu

4~ 2£,4)(puu'U' 4” 2hvCpxu'tt 4~ &£,£,x(Pu'Uj 4~ 2 t̂tpu'tt 4” 2 (̂ptû  x̂x̂ 'tt

-  4£gu  4- 2ZttxU 4- £ttu -  2£<p(pu +  ££x(p -  £t<P =  0. (4.34xii)

As guaranteed by the nonclassical method, we get all the classical reductions, but we also 
have some infinitesimals that lead to nonclassical reductions, namely those described in 

table 4.3.1 (where primes denote differentiation with respect to t).



Chapter Four : A class of Nonlinear Fourth Order Partial Differential Equations 124

Table 4.3.1

Parameters e 0

n =  0 0 g{t)u where g" +  gg' — g3 =  0 (4.35)

0IIC-II<37IIS C32/3 + c2 y2 +  ciy +  c0 {y =  x ±  y/Rt) (4.36)
a =  /3 = 0 —g'(t)u/g(t) +  <y(t)(c4x4 +  c3x3 +  c2x2 + c4x + c0)

0IIII7- where g2 g"' -  4gg'g" +  2(<?')3 + 24c4g4 = 0 (4.37)

From these we obtain three canonical reductions.

R eduction  4.3.1. a ,/? ,7 arbitrary, k =  0. In (4.35) we solve the equation for g(t) by
writing g(t) =  — [ I n t h e n  ip(t) satisfies

) =  4ciV’3 +  c2, (4.38)

where c\ and c2 are arbitrary constants; C\ =  c2 =  0 is not allowed since g{t) ^  0 to obtain 

more than classical reductions. Hence we obtain the following reduction

u(x, t) =  w(x)ip(t),

where w(x) satisfies

d4w dm d3w
Wd ^ + a düüd^ +  P

d2w
dx2

+  2y
d2w ( dw' 2

WÏ F  +  ( d i 6 c\w =  0.

There are three cases to consider in the solution of (4.38).
(i) If ci =  0, we may assume that ip(t) =  t without loss of generality.
(ii) If c2 =  0, then ip =  [c2(f +  c3)2]-1 and we may set c2 =  l ,c 3 =  0 without loss of 

generality.
(iii) If cic2 /  0 we may set ci =  l ,c 2 = —173 without loss of generality so that ip(t) is 

any solution of the Weierstrass elliptic function equation

dp 
d t 4p3(i;0,t/3) - g 3. (4.39)

R eduction  4.3.2. k arbitrary, a =  /3 =  7 =  0. From (4.36) we get the following 

reduction

u(x, t) =  w(z) ±  ^J=y4 ±  Tff=y3 ±  -TJ=y2 +  c0t, y =  x ± s fk t , z =  x T ^ K t,
6VK 4 y/K

where w(z) satisfies
k w"" ±  3c3 =  0.

This gives us the exact solution
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Reduction 4.3.3. a =  (5 = 7 =  k =  0. In (4.37) we integrate our equation for g[t) up 
to an expression with quadratures

~  2 (  )  +  24c4<7 j  g2 (s) d.s +  24 c5g =  0. (4.40)

We get the following reduction

u ( x , t )  =  g  \ t ) W{XI -f [C4X

where w(x) satisfies
d4ro
da:4

This is easily solved to give the solution

-  24c5 =  0.

u(x, t) =  g 1 (t)[c5 x4 +  c6x3 +  c7 x2 + c8x + cg +  (c4a:4 + c 3x3 + c2 x2 +  cia.' +  c0) g ys) usj,

where g ( t )  satisfies (4.40).

Case 4.3.2 g ^  0. As discussed earlier in this section, we must consider, in addition to 
the general case, each of the singular cases of the determining equations. Without loss of 
generality we set g =  1.

Subcase 4.3.2(i) £2 +  u 7̂  0. In this the generic case we generate 12 determining equations, 
far larger than system (4.34) -  see appendix A for details. The reason for the increase 
in size of this system is obvious when one looks at equation (4.33) and the coefficient of 
//, therein. As expected we have all the classical reductions, however we also have many 
infinitesimals that lead to nonclassical reductions. These are presented in table 4.3.2, 
where primes denote differentiation with respect to t.

Table 4.3.2

Parameters £ </>

K =  0 0 g { t ) u  where g "  +  g g '  — g 3 = 0 (4.41)
l +  2 7 -O c \t +  c2 —2ci (ci t +  c2) (4.42)
K =  1 +  27 =  0 c 2 ( t  +  Cl)2 u ( t  +  c i) -1 — 3c2(f +  c i)3 (4.43)
a =  (3 =  7 =  0 ±\Æ C3V3 +  c 2 y 2 + C i y  +  Co ( y  =  x ± y / R t ) (4.44)

a =  — §,/? =  2,7 = 0 ±\^/k {x +  Cl) ± 2 s/ ku ±  +  c i)2 (4.45)

II5fiIIi'­llIIa 0 C3 X 3 +  C2 x 2 + C]_X + Co (4.46)
a =  ¡3 =  7 =  k =  0 0 (u +  C 3X 3 +  C2 X 2 + Cl a: +  c 0 ) ( t  + c4)_1 (4.47)

From these we obtain six reductions.
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Reduction 4.3.4. a, (3,7  arbitrary, k, =  0. In (4.41) we solve the equation for g(t) by 
writing g(t) =  — [In ?/>(£)] then ip(t) satisfies

) =  4ciV’3 +  C2, (4.48)

though ci =  C2 =  0 is not allowed to preserve g(t) ^ 0 and our desire for a nonclassical 
reduction. We obtain the following reduction

u(x, t) — w{x)i]){t),

where w(x) satisfies

d4u> du> d3w
Wd ^ + a d ^ d ^ +  P

d2w
dx2

+ 27
d2w; ( dw

w d P  + ( d i
r , d2w

+ 6ci1 d p ~ w =  0.

There are three cases to consider in the solution of (4.48). These are identical to cases 

(i)-(iii) in reduction 4.3.1.
d2u>Note that in the special case — -  — w =  0, we are able to lift the restrictions on ib(t)
dxz

so that it is arbitrary, if (3 +  1 + 27 =  a +  27 = 0. This yields the exact solution

u(x,t) =  xp(t)(c3 ex +  c4e~x) 

where ip(t) is arbitrary, k =  0, a =  and (5 =  — 1 — 27.

Reduction 4.3.5. a,/3,n arbitrary, 1 4- 27 = 0. In (4.42) we assume Ci /  0 otherwise
we get a classical reduction, and then may set C2 =  0 without loss of generality. Thus we 
obtain the following accelerating wave reduction

?f(x, t) =  w(z) — eft,, z =  x — ^Cif2,

where w(z) satisfies

ww"" + aw'w'" + /3(w" ) 2 — C\w"' — ww" +  kw" — (w' ) 2 +  ciw1 +  2c2 =  0.

Reduction 4.3.6. a ,/3 arbitrary, 1 + 27 = k = 0. From (4.43) the following holds
for arbitrary C2, and we may set ci =  0 without loss of generality. Thus we obtain the 
reduction

u(x, t.) =  w(z)t — c p 4, z =  x — |c2i3,

where w(z) satisfies

ww"" + aw'w'" +  (3(tv" ) 2 — dc2 w'" — ww" — {w' ) 2 +  4c2u/ +  12c2 = 0.
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Reduction 4.3.7. k arbitrary, a =  (3 =  7 =  0. From (4.44) we get the following 
reduction

u{x,t) = w(z) ±  r%=?/4 ±  7-7=2/3 ±  7-7=?/ +  coi, y =  æ ±  V k î , 8v//î D\//i 4a/ k =  * T v 'k

where 10(2;) satisfies
d4m

v «  4 ±  3c3 =  0.

This gives us the exact solution

u{x, t) =  i - y z 4 +  c4z3 +  C52;2 +  c6z +  c7 ±  ^ 7 = 1 /4 ±  7 7 = y 3 ±  7 7 = y 2 +  cot.
8y/K Oy/K 6 y/ n  Ay/K

Reduction 4.3.8. k arbitrary, a  =  — |, ¡3 =  2, 7 = 0. In (4.45) we may set Ci = 0 
without loss of generality. Thus we obtain the following reduction

u(x,t) =  w(z)x4 — ju x 2, z =  lna; 7  ŷ/Tct,,

where w(z) satisfies

Aww"" — 6 w'w'" +  8 (w" ) 2

+  I b w w " 1 +  5 8 w 'w "  +  116 w w "  — k w "  +  236(u/)2 +  776w w ' +  672u>2 =  0.

Reduction 4.3.9. a = /3 = 7 =  K = 0. From (4.46) and from (4.47) (c4 = 0 without 
loss of generality) we get the following reductions

u(x, t) = w(x) +  (C32;3 + C2 X2 +  C\X +  c0)t 

and u(x, t) = w(x)t — {c^x3 +  c2 x2 +  C\x +  c0)

respectively. In both cases w(x) satisfies

These reductions have a common exact solution, namely

u{x,t) =  P3 {x)t + Q3(x),

where I\ and Q3 are any third order polynomials in x with constant coefficients.

Subcase 4.3.2(H) f/2 +  u =  0, not both a =  4 and 2£(f>u +  ( u(p — 0. The determining- 
equations quickly lead us to require that both a =  4 and 2£(pu +  (u<fi =  0, which is a 
contradiction.

Subcase 4.3.2(iii) £2 + u =  0, a — 4, <fi =  H(x,t)u~1̂ , ( 3 / 3 .  Equation (4.33) is 
now quadratic in uxx, so when symmgrp.max solves for an explicit expression in uxx (in
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order to perform the part (c) of Step One of the classical Lie algorithm -  see §1.2.2), 
it introduces square roots. In such cases, and whenever irrational or transcendental 
functions appear, through computation or because of their presence in the original partial 
differential equation, the output is not necessarily the determining equations i.e. it may 
contain derivatives of the dependent variables in an irrational or transcendental way 
(see Champagne, Hereman and Winternitz [1991], §3.5). The user then has the task 
of composing the final list of determining equations. In this subcase four equations are 
generated by symmgrp .max. The first is of the form

(Pa{x,t,u,ux ) ) 1 / 2  =  Pb(x,t,u) (4.49)

where Pa is quadratic in ux and polynomial in fractional powers of u. Ph is polynomial in 
fractional powers of u. Since our infinitesimal £ is known and cf> is known up to an arbitrary 
function of (x, t), by squaring both sides of (4.49) to leave a polynomial expression in ux 
and fractional powers of u, the coefficients of different powers of u and ux in this new 
equation must be zero. We find that 7 = — |, k =  0 and 0 =  0. The remaining three 

equations generated by symmgrp.max are then also zero and we are done. The invariant 

surface condition becomes

± i \/uux +  ut =  0,

which may be solved implicitly to yield the solution

u(x,t)—w(z), z =  x^-\\fut.

However, substituting into our original equation gives w' =  0, i.e. u(x, t) is a constant.

Subcase 4.3.2(iv) £2 +  u =  0, 4> =  H(x,t)u~1̂ ,  a =  4, (3 =  3, not all of H, k, 1 +  2y = 0. 
For the determining equations to be satisfied, each of H, k, 1 +  27 must be zero, in 
contradiction to our assumption.

Subcase 4.3.2(v) £2 + u = 0, 0 =  0, a =  4, (3 = 3, 7 =  — k =  0. Under these conditions 
equation (4.33) which we apply the classical method to is identically zero. Therefore any 
solution of the invariant surface condition is also a solution of (4.1). Hence we get the 

following reduction

R eduction  4.3.10. a = 4, f3 =  3, 7 =  — k =  0. The invariant surface condition is

± i\fuux + ut =  0,

which may be solved implicitly to yield

u(x,t) =  w(z), z =  x -f i\Jut,
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where w(z) is arbitrary.

4.4 Nonclassical symmetries (r = 0)
In the canonical case of the nonclassical method when r =  0 we set £ =  1 without loss 
of generality. We proceed by eliminating ux,uxx,uxxx,uxxxx and uxxtt in (4.1) using the 
invariant surface condition which yields

P‘tt. ^(0x 4“ 00«) 2ff(\l(f)x 4" U00u 4“ 0 )

4“ 0 ii0xæ 4- 0 u0æ 4" 0 0 «  4“ 4 0 « 0  0 « «  4“ 50^002,^  4“ ‘4(f)(f>u u (f>x +  0  (¡>u u u  4" 3 0  0 x« m 

4~ 3 0 0 x x «  4~ 3 0 x « 0 x ) m ( 0 0 « « W î 4“ 0 0 « « « ^ t  4" 2 0 0 i« « iq  +  0 0 it«  4~ (f>u u ^ f  +  30 « 0 « « t q

4- 4 0 «0 t«U t 4- 0 « 0 it  4- 0  x u ^ t t  (foxuu u t 4“ 2 4 > x tu U t +  20 t0 « « u *  4- 2 0 t0 i„  4- 0 X« )

-  a0 (0xx 4- 0«0X 4- 002 4- 020«« 4- 200xu) -  /3(0X +  00u)2 = 0, (4.50)

which involves the infinitesimal 0 that is to be determined. As in the t  /  0 case we 
apply the classical Lie algorithm to this equation using the second prolongation p / 2)v 
and eliminate utt using (4.50). Similar to the nonclassical method in the generic case 
r / 0 ,  when /r /  0 the coefficient of the highest derivative term, utt is not necessarily 
zero, thus singular cases are induced. As in the previous section we consider the cases 

fi =  0  and / r / 0  separately, though we collate these separate workings when considering 
the exact solutions of 4.4.3.

Case 4.4.1 ¡i =  0. Generating the determining equations, again using symmgrp.max, 
yields three equations, the first two being cj)uu  =  0 and 0tu =  0. Hence we look for 
solutions like 0 =  A{x)u 4- B(x,t) in the third. Taking coefficients of powers of u to be 
zero yields a system of three equations in A, B. (Note that since A is a function of x only, 
subscripts of A are not strictly partial derivatives.)

aAAxxx +  2f3A2 Axx +  Axxxx +  aAxAxx +  5 /3AA2 + 6 aAA2 +  10 AXXAX 

+  2,y Axx +  5 AAXXX +  trA5 + 10A2AXX +  10A3AX + A3 + /3A° +  15AA2 

+  47A3 4- 2/3AxAxx +  107AA„ 4- 4aA2Axx 4- 6/3A3AX 4- 7aA3 Ax =  0, (4.51i)

5 aBA2 +  2 (3A2 Bxx +  aBAxxx +  2 /LB A4

4~ 13J5AAXX 4~ 2aA Bx T 107.BAX 4~ 7AAXBX 4~ 2/3AXBXX T o/.AxBxx T 2kAAx 

4- aA2 Bxx 4- 15BA2AX 4- aBxAxx 4- 67ABX 4- 87BA2 4- 2/3A3 Bx +  2(4BXAXX 

4~ 2otBA +  aABxxx 4- Bxxxx -t~ dAxxBx T 27Bxx 4~ 5.BAxxx 4~ ABXXX 

4- kAxx +  2BA4 +  A2Bxx 4- A3Bx 4- 4AXBXX +  11BA2 +  4(IBA2 4- 6/3A_BxAx 

+  7aABxAx 4- 7aBAAxx 4- 2[3BAAXX +  10(3BA2 AX +  12aBA2 Ax =  0, (4.51Ü)
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/SAB2  4- 4'yB2 A -)- 2/3BxBxx 4- 5B2 AAX 4- ctAB2 4- 6fB B x +  2 k B A x 4- BABXX 

4“ olB 2 Â  4“ ffB2 A3 4~ otBxBxx 4- 3cxB~Axx 4~ otBBxxx 4- BA2 Bx 4- *$B Ax Bx 

— Btt 4~ BBXXX 4- k B xx 4~ B 2 A3 +  SB2 Axx 4- 2/3B ABXX 4" o/B ABXX 4- A/3BAXBX 

4- 5aBAxBx 4- 2f3BA2 Bx 4- 2aBA2 Bx +  4/3B2 AAx +  baB2 AAx =  0. (4.51iii)

We try to solve this system using the d i f fg rob2  package interactively, however the 
expression swell is too great to obtain meaningful output. Thus we proceed by making 

ansatze on the form of A(x), solve (4.51ii) (a linear equation in B(x,t)) then finally 
(4.51iii) gives the full picture. Many solutions have been found as (4.51i) lends itself to 
many ansatze through choices of parameter values. We present some in 4.4.3.

Case 4.4.2 /x 7̂  0. The nonclassical method, when the coefficient of uu is non-zero, 
generates a system of three determining equations. However, far from being single-term 
equations like those in the above Case, the first two contain 41 and 57 terms respectively, 
and the third 329. The intractability of finding all solutions is obvious. To find some, 
we allude to our previous Case and look for cf) =  A(x)u 4- B(x, f), and note we set ft — l 
without loss of generality. Three equations then remain, similar to (4.51) which we tackle 
in the same vein as previously. Some solutions are presented in 4.4.3.

As mentioned in the start of this section, singular solutions may exist, when the 
coefficient of utt equals zero, i.e. when

1 -  Huu -4>2u~ 4>ux =  o. (4.52)

This may be integrated with respect to u to give

u -  (f)(f)u -  4>x =  H(x,t). (4.53)

If cj) satisfies (4.52) then the coefficients of u2 and ut in (4.50) are both zero. Since no 
'«-derivatives now exist in (4.50) what is left must also be zero, i.e.

(2'y+ct)(fi2 —aHxcf)+(2'y+l3+l)u2 +  [K—(2y4-2/34-l)7i — Hxx\u-\-(3H2 —kH —Hu =  0. (4.54)

Thus we need to solve (4.53) and (4.54). The obvious way to proceed is to substitute our 
expression for </> in (4.54) into (4.53). Singular cases present themselves when a =  —27 
and also when atHx =  0. Once we have found r/>(;/;, i, '«), the related exact solution is given 
by solving the invariant surface condition, with no further restrictions on the solution. 
The following are distinct from each other and from the exact solutions in 4.4.3.

(a) 7 = —i,  a =  1, (3 =  k =  0 and (¡)(x,t,u) is given by the relation

tt tj)(j)u (f)x C\t 4“ C2-
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For instance, if (fi(x, t, u) is linear in u we have the exact solution

u(x, t) =  w(t.) cosh[.x + ^4(t)] +  c it +  c2 +  B(t) sinh[x +  A(t)], 

where w(t), A(t) and B{t) are arbitrary functions.

(b) a  =  — 2 j ,  (3 =  — 1 — 27, 7 7̂  — | and t, u )  is given by the relation

u — <fi<fiu — (f)x — —  ̂^ 2 ^

For instance, if <fi(x, t, u) is linear in u we have the exact solution

u(x, t) =  w(t) cosh[a: +  A(t)] — —— —— (- B(t) sinh[x +  A(t)\,I + 27

where w(t), A(t) and B(t) are arbitrary functions.

(c) a  =  —27, ¡3 =  — 1 — 27, and <fi = ±u — k x  + c\t + c 2 ) ±  k . Then

u(x, t) =  w(t) exp(±x) ±  k x  +  ( — +  C\t +  c2 ),

where w(t) is an arbitrary function.

(d) 7 =  — |, a =  1, (3 =  0, and

<fi = t t {ku ~ HxxU -  kH -  Htt),

where Hx{x,t) 7̂  0 and also H(x,t) satisfies the system

2 kHxx +  H 2 — k2 =  0,

(k2 -  H 2 )Htt -  2nHlt +  k2(k2 -  Hi) =  0.

We have assumed that n2 — Hi 7̂  0, for a different solution to (c). This yields 

u{x, t) =  [w(t) — 2 k x \ sinh[|(:c +  c\t +  c2 )] cosh[i(a; +  cii +  c2)\ — c\

+  cosh2[ (̂a; +  c\t +  c2)][4k ln(cosh[|(x + c\t + c2))) -  K2 t2 +  2c3i +  2c4 — 2k +  2c2] 

where w(t) is an arbitrary function.

(e) P =  - 1  -  a -  47, 7  #  a  +  27 ^  0 , </> =  ±  [u +   ̂ I . Then

u(x, t) =  m(i) exp(±x) —
I +  2 7

where w(t) is an arbitrary function.

(f) 7  =  0, a =  —2, (3 =  1, (fi(x,t,u) satisfies

—2(fi2 +  2 cfiHx +  2u2 +  2 k u  — 2Hu +  n2 +  H 2 =  0,

and H(x,t) satisfies

Hxx +  k +  H — 0 Htt + K2 +  kH =  0.
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Then

u(x,t) =  \ (A2 +  B2)1/ 2 sinh[±:r +  w(t)] -  k +  |(A sin a: + B cos x), 

where A(t), B(t) satisfy

d2A A n d 2B n n
, 9 +  kA — 0, — f kB — 0at* at*

and w(t) is an arbitrary function.

(g) 7 =  0, (3 =  — 1 — a, k =  0, a =  (ci — l )2/c i where ci ^  0,1 and

4> =  u + c2̂  +  C3 
Ci -  1 exp (-cxa;).

Then
, ,s f  W1 (t)ex -  §(c2i +  c3)xex if C i =  — 1,

U\X t ) — \
I W2 {t)ex +  (1 -  c f)_1(c2t + c3)e_ClX if cx A -1 ,  

where uq(£), 102(t) are arbitrary functions.

(h) 7 =  0, /3 =  — 1 — a and c2 + a 2ci +  2c\ +  4aci +  1 =  0. Also we insist that a  /  0, - 2  
and ci 7  ̂ 0,1, then c f ) ( x , t , u ) satisfies

acj)2 -  a H x (j) -  c n / 2 +  u[k +  f / ( l  +  2 a )  -  # x x ] -  k H  -  ( a  +  l ) # 2 — =  0 ,

where H(x,t) satisfies the system of equations

lift +  c\kH — 0,

(a +  2)HX ±  (1 — ci)(H +  k) =  0.

Then

u(x, t)

d2

1 +  2a +  Ci 
2a w(t) +  g{x,t) exp (ci -  l)x 

a +  2

wwhere w(t) satisfies —— +  CiKw =  0 and g(x,t) satisfies 
at*

2 2a(ci l) . \ 2 / \ / \
a9x +  — — — 99x ~ « (c i +  1 )g +  (aci +  ci +  1 )w[t)gxa + 2

c i(l +  a + c\)w(t)g + ci(ci — l)(a  + 2) 2------------------------ v:
4 a w2 (t) =  0.

which is effectively an autonomous ordinary differential equation with t a parameter, so 
the first integral may be written down.

4.4.3 Exact solutions. We present some exact solutions which Cases 4.4.1 and 4.4.2 
have unearthed, though we describe them here for general /¿. The infinitesimal </>(x, t, u) is 
given, possibly up to satisfying some equations, followed by the solution, found by solving 
the invariant surface condition. All of the unknown functions in the sequel are functions 
of t only, hence we use primes to denote differentiation with respect to t.
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Subcase 4.4.3(i) 7 =  0 and </>=- + Hi(t)x +  3H2 (t)x3 +  —3—  + HAt)x2 a. Solving the
x x

invariant surface condition gives

{ H a f / W 3  — a
xw(t) +  Hi(t)x2 +  H2 (t)x4 -  H3 (t) +  if a  +  2,

xw(t) + Hi{t)x2 +  H2 (t)x4 -  //3(f) +  Hi(t)x lnz if a = 2 .

Various types of solution are found, as seen in table 4.4.1. The Hi(t) are determined by 
the determining equations, w(t) by substituting back into (4.1).Table 4.4.1

Parameters Hi(t),w(t) satisfy

a  =  § ,£  =  - f Hi =  4k, H 2 =  H3 =  H'l =  0 

32w" =  —3H2

(4.55)

S II
to

ll-
1 II O Hi = pH2 =  TT3 =  0

H'l -  72(1 + 2/3)tff =  0 

I63T4 -  3(480/3 +  303)H2H4 =  0 

8w" -  288H2w =  (50/3 + 5 )i/f

(4.56)

/3 =  (a2 -  a )/(3  -  a), 

/i =  0 ,a  /  3

Hx =  hH2 =  H 3 =  0

(a -  3)Hi +  24(2a +  3)(a + l ) i / 22 =  0

H %  +  3(a + 2)(a + l) (a 2 -  a -  4)H2 H4 =  0

w" -  24(a + 1 )H2w =  0

(t&" -  72/72u) =  90H2Ha)

(4.57)

a =  -2 , /3 =  f Hi =  §k, f i H 2 =  H'l =  0 

5H'l -  24i/f =  0 

57/3 -  120H2 H3 =  -2 5 k2 

u>" + 24H2w =  -307/3 H4

(4.58)

Subcase 4.4.3(H) We assume (f> =  B(x,t) and find the following

(a) 7 =  0, and B(x,t) =  4Hi(t)x3 + 3H2 (t)x2 +  2H3 {t)x +  H$(t), where

H 'l  -  24(6/3 + 4a + l)H2 =  0, (4.59i)

H %  -  24(6(3 +  4a + 1 ) H 1H 2 = 0, (4.59ii)

H 'l  -  24(2/3 +  2a +  l ) H xH 3 = 18(2/3 + q) H \  + 12k H x +  12p H ? ,  (4.59iii)

H 'l  -  24(a +  \)H\H<1 =  12(2/3 +  a ) H 2H 3 + 6kH2 +  6pH'l. (4.59iv)

Then
u(x, t) =  w(t) + Hx(t)x4 + H2 (t)x3 + H3 (t)x2 +  Hx(t)x,
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where w(t) satisfies

w" — 2AH\w =  2kH3 +  6 aH2 H4 +  4/?i/| +  2p,HZ ■ (4.59v)

(b) B(x,t) =  H 1 (t) +  2H2 (t)x

-  127F| = 0, 

H'l -  12^H2 H 1 =  0.

Then

where w(t) satisfies

u(x, t) =  w(t) +  Hi(t)x +  H2 (t)x2,

w" — A^H2w =  2kH2 +  4(67// +  /3)ii| +  27 Hf.

(4.60i)

(4.60ii)

(4.60iii)

(c) (3 =  1 — a, B(x,t) =  cHi(t)ecx + cH2 (t,)e cx +  H4 (t), where c2 =  —27.

HZ =  0,

(1 +  27 p)H'Z — 270(2 — a)H4 H\ +  2'ynHi =  0, 

(1 +  2ryft)H'Z +  270(2 — a)H4 H2 +  27 kH2 =  0.

Then

u(x,t) =  w(t) +  iii(t)ecx -  H2 (t)e-cx +  H4 (t)x,

where w(t) satisfies
w" =  2-yH% -  1672(1 -  a)H1 H2.

(4.61i)

(4.61ii)

(4.61iii)

(4.61iv)

(d) a — 2, ¡3 =  —1, and B(x,t) =  cH\(t)ecx +  cH2 (t)e cx +  2H3 (t)x +  H4 (t), where 

c2 =  - 2 7 .

HZ -  127t ff  =  0,

H'Z -  12-1 H3 H4 =  0,

(1 + 27/i)tf" -  127i73iii  +  2 k ' ) H i =  0,

(1 + 2 f̂t)H'Z -  l2fH3H2 +  2^ H 2 =  0.

Then
u(x,t) = w{t) +  H4 (t)ecx -  H2 (t)e~cx + H3 (t)x2 +  H4 (t)x, 

where w(t) satisfies

w" -  4jH3w =  2kH3 +  2jHl +  4(67^ -  l ) t f32 +  I672 H 1 H2. (4.62v)

(4.62i)

(4.62ii)

(4.62iii)

(4.62iv)
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Subcase 4.4.3(iii) 7 =  /! +  a + 1 = 0 and

4 =  R{u +  Hi(t) + H2 (t)eRx +  H3 (t)em+X +  H4 {t)em~x),

where R is a non-zero constant (pR2 ^  1), and m± — —\R{2 + a ±  n) where 
n =  \/a(a +  4). Solving the invariant surface condition yields

u(x,t) =w{t)eRx -  H\(i) +  RH2 {t)eRx

~ 4 2f a  + n exv { - ï R x ( 2  +  a +  nî} ~ A +  a - n  exP {~ \ R^  +  a -  n )} .

The solutions are represented in table 4.4.2

Table 4.4.2

Parameters Hi(t),w(t) satisfy

*
 

Ï 
»

H3 =  H4 =  H'{ =  0

(1 -  pR2 )H% +  R2 {R2 Hl -  k)H2 =  0

(1 -  pR2 )w" + R2 (R2Hi -  k)w =  2kR2 H2 -  4R4H3H2 +  2pR2 H'J

(4.63)

a arbitrary

j =  l ±  I J 2 ^ 2 ’
j =  1 1  1

H2 =  Hj = H[' =  0

(4 -  p(2 + a ±  n)2 R2 )H" +  R2 Ht x

[R2 Hi((a2 +  4a + 2)(2 +  a ±  n) 2 — 4) — k(2 + a ±  n)2] =  0 

(1 -  pR2 )w" +  R2 {R2 H1 - k)w =  0

(4.64)

a =  —3, 

/3 =  2

H2 =  H'{ =  0

(2 + pR2{ 1 +  iv/3))H% -  HXH3 R4{\ -  iv/3) +  kH3 R2{ 1 +  iv/3) =  0 

(2 + pR2( 1 -  iv/3))H'; -  H ^ R 4^  +  iv/3) +  kH4 R2{ 1 -  iv/3) =  0 

(1 -  pR2 )w" +  R2 {R2 H 1 -  k)w =  6 H3 H4R4

(4.65)

7
 

0
II 

11

H2 =  H'{ =  0

(2 +  pR2( 1 -  iv/3))£T" -  H\H3R4(\ +  iv/3) +  Kff3f?2(l -  iv/3) =  0 

(2 + pR2{ 1 +  i^3))H'( -  HiH4 R4(l -  iv/3) +  kHaR2{ 1 +  iv/3) =  0 

(1 -  /ri?2)in" +  R2 (R2 H1 -  k)w =  0

(4.66)

The equations that the various Hi(t) satisfy in this subsection are all solvable, and 
the order in which a list of equations should be solved is from the top down. The only 
nonlinear equations all have either polynomial solutions (sometimes only in special cases 
of the parameters) or are equivalent to the Weierstrass elliptic function equation (4.39). 
The homogeneous part of any linear equation is either of Euler-type, is equivalent to the 
Airy equation (see Abramowitz and Stegun [1965]),

H"(t)+tH{t) =  0,
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or is equivalent to the Lamé equation (see luce [1956]),

H"(t) -  {k + n(n +  1 )p{t)}H{t) =  0, (4.67)

where p(t) satisfies the Weierstrass elliptic function equation (4.39) and k, n are constants. 
The particular integral of any non-homogeneous linear equation may always be found, up 
to quadratures, using the method of variation of parameters.

For instance consider the solution of Subcase 4.4.3(ii) part (b) above. There are 
essentially two separate cases to consider, either (•) 7 =  0 or (••) 7 /  0.

(•) 7  =  0. The functions Hi{t) and H2 (t) are trivially found from (4.60i,ii) to be 
Hi(t) =  c\t +  C2 and H2 (t) =  c3t +  C4, then (4.60iii) becomes

w" =  2 n(c3t +  c4) +  4 /?(c3t +  c4)2,

which may be integrated twice to yield the exact solution

^2 {c3t +  C4)3 + (c3f +  C4)4

+c5t +  ce + (cit +  c2)x +  (c3t +  c4)x2 if c3 ^  0,
(kc4 +  2(3c\)t2 +  c5t +  c6 +  (e ft  +  c2)x +  C43:2 if C3 =  0.

(••) 7 ^ 0 .  Equation (4.60i) may be transformed into the Weierstrass elliptic function 
equation (4.39), hence H2 (t) has solution H2 (t) = p(t+ tom,0,g3 )/2'y. Now Hi(t) satisfies 
the Lamé equation

H" — 6 p{t +  to; 0, g3 )H\ =  0,

which has general solution

/ f t+to ds
H\(t) — cip(t +  to;0 ,g3) +  c2 p(t +  f0; 0 ,g3) / —§7—x-----r ,

J p { s ‘,v,g3)

where ci and C2 are arbitrary constants. Now w(t) satisfies the inhomogeneous Lamé 
equation

w” -  2p(t +  f0; 0,g3)w =  Q(t), (4.68)

where Q(f) =  2kH2 +  4(67// +  /3)iL| + 27Hf, with Hi(t) and H2 (t,) as above. The general 
solution of the homogeneous part of this Lamé equation is given by

WCF{t) =  C3 Wi(t +  t0) +  CAW2{t +  t0),

where c3 and c4 are arbitrary constants,

. , , ,-crft +  a) . . . a(t — a)
wi{t) =  exp{—tC(a)} ^  , w2 (t) =  e x p {tC (a )} -^ y — ,

in which C(2), er(z) are the Weierstrass zeta and sigma functions defined by the differential 
equations

d C . . d , . , . . .
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together with the conditions

lim (C M  ~ =  0, hm =  1,
z - » 0  y  Z J z —>0 \  Z J

respectively (Whittaker and Watson [1927]), and a is any solution of the transcendental 
equation

p{a) =  0,

i.e., a is a zero of the Weierstrass elliptic function (cf. Ince [1956], p.379). Hence the 
general solution of (4.68) is given by

w{t) =  c3 wi(t. +  t0) +  c4w2 (t, +  to)
j  r t  +  to

+  w  J [w1 {s)w2(t + 1,0) -w i( t  + t0)w2 (s)]Q(s)ds, (4.69a)

where W(a) is the non-zero Wronskian

W(a) =  w\w'2 — w[w2 =  — a2 (a)p'(a), (4.69b)

and Q(t) is defined above. We remark that in order to verify that (4.69) is a solution of 
(4.68) one uses the following addition theorems for Weierstrass elliptic, zeta and sigma
functions

/ ■ I i .a , ,  s , , u \  , 1  P * T P  (*) ( { s ± t ) = ( { S  ) ± ( { t  ) +  -  —7-T------7TT-
2  L p(s) -  pit) J

a(s + t)a(s -  t) =  -<j2(s)cr2(f)[p(s) -  p(t)]

(see Whittaker and Watson [1927], p.451).

4.5 Discussion
This chapter has seen a classification of symmetry reductions of (4.1) using the classical Lie 
method and the nonclassical method due to Bluman and Cole. The presence of arbitrary 
parameters in (4.1) has led to a large variety of reductions using both symmetry methods 
for various combinations of these parameters. The use of the MAPLE package d iffgrob2  
was crucial in this classification procedure. In the classical case it identified the special 
values of the parameters for which additional symmetries might occur. In the generic 

nonclassical case the flexibility of d iffgrob2  allowed the fully nonlinear determining 
equations to be solved completely, whilst in the so-called r =  0 case it allowed the salvage 
of many reductions from a somewhat intractable calculation.

An interesting aspect of the results in this chapter is that the class of reductions given 
by the nonclassical method, which are not obtainable using the classical Lie method, were 
much more plentiful and richer than the analogous results for the third order equation 

(4.2) we studied in the previous chapter.
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An interesting problem this chapter throws open is whether (4.1) is integrable, or 
perhaps more realistically for which values of the parameters is (4.1) integrable. Effectively, 
in finding the symmetry reductions of (4.1), we have provided a first step in using the 
Painlevé conjecture (see §1.6.2). However the presence of so many reductions makes this 

a lengthy task and so the PDE test due to Weiss, Tabor and Carnevale [1983] is a more 
inviting prospect (see §1.6.3). It is likely though that extensions of this test, namely 

“weak Painlevé analysis” (see Ramani, Dorizzi and Grammaticos [1982], Ranada et a1. 
[1985]) and “perturbative Painlevé analysis” (see Conte, Fordy and Pickering [1993]) will 
be necessary (for instance see Gilson and Pickering [1995]). An outline of these methods 
of Painlevé analysis is given in §1.6, but we shall not pursue this further here.
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Part II

Systems of Equations



140

Chapter Five :
Shallow water wave systems

5.1 Introduction
The shallow water wave equation

vXxt +  oivvt -  (3vxdx 1 vt - v t -  vx =  0, (5.1)

where (<9“ 1/)(a;) =  f ( y )  d y ,  and a and (3 are arbitrary, non-zero, constants, can be 
derived from the classical shallow water theory in the so-called Boussinesq approximation 
(Espinosa and Fujioka [1994]). Two special cases of (5.1) have attracted some attention 
in the literature, namely a =  2/3 and a — f3.

Both these special cases are solvable by inverse scattering. Their scattering problems 

are (i) a second order problem similar to that for the KdV equation if a =  2/3 (Ablowitz 
et al. [1974]), and (ii) a third order problem similar to that for the Boussinesq equation if 
a =  (3 (which has been comprehensively studied by Deift, Tomei and Trubowitz [1982]).

Ablowitz et al. [1974] remark that when a =  2(3 (5.1) reduces in the long wave, small 
amplitude limit to the KdV equation, and also that it responds feebly to short waves, as 
does the regularized long wave equation (Peregrine [1966])

Vxxt +  vvx -  Vt - V x =  0, (5.2)

sometimes called the Benjamin-Bona-Mahoney equation (cf. Benjamin, Bona and 
Mahoney [1972]). Indeed equation (5.1) with a =  2(3 may be thought of as the first 
negative flow of the KdV hierarchy.

A-soliton solutions have been found for both these special cases by Hirota and Satsuma 
[1976] using Hirota’s bilinear technique (Hirota [1980]). Further Hietarinta [1990] showed 

that (5.1) can be written in Hirota’s bilinear form if and only if either a =  2(3 or a =  (3.
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The equation may also be written in potential form

t̂ xxxt T OLtlxllxt +  ¡3utUxx Uxx ~  0 (5.3)

(where v =  ux) and this is the form studied by Clarkson and Mansfield [1994b, 1995]. 
A complete catalogue of classical and nonclassical symmetry reductions is given, and in 
Clarkson and Mansfield [1994b] equation (5.3) is shown to satisfy the necessary conditions 
of the Painlevé tests (see §1.6) to be completely integrable if and only if either a =  2/3 or
a = ¡3.

Now in order to apply our symmetry methods to the shallow water wave equation 
(5.1) we must write it as an analytic equation or system. One such adaptation is that 

previously studied by Clarkson and Mansfield [1994b,1995], equation (5.3). A further four 
variants are studied here:

(i), the system with two dependent variables

Vxxt +  otvvt +  ßwvx -  vt -  vx =  0, (5.4a)

wx =  Vt, (5.4b)

(ii), the system with three dependent variables

^  ^ X 5 (5.5a)

w =  ut, (5.5b)

Vxxt +  CtVVt +  ßwvx -  vt -  vx =  0, (5.5c)

(iii), the system derived from a conservation law

* 0 X —  'U'xxx “ I“  2  ß)^x 'U'xi (5.6a)

—  'U'x ß'U't'U'Xi (5.6b)

and (iv), a system with two dependent variables only slightly different from system (5.4), 
and including the dependent variable u,

vxxt +  avvt +  f3utvx - v t -  vx =  0, (5.7a)

v =  ux. (5.7b)

Some of the work of this chapter has appeared in Priestley and Clarkson [1995], and 
also is to appear in Clarkson and Priestley [1996].

In §5.2 we apply the classical method to these five variants, in §5.3 the nonclassical 
method in the generic (r ^  0) case, and in §5.4 the direct method. The discussion in §5.5 
then highlights the importance of each section and compares the calculations in terms 
of the differences between the methods and also between the different variants within a
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method. In particular we witness unusual events in the nonclassical method and realise 
that the extension of the direct method to systems of equations is not as obvious as one 
might expect.

5.2 Classical symmetries
In applying the classical method to equations (5.3-5.7) we consider the (relevant subgroup 
of the) following Lie group of infinitesimal transformations

x* =  x +  e£{x, t, u) +  0 (e 2), (5.8i)

t* =  t +  er(x, t, u ) +  0 (e2), (5.8ii)

u* = u +  ecj) i (x, f , u) +  0 (e 2), (5.8iii)

v* =  v + e<f>2 (x,t,u) + 0 (e2), (5.8iv)

w* = w +  £(f>3 (x, t, u) +  0 (e 2), (5.8v)

ip* =  ip +  e</>4(a;, t, u) +  0 (£2), (5.8vi)

where e is the group parameter, and u consists of an appropriate subset of the set 
(u,v,w,ip) dependent on the system involved.

The determining equations are generated as described previously using the MACSYMA 
package symmgrp.max, then simplified using the Kolchin-Ritt algorithm in the MAPLE 
package d iffgrob2  which yields a triangulation of the system. We simply note the sizes 
of the determining equations here in the following table

Table 5.2.1

Equation No. of determining equations

(5.3) 14 linear equations
(5.4) 20 linear equations
(5.5) 24 linear equations
(5.6) 17 linear equations
(5.7) 17 linear equations

The triangulations that d if  f  grob2 produces are trivial to solve. The factor (a — (3) is 
present sometimes but is only an artefact of the system and does not give further solutions. 
The infinitesimals that satisfy these determining equations are

£ = C l X  +  c 2 , (5.9i)

T =  /(*). (5.9ii)
j. , f { t ) + c i t  i 2cxx (
(pi —  C i U  +  +  +  C3,

p a
(5.9iii)

(p2 =  - 2 Cl fv -  , (5.9iv)
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</>3 — —
d f
d ì +Cl

04 = -3C i0 + 2ci(t — x — (3u)
+  c 4,

a

where f(t) is an arbitrary function. We have two canonical reductions.

(5.9v)

(5.9vi)

R eduction  5.2.1. If ci /  0 then we may set c\ =  1, c2 =  C3 =  C4 =  0 and 
=  — — [lng(i)], without loss of generality. Hence

u{x,t) =  U (z)g(t) + ~  +p a

« (m ) = a

w{x,t) =  gt(t)W(z) 4-

0 (M )  =  4'(z)g3 (t) -  ^U{z)g{t) -  

where z =  xg(t), t/(z) satisfies

d4t/ d3C7 n z ——7- +  4— — + 2a dt/
dzdz4 dz3 

and V(z), W(z) and 4/(z) are given by

OTTd2U . dUd2U n+  (3U ——ÿ—b (a +  /3)z—— —— — 0,

V =
dU w = U + Z-

dU
V =

dz2

. d3U
' 3* d ^

dz dz2
(5.10)

~ y ju
dU 
dz ’d z ’ ” “  ' ~ d z ’

Clarkson and Mansfield [1994b] apply the ARS algorithm (see §1.6.2) to (5.10) and show 
it is of Painlevé-type only if (i), a =  2/3 or (ii), a =  ¡3. These two special cases of (5.10) are 
solvable in terms of solutions of the third Painlevé equation, PHI (see §1.6 and Clarkson 
and Mansfield [1994b] for more details).

R eduction  5.2.2. If ci =  0 we set C2 =  1 and
1

W )
dg
d i ’ without loss of generality

u(x,t) =  U(z) + c 3 g{t) +  y , 

v(x,t) =  V(z), 

w(x,t) =  ~  W(z) +  y , 

Ip(x,t) =  $(z) +  C4g(t),

where z =  x — g{t) and U(z) satisfies 

d3U
dz3 +  I (a + (3) ^d u y  ,. .  , dU

d 7 )  - ( 1 + f e ) d 7 = C 4 '
(5.11)

where c4 is an arbitrary constant, present because we have integrated this equation once. 
Then V(z), W{z) and T(z) are given by
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If a +  P 0, then (5.11) is equivalent to the Weierstrass elliptic function equation else it 
is a linear equation.

5.3 Nonclassical symmetries (r  ^  0)

We now apply the nonclassical method to the systems (5.3)-(5.7) in the generic case 

r /  0, in which we set r =  1 without loss of generality. We ignore the r =  0 case as 
the calculations are intractable (because of the lack of higher order ¿-derivatives in the 
systems). The number of determining equations and lines of output for these five systems 
is given in the following table.

Table 5.3.1

Equation Output No. of determining equations

(5.3) 67 lines 8 equations [3 linear, 5 nonlinear]
(5.4) 583 lines 11 equations [all nonlinear]
(5.5) 1136 lines 13 equations [all nonlinear]
(5.6) 181 lines 15 equations [4 linear, 11 nonlinear]
(5.7) 166 lines 9 equations [5 linear, 4 nonlinear]

Case 5.3.1 Equation (5.3). Here we summarize the results found in Clarkson and 
Mansfield [1994b, 1995] for comparison with the other systems. There are eight determining 

equations, three linear and five nonlinear. With a small amount of manipulation it can 
be shown that there are three cases to consider, (a) £x /  0, which yields the classical 
reductions, (b) £x =  0, with a =  (3 and (c) £x =  0, with a =  —¡3.

Subcase 5.3.1(i) a =  /3, £x =  0 In this case we have the infinitesimals

¿ i =  2 P (C )^  +  - ,  (5.12)at at a

where £ =  x +  /(£), f(t) is an arbitrary function and P(C) satisfies

^  +  aP2 - P  =  \( +  Cl, (5.13)

with A and ci arbitrary constants. If A ^  0, then this equation is equivalent to the first 
Painleve equation, PI, else it is equivalent to the Weierstrass elliptic function equation 
(2.38). Solving the invariant surface condition yields the nonclassical reduction

R eduction  5.3.1.

u { x , t )  = p ( ( ) + q { z )  +  - ,
a

(5.14)
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civwhere (  =  x +  f(t), z =  x — f(t), /(t )  is an arbitrary function and P(Q =  —  satisfies
dC

(5.13) and Q(z) =  -J- satisfies d z

d 2Q 
dz2

+  aQ2 — Q — \z +  C2, (5.15)

where C2 is an arbitrary constant; A is (effectively) a separation constant.

In particular, if A =  c\ =  C2 =  0 (we set a =  1 without loss of generality) 
then equations (5.13) and (5.15) posses the special solutions P(() =  | sech2 (|()) and 
Q(z) =  | sech2 ( i z ), respectively. Hence the exact solution of (5.3) with a = ¡3 =  1 given 

by
u(x,t) =  3tanh { i [x  + f(t)]} +  3tanh {|[x — f(t)]} + t,

is obtained. This is one of the simplest, nontrivial family of solutions of (5.3) with 
a =  (3 =  1, obtainable using this reduction, and has a rich variety of qualitative behaviours. 
This is due to the freedom in the choice of the arbitrary function f(t). One can choose / i ( i )  
and /2(f) such that \J\(t) — /2(i)| is exponentially small as t —¥ —00, yet }\(t) and / 2(i) are 
quite different as t —» +00, so that as t —» — 00 the two solutions are essentially the same, 
yet as t —> +00 they are radically different. By a judicious choice of / ( f )  one can obtain 
a plethora of different solutions (see the figures in Clarkson and Mansfield [1994b,1995]). 
It was suggested that to solve (5.3) numerically could pose some fundamental difficulties, 
as exponentially small perturbations in the initial data cause massive disturbances in the 
overall solution.

Subcase 5.3.1(H) a =  —/3, =  0 In this case we have the infinitesimals

, d /  1
<Pi =  -ttHKz) ----- ,df a

where z — x — f(t) and r](z) satisfies

d477
dz*

d 2 r) d2 't] /d r A 2
d ^ + a  1 1dA ~ =  0, (5.16)

which is not of Painleve-type as, whilst it has an acceptable leading order behaviour, does 
not have a sufficient number of integer resonances. Solving the invariant surface condition 
yields the nonclassical reduction

R eduction 5.3.2.
u(x,t) =  U{z) +  f(t)r](z) -  - ,  (5.17)

a

where U(z) satisfies the linear equation

d*U . d2U dr/ dU d3r/ drj
+  (ar/ -  ! ) - ^ -  -  a — —  -  ^  . (5.18)
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We note here that the algorithm of Clarkson and Mansfield [1994c], which in this case 
advocates the removal of ut, uxt and uxxxt in (5.3), yields an equation of the following 
form

£,tixxxx -(“ k (x, t, u, ux, uxx, tixxx) — 0, (5.19)

to which we apply the classical method. Since the removal of the highest derivative term 
assumes (^ O w e  should also consider the case when £ = 0, which invalidates the use of 
uxxxx as the highest derivative term. In fact we have three cases to consider here, as the 
possibility of the coefficients of consequent highest derivative terms being zero must also 
be considered.

Subcase 5.3.1(iii) ( =  0, 0 i:„ /  0 In this case we generate six determining equations

0 10 1 ,« 0 1 ,1111« 0 10 1 , u u  +  20 1,u0 1 ,uu 0 1,tu0 1 ,uu +  0 1,tuu0 1 ,u — 0, (o.20i)

0 10 1,«01 , U U U U  0101,'im01,'im'lX

4- 30i>lt0 i , u u u  $ i i t u $ i , u u u  4~ 30i,u0ijmt 4“ — 0, (5.20ii)

30i, , u u u  0 1,x +  3010 1 ,U01 ,X IL UI L —  30101 i u u $ l i x u u  +  60? ̂ U & l - i X U U  —  301,iu01 , x u u

4“ 90ijW0 i 01,u u  4” /?0101,u01,itix 01,'ix01,?x'ix 4“ ^ 0 1 ,4~ ^ ^ l i X t u u  01 — O5 (5.20ÌÌÌ)

301,it01 ,-im 01,x + 30101 ,ix0 1 ,a; ix ix 30101 , a; it 0 1, it it 0010 1 , U U  +  0101 , u u  +  30?,U01 , x u

— 301 ,£« 0i ,x« +  /3010?,u +  30 iixtu0i,u +  /30i,t0i,« — /30i0i,t„ +  0i,tu =  0, (5.20iv)

301,1X01 01 -  0101 , it it 01, a; a: a: 01,iu01 ,x x x

+ /30101,«01,xx 01,«01,xx + £*01,«01,x +  0101,««01,x +  301,u01,xx«01,x

+ 01,£«01,x +  0101,«01,xxx« 0101,u01,x« + 0 l,xxx£01,u 01,xt01,« — 6, (o.20v)

301,« 0 1 ,« «  01,xx +  601,u01,xuix01,x £*010 1 ,««  01,x +  2£*04,u 01,x — £*01,t«01,x

+  3 0 1 01,u01,xxuw 3 0 i 0 i )Xx«01 ,«u  +  3 0 i jU0 i ,xx«  3 0 l ,£ « 0 i ,xx«  +  601,«0-^

+  2/301 01,u01,xu +  ®0101,«01 ,x« 201,«01,x« + £*01,xi01,u +  301)Xxt«01,« — 0. (5.20vi)

If we reduce((5.20iii),[(5.20i),(5.20iv)], kl), kl simply tells us that a =  /3. Equation (5.20i) 
may be integrated twice with respect to w to yield

0101,« +  01, t =  H{x,t)4> 1 +  R(x,t), (5.21)

where H(x,t), R(x,t) are arbitrary functions of integration. If we reduce((5.20iv),[(5.21)], 
k2), our equation k2 may also be integrated with respect to u, and yields

(6kfx -  2 +  a0i)0 i +  2u(aR + H) =  2K{x, t), (5.22)

where K(x, t) is another arbitrary function. Notice that we may assume 3IIX — l +  a0i 0 
and aR +  H /  0 else 0i,« =  0. We can now reduce((5.21),[(5.22)], k3) to yield an equation 

of the form

k3 : (mill +  rri2)0 i +  (111311 +  1114) =  0,
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where the m, are functions of x, t only. The analysis now splits into two, dependent upon 
whether the highest coefficient of k3 is zero or non-zero.

if the highest coefficient is zero then all the ml =  0. We can reduce(m3,[ml], Jc4) which 
leaves

M : 2{aR + H) +  3(Hxt -  HHX) =  0.

Notice that now we may assume Hxt — HHX ^  0 else aR + H =  0. If we now reduce 
(5.20vi) (with a — ¡3) progressively with respect to (5.21) then (5.22) and finally M, we 
are left with an equation of the form Jc3 (replace the rrii by fhi and call it fc3). We note 
that fhi =  6aHx(HHx — Hxt) ^  0 hence we may reduce((5.22),[k3], Jc5) since the highest 
coefficient of ¿3 is non-zero. The resultant equation, Jc5, is a fourth order polynomial in u 
whose coefficients must be zero. One of the coefficients is

72c?H2x{Hxt -  HxH)2 (aR. + H),

thus we have a contradiction.
Next, assuming the highest coefficient of k ' i  is non-zero, we may immediately 

reduce((5.22),[k3], ¿6) to leave k6, a polynomial in u. Requiring its coefficients to be zero 

leaves (from one of them) mi =  0. Clearly now m2 7̂  0 and we may assume 4 > i , u u  — 0. 
Now reduce((5.2O),[0i)UU], k 7 )  leaves 0 i)U = 0 contradicting our original assumption. There 

are no solutions in this subcase.

Subcase 5.3.1(iv) £ =  0, 0 ijU = 0, 1 — 04> 1 0 In this case we generate only two
determining equations,

0 4 * i , t 4 * i , x  0 4 >i 4 >i , x t  -k 4 >i , x t  — 0) (5.23i)

0 4 * l , t 4 >l , x x x  0  0101,xx T  ‘2 ‘ 0 4 >l 4 * l , x x  01 , x x  <̂ 0 4 >l 4 >l , x  T  *^01, X

0 4 * i , t 4 * i , x  0 4 * i 4 >i , x x x t  T 4 >i , x x x t  T 0 4 >i 4 > i , x t  0i,xt =  0. (o.23ii)

If we reduce((5.23ii),[(5.23i)], k 8 )  then ignoring the non-zero factor 1 — 04>i, k 8  looks like

k 8  l 0 4 * \ 4 * l , x x  0 1 , x x  T  ^ 0 1 , x

Equation (5.23i) and k 8  are compatible and together reduce (5.23Ü) to zero. They have 
solution, either 0\ =  h(t) or

f k(t)ec'x +  \  if a +  /3 =  0,
01 =  \ 1 1

(c\x +  c2)0/{oi+0) +  — otherwise,

where k(t) is an arbitrary function, from which we have three reductions. The first is a 
classical infinitesimal but the other two are not. They give rise to the following reductions
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Reduction 5.3.3. If a +  (3 =  0

u(x,t) = U{x) +  K(t)eClX +  j ,

where =  k(t) and U(x) satisfies

d2U d U 3
a dx2 ~ aCld ï  ~ Cl _ C l ’

which leads to the exact solution

u(x, t) =  (c3 + K(t))eCiX +  (1 c2l)x +  ^ + c2.

R eduction  5.3.4. If a +  (3 7̂  0

u(:r, t) =  U (æ) +

where U(x) satisfies

a (3

(c1x +  c2)0/{a+0) +  ^

(5.24)

(a +  /3)3(cia; +  C2)3^ ^ - +  aci(a  +  /3)2(cix + c2)2^ -  =  ci(a  + /3)2(ciæ + c2)2 - a c f  (2a +  /3),

which leads to the exact solution

u(x, f)
(c4 +  i)(cia: +  C2) ^ Q+^  +  -

12ci .1i +  c4 H-------- hncix + c2) /L a J /

a; a(2a +  (3)c 1
+  a + (a + /3)2(a + 2/3)(cia: +  c2) ’

(ciX +  C2) +  — +  ---- h C5 ,p O
(5.25)

the latter holding if a + 2/3 =  0. Both of these exact solutions (5.24) and (5.25) are 
actually special solutions of classical reductions. Curiously (5.24) is a special case of 
reduction 5.2.2, whilst (5.25) is a special case of reduction 5.2.1. An easy way to see that 
these exact solutions are classical is that they satisfy the invariant surface condition with 
classical infinitesimals (£, r, <j>\) given by (5.9), with the constants chosen appropriately.

Subcase 5.3.l(v) £ =  0, 1 — f3(f>i =  0 Equation (5.20) is identically zero in this instance, 
and we proceed straight to solving the invariant surface condition. The reduction thus 
found is classical.

Case 5.3.2 System (5.4). Applying the nonclassical method to (5.4) yields a system of 
eleven determining equations, all of which are nonlinear. As can be seen from table 5.3.1 it 
is a large system (the biggest equation has 166 summands!) so it is relegated to Appendix 
B. The use of symbolic manipulation programs, in particular d iffgrob2  in MAPLE is now 
essential to make the calculations tractable.
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The first equation is

tin, - i v  =  0, (B.li)

and in this preamble we will assume ^  0 with an ordering t < x < v < w

and i <  (j)2 < 4>3- If we reduce((B.lvi),[(B.li),(B.liii)], &1) and then use id to
reduce((B.lviii),[(B.li),(B.liii),ld], Jc2) we have in k2 a linear equation in 02, namely

k2 . £tw 4 >2 Gp2 .w T 4*2,u T £,x — 0.

We may solve this equation together with (B.li) using the method of characteristics to 
give

w +  = F(z, x , t),

<p2 =  Fx +  {v -  Fz)$ 2 (z,x,t),

where z =  £. Now since

t x  =  -
F,r

4.W
1

we may rewrite (j>2 as

Fi 5 S W 777 5z - V  Fz -  V

+  $ 2 (£,X,t)
<t> 2 — — (5.26)

We now begin the second step of the nonclassical method, so that v, w once again become 
dependent variables, x, t independent variables. Recall that the system comprising the 
original system and the invariant surface conditions is

vxxt +  avvt +  /3wvx -  vt -  vx =  0, 

Wx =  vt,

€(x, t, v, w)vx + v t = (j>2 (x, t, v, w), 

£(x, t, v, w)wx + w t ~  4>3 (x, t, v, w).

We use (B.li), (5.26) and (5.4b) to leave (5.27i) in the form

<vi>W T (,w'Utx  f  ( t  f  ( £ i X , t )  0.

(5.4a)

(5.4b)

(5.27i)

(5.27U)

We may write this in the form
D xG(£,x,t) =  0,

G,where D̂ , is the total derivative operator (1.14), d>2 =  77-, and we may assert that G£ ^  0. 
Integrating this expression gives

G(£,x,t) =  k(t), (5.28)

where k(t) is an arbitrary function of integration. (Note that k is a function of t only 
because v,w are now dependent variables, x,t independent variables.) Equation (5.28)
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does not infer that £ is a function of x, t only as this contradicts our assumption to the 
contrary, but tells us that, as dependent variables, v,w are related by (5.28). However, 
(5.28) does infer that any solution of the determining equations where £ is dependent upon 
v,w may be represented by a solution where £ is independent of v,w.

This is an extremely important step in finding the complete solution of system (B.l). 
Attempting to find the solution for £„£„, ^  0, even using d iffgrob2 , proved to be lengthy 

and so far has not been completed due to massive expression swell in the most general 
cases.

Henceforth we may assume that £„==£«,= 0, which immediately makes four equations 
identically zero, so that we are left with seven. They are all still nonlinear. We first 
reduce((B.lx),[(B.liii),(B.lvi)], k‘3) where ¿3, after factorisation yields

k 3  k 3 \ k h  • ( i/ )2,'u £ ^ 2 ,to T  £ a ;) (£ i/ )2,toti; (p2 ,vw ') 0 .

Assuming k32 =  0 we can integrate with respect to w (since £ is a function of x,t only). 
Also we can get a similar expression that can be integrated with respect to v, from (B.lvi) 
and k32, and comparing we see

h(x,t) being an arbitrary function of integration. Note that k3i =  0 is the special case 
when h =  £x, so we proceed with the general (5.29). We reduce((B.lvii),[(B.liii),(5.29)], 
M) to yield

The highest derivative term is < p according to our ordering, so we must consider the 

case h =  £æ separately after all. We now split the calculation into five distinct cases, the 
first two when h =  £x, the last three when /i /  £x.

Subcase 5.3.2(i) £x =  h(x,t) =  0 With this information (B.lxi) becomes

Ìp2 ,w 4*2 ,v h(x,f), (5.29)

M  : £2(£x -  h)<t>2,w -  2i 2 h x -  £2£ææ -  2£t£æ +  2££æt +  £hi -  £th =  0.

/ 3 £ < /> 3  -  aÇ2<f) 2 -  / 3 £ t u  +  £ t  =  0 , (5.30)

and hence removing 03 and its derivatives from (B.liv) yields

a£2</>2,æ -  + Pith + (1 -  (3v)ith,v =  0. (5.31)

This is a first order linear partial differential equation which can be solved together with 

(5.29) by the method of characteristics to give h  and hence from (5.30) we have h  as
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well. Substituting these expressions for fa and cj)3 into the remaining equations we have 

infinitesimals which give the following invariant surface conditions when (3 =  ± a

d /df
- T ~ V X  +  V t  
at d t m,v),

where

F t Wx + w ‘ =  $ ( i t )  m s) + (” “ d )  Tt (ln%

9 = I ” + m v - f )  / f

(5.32i)

(5.32Ü)

and 4>(0, y) satisfies

a0 § y ±  +  $ yyy ±  d>e^ vy +  ±  3$eyd>y +  ±  $ 3<h888

+ 3$2 $o0y ±  dd>2 d>sd>ee ±  ‘¿ §§eyy +  b<&$e®ey ±  =F +  a$ 2 =  0. (5.33±)

At first sight, this equation appears to be difficult to solve in full generality, indeed it 

is more complex than our original equation. However by using the associated invariant 
surface conditions (5.32) we can make progress. Remember that in (5.33) the variables 
v,w are dependent rather than independent variables. If we define

'df

then (5.32) yield

0 ( x , i ) = ( w + ^ „ - I

(5.34)

In the case when ¡3 =  —a, equation (5.34) is easily solved to give

S{x,t)=p{z),  z =  x — f{t).

Our two earlier variables 9 and y are now equivalent to the new variable z defined above 
d y

so we let $(9,y) =  —  (for convenience). The invariant surface conditions (5.32) are now 
dz

in a form that can be solved and give the following reduction

R eduction  5.3.5. (3 =  —a

v(x,t) = V ( z ) + f { t ) ^ ,

( *\ d f  urt \ tu\d/  dr/ 1rn(M) =  - W ( z ) - / ( * ) - - - - ,

where z =  x — /(t ) , r}(z) satisfies (5.16), W{z) =  r/(z) — V(z) and V(z) satisfies the linear- 
equation

H R /  A V  A n  A An  A n
(5.35)

d3R , ,dV dn d3rj dn
dz3 [ 1 > dz dz dz3 dz

Whilst the reduction holds, r/(z) should be pre-determined by the infinitesimals or should 

in some sense satisfy (5.33-). To show that this is the case, notice that 0(x,t) has the
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same form as 0 , though the former is a dependent and the latter an independent variable. 
We make the hodograph transformation

$(0,y) =  tos(s,y), 0  =  il(s,y), (5.36)

to equation (5.33-), which implements this role reversal to leave a (large) equation for 
f}(s, y). Since d>(0, y) becomes a function of one variable only we let y =  s, then Q =  fi(s). 
The large equation for then simplifies enormously to

d4Q d2Ü d2H
+ aü-r-z----- —  -  a |

/  dii
d.s4 ds2 ds2 \ ds =  0. (5.37)

We note that since s =  y =  z =  x — f(t) then it is not difficult to show that —- =  —— asd z ds
required.

There are three special cases of reduction 5.3.5:
(a) if r](z) is constant, then we have the classical reduction 5.2.2;

(b) if V(z) =  rj(z), then (5.35) is identically zero, as is W(z), and rj(z) satisfies
(5.16);

(c) if Tf(z) =  ci exp(c2z) +  (1 — c ^ /a , where we may assume that ci, C2 are non-zero 
constants, then equation (5.16) is satisfied and (5.35) becomes

d3F
dz3

+  [aci exp(c2z) — cl]^ ~  ~ OiC\C2 exp(c2z)F =  ciC2(c2 — 1) exp(c2.z). (5.38)

Since V =  exp(c2.z) is a solution of the homogeneous equation we look for solutions of 
(5.38) in the form V{z) — g(z) exp(c2.z). Making the transformation m(0) =  —  with 
0 =  exp(c2 z) yields the Bessel-like equation

, d2m
dti2

+ 40
dm
dtf +  ( 2 + ^ - 0  ) m =  — ( ¿ 2  — 1).Cl

c2

Then making the transformation m(0) =  1(0)/ 0 2 yields

d2l acil_ _  ci 2 _  u 
di?2 +  c2 0  ~  c2

which has general solution (cf. Abramowitz and Stegun [1965])

(5.39)

(5.40)

1 (0 ) =  c^\fdJi

where J\(z) and Y\(z) are the usual Bessel functions. Hence

/  2y/aci

s/0 Yl ( 2- ^ V 0 )  +  — (c\ -  l)i?, V c2 ) a

v(x,t) = c5exp(c2̂ ) /  exp(—3c2p/2)Ji

+

V c2

c6exp(c22:) J exp(—3c2p/2)Yi exp(c2p/2)^ d p -

exp(c2p/2) ) dp + [c7 + cic2/]  exp(c2z)

(cl -  1)
a

dfw(x,t) =  -  —  exp(c22) c5 J exp(-3c2p/2)Ji exp(c2p/2)^ dp + c7

+ c6 j  exp(—3c2p/2)Yi exp(c2p /2 )j dp + ci(c2/  -  1)
1
Of
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where 03-7 are arbitrary constants, and z — x — f(t).

If ¡3 =  a then the right hand side of (5.34) is no longer zero but yields

^ e x +  e t = 2 ^ ( e , y ) .  (5.4i)

First we consider the simplified case 4>y = 0. Again we make a hodograph-type 
transformation

$(0) =  2 ^ ,  0 =  2fi(s). (5.42)

Thus (5.33+) becomes

d4fl
d ^ + 2 aii

d20
ds2

d2fl
ds2 + 2 a (5.43)

which can be integrated twice to yield either the first Painleve equation, PI, or the 
Weierstrass elliptic function equation (2.38), depending on the choice of the constants of 
integration. However knowing this doesn’t make (5.41) much easier to solve. To progress 
we note, as before, that Q(x,t) has the same form as 8 . Therefore from (5.41) and by the 
chain rule and using (5.42) we have

dû
ds

df
j  , $x +at

=  0. (5.44)

dOIf =  0 we obtain a classical reduction, d.q
tt r h i  I nr dn ,

—  /  0 gives

s =  2f{t) +  G(z), z =  x — f  (t). (5.45)

Now we are able to solve the invariant surface conditions (5.32), since our z in (5.45) is a 
characteristic direction in both of equations (5.32). These yield

v{x,t) = n(s) + Q(z),

w(x,t) =  +  H {z)) +  K

where z =  x — f(t). Substituting this into (5.4b) gives

dH dQ _  /  dG\ dn
d z d z \ d z )  ds

(5.46)

(5.47)

There are two possibilities. First if —— /  1 we divide by 1
dz

dG
~dz

to yield

(dH dQ\
\ àz dz J =  A, (5.48)

dll ,
where A is a separation constant, since now s and z are independent. Putting

n d q  ĉ s
into (5.43) gives —  =  0, a classical reduction. Second if —— =  1 then s =  x +  fit) ds dz



Chapter Five : Shallow water wave systems 154

dz d z
is necessary to integrate the last expression (with respect to z) to yield H(z) =  —Q(z), 
then i2(s) satisfies (5.43). For continuity we let fi(s) =  P((), and we have the following 
reduction

R eduction  5.3.6. f3 = a

where z =  x — f(t), (  =  x +  f{t), and P(() and Q(z) satisfy (5.13) and (5.15) respectively. 
This is the analogue of reduction 5.3.1.

The general case = 4>(0, y) follows a similar path to the special case just considered. 
We make a slightly different hodograph transformation than previously, namely

If +  ily =  0 then we have a classical reduction, whilst assuming + Qy /  0, leads, as 
previously, to s being given by (5.45). We may now solve the invariant surface conditions 
(5.32) so that v(x,t), w(x,t) are given by (5.46), which when substituted into (5.4b) gives 
(5.47) (though note that now i2 is a function of s and y so we’ve differentiated partially 

with respect to s). If -j— =  1 then s =  y =  x + f{t) hence is a function of s only, and we
d g

return to the special case. If —— ^  1 then we yield (5.48) since s and y are independent
dz

of z (again f2 is a function of s and y), and hence f2(s,y) =  |As +  M{y). Substituting 
this into the transformed (5.33+) doesn’t help much. However substituting (5.46) with 
0 (s ,y ) =  |As + M(y) into (5.4a) and requiring the resulting equation to be an ordinary 
differential equation gives us that either v(x,t) is constant or we reproduce the reduction 
found in the special case.

Subcase 5.3.2(H) h(x,t) =  £x, ĥ x /  0 Recall we have equation k3\,

A3i ; 02,1; £02,ii; +

which simplifies both (B.liii) and k4 respectively thus

v{x,t) =  P( C) +  Q{z),

w{x,t) =  ^r[P(C) -  Q{z)] +  -dr a
(5.49)

${0 ,y) =  2 [na+ily], 6  =  2  n(s,y), (5.50)

which, when using the chain rule, transforms (5.41) to the following equation,

(5.51)

£03,uj 03,u £i d)

£2£xx +  £x£t -  ££xt =  0,

(5.52i)

(5.52H)
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and (B.lxi) becomes, similar to the previous subcase, an expression linear in both 02 and 
03 (call it (5.52iii)). If we reduce((5.52i),[(5.52iii),k3i], k5) we get the condition a  +  /3 =  0. 
Progressing further in this manner we reduce((B.lix),[k3i,(5.52i),(5.52ii)], ¿6), but we are 
getting into difficulties with lengthy equations, so instead we solve Jc3i by the method of 
characteristics,

4>2 =  ~^w + T{z,x,t), z =  w + iv,

and hence 03 from (5.52iii). Substituting these new forms of 02, 03 into k6 , we replace w 
by z — iv and equate coefficients of powers of v to zero. The coefficient of v2 is

2 « * * + f * = 0 .  (5.53)

If we take the diffSpoly of (5.53) and (5.52ii) then reduce the result with respect to both of 
these equations we are left with £x = 0, in contrast to our assumptions. Thus there are 

no reductions in this subcase.

Subcase 5.3.2(iii) £x =  0, h 7̂  0 We can integrate k4 with respect to w to give 02 up to 
an arbitrary function in (x,t,v). Equation (5.29) gives us 02’s m-dependence, and we are 
left with

02 =  ~ -  2£2 hx) -  hv +  a(x, t),
t̂ ri

where a(x, t) is our arbitrary function. We substitute all this into our original determining 
equations to see what we have left. There remains four equations; from (B.liii) and (B.liv) 
we have

t<h,w-<h,v-Çt +  Çh =  0, (5.54i)

03,z +  0203, v — 02,1/03 — 02, t =  0 (5.54Ü)

(02 has been left unevaluated in (5.54ii) for convenience), and (B.lix) and (B.lxi) both 

give quite lengthy equations. We now use the diffSpoly procedure on (5.54i,ii) and reduce 

the result with respect to both (5.54i) and (5.54ii), to give us the compatibility condition 

between the two equations. This gives us an expression for 03,«,, which, in a way similar 
to that above for 02 gives us 03 in terms of another arbitrary function of x, t,

(3£2hx — £/i2 +  £t/i) , 3t 2 hx
03 = ----------- T7--------------w H------ 7 v +  b[x, t).ih h

We now substitute all this into the remaining equations and equate coefficients of powers 
of v,w to zero, which yields

a +  /? =  0, h =  h(t), a(x,t) =  - - ,  b(x, t )  =  -  ^
ai a \ i  h

together with a condition on h and i,

ih 2 +  ith  -  ih t =  0. (5.55)
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Hence we have infinitesimals,

f = « '  ,fe = '‘ ("’ + o) 03 —

where h(t), / ( f )  satisfy (5.55) and ¡3 =  —a. This leads us to the special case (b) of 
reduction 5.3.5.

Subcase 5.3.2(iv) h =  0, £x ^  0 There are no infinitesimals that satisfy both the 
determining equations and the conditions imposed in this subcase. However the process 
to show this involves a large number of subcases and thus needs a lengthy exposition. 
Since all the results are negative anyway, for reasons of conciseness we do not describe the 
process here.

Subcase 5.3.2(v) h yf £x, ĥ x 0 As in Subcase 5.3.2(iii) we can find 02 from (5.29) and 

k4 up to an arbitrary function in (x,t). Using similar ideas we can also then find <f>3 )W, 
but instead of then using this subcase’s equivalent to (5.54) to find 03 in terms of another 

arbitrary function, we can use (B.lxi) which has been filled with all the information so far 
found to give us an expression for 03 in terms of the same arbitrary function that dictates 

02’s form. With 02 and 03 found, we substitute them into (B.liii), and factorise to give

e ( h - 2 £ x)(h -Z x)2(a +  (3) =  0. (5.56)

This leaves us with two further cases to consider, namely when h =  2 /x and when ¡3 =  —a. 
However, we find that ¡3 =  —a is a spurious special case that is no different from the generic 
one, i.e. h =  2£x. We change our expressions for c/>2 and 03 accordingly, and substitute 
for them in (B.lxi), which factors to gives us two options, either

5 /2/ x* + 4ZtZx -  4text =  0, (5.57i)

or, (4a + 3/3)£x£t +  (5a +  6/3)/2/ xx -  (4a + 3(3)^xt =  0. (5.57ii)

Starting with (5.57ii), we substitute 02 and 03 into (B.liv) and reduce the result with 
respect to (5.57ii) (using an ordering which eliminates ¿-derivatives first) to give

(4a +  3(3){W -  2a)(9(a + -  9(a +  / ? ) « * & „  -  (10a + 12P)& U) =  0- (5.58)

Thus there are three more cases to consider from (5.58), and choosing the last bracket 
to be zero, we use diffSpoly and reduce on this bracket and (5.57ii) to find a compatibility 
condition

(a + /3)(5a + 6/3)^x = 0, (5.59)

which gives three more cases! However working through each case in turn, including 

(5.57i), we find that conditions on a, (3 are special cases of the general case £xx =  0,
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then we find £ =  f(t)x (up to a translational symmetry in x ), which yields the classical 
reduction 5.2.1.

Case 5.3.3 System (5.5). There is a difficulty in applying the nonclassical method to 
system (5.5) using the algorithm of Clarkson and Mansfield [1994c] since the removal of 
¿-derivatives leaves (5.5a,b) in the form

V  — u x ,

W =  (/>!- £ux.
(5.60)

The only derivative term in each equation is ux, so we cannot choose a sufficient number 
of derivative terms to substitute back for (the vi, in the notation of symmgrp.max, see 
§1.8). We can rewrite (5.5) as

v =  ux, (5.61a)

wx = v t, (5.61b)

vxxt +  otvvt +  (3wvx -  vt -  vx =  0, (5.61c)

and apply the nonclassical method to this system (the vi are now ux,wx,vxxx) but the 
corresponding system of determining equations is enormous (see table 5.3.1). Alternatively 
we can assert from (5.60) that w =  0i — £w, remembering that this expression 
holds for u,v,w dependent variables (i.e. w(x,t) =  <j)i(x,t,u(x,t),v(x,t),w(x,t)) — 
£(x,t,u(x,t),v(x,t),w(x,t))v(x,t)). With w in this form (5.5) becomes (5.7), though 

when applying the nonclassical method the infinitesimals now depend on w also. Twelve 
determining equations are generated comprising the nine determining equations found in 

Case 5.3.5 and the three single-term equations

£ i, 0 1 , w  0 2 , w  0 .

There are no 03 terms. This leads us to conclude that this case is equivalent to Case 5.3.5.

Case 5.3.4 System (5.6). We generate 15 determining equations. Equations two and 

three look like

2001,, +  3£u =  0, (5.62i)

200g, + £ u =  0, (5.62Ü)

from which we deduce that £„ =  01,, =  0. Under these conditions only nine equations 

remain

£ ,  =  o, (5.63i)



01,uu = 0, (5.63Ü)

^i,iu i n  0, (5.63iii)

<t>i,v -  20i,u + ix =  o, (5.63iv)

2/304,v -  3/30i,« +  3/3£x + a0i,u +  a£x = 0, (5.63v)

£0104,« +  £04,t -  604 +  /3£0101,X -  £01,x =  0, (5.63vi)

2£x04 3” 0404,« 01,u04 3“ £04,x £01,xxx 3" £01,x — 0, (5.63vÜ)

/3£0104,« -  £04,« +  £204,u 3- /3£201,x

-  2 /3 £ 0 i0 i ,„  +  £ 0 ! , u -  /3£0i,t 3- /3££x0i 3- /3£t0 i  -  ££x -  6  =  0, (5 .63viii)

2££x -  £«0 i,x -  3£0i ,xxu +  ££ XXX
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+  £/30i,x 3" £04,« 3“ 2/3£x0i 04,« /30101.U 2£x 3" 0 0 1 0 4 ,̂  3~ 0i,«  — 0. (5.63ix)

There are a number of separate cases to follow, and within these we find both classical 
reductions, but also the following infinitesimals, when ß — a

,  d /  d /d p  1
£ — “775 0i — 2— —  3---- ,di di d£ a 0 4  = 2= £ d3p dp

'd i U C 3 d£ +  A* -  * /(*)

where p, A are arbitrary constants, / ( i )  is an arbitrary function, £ =  a; +  / ( f )  and
dp

P(£) =  —  satisfies (5.13). This then gives rise to the following nonclassical reduction 

(after renaming 2p =  c2 — ci)

Reduction 5.3.7.

u(a;,i) =p(C) 3- </(z) + a

0 ( M )  =  ̂ {2) +  ^  -p ( C )  3- (c2 -  c i) / ( t )  -  A / 2(i),

dry d2r/
where z =  x — f(t), Q(z) =  satisfies (5.15) and T(z) =  -r-n — q(z). This is the analogued z d zz
of reduction 5.3.1.

Case 5.3.5 System (5.7). We generate nine determining equations, five of which are 
linear, the remainder being nonlinear and slightly more lengthy. The first five are

6  = 0, (5.64i)

4* i,v 0? (5.64Ü)

4*2 ,v v v  0) (5.64iii)

302, v v  O5 (5.64iv)

02 -  01,x -  W01,u 3- n£x + v2iu =  0. (5.64v)
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From these five equations we can deduce that

£ = / ( M ) ,  4>i = k(x,t,u), 02 = [ku - f x]v +  kx (5.65)

Substituting this into the sixth equation simply leaves kuu — 0, hence 0 1<uu =  0 and 

0 2 ,uu =  02,uv =  0. If we now use this information in the remaining three equations the 
system we must solve looks like

tv =  0,

02, v v  — 0,

02,ut) — 0)

£2£xx ~  2£202,ï

4>U 0? 4*l,v O5

4*1,uu 4*2,uu — 0?

4*2 01,x ^01,u “1“ — 0,

£ 202 ,u — 2 ££xl +  £02, tv —  6 0  2 ,v +  2 6 £ x =  0,

(5.66i,ii,iii)

(5.66iv,v,vi)

(5.66vii,viii)

(5.66ix)

££x £02, tu £t£xi

+ 602 ,u +  ££xx¿ +  £ 02,xxx +  2£ 02,xu 2£02txtv 2£2£x +  /3£t01 — 2£02,i;02 ,xv

/3£01,t +  2££x02,« +  2£^02jxi; +  ££xx02,« £01,«02,« +  Cl£ 02 ££x£xx

+ 2 ££x02,xti + /3£201 ,uv + /3£2£x« -  6  + 2a£2£xu -  /?££x0 i -  /3£0 i 0 i,« =  0, (5 .6 6x)

£202,«^ -  £202 ¡xxu'V 4>4>XX 02,x +  £0202 ,XXV +  £0102 + £0i ,anr 02,« — 2602 ,XuV

+  2 £ 0 2 ,xtutt £¿02,xx £ 02 ,x +  £¿02 +  £02,xx¿ £02,1 £*£ 0 2 ,«^  /^£ 02 ,«T

-  /3£202,x« +  /?£0102,x +  a£0102,«W + /3£0102)«U + £*£02,¿« -  «£¿02«

2 £ 6 0 2  +  2 a £ £ x 0 2 £ ’ 2££ x x 0 2 ,«^  +  2 £ 0 i jx« 0 2 ,u^ 2££x 0 2ix« w +  2 £ 0 i 57i0 2 )xu£’

+  2£02,u02,x«W -  £0102,« +  2£0l,x02,x« +  «£02 ~ £02,«^ +  2£02,x«02,x =  0. (5.66xi)

We proceed by writing k{x,t,u) =  g{x,t)u +  h(x,t), substituting our expressions from 
(5.65) into the system (5.66) and taking coefficients of powers of u and u to be zero. The 
hrst eight are then identically zero, but the last three give us 10 equations. We fold both 
the classical reductions as we’d expect, but also two nonclassical reductions. The hrst is 
given by the following set of infinitesimals, when f3 =  a

>c/f cPp 
dt d (2£ = ^  * d t ’

, 9d /d p  1 
0i =  2-j- t : +  - ,  df d( a 02 — 2^7737^,

dpwhere £ =  a; +  /( f ) ,  / ( f )  is an arbitrary function and P(£) =  —  satisfies (5.13). Hence 
we have the following reduction

R eduction  5.3.8. /3 — a
u(x,t) =p (£ ) +  9(2) +  - ,Of
v (M ) =  ^(2) +  P(C),

where z — x — fit), Q(z) =  ^  satishes (5.15) and V/2) =  Q(z). This is the analogue ofdz
reduction 5.3.1. The second reduction arises from these infinitesimals, when /3 =  —«
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where r](z) satisfies (5.16). Hence we obtain the nonclassical reduction 

Reduction 5.3.9. ¡3 =  — a

u(x,t) =  U(z) +  / (t)rj(z) -
a

v(x,t) =  V(z) +

where z =  x — f(t), U(z) satisfies (5.18) and V(z) =  -y -. This is the analogue of reduction 
5.3.2.

5.4 Direct Method
For scalar equations the ansatz

u(x,t) =  H(x,t,U(z)), (5.67)

where z =  z(x, t), may often be easily simplified to u(x, t) =  A(x, t)U(z) +  B(x, t) without 
loss of generality (the Harry-Dym equation being a notable exception (cf. Clarkson and 

Kruskal [1989])). In the analysis of systems of partial differential equations (here we only 
consider systems with two independent variables) it is not always so easy to ascertain a 
simplification of the original ansatze, though the need for some simplification is obvious 
enough!

One reason is that the ansatz necessary to find one reduction may be more complicated 
than is necessary for another. For instance to find the classical reduction 5.2.1 for (5.6) 
ij)(x,t) must certainly be linear in both T(z) and U(z), whilst to find reduction 5.2.2, 
ip(x,t) need only be linear in \It(z). This difference will only be evident deep into the 
calculation.

There are three freedoms that can, and should, be employed to reduce the complexity 
of the calculations without loss of generality. We describe the freedoms for a system of 
partial differential equations in two independent variables (x, t) and n dependent variables. 
We assume that the ansatze are of the form

u(x,t) — H(x,t,U(z)), (5.68)

where z =  z(x, t), u =  (ui,...,un), H  — (Hi,..., Hn) and U =  (U\,..., Un). The first two 
freedoms are described for a general dependent symmetry variable Um(z) and apply to 
each of the dependent symmetry variables.

uu ■Freedom (a). ( Translating). If, for every Uj(x,t) such that ■ ■ ■- ^  0, Uj(x,t) may be
VU m

written in the form

Uj(x,t) =  Hj(x,t,U*m(z)) +  Ajix^lUmiz) + Çt(z,U*m)], (5.69)
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where U*m — (C/i, U2, ■ ■ ■, Um- i ,  Um +i , . . . ,  Un), then we may set Q(z, U*m) =  0. This 
is allowed since we can translate Um(z) -> Um(z) -  Q(z,U*n), or alternatively we set 
Um(z) =  Um(z) + Q(z, U*m) and then rename Um(z) = Um(z).

Freedom (b). (Scaling). If, for every U j ( x , t ) such that 
in the form

duj
dUZ

7̂  0, Uj(x,t) may be written

Uj(x,t) = Hj(x: t, U*m(z)) + A ^ x^ U m iz^ Z iU n ) , (5.70)

where U*m is as above, then we may set fi(z, U*m) = 1. This is allowed since we can scale 

Um(z) -* Um(z)/Q(z,U*n)i or alternatively we set Um(z) = Um(z)$'l(z,U*n) and then 
rename Um(z) =  Um(z).

Freedom (c). (Inverting). If z(x,t) is determined by an equation of the form il(z) =  
z0 (x,t), where il(z) is any invertible function, then we can take £!(;?) =  z (by substituting 
2T —> i 2— 1 (^)).

The freedoms (a) and (b), of translation and scaling, may be applied once without loss 
of generality during the calculation for each dependent symmetry variable, and freedom 
(c) may also be applied once without loss of generality. However here we make some 
remarks.

Remark 5.4(i). These freedoms may be applied a posteriori if they do not cause a loss 

of generality; they simply tidy up the reduction. This could be called the freedom of 
hindsight!

Remark 5.4(h). It may be possible to use freedoms (a) and (b) without such strong 
conditions on the form of the Uj(x,t). That is if a particular u.j(x,t) can not be written in 
the required form, (5.69) or (5.70), but parts of it are yet to be determined then it may be 
possible to exercise the freedom, thus affecting the ultimate form of these undetermined 
parts (when they are determined) but without losing generality. Examples of this are 
given in the following calculations (and also in the next chapter).

Remark 5.4(iii). We will use the upper case Greek alphabet (without subscripts) to 
represent undetermined functions, and such that under any operation the result is given 
the same letter. Once we give these letters a subscript or use the lower case Greek alphabet 
we keep track of our operations.

Remark 5.4(iv). We do not consider the singular cases zx =  0 or zt =  0 in this calculation 

i.e. we assume zxzt ^  0.

Remark 5.4(v). The application of the direct method to systems of equations is not entirely 
clear. The steps carried out to obtain the reductions in this section are explained but the 
method is formalised only in the next section, in the light of this one.

We now apply the direct method to our various systems.



Chapter Five : Shallow water wave systems 162

Case 5.4.1 Equation (5.3). We assume the solution of (5.3) takes the form

u(x,t) = H(x,t,U(z)), (5-71)

where z =  z(x,t), and require that when this is substituted into (5.3), the result is an 
ordinary differential equation. On substitution we get,

HuzlztU"" + HuuzlztU'U +  . . .  =  0 .

If zxZt 7̂  0 we divide by the coefficient of f7"", and require the new coefficient of U'U'" to 
be a function of (z, U). This gives

Hyu _  Tuu(z, U)
Hu ~  Tu(z,U) ’

which may be integrated twice with respect to U to yield

H(x, t, U{z)) =  A(x, t)T{z, U) + B(x, t),

and without loss of generality we can assume T(z, U) =  U(z). With this ansatz equation 
(5.3) reads

Az^ztU1" 1 +  [3AztZxzxx +  Atzx +  3Azxzxt +  3Axztzx]U'" +  (a + (3)A2 ztz2 U'U"

T [cyAAxz ẑx +  (3AA^zx^UU T [Az ẑxxx T 3A^zxzxx T 3Azx̂ zxx T 3Axz ẑxx 

T 3Ax ẑx Azx ~f~ 3Azxzxxi tiAxzxzXf T 3Axxztzx AzfZx T o/ABxz ẑx

+  f3ABtzx]U" +  \oA2 zxzxt +  (3A2 ztzxx +  aAAtz2 +  (a + 2(3)AAxZtzx\(U' ) 2 

T [f3AAtzxx +  (a +  2(3)AtAxzx +  aAAxtzx +  aAAxzxt +  (3AAxxzt +  aA2 Zt]UU'

T \Â zxxx T  3Axtzxx Azxx 2Axzx T 3AXXfZx AfZx T Azxxxt 

T 3Axzxxi T 3Axxzxt Azxt T Axxxzt Axẑ  T (3 AB^zxx T 2(3 AxBftzx 

T aAtBxzx T cyA B xtzx T cyA B x z x i T (3ABxxZf T cyA x B x Zi ( U  

T [oAxAxt -t- (3Af AXX\U +  \Axxxt Axx A x t +  oiAxBxt +  cyA x ^ B x 

+  (3AtBxx +  (3AxxBt]U + \Bxxxt +  aBxBxt + (3BfBXx — Hxt — Bxx\ =  0. (5.72)

We use the coefficient of U"" to be the normalising coefficient, so that the coefficient of 
U'U" yields

AzlztT(z) =  (a +  (3)A2 z2xzu (5.73)

which splits the calculation into two.

Subcase 5.4.l(i) a +  (3 ^  0 In (5.73) we can use freedom (b) to yield A =  zx. The 

coefficients of UU", U'" and (U' ) 2 yield

zxZtHi(z') aztzxx T Pzxzxt1 (o.74i)

zxztr 2(z) —  3zfZxx T 2zxzxt, (o.74ii)

zlztT3 {z) -  (a +  3(3)ztzxx +  2azxzxt. (5.74iii)
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We can remove the zxt term from (5.74i) using (5.74Ü) to yield

z lz t{2Ti{z)  -  P T 2{z )) =  (2 a -  3 (3)ztzxx.

If 2a — 3/3 0 we can integrate this twice with respect to x to yield, after using freedom
(c), z =  6 (t)x + a(t). If 2a — 3/3 =  0, then equations (5.74) are all essentially the same, 
and give, on integrating once with respect to x,

F a(z) =  S(t)z3xzl. (5.75)

The arbitrary function 8 (t) represents the function of integration and is non-zero (note 
that we have to use exponentiation to achieve (5.75)); also (z) ^  0. This equation 
doesn’t lend itself to further solution, so we turn to the coefficients of UU' and U2 which 

yield

z x ztT's(z) — 12 z x z xxzxt +  3 Ztzxx +  3 z x zxxt +  2 z x ztzxxx , (o.76i)

Zx b6 (^) — ẐxtZxxx T 8 zxxzxxf. (5.76ii)

Using diffgrob2, we r e d u c e ((5 .7 6 i) ,[(5 .7 5 )] , Al) and r e d u c e ((5 .7 6 ii) ,[ (5 .7 5 )] , k2). The 
highest coefficient of kl is non-zero so we reduce(¿2,[AT], A3) and also take the diffSpoly of 
(5 .7 5 )  and Al, then reduce the result with respect to both these equations (call the result 
A4). Both A3 and A4 have zxx as their highest derivative term, and the highest coefficient 
of A3 is non-zero. Thus their (algebraic) reduction is allowed, without worrying about 
whether the separant is zero. The result of this reduction is an equation of the form

r7(z)zxx +  r8(z)zx =  0 , (5 .7 7 )

where r 7(z), Ts^) are functions of T4 (z), ^ (2 )  andTe^) which may be zero. I f r 7(.z) =  0 
then r 8(,z) must also be zero and we red u ce(A 3 ,[r7 (2 ) ,  Tg^)], A5) seeking to remove Ts^) 

and r 6(z) before T^z):

A 5 : V\z2x -  5F4 zxx =  0.

We can integrate this twice with respect to x to give z = 6 (t)x +  o(t), after using freedom 
(c). Similarly if r 7(2) ^  0, we are able to integrate (5.77) directly, to yield the same result. 
All this work shows that 2a — 3/3 =  0 is just a spurious case, and we continue simply with 
z — 8 (t)x +  a(t). Equation (5.74i) now yields

9
id 9 dcr\
(d < 1 + r , w = 4

Either E i(z) =  0 and then z — x +  cr(f), or T i(z) =  (3/ (c\z +  c2) and it transpires that we 
may set a(t.) =  0 i.e. z = 9(t)x — c2. In the latter option we find the classical reduction



Chapter Five : Shallow water wave systems 164

5.2.1, whilst the former gives rise to more than just classical results. Thus continuing with 
z =  x +  a(t), the remaining coefficients yield

~ T 9 ( z ) = a B x^ + P B t - l ,

da dcr10(2) aBxt -t- f3— Bxx,

do­
di f n ^ )  ~  Bxxxt +  aBxBxt T  f3B̂ Bxx Bxt Bx

(5.78i)

(5.78Ü)

(5.78iii)

Solving (5.78i) for B(x,t) using the method of characteristics yields either B(x,t) — 
p ( C) +  T(z) +  t//3 if rg(z) is not constant, or B(x,t) =  cia(t) + p i(()  +  t/P, ifT ^ z) = ci/3, 
constant, where ( =  x — (3a(t,)/a. If we choose the first expression for B, we would set 

1 »  =  0, apparently without loss of generality, by freedom (a), but this is now different to 
the second expression, and generality appears to have been lost. We will continue with the 

second expression but will show later that generality would not have been lost. Equation 

(5.78ii) yields
i (32 — a2 \ da d2p
v - )  d ï â r

If (3 — a 7̂  0 then p(Q must be quadratic in (, and it is not difficult to show that we 
only get the classical reduction 5.2.2. With ¡3 — a, p(() is still arbitrary and the only 
equation left is (5.78iii). This equation dictates the form of p(Q in the shape of an 
ordinary differential equation. We may now take an a posteriori translation of p(() and 
U(z), namely p(£) —> p(Q — and U(z) —*U(z) + \c\z which effectively removes the 
ci<r(f) term from B(x,t) (so generality would not have been lost). We have the following 
reduction

Reduction 5.4.1. a P =  0

u{x,t) =  U(z)+p{Q + a

dp
where z — x +  cr(i), ( — x — a(t) and P(C) =  ~  satisfies (5.13). The ordinary differential 
equation that Q(z) =  U'(z) satisfies is (5.15). This is the analogue of reduction 5.3.1.

Subcase 5.4.1(H) a +  ¡3 =  0 We are unable to find an expression for A(x,t) from (5.73), 
so instead we consider the coefficients of U'", (C/')2, UU" and UU':

Az .̂ZtT i(z) = Atzx +  3Az2 zxt +  ‘¿Axz2xzt +  3 Azxztzxx, (5.79i)

Azxztr 2 (z) = A 2 zxzxt -  A2 ztzxx -  AAxzxzt + AAtz%, (5.79ii)

Azxztr 3 (z) =  AAxzxzt -  AAtz%, (5.79iii)

Azxztr 4 (z) -  AAtzxx +  AtAxzx -  AAxtzx -  AAxzxt +  AAxxzt -  A2 zt. (5.79iv)
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Adding (5.79Ü) and (5.79iii) yields

Az3xzt(T2 (z) +  T3(z)) =  A2 [zxzxt -  ztzxx\. (5.80)

If the right hand side of this is zero, we can integrate with respect to x to yield 
zt — Y>(t)zx. Treating this as a linear partial differential equation we use the method 
of characteristics to find the solution z =  F(x + £(i)), then by freedom (c), z =  x +  a{t). 
We can also solve (5.79iii) as a linear partial differential equation now which gives 

A(x,t) ~  —cr(tf)r3(;z) +  r(z). By freedom (b) we may set T(z) =  1 without loss of 
generality. Equations (5.79i) and (5.79iv) now read

-r ,£ . (5.81i)

(5.81Ü)

d cr da da
Since —  yt 0 the expressions cr—  and —  are independent, thus (5.81) spawns the d t d t d t
following system of equations

r3r4 = o, r4-r'=o, r1+r3 = o, 4r,3-r 1r3 = o.

It is not difficult to see that the only solution of these equations is r 4 =  T3 =  T4 =  0.

Remark 5.4(vi). Recall that, before applying freedom (b) above, we had found A(x,t) — 
—cr(t)r3(z) +  r(2:). Another, different application of freedom (b) allows us to set T3(z) =  1, 
apparently without loss of generality. The system that equations (5.79i) and (5.79iv) now 
create is

rr4 -  4T' + 1 = o, Ti = o, rr4 + r = o, r4 = o,
for which no consistent solution exists. It is now clear that we require T3(z) =  0, and so 
using freedom (b) to set r 3(z) =  1 is the wrong step to take. However this cannot be 
known a priori, and freedom (b) has been applied with loss of generality. A rethink of 
freedom (b) is needed which is addressed in the next chapter.

Thus continuing with T(2r) =  1, T3(z) =  0, the coefficient of U" is now

dcr . . dcr 
dt 5ÌZ) =  a dt x

aBt -  1,

where r 5(2) has consumed all functions of z. This has solution

B M ) =  _ £ i i E £ i £ ! _ i  + r „ w .
a a

We can set T6(z) =  0 by freedom (a) and we rename Ts(2) =  ar](z). The coefficient 
without U or its derivatives then gives an equation which r](z) must satisfy, and we have 

found the nonclassical reduction
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R eduction  5.4.2. a +  (3 =  0

u(x,t) = U(z) — a(t)rj(z) -  - ,
a

where z =  x +  a(t), U(z) satisfies (5.18) and rj(z) satisfies (5.16). This is the analogue of 
reduction 5.3.2.

Considering now the case when the right hand side of (5.80) is non-zero, we let 
F7 (z) =  ^ (z )  +  r 3(;z) 7̂  0 so that

A{x,t)
Zx̂ xt ZfZxx

and substitute this expression into equations (5.79). We use d iffgrob2  to achieve this 
and write the equations in polynomial form, so that we can use the procedures effected in 
it. We reduce((5.79i),[(5.79iii)], Jc6) seeking to remove ¿-derivatives first, remembering that 
equations (5.79) are now partial differential equations with 2 as the dependent variable. 
Taking the diffSpoly of (5.79iii) and k6, then reducing the result with respect to both 
equations, leaves k7. The highest coefficient of k.7 is zero if 13T3(2) — 27Y7{z) =  0, and 
assuming it is, k.7 becomes

U T 7(z ) zxx -  ( r ^ I M * )  -  4T'7(z ) ) z 2x =  0, (5.82)

and recall that Y7 (z) ^  0. If r i (z ) r 7(z) — AY'7 (z) =  0 then zxx =  0, whilst if 

r ! ( z ) r 7(z) —  A T '7 { z )  /  0 we can integrate (5.82) twice with respect to x and achieve 

the same result, zxx — 0 (after using freedom (c)).
If zxx =  0, irrespective of any conditions on T^z), T3(z) or T7(z), k6 becomes

^ i [ ( r 3(z) -  7r7 {z))zxt +  (T i(z )r7(2;) -  4T7 (z))zxzt] =  0, (5.83)

and note that zxt /  0 since zxzxt — ztzxx 7̂  0. If r 3(z) — 7r7(2:) =  0 then (5.79iii) is only 

zero if

Z x z t z x t t  Z x Z i f Z x f  8 Z f Z x £ — 0 ,

but this is compatible with zxx — 0 only if zxt =  0, so we must have T3(^) — 7Y7 {z) 7̂  0. 
Equation (5.83) is then effectively

Zxt
Zt

T{z)zx, (5.84)

where F(2;) must be non-zero, and since zxx =  0 we write 2: =  6 {t)x +  a(t). Equation 

(5.84) then becomes
d6  id9 da

T t = e m z ) \Ttx + di

We must set T(z) =  \/ (c\Z + C2 ) and find c\ — 1 and a(t) =  c3#(i) — ĉ - We can set c3 — 0 
because of the translational freedom in x, hence 2 =  (){t)x — C2. If we are able to show, 

then, that zxx =  0 we can infer that 2 =  8 (t)x — c2.
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Now assume that 13r3(z) — 27r7(2:) ^  0, so that we may reduce(M>,[&7], k8 ) and 
immediately check whether the highest coefficient of k8 is zero. If it is then k8 reduces 
to zero, but under these conditions k.7 becomes T7 {z)(zxzxt — ztzxx) =  0 which cannot 
be true. Thus we may assume that the highest coefficient of k8 is non-zero and 
reduce((5.79iv),[Jc7,k8], k9). We also take the diffSpoly of k7 and k8 then reduce the result 
with respect to both equations (call the final result MO), then both k9 and MO are of the 
form

{ T 7 ( z ) z xx  +  r 1 { z ) z l ) ( r 2 { z ) z l x +  f 3 { z ) z \ z x x  +  f  i { z ) z l )  =  0.

The Ti(z) where i =  1,...,4 are different for each equation, and it is this difference that 
we exploit.

First note that whatever value F^z) takes, if the first bracket is zero then zxx =  0, 
perhaps after applying freedom (c) (hence z =  0(t)x). Then assuming the second bracket 
is zero, either V2 (z) =  r 3(2:) =  r^ z ) =  0 or it can be solved as a quadratic equation to 

yield

F5(z)zxx +  Tq(z)zI =  0 (5.85)

(where F sO  is non-zero if r 2(z) /  0). We note that the zeros of V2 (z) in k9 are 
different from those in MO, so for one of these equations it is not possible to have 
r 2(z) =  r 3(z) =  77̂ {z) =  0 and we can get an equation of the form (5.85) with F5(z) 7̂  0. 
Hence zxx =  0, hence z =  6 {t)x — c2. With z = 0(t)x — c2 we can use freedom (b) to let 
A(x,t) — 9{t), and the remaining equations lead us to the classical reduction 5.2.1.

Case 5.4.2 System (5.4). We assume that the solution of (5.4) is of the form

v(x, t) =  F(x, t, V (z), W O ) ,  (5.86a)

w(x, t) — G(x, i, V(z), W(z)), (5.86b)

where z =  z(x, t), and require that the result is a system of ordinary differential equations 
for V(z), W(z). We note that there is no splitting of either equation, in keeping with the 
principles of the direct method, in contrast to other methods (e.g. Galaktionov [1990] - 
see §1.5.3). Substituting these ansatze into (5.4a) gives

FvzlztV"' +  FwzlztW'" +  ... =  0. (5.87)

Without loss of generality we use the coefficient of V1" to be the normalising coefficient, 

so in (5.87) we require
Fv T(z,V,W) = Fw , (5.88)

where we have assumed zxzt /  0, and T(z, V, W) is a function to be determined. Treating 

this like a linear first order partial differential equation in F, we find the four characteristic
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directions n\ =  F, ^ 3  — xi M4 =  i and an unknown /i2. However since /r2 is ultimately 
a function of z, because V and W  are both functions of z, we may write the solution of 
(5.88) as F = F(fj,2 {z),x,t). Now by simply renaming things we may let F\y — 0 without 
loss of generality. Equation (5.4a) now yields

FvzlztV'" + Fv v z2xztV'V" +  ... =  0. (5.89)

We divide by the coefficient of V "  and require that the new coefficient of V'V"  be a 
function of (V,z) i.e. on rearranging

Fyy _  r i ,yy(z, V)
Fy ~  Thy(z,V) ‘

Integrating with respect to V twice gives

F(x, t, V{z{x, t))) =  A(x, t)Ti (z, V) +  B(x, t), (5.90)

and without loss of generality we can assume r i(z , F) =  V(z). The coefficient of V  in 
(5.4a) now yields

G =  ztzxr 2(z, V, W) +  D(x, t) -  ^ F ,  (5.91)
PZX

where D{x,t) is given by

Axxẑ  T  ‘̂ AxtZx T  2Axzxt +  AfZxx T  Azxxt T  otABzt T  (3ADzx Azx Az  ̂ —  0.

Without loss of generality we assume T2 {z, V, W) = W(z). System (5.4) now reads 
(keeping D(x,t) unevaluated for convenience)

AzxztV'" +  [2Axzxzt +  Atz2. +  2Azxzxt +  Azxxzt]V" +  [aAAt — otAAxzt/zx]V2 

+  (3Az2ztWV' +  [Axxt +  aBAt +  aABt +  (3DAX — Ax — aABxZfJ zx — A t]F  

+  /3zxztAxW V  +  (3zxztBxW + [Bxxt + aBBf +  [3DBX — Bx — Bf] =  0, (5.92i)

zxZfW + \zfxzx T  ZfZxx^W
4 7. v 4 4 7. R A F

V +  [Dx — Bt\ =  0. (5.92ii)a +  (3
AztV' +  y

AztzXx Aztx Axzt (3 At
V J f3 zl zx zx a \

Assuming the coefficient of W  to be the normalising coefficient in (5.92Ü), the coefficient 

of V  yields
zxztT(z) =  (a +  13)Azt , (5.93)

hence we split our analysis into two.

Subcase 5.4.2(i) a +  ¡3 ^  0. From (5.93) we have A =  z2 by freedom (b), then the 
coefficient of VW  in (5.92i) yields

ZxZtF(z)  —  ZXZ(ZX X ,
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which we may integrate with respect to x, and find z — 9(t)x +  a(t), after using freedom 
(c). The coefficient of V 2 in (5.92i) now yields

02
(  d 6  da'.
( d i x + df = »

d0

di'

T{z) is necessarily of the form T(^) =  c\/(z +  c2) and we find that either z =  6 (t)x — c2 if 
ci 7̂  0 or z — x +  a(t) if ci =  0. The remaining analysis then leads us to the two classical 
reductions found in section 5.2, after a small amount of tidying up (for instance notice 
that w(x,t) can be written as independent of V(z)).

Subcase 5.4.2(H) a + (3 =  0. The system of equations that A(x, t) must satisfy is

Azxzt r  1 (z') — 2 Axzxẑ  +  AfZx +  2 Azxzxt +  Azxxẑ , (5.94i)

zxztr 2 (z) -  At -  (5.94ii)
zx

Az2 ztr 3 (z) =  Axzxzt, (5.94iii)

z2ztr 4(z) = zxzxt +  zxxzt, (5.94iv)

z2xztr 5 (z) = A t - ^  +  (5.94v)
%X

and by subtracting (5.94ii) from (5.94v) we also have

4 * ( r 5( * ) - r  2(^)) =  a  _  f i l l . p.95)
. ZX ZX .

If the right hand side of this is zero, since i ^ O w e  have

ZtZXx zxzxt 0,

which may be integrated with respect to x to yield zt — T,(t)zx. This may be thought of as 
a linear first order partial differential equation and solved as such to give z =  F(.-r +  £(£)), 

hence by freedom (c) z — x +  a(f). Equation (5.94ii) may now also be solved by the 
method of characteristics, to leave A =  r6(z) +  a(t)r2 {z). Similar to Subcase 5.4.1 (ii) 

freedom (b) allows us to set either ^ (2 )  =  1 or r2(z) =  1 and yet if we set F2 (z) =  1 
we run into difficulties (cf. Remark 5.4(vi)). We therefore set r 6(z) =  1, and equations 
(5.94i) and (5.94iii) yield the following system

r3 = 0, r2r3-r '= o , r1- r 2 = o, r1r2-3r/2 = o,

which has solution Fi(z) =  T2 (z) =  F3(z) =  0. Turning to the coefficient of W  in (5.92i) 

we have
dcrrv \ _  dcr r>
d f 1̂  ~  dtBx'

which may be integrated with respect to x to yield B(x,t) — F(z) +  S(t) where S(t) is 
an arbitrary function. We may set r(z) =  0 and the few remaining steps lead us to the

classical reduction 5.2.2.
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If the right hand side of (5.95) is non-zero, it gives us an expression for A(x,t,). We 
can get another expression for A(x,t) by taking (5.94i) — (5.94ii) — 3(5.94iii) to yield

A{z2xztTi -  3zlztF3 -  2zxzxt -  zxxzt) =  zxztT2. (5.96)

If r 2(z) =  0 we may use (5.94iv) to remove occurrences of zxt from (5.96) to give

zxx +  Zxfi'i ~~  3 r 3  —  2 1 ^ )  —  0 . (5.97)

This implies that 2 =  9(t)x +  a(t) (perhaps after using freedom (c)) independent of the 
coefficient of z2. Equation (5.94Ü) now gives A — T(,z), hence A =  1 by freedom (b). 

However (5.94v) now gives

6 2
d9 da\
Ttx +  T t ) r 5 (z) = -

ide
6 dV

and because r5(,z) 7  ̂ 0 (since (̂.z) — T2 {z) 7  ̂0) we have r5(.z) =  l / (c iz  +  c2). The 
coefficient of x now gives a contradiction, that 0 (t.) is constant (and hence the right hand 
side of (5.95) is zero).

Hence we assume T2(z) 7̂  0; comparing (5.95) and (5.96) and removing zxt using 
(5.94iv) we have

(r5 -  3r2)zxx — z2[(v i — 3r3 — 2r4)(rs — r2) + r2r4] — o.

If r 5 — 3r2 7̂  0 this equation, similar to (5.97) gives z = 0{i)x +  cr(t). If T5 — 3r2 =  0 

we must work a little harder to get our coveted zxx =  0: we know (5.94v) — 3(5.94ii) =  0 

which yields
2Axzxzt 2A^zx Azxzxt T Azxx z-t — 0,

which when subtracted from (5.94i) yields

AzlztFi(z) =  3Atz2 +  3 Azxzxt.

Dividing through by Az2 and integrating with respect to t we get an expression of the 
form

A _  p(*)r7(g)

Now (5.94iii) becomes, on rearranging

Zxx -  (r7r3 -  V 7 ) z 2x =  0 ,

and hence we have z =  0 (t)x +  a(t) as required.
With z =  9(t)x +  a(t), equation (5.94iv) now becomes

e2(  d6  da\ r 4 (z) = ede
dt
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Taking T4(z) =  0 contradicts our assumption that the right hand side of (5.95) is non-zero, 
hence we take F4(z) =  \j[c\z +  C2) and find z = 0(t)x — c2. Now A can be found from 
(5.95), as A =  02 (t), after using freedom (b) and the remaining analysis leads us to the 
classical reduction 5.2.1.

However, we are not finished yet. We retain the ansatz F  =  A{x,i)V{z) +  B(x,t) as 
the following doesn’t affect the work required to find this. Equation (5.92ii) now reads

Gw W'zx +  (Gv zx -  Azt)V' +  Gx -  AtV -  Bt =  0, (5.98)

which we write in the form

Tw (z, V, W)W' +  Tv {z, V, W)V'  +  TZ(z, V, W) =  0, (5.99)

and now it can be integrated to yield Y(z,V,W) =  a-\. constant, or alternatively 
W  =  r(2, V). We use this to let G = G(x,t,V(z)), and so now (5.98) must be identically 
zero (since we have effectively solved it). Hence

GyZx Azt 0,

Gx -  AtV -  Bt =  0.

Equation (5.lOOi) gives G, on integrating

Azt
G(x,t,V(z)) = -----V +  D(x,t),

which splits (5.lOOii) into two equations,

Dx — Bt — 0.

(5.100Ì) 

(5.lOOii)

(5.101)

(5.102Ì)

(5.102U)

Summarising so far, our ansatze are now 

v(x,t) =  A(x,t)V(z) + B(x,t),
Az.

w(x, t) =  -----V(z) +  D(x, t), (5.103a,b)

and we have two equations for our unknowns, (5.102). We may still use freedom (b), but 
must use freedom (a) with caution, making sure that the translation V(z) -»  V(z) — fl(^), 
doesn’t make us lose generality. Equation (5.4a) now reads

Azxz t V + [2 Axzxzt +  Atz2 +  2 Azxzxt +  Azxxzt]V"

+  [Axxzt +  2 Axtzx +  2 Axzxt + Atzxx + Azxxt +  aABzt +  (3ADzx — Azx — Azt]V'

+ (a +  /3)A2 ztVV' + [Axxt +  aBAt + aABt +  (3DAX +  (3ABxzt/zx — Ax — At]V 

+  [aAAt + (3AAxzt/zx]V2 +  [Bxxt +  aBBt +  PDBX -  Bx -  Bt] =  0. (5.104Ì)
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The coefficient of V V  yields

Az%ztr(z) =  (a + (3)A2 zt, (5.105)

which splits the analysis into whether a + f.3 is zero or non-zero.

Subcase 5.4.2(ui) a +  ¡3 ^  0 Using freedom (b) we have that A =  z2. Equation (5.102i) 
then gives us

Zxx̂ t Zx̂ tx — 0, (5.106)

which may be integrated with respect to x to yield zt =  T,(t)zx. This may be thought of as 
a linear first order partial differential equation and solved as such to give z =  T(rr +  E(i)), 

hence by freedom (c) z =  x +  <r(i); now A — l and the remaining non-trivial coefficients 
yield

p < {z) =  a B %  +  f>D-  1,

^ T 5 (z) =  aBt + ( 3 ^ B x,

—-r 6(^) =  Bxxt +  cvBBt +  (3DBX — Bx — Bt,

(5.107i)

(5.107Ü)

(5.107UÌ)

together with (5.102ii). Equation (5.107ii) is a linear first order partial differential equation 
so can be solved using the method of characteristics,

B(x,t) =  + P{ C), C =  x - - a ( t ),a a

and notice that £ 7- z since a +  ¡3 ^  0. Equation (5.107i) gives us D directly,

Substituting these expressions for B: D into (5.102ii) yields

r\ P
(a2 - p 2 )— =aT'i - a r ' 5 - (3 r l5.

d PIf a — B 7̂  0, then----  =  C2, constant, which leads to the classical reduction 5.2.2. However
dC

if a — f3 =  0, then r'4 =  21^, which upon integration leaves T4 =  2T̂  +  C3. We may now 
use freedom (a) to set r 5 = 0. Equation (5.107iii) now defines P((), and we may let C3 =  0 
without loss of generality, by an a posteriori translation of V and P. Thus we have found 
the nonclassical reduction

Reduction 5.4.3. a  — /3 =  0.

v(x,t) =  V (z)+P(  C),

w(x,t) = ~  (V(z) -  P(0 )  +  - ,  dr a
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where z =  x +  a(t), ( =  x -  cr(t), P (() satisfies (5.13) and Q(z) = V(z) satisfies (5.15). 
This reduction is equivalent to the nonclassical reduction 5.3.1.

Subcase 5.4.2(iv) a +  f3 =  0 The coefficients of V 2 and V"  yield respectively

z2 ztr 8 (z) — At — (5.108i)
zx

Az2 ztr g(z) =  2 Axzxzt +  Atz2 +  2 Azxzxt +  Azxxzt. (5.108ii)

From (5.108i), (5.102i) we get another relation,

zlztr 8 (z) = A Z x t

Zx

Zt̂ xx (5.109)

We must consider the cases when the right hand side of (5.109) is zero and non-zero. 
If it is zero, remembering A ^  0, this leaves equation (5.106) after rearranging, hence 
z =  x +  a(i). Equation (5.102i) then gives a linear first order partial differential equation 

which when solved gives A — T(z), thus by freedom (b) we can choose A — 1. Equation 
(5.108ii) is now satisfied if r g(z) =  0. The remaining non-trivial coefficients are simply 

system (5.107), remembering that (3 = —a. Solving (5.107ii) as a linear first order partial 
differential equation yields B =  (jY^{z)/a +  T-j{z), and D is given immediately by (5.107i),

D(x,t) =  1 ^ 7  (oT 7 -  r 4 T a r 5) -a at a

We may use freedom (a) to set V7 {z) =  0, then (5.102ii) yields Ts =  — We let 
T4 =  ar/(z) for convenience, and we have

R eduction 5.4.4. a +  (3 =  0.

v{x,t) =  V{z) -  cr(i) — ,

w{x,t) =  ~  (v{z) -Ti(z) -  1 ,

where z — x +cr(t), ri(z) satisfies (5.16) and V(z) satisfies (5.35) This is equivalent to the 
nonclassical reduction 5.3.2.

If the right hand side of (5.109) is non-zero (note that Eg(z) ^  0), then we proceed 
slightly differently. From (5.108ii), (5.102i) we get an expression which we can integrate 

with respect to x to get the relation A =  Y{z)T>{t)/zt, hence we choose A — a(t)/zt by 
freedom (b). On substituting this into (5.108) and (5.102i) we have that Tg^) = 0  and

1 d a aztt azxx
zt di z\ z2x

zlztYz{z)
1 da
zt di

aztì zxt da
z} ztzx dt ’

(5.110Ì)

(5.110Ü)
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and we easily glean a third equation

azT
z;ztr 8 (z) = ------+ zxt da

zl
, ■ (5.1 lOiii)ztzx at

We now make use of d iffgrob2  to solve this system of equations (and therefore write 

them in polynomial form). We use diffSpoly on (5.110ii,iii), using an alex ordering which 
seeks to remove ¿-derivatives, and call the result id. We successively reduce(kl,[(5.110iii)], 

k2), then reduce(k2,[(5.110ii)], ¿3), and finally reduce(kl,[(5.110iii),k3], M) to leave 

k4 =  Jc4ik42k43 :

( r 84  + 4r8*xx) (4 r '4  +  V8zxx)

( 3 8 4 ( r ' ) 2 +  7 9 4 ^ x x r 8r '  -  2 5 4 r 8r "  -  i o o 4 r 2 * x x x +  3 0 s r | 4 x ) =  o.

Choosing k4i =  0, we can integrate with respect to x twice to leave r(z) =  &(t)x +  0 (i), 
hence z =  cf)(t)x +  6 {t) by freedom (c). In (5.1 lOi) this gives

da (  dcj) d0\ /  d2(p d2 6

dt \ di di )  \ di2 di2
d <j> d e\
d i s d i '  ="•

so that either da d 2 (j) d
=  -ror = 0 or the coefficients of x 1 and x° must be zero so di di2 di2

dcp d 0  . .that a =  71—  =  72 — , where 71, 72 are non-zero constants. However m both cases, in di di
substituting into (5.1 lOii) we arrive at a contradiction. Choosing ¿42 =  0 gives the same 
answer as when k4i =  0, because of the freedoms we can exert, but when k43 =  0 life is

— 102/25p —63/25 
1 8 /25slightly more complicated. We can multiply through the equation by — zx 

and we have an exact integral, which integrates to

4 rg 1 3 / 2 5  zx 7 7 /2 5 zxx + r “3 8/2 5 r v x 2 7 / 2 5  = $(t). (5.111)

If =  0 we have a similar situation to that already considered so assume <I> ^  0. We can 

integrate (5.111) again with respect to x to leave

r 8 13/25ZX 52/25 =  $(t)x +  0 (i).

Taking roots, and using our freedom of expression of arbitrary functions gives

r ( ^  = ($(i)i + 0(i))-25/52,

which once integrated with respect to x leaves

52
F(z) = ($(i)x  +  0 ( i ) )27/52 +A( i ) .

27<h(i)

Again using our freedom in expressing arbitrary functions and also freedom (c) we have 
z — (4>{t)x +  0(f))27/ 52 +  <5(i). Substituting this into (5.1 lOi) leaves

da ( d(f) d6

di V di di
/  d2 4> d2 6

- a { l F x + dfi
da dd d2 8

di di di2

+
50a d(j> d9\ 25 f d 6 \ .± n. _ 27/52 n

5 2 (#  + «) V d i I + d i )  + 2 7 ( d f  ' W“  + 9) - a
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Since we only have one term in {(¡>x +  6 ) 27/ 52 we must have —  =  0 which means that z
at

can be rescaled to be z =  <p(t)x +  9(t) which has already been considered.

Case 5.4.3 System (5.5). We assume the general ansatze

u =  H(x, t, U(z), V(z), W{z)), (5.112a)

v =  F{x,t,U(z),V(z),W(z)), (5.112b)

w =  G(x, t, U(z),V(z), W(z)), (5.112c)

where z =  z(x,t). Our aim to show that this problem is no different from that of system 

(5.7), by showing that H\y =  Fw =  0 (or equivalently that H and F  depend on two 
dependent variables only). The presence of w(x,t) in (5.5c) may be replaced using (5.5b) 

so that we are left with (5.7), and (5.5b) simply gives w(x,t), once u(x,t), v(x,t) are 
found.

With the ansatze as above equation (5.5a) is

F  =  Hx +  HjjU' zx +  HyV' zx +  H\yW'zx. (5.113)

Assuming that the coefficient of U' is non-zero without loss of generality, we have from 
W  that

HuT{z,U,V,W) =  HW,

assuming zx /  0. By considering the characteristic directions (as we did with the solution 

of equation (5.88)), we have H =  Ff(c2 (z),V(z),x,t), i.e. H depends on two dependent 
variables only so without loss of generality we let Ft\y =  0. To show the same for F . we 
look at (5.5c),

FvzlztV'"  +  FwzlztW'" + ... =  0 ,

and hence we have
Fv T(z,U,V,W) =  Fw ,

assuming zxzt ^  0. It is clear that now we have found an equation of this form, our goal 
is achieved.

Case 5.4.4 System (5.6). We assume the solution of (5.6) is of the general form

u — H(x,t,U(z),'4>(z)), (5.114a)

ip =  K(x,t,U{z),*(z)), (5.114b)

where z — z(x,t). The first part of this Case mirrors the beginnings of Case 5.4.2, in 

that we use the presence of the highest derivative term in (5.6a), uxxx, to simplify ansatz 
(5.114a) to

u(x, t) =  A(x, t)U(z) +  B(x,  t). (5.115)



Chapter Five : Shallow water wave systems 176

Now we use the coefficient of (U' ) 2 in (5.6b) as the normalising coefficient, so that the 
coefficient of 'I'' yields

A2 zxztTy(z, U, d') =  Kyzt.

Integrating with respect to $  yields

K  =  A2 zxr(z, U, tf) + K{x, t, U{z)),

and we may set T(z,U, 4*) =  41 (2) without loss of generality. Our system (5.6) with these 
ansàtze reads

AzlU'" +  [3Azxzxx +  3Axz2x]U" +  |(a -  f3)A2 z2x(U' ) 2 

+  [(a — (3)AAxzxU + AzXXX “i” ^AxZxX K-uzx T ^Axxzx Azx T (o /3)ABxzx]U

-  A2 z2xV  -  +  2AAxzx]V +  [|(a -  (3)A2XU2 +  (a -  (3)AXBXU +  AXXXU

— AXU — Kx +  |(a — 0)B2 +  Bxxx — Bx\ =  0, (5.116i)

A 2 zxzty  +(3A2 ztzx(U' ) 2

[PAAtzxU +  (5AAxzt +  KjjZt +  (3ABtZx — Azx +  (3ABxzt]U' +  [2 AAtzx +  A 2 ztx\̂ !

+  [fiAxAtU2 +  (3AtBx +  fiAxBt — AXU +  Kf +  f3BxBt — Bx\ =  0. (5.116Ü)

The coefficient of 4/' in (5.116i) then yields (using the coefficient of U'" as the normalising 
coefficient)

AzlT(z) =  A2 z2,

and hence we have A = zx, by freedom (b). (Note that Remark 5.4(ii) comes into play 
here: although ip(x,t) cannot be written in the required form, we may still apply freedom 
(b) as K(x,t,U(z)) is undetermined.) The coefficient of U" in (5.116i) then yields

Z X ^ ( Z )  =  Z x Z X X 1

which after integrating twice with respect to x and applying freedom (c) yields z =  
6 (t)x +  o(t). Next we find conditions on z, from the coefficient of 4> in (5.116Ü)

Since z is linear in x, let r ( z )  =  ci/(z +  C2). If ci /  0 then ci =  1 and we may set 
a =  0 without loss of generality since (5.6) is invariant under translations of x . Thus 
z =  x9(t) — C2, and we are led to the classical reduction 5.2.1. If ci =  0, then we may 
set 6 {t) =  1, hence z =  x + a(t), but we find more than just classical reductions. The 

coefficient of U' in (5.116i) yields

Tu(z,U) =  K u - { a - P ) B x +  l,
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and hence

K  =  T(z, U) +  [(a -  (3)BX -  1 ]U(z) +  D(x, t).

By freedom (a), of translation of T(2:), we may set T(z,U) — U(z) without loss of 
generality. The remaining coefficients of system (5.116) yield

Fi(z) =  (a -  (3)BXX, (5.117Ì)

T2 (z) =  Bxxx +  f  (a -  P)Bl -  Bx -  Dx, (5.117U)

^ F 3(2:) =  a ^ B x -  1 +  (3Bt, (5.117iii)

^ F 4(2:) =  (a -  f3)Bxt, (5.117iv)

^ T 5 (z) =  Dt - B x +  (3BxBt. 
at

(5.117v)

From equations (5.117i) and (5.117iv) we see that we are going to get a special case if 
a — ¡3 =  0, so we split our calculation in two.

Subcase 5.4.4(i) a — (3 7̂  0. We integrate (5.117i) twice with respect to x to yield

B{x, t) =  r 6(,z) +  p(t)x + S(t),

and we set TeO?) =  0 by freedom (a). (We again refer to Remark 5.4(ii) where in this 
scenario D(x, t) is undetermined so freedom (a) may be applied without loss of generality.) 
Substituting this expression for B(x,t) into (5.117iv) we have

=  d i ’

thus r 4(z) is necessarily constant and this integrates with respect to t to give p(t) =  
03a (t) +  c4. We can get another condition for B(x,t) by taking the diffSpoly of (5.117ii) 
and (5.117v) seeking to remove D(x,t). This yields

^ y (r 2 + r 5) =  c3 — (ac3a + ac4 -  1),

hence we must have +  Tg =  C5, constant. Since we are requiring zt 0, then —  7̂  0, 
and hence

c5 = c3(ac3a + ac4 — 1).

If c3 /  0 then a(t) is constant, contradicting zt ^  0, thus c3 =  0 which forces c5 =  0 also. 
To find an expression for 5(t) we turn to equation (5.117iii) which yields

da^ , , da „d5- r 3(z) = £,c4- - l + / 3 - .

Now r 3(z) =  C6, constant, and integrating with respect to t gives 5(t)\

S(t) =  ^[t +  (c6 -  ac4)a(f)].
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From (5.117ii) we have

V2 {z) =  \(a -  (5)c\ -  c4 -  Dx, 

which may be integrated with respect to x to yield

D(x,t) =  r 7 (z) +  [|(a -  /3)cl -  c4] x +  /¿(t),

where V7 (z) =  — T2 (z). Finally substituting this into (5.117v) yields

dcr dcr , dp
r 5U) =  -^ -r7(z) +  +  c4(c6 -  ac4)cr,

which confirms the earlier working that V2 (z) +  F5(2;) =  C7, constant. This gives p(t) on 
integrating with respect to t, as

p(f) =  (c7 -  c4c6 -  acl)o(t) +  c8.

Whilst at first glance what we have found may seem new, it is no more than the classical 
reduction 5.2.2, which some a posteriori tidying up will show.

Subcase 5.4.4(H) a — (3 =  0. We solve (5.117iii) for B(x,t) using the method of 
characteristics. If T3(z) is not constant or is zero then B takes the form B(x,t) = 

r(z) + t/a +  p(C), where (  — x — cr(f), and we could take F(z) =  0 without loss of 
generality by freedom (a) (and Remark 5.4(h) since D(x. /,) is undetermined). However if 

r 3(z) =  c3 constant, then

B(x,t) =  c3 a{t) +  t/a +  p((), (5.118)

so it is this (seemingly) more general form we use. It is now clear how to integrate (5.117ii) 
with respect to x to get this expression for D(x,t):

D(x,t) =  ^  - p { C) +  FG(z) +  6 (t),

where 6 (t) is the arbitrary function of integration. The final equation to be satisfied 

(5.117v), which yields

is

dcr . dA dcr-[iM.) + riW] = d3p (  dp
d ^ + n \dC

(c3a +  1) dp
dC

(5.119)

The most general form that Ti(z) +  T g ( z )  may take is now r 4 ( z )  +  T g ( z )  =  —A z  — c4, and 
choosing S(t) — —Xa2 (t) +  c3 a(t) leaves (5.119) as an ordinary differential equation

~  + a -  (c3a +  1 ) ^  -  A( -  (c4 +  c6) =  0. (5.120)

With system (5.117) satisfied we may tidy up the reduction, as follows: we translate 

p(C) —>■ p(C) +  \c3(( and U(z) U(z) — \c3 z, which effectively removes the c3 a(t) term
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from B(x,t). We then translate \l/(z) —> \I>(̂ r) +  \c$z — r 6(-z) to remove the x term in 

D(x,t) which arises from the translation of p{(), and to remove r 6(z) from D(x,t). We 
note that the form of B(x,t) we chose to stick with, (5.118), was really no more general 
(since setting c3 =  0 doesn’t make us lose generality). By simply renaming some constants, 
we have found the following nonclassical reduction

R eduction  5.4.5. a — ¡3 =  0

u{x,t) =  U{z) +p(C) + -  ,
a

d2v
=  ®(z) +  ¿£2 ~P(0  +  ( C l  ~  c 2 ) c 7 ( i )  “  A t T 2 ( i ) ,

where z =  x + cr(t), ( — x — o(t) and P{Q =  satisfies (5.13). Also Q{z) =  U'(z) 
satisfies (5.15) and 'dz(z) — U"(z) — U(z). This is the analogue of reduction 5.3.1.

Case 5.4.5 System (5.7). We assume the general ansàtze

u =  H(x,t,U(z),V(z)), (5.121a)

v =  F(x,t,U(z),V (z)), (5.121b)

and in a similar fashion to Case 5.4.3, show that with a small amount of manipulation 
this may be simplified greatly. Equation (5.7a) looks like,

Fv z2xztV'" +  FuzlztU"' + ... =  0,

and using similar techniques to those used previously we assume without loss of generality 

that Fy =  0. Similarly we may assume Hy =  0 since equation (5.7b) gives us the condition

HuT(z,UtV) =  Hv .

By considering the coefficient of V'V" in (5.7a) then gives the simplified ansatz (cf. (5.90) 

and associated working), v(x,t) =  A{x,t)V{z) +  B(x,t)- Now the coefficient of U'V' in 
(5.7a) yields

Aztz2xY(z,U) =  /3AztzxHu(z,U), (5.122)

hence by integrating once with respect to [/, we find

H{z, U) =  zxr(z, U) + D{x, f), (5.123)

and without loss of generality we set T(z,U) =  U(z). Now (5.7) looks like 

AzxztV + [2 Axzxzt +  Atz2 +  2 Azxzxt +  AzxxZt]V"

\AXx̂ t 2.4xt.Z'x T  7.Axzxt T  AfZxx T  Azxxt 4~ oiABz  ̂ T  [iADftzx Azfr Azx]V 

+  [Axxt +  aBAt +  otABt +  (3DtAx — At — A X]C  +  aAAtV2 +  aA2 ztVV'

+  (5Az2 ztU'V' +  /3AzxzxtUV' +  (3AxzxztU'V +  (3AxzxtUV +  (5BxzxtU 

+  [B'xxt +  otBBt +  f3Dt,Bx — Bt — Bx\ =  0,

AV -  z2 U' -  zxxU +  [B -  Dx] =  0.

(5.124Ì)

(5.124Ü)
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If we let the coefficient of U' in (5.124Ü) be the normalising coefficient, then U gives, upon 
rearranging

zxr(z) =  — , (5.125)

which may be integrated twice to yield, after using freedom (c), z =  9(t,)x+o{t). Choosing 
the coefficient of V "  in (5.124i) to be the normalising coefficient, V"  now yields

d0  der\ <10
— x +  —  r h  =  — . dt di ) dt (5.126)

Either T(2;) =  0, hence z  =  x +  cr(f), or T(2;) =  \ / { c i z  +  C2) and we can show that 
 ̂ =  x9(t) — C2 without loss of generality. The remaining steps lead us to the classical 

reductions of section 5.2 only.

This is not all we can do though. We can use (5.124ii) to substitute into (5.124i) and 
require the result to be a ordinary differential equation (whilst (5.124ii) must also be an 

ordinary differential equation). Equation (5.122) is no longer valid, nor the work after it, 
but the preceding work is. Equation (5.124ii) now reads

AV -  HuU'zx +  B - H X =  0, (5.127)

and we replace occurrences of U' in (5.124i) using (5.127). Notice that we are not simply 
using (5.7b) to write (5.7a) as (5.3), and no differentiation is involved. The coefficient of 
V in (5.127) yields (using U' as the normalising coefficient)

HuzxT(z, U) =  A,

and since Azx /  Owe can write this in the form

H u =  — T u (z ,U ).
%X

We may integrate this with respect to U to give H — AT(z,U)/ zx +  D(x,t), and set 
Y{z, U) =  U(z) without loss of generality. The system we are requiring to be an ordinary 
differential equation is now

AzxztV'" +  [2 Axzxzt +  Atzx + 2Azxzxt +  Azxxzi\V" +  (a + P)A2 ztVV' +  [Axxzt 

+  2 Axtzx +  2Axzxt +  Atzxx +  Azxxt +  otABzt +  @ADtzx — Azt — Azx +  fdABzt

— (dADxzt\V +  f3A[(A/zx)tzx — (A/zx)xzt\UV' +  \aAAt +  (3AAxzt/zx]V2

+  [Axxt +  a.BAt +  aABt +  (3DfAx +  f3AxBzt/zx — (3AxDxzt/zx +  (3ABxzt/zx

-  At -  AX]V +  (3Ax[{A/zx)t -  (.A /z x)xzt / z x]U V  + f3Bx[{A/zx)t -  {A/zx)xzt/zx]U

+ \Bx xt +  OiBBt + ftDtBx +  f3BBxzt/ zx — (3DxBxzt/zx — Bt — Bx\ =  0, (5.128Ì)

AV -  AU' -  (A/zx)xU +  [ B -  Dx} =  0. (5.128H)
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The coefficients of V "  and U' are the normalising coefficients. From the coefficient of V V  

in (5.128i) we then obtain equation (5.105) which splits our analysis into two.

Subcase 5.4.5(i) a +  /3 ^  0 Using freedom (b) (scaling U(z) or V{z)), we have A =  z%. 
This makes our ansatz for u(x,t) the same as (5.123), and we are able to show that either 
z = x +  a(t) or z — x6 (t) — ci in the same way as before, using (5.125) then (5.126). If 
z =  x0(t) — C2 we again recover the classical reduction 5.2.1, whilst if z =  x +  a(t) we 
find another reduction. Thus assuming z = x +  cr(t), we use the coefficient of the term 
in (5.128Ü) that contains no powers or derivatives of U, V, to yield B =  Dx +  r ( z ) .  We 
may set T(z) =  0 using freedom (a) (translating V(z)). The three remaining non-trivial 
coefficients then yield

d a „ , , dcr ^  ^ dcr
- r 1 ( z ) = a - D, + D Dt - - - l ,  (5.1291)

dcr . , „  ^dcr „
— r 2(^) =  aBt + (3— Bx, (5.129Ü)

“TTrai^) =  Bxxt +  aBBt +  (3DtBx — Bt — Bx, (5.129iii)

where B =  Dx. Equation (5.129i) may be solved via the method of characteristics to yield, 
after using freedom (a) (translating U(z)), D(x,t) =  p(Q +  t /(3 where £ = x — ao{t)/(3. 
Equation (5.129ii) then leaves

r 2( , ) ^ ( /3 2 - o 2) | f .

if d2p .
dC2

is constant we end up with the classical reduction 5.2.2, whilst if a — ¡3 =  0,
p(C) is given by (5.129iii), where r 3 (;z) is necessarily constant. In summary we have the 
nonclassical reduction,

R eduction  5.4.6. (3 =  a

u(x,t) =p(  C) + U{z) +  - ,
a

v(x,t) =  V(z) +P(C),

where z =  x +  a(t) and ( =  x — a(t). Q(z) =  U'{z) satisfies (5.15), -P(C) 
(5.13) and V(z) — Q(z). This is the analogue of reduction 5.3.1.

dp
dC

satisfies

Subcase 5.4.5(H) a +  (3 =  0 The coefficients of U in (5.128Ü), and UV, UV, V 2 and V  
in (5.128i) yield respectively,

A 4 ?
ATAz) =  — --------- r - .

Azxztr 2 (z) = Azx At Aztx ^  Azx z%t Axzt

(5.130Ì)

(5.130U)
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Az2xztT4 (z) =  A At -

(5.130iii)

AzxZtT̂ [z) — 2Axzxzt +  AfZx +  2Azxzxt +  Azxxzt.

(5.130iv)

(5.130v)

We can also get, from (5.130ii,iv)

(5.130vi)

If we assume that the square bracketed expression in (5.130ii,iii) is non-zero, and also that 
Ax 7̂  0, then (5.130ii,iii) combine to give

This may be integrated to yield A =  T(z)p(t) and hence using freedom (b), A =  p(t), 
but this contradicts Ax ^  0. Assuming then that Ax =  0, equation (5.130i) may now be 
simplified and integrated twice to yield z — 8 (t)x +  o(t), upon using freedom (c). Now 
equation (5.130vi) reads

Since the right hand side contains no x terms, then V2 {z) — T^z) =  c\/{z +  c2). If
d Q

Ci =  0, then —  =  0, and (5.130iv) may be used to find A =  1, after using freedom 
(b). However, the square bracketed expression in (5.130ii,iii) is now zero, contradicting 
the earlier assumption that it was not. If c\ ^  0, then we find A =  9{t) and we may 
set a(t) =  0 without loss of generality. The remaining calculations lead us to classical 
reduction 5.2.1.

It remains to consider the case when

Note that now T2 (z) =  r 3 ( z )  =  0. We consider separately the cases when the right hand 
side of (5.130vi) is zero and non-zero. If it is zero, we are left with equation (5.106), hence

equation to yield A =  F(z), hence A =  1 by freedom (b). We use the coefficient of the 
term in (5.128Ü) that contains no powers or derivatives of U, V, to yield B — Dx +  T(z). 
and set r(z ) =  0 using freedom (a) (translating V(z)). The three remaining non-trivial 
coefficients then yield system (5.129), remembering ¡3 =  —a. Equation (5.129i) may be 
solved via the method of characteristics to yield, after using freedom (a) (translating U(z)), 
D(x,t) =  —a(t)rj(z) — t/a. Equation (5.129Ü) is then identically satisfied, whilst (5.129iii) 

implies that rj(z) satisfies (5.16). We have found the nonclassical reduction,

Axr 2(z) -  A zx T 3(z ) =  0.

At Aztx Azxxzt Axzt
W  l3 r2¿X ¿X 6X X̂

(5.131)

z =  x +  a(t). Equation (5.131) then may be solved as a first order linear partial differential
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Reduction 5.4.7. (3 =  - a

u(x,t) =  U(z) — a(t)r](z) 

v{x,t) =  V(z) -

t
a

where z =  x +  a(t), U{z) satisfies (5.18) and V(z) =  U'(z). This is the analogue of 
reduction 5.3.2.

Finally, we assume that the right hand side of (5.130vi) is non-zero, hence T^z) ^  0. 

With r i(z) ^  0, there are no solutions since the system consisting of (5.130iv,v) and 
(5.131) is now that found to have no solutions in Subcase 5.4.2(iv).

5.5 Discussion
In this chapter we have discussed symmetry reductions using the classical, nonclassical 
and direct methods for five variants of a shallow water wave equation, namely the scalar 
equation (5.3) and the systems (5.4)-(5.7).

Each of these methods give the same reductions when applied to the system (5.4) 
as when applied to the scalar counterpart equation (5.3). What is unusual about the 
calculation for the system (5.4) is the large increase in complexity in moving from a 
scalar equation to this system. Whilst for both the system and the scalar equation the 
determining equations for the classical method are of similar complexity (and are all 
linear) the nonclassical method paints quite a different picture. For the system there are 
11 determining equations, all nonlinear, which constitute 583 lines of computer generated 

output. Even when we manage to show that it is sufficient to assume £„ =  =  0 this
reduces to 8 fully nonlinear equations and 117 lines of output. In comparison, the scalar 
equation (5.3) has only 8 determining equations, 3 linear and 5 nonlinear, which produce 
67 lines of output, greatly simplifying the problem at hand.

Coupled with this strange phenomena is the negligible difference in complexity when 
considering the scalar equation (5.3) and system (5.7), which is only slightly different from 
(5.4). Despite 181 lines of output being generated for system (5.7), the presence of 5 linear 
determining equations allows us to quickly simplify the system of determining equations 
to system (5.66). The difficulty of solution of this system is comparable with that for the 
determining equations of (5.3).

Another difficulty we observed was that the reductions obtained using the nonclassical 
method on (5.4) arise in a very unusual manner, and one has to use a hodograph 
transformation. Indeed we can establish a set of infinitesimals which would give reduction
5.3.6 more naturally by working the method of characteristics backwards, namely

(5.132)
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where ( =  x + f(t), f(t) is an arbitrary function, and P(Q satisfies

d 3P n dP d P
dC^+  a F d C _ dC Cl, 3.133)

with ci an arbitrary constant. It is straightforward to show that the infinitesimals (5.132) 
satisfy the determining equations arising from the nonclassical method for (5.4) if and 
only if P(C) =  C2, a constant, which leaves a classical reduction. Similarly for reduction 
5.3.5 the infinitesimals would need to be

* d i ’ 0 2  — dt dz ' 03
1

W  —
a

d
df in I f  di

d /
di

dr/
dz'

(5.134)

d.77where 7/(z) satisfies (5.16) but we find that the determining equations imply that —  =  0,
dz

giving a classical reduction. Consequently we assert that the infinitesimals arising from the 
nonclassical method for (5.4) which give rise to the nonclassical reductions are “unnatural” .

The system (5.5) is shown to give equivalent reductions to (5.7), yet if we were to 
solve system (5.61) the calculations are horrendous. System (5.61) admits both natural 
and unnatural infinitesimals for both nonclassical reductions, however these could be hard 
to find if they were not known a priori.

The system (5.6) admits (natural) infinitesimals which give rise only to one of the 
nonclassical reductions, in the case when a =  ¡3. Therefore not only must we be 
concerned with simplicity of calculation, but different representations of an equation do 
not necessarily give equivalent results.

The system (5.7) appears to be the simplest representation of the shallow water wave 
system and the associated calculations are similar in complexity to the scalar equation 
(5.3). Certainly the procedure of removal of a nonlocal term which gives rise to (5.4) may 
well not be the best solution.

We have applied the direct method due to Clarkson and Kruskal [1989] to the five 

systems (5.3)—(5.7), and have obtained the same results as using the nonclassical method. 
However the application of the direct method is not entirely straightforward either. Whilst 
we revert to using d iffgrob2  to help with the calculations for the scalar equation (5.3), it 
is clear how to apply the direct method. This is not so for systems (5.4)-(5.7). We must 
use ansatze in which each dependent variable depends on all the new symmetry variables. 

In other applications of the direct method to systems (cf. Lou [1992], Lou and Ruan 
[1993]) this is not always made clear, though a much simplified ansatz may be sufficient. 
Also there are two peculiarities which were necessary to reproduce the results of section 

5.3.
Firstly, once the ansatze for v(x,t),w(x,t) had been substituted into (5.4b) we had to 

integrate it and use this integrated form in (5.4a) in order for the resultant (5.4a) to be 
an ordinary differential equation. If (5.4b) were not integrated, neither of the nonclassical 
reductions could have been found, even if we had initiated the following second peculiarity.
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It, was necessary to use (5.7b) in (5.7a) to make (5.7a) an ordinary differential equation 

i.e. we required that (5.7b) was an ordinary differential equation and then substituted it 
into (5.7a). Only after this substitution did we require (5.7a) to be an ordinary differential 
equation, and without it we gained only the classical reductions of section 5.2.

We are therefore led to conclude that both of these techniques must be considered in 
any direct method calculation involving systems. The problem is magnified particularly 
in larger systems, since only one equation could be an ordinary differential equation and 
every other need not be except under the influence of this single equation. Similarly with 
the need to integrate, which one must to be integrated, if any?

Here we try to formalise the direct method as applied to systems and make comments 
that hopefully simplify matters.

For a system of n equations in n dependent variables with symmetry variable 
U(z) =  (Ui(z) , ..., Un(z)) we represent an equation in the system which is not an ordinary 
differential equation by

The E[z, U], Ej[z,U] are ordinary differential equations in which the order and degree 
of any symmetry variable is necessarily less than or equal to the order and degree of 

the original equation. The Fj(x,t) are functions of (x,t) but not of z only. Note the 
dependence of the Ej[z,U] on U\ if they are not dependent on any of the dependent 
symmetry variables they will either be an explicit function of z which certainly cannot be 
zero and we are finished, or they may be an ordinary differential equation in some other 
dependent variable which is not a symmetry variable (cf. the role r](z) and P(Q play in 
reductions 5.3.2 and 5.3.1 respectively).

In applying the direct method of Clarkson and Kruskal [1989] we have assumed the 
maximum number of symmetry variables is equal to the number of dependent variables 

in the original system. This is a principle difference between the direct method and more 
general ansatz based methods which allow more (see §1.5.3 which describes the methods of 
Galaktionov [1990] and Olver [1994]). Note that for scalar equations (n = 1) the existence 
of the scenario (5.135) would mean that no symmetry reductions using the direct method 
were possible. This represents another difference between the direct method and other 
ansatz based methods which allow more than n symmetry equations (see §1.5.3 for the 
methods of Estevez [1992] and Burde [1994]).

For (5.135) to be an ordinary differential equation it is necessary for Ej[z,U] =  0
for j =  1 which we require to come from other equations in the system. Note
that in system (5.7), uE\[z,U] =  0” came from (5.7b) whilst in system (5.4) we had
—  uEi[z, U\ — 0” from (5.4b) which we had to integrate first. However note that a single 
d z
equation in the system might contribute to making more than one Ej[z, U} =  0.

m
(5.135)



Chapter Five : Shallow water wave systems 186

The need for an Ej[z,U] =  0 to make our equation (5.135) an ordinary differential 
equation is not known either a priori or a posteriori (we do not always have the luxury of 
knowing the reductions in advance!). There is no loss of generality with simple substitution 
(without integration); if it turns out that the substitution was not needed for more 

reductions, the full set of reductions will still be found (since if an equation was an ordinary 
differential equation without substitution it will also be an ordinary differential equation 
with substitution). However if an equation is integrated this may rule out some reductions, 
in which integration is not possible (see Case 5.4.2 after integration it is not possible to 
retrieve classical reduction 5.2.1).

It is clear that the order of Ej[z,TJ) =  0 must be less than or equal to the order of 
(5.135). Thus for simple substitution (without integration) a symmetry equation must 
have order less than or equal to the order of (5.135) if it is to be considered as a candidate 
for substitution into (5.135). This means that for instance in Case 5.4.5, considering 
system (5.7) there was no need to consider the case when (5.7a) is substituted into (5.7b).

It is less obvious as to which equations we may need to integrate. Whilst the order of 
Ej[z, U] — 0 must be less than or equal to the order of (5.135), the order of a candidate 
symmetry equation if initially greater than that of (5.135) may be reduced by integration. 
Hence the class of candidate symmetry equations to be considered is extended.

I believe that it is no coincidence that integration was necessary in Case 5.4.2, and a 
hodograph transformation was needed in Case 5.3.2, the equivalent case for the nonclassical 
method. Also the fact that the obvious infinitesimals, (5.132) and (5.134), failed seems to 
be linked. Since in the large amount of literature on the nonclassical method, occurrences 
of the latter two phenomena are rare, if not unique, the same may be true for integration 
in the direct method, in which case it will often be unnecessary. However this is just 
speculation and the fact remains that the integration of the symmetry equations must be 
considered in the direct method if we are to find all possible reductions.

In the nonclassical method, the need for the hodograph transformation makes the 
calculation more difficult. However it is clear how to apply the nonclassical method to 
systems and indeed the identification of this difficulty in this chapter surely makes future 
calculations more amenable. The opposite is true of the findings in this chapter for the 

direct method. Whilst the direct method can still be attempted manually, with so much 
stacked against it, however seldom such phenomena occur, one must conclude that in 
applications to systems of partial differential equations the nonclassical method (with the 
tools we have at our disposal) is better than the direct method.
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Chapter Six:
Six representations of the Boussinesq 
Equation

6.1 Introduction
In this chapter we consider six different systems that have as their compatibility condition, 

the Boussinesq equation

VXxxx UUXX +  Ux -f" Ufi — 0, (6-1)

which was also a special case of the generalised Boussinesq equation we studied in Chapter 
Two (up to a scaling of t). The physical applicability of the Boussinesq equation (6.1) is 
discussed in Chapter Two, as are its classical and nonclassical symmetries (though these 
were already well known).

A motivation for studying these systems is provided by Clarkson [1995] who poses the 
question “ Can any additional reductions of the Boussinesq equation be generated through 
any of these potential representations? ” The question alludes to both the classical and 
nonclassical methods of symmetry reduction and the six representations

1. v x =  - u t, (6.2a)

vt — V>XXX T UUX) (6.2b)

2. Vx =  -X U t , (6.3a)

Vt =  XUxxx — uxx +  xuux — 2 u ’ (6.3b)

3. Vx =  U — tuti (6.4a)

Vt — l'V>Xxx T tuux, (6.4b)

4. Vx =  u — (x +  t)ut, (6.5a)

Vt — (x T tfuxxx uxx +  (x +  t)uux — |n2, (6.5b)

5. vx =  xu — xtut, (6.6a)
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(6.6b)

(6.7a)

(6.7b)

6. vx — xu — (1 + xt)ut,

Vt =  (1 +  X t ) u x x x  -  tuxx +  (1 + xt)uux -  \tu2,

are those that Clarkson is referring to, which were written down by Bluman [1995].
A more general motivation is the search for potential symmetries per se, and in 

particular nonclassical potential symmetries (see §1.5.1). The extension of the nonclassical 
method to potential systems is formalised by Bluman and Shtelen [1995], who also extend

and Clarkson [1995] discuss the existence of nonclassical potential symmetries, when the 
criteria for (classical) potential symmetries do not carry through to their nonclassical 

counterparts. (Namely that the existence of potential symmetries is assured if any of the 
infinitesimals of the non-potential variables depend explicitly on the potential variables, 
whereas such a condition has no implications when considering nonclassical potential 
symmetries.) This is also discussed in §6.5, and Chapter Seven focuses also on nonclassical 
potential symmetries.

In the remaining sections of this chapter we apply the classical method (§6.2), the 
nonclassical method in the generic (r 0) case (§6.3) and the direct method in the 

generic (zx ^  0) case (§6.4) to our six potential systems. Each section begins with a brief 
summary of the relevant results for the scalar Boussinesq equation (6.1), and is followed by 

the findings for the potential systems. In the final section (§6.5) these results are compared 
and discussed.

We include the calculations of the direct method in this chapter not only for comparison 
with the results of the nonclassical method but also to clarify some of the observations 
made in Chapter Five on its application to systems of partial differential equations and 
to realise their importance.

6.2 Classical symmetries
To apply the classical method we consider the one-parameter Lie group of infinitesimal 

transformations in (x, i, u, v) given by

these ideas further (see §1.5.1 for details). Also, the concept of nonclassical potential 
symmetries is implicitly referred to by Clarkson [1995] in his question above, and Priestley

x* — x +  e ( , ( x , t ,  u, v) +  0 (e2), 

t *  — t  +  e t ( x , t, u, v) +  0 ( e 2 ) ,  

u* = u +  E<j)i(x,t,u,v) +  0 (e 2), 

v* =  v +  £02(x,i, u,v) +  0 (e2),

(6.8i)

(6.8ii)

(6.8iii)

(6.8iv)

where £ is the group parameter. This procedure, which is implemented in symragrp.max, 
yields a system of linear determining equations for each case. By applying the KolRitt
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procedure in d iffgrob2  these linear equations are simplified greatly. It is then routine 
to find the infinitesimals, which we summarise in table 6.2.1. along with the classical 
infinitesimals for the scalar Boussinesq equation (6.1).

Table 6.2.1

Chapter Six : Six representations of the Boussinesq Equation

System i T 4>\ 4*2

(6.1) CiX +  c2 2 c\t +  C3 —2 c\u
(6.2) C\X +  c2 2 cit +  c 3 —2 c\u —3ciu +  c4
(6.3) C\X 2cit +  c3 —2 c\u —2cin + C4
(6.4) CiX +  c2 2cii —2 c\u — C\V +  C4

(6.5) Cl - c i 0 c4
(6.6) C\X 2 c\t —2 c\u c4
(6.7) 0 0 0 c4

6.3 N on cla ssica l sym m etries  (r  ^  0)
As a reminder, when finding the nonclassical symmetries of the Boussinesq equation the
determining equations reduce to solving

=  0, (6.9i)

m l  -  2U t  -  6t -  0, (6.9ii)

ixx =  0, (6.9iii)

2 £,xu +  </>i +  4^2̂ x +  2££4 =  0, (6.9iv)

which has solution, either

£ = c4f +  c5, (p1 =  -2 c 4(c4f +  c5), (6.10)

or

f  =  f(t)x +  g{t),

*  =  -2Ju -  2 / ( 2 f  (4  f S + 2<1 ^  + 2 / )  x -  2g (2gf  + f f )  ,

where

fit) =  ^ t ln ̂ ) ] ’ 9{t) =  ^ [ I n V ’W]

and ip(t) satisfies

=  CsV’3 + c 9, ( 6 . 11)

where c.\ Cg are arbitrary constants. These infinitesimals then yield six canonical 

reductions (which can be seen in Chapter Two).
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Remark 6.3(i). If we find for any of our systems that £, <fi 1 are independent of v, then 
to find the reduction u(x,t) = F(x,t,U(z)) for z =  z(x,t,u) we do not need to know fa 
since we may solve the invariant surface condition,

£ux f  îij — 0i,

without this knowledge. We must however find all the compatibility conditions of the 

determining equations before we can say we know £, fa. Whilst we will not be able to 
write down the full reduction without knowing fa, by knowing £, fa we can compare our 
results with the scalar Boussinesq symmetries above. Hence if we encounter this situation 

(£„ =  0 !iV =  0) in the following, we do not explicitly calculate fa. (As compensation 
for not being able to write the reductions down, they are included in the workings of the 
direct method.)

Case 6.3.1 System (6.2). In this Case (and in fact in the remaining five Cases) using 
the algorithm of Clarkson and Mansfield [1994c] in the generation of the nonclassical 
determining equations requires the removal of ut and vt using the invariant surface 
condition. Applying the classical method to this new system yields the following 
overdetermined system of nonlinear equations.

££d +  fa  — 0,

£2£du +  i iv  +  £u£d +  £tI U  +  2££„„ — 0,

£02,d “b 02 , u  (002 £ 01 , v  £01,11 “b £¿001 ££x £t 0;

0 1 0 2 ,1) “  0 2 ,x — 01 ,1)02 — £ 010 1 ,1) ~  0 1 0 1 ,u ~  0 1 ,t +  £i)01 ~  £ x 0 1 =  0,

£ £ v v v  4" 4£ i v i w  ~b 3££u£dd

(6.12i)

(6.12Ü)

(6.12iii)

(6.12iv)

”b ££tJ "b £u£t, "b i u u i v  ~b 5££uu£1, +  £»»« +  3££UUÎ) +  3£ £ u v v  4” ^ ^ , u C u v  0 , (6 .1 2 v)

3£ 4*1 ,V V  4“ ^££l7 0 1 ,1 7  4“ 3 ^ 0 1,17 4~ ^ 4 * 1 , u u  4“ 6£0l , u v

4- 4 £ v 4 > i , u  4- H € v v 4 >  1 +  ^ v 4 >  1 +  9 £ u v 4 > i  -  -  9 & x v  -  9 £ x u  =  0, (6.12vi)

3 £ , 4 >i 4 ) i , w  3£v0 i ,x * $ £ 4 * i , x v  4" £ > 4 ) i , v  4 ) i , u 4 >i , v

4" 5 £ ,v 4 )l 4 )l , v  ^ £ x 4 * l , v  ^4^1 ,x u  4" ^ 4 * l 4 * l ,u v  “I” 3‘vin,4*1 ^ C x v 4 * l  “I-  0? (6 .12vii)

0 1 0 1 ,17^  4~ 3££x01 <2‘£ ,£ ,v4>l  4" /̂ 4 >l 4 * l , v 4 ) l , v v  £ 0 1 0 1 ,ix £ 0 1 0 1 ,i;

4" £ 0 1 0 2 ,v  £01 ,i; 02 3 0 1 0 1 ,w 0 1 ,x 4" 0 2 ,t  0 l,æææ ^ £ i;0 1 0 2 ^ 4 * l 4 * l ,v 4 * l ,x v

— 01, x U  +  0102,ix +  0202,v — 0 1 ,1X0 2  +  4 ) l , v 4 ) l , x x  +  0 1 0 1 ,i7t7V — 4) l , v 4 ) l , x

4“ 0 l 0 i ïl7 4" £ t 0 1  4" ^ia0 i 3 0 ^ 0 l ?x i ; i 7 4“ 3 0 i 0 i 5x æ i ;  4“ 3 0 ^ x 1 7  0 1 , 2 ;  4" 3 £ x 0 2  0, (6.12viÜ)

4£2£ 1717 01,17 4“ 5f£v0 i  ,iti7 5££x£a;i; +  3££u0 i ,1717 2̂ xiX £ , - 6££ x u v

4 "  3 £ *j/  01,1X17 +  5 £ £  ixi; 0 1 ,1 7  +  3 £ £ ^ i ,d  +  £ 3 0 i  ,171717 +  £  1X1X 0 1 ,1 )  +  £ d 0 1  ,1X1X £ - y £ a ;
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+  H < f r l , u u v  +  H 2 h , u v v  +  3 U f a , u  +  H u u v C p l  -  3 £ u v £ x  -  x v v  ^ ^ , u C x v

+  4 l 4 > l  +  4 l 4 > l , u  +  3£„£„„01 ~  ^ i i v v i x  +  2 £ , u t , v 4 >l , v  +  % 4 4 v 4 v v 4 >l  +  6 £ £ u v v 4 >  1

+  ^ u v i v ^ l  +  3£2£ v v v  <f>\ +  3££„„</>i>u +  <y6i , u u u  3C xi/i/ +  4C2Cw0i,«t) — 0, (6.12ix)

4*i 3^x4*i4*i,vv  3 “  3^v4*i4*i,v  3 tiv 4 > 2  4*t^  3 4 4 * i,w 4 *i,x

+  ^ w 4 ) i 4 > i , v  +  4£v 4 ) i 4 ) i  , v v  4 ) i 4 > i , v  +  £ v 4 > i  ,xx 2££u0i +  5 4 > i 4 > i  , u v f y \ , v

6£-y 01 01, XV f̂iliXU&liV H“ 60101 ,XUV ^̂ XVV&I 01,XV

-  6£0101 ,xvi> +  3£<^i , v v v  —  3 4 > i , u 4 >i  ,X1> +  3^x„</»i)X +  3^0i , x x v  +  3£x0 i , x v

3 £ , v v  0101,x 2^v0 i ?i;0 i jX 5£ £u01 “I“ 8^0 101jt701,w £xxx 3£xxu01 3£ £x

+  30i^xu — £301,v +  £02,u +  ^202,v +  C01,v +  01,u 01 ,u — £x01,v +  £xx01,v 

£ 01,u “I” £vvv4*l ££i “I” 2£x"Zi 4^w02 30i)Wi;0 ijX +  3010 i¡ufiliW — 6, (6.12x)

3^vi;0101,w — 3££v1i +  6^0101 ,uvv 644 XW 01 5£V£ajV 4* i +  344v4*i,v +  34u4)i4)i ,vv

4" 6^uv0 i0 ijV -I- 3£w0 i0 i|t, “I- £^0i?v + 4£ 0i,i;0i,i;t? 2£-y£x0 ijr, -f- 3^01?li0 l?i;i; 3£)Uu

3££x01,vv 4” ^£v0101,uv 4” 3£yV£x0i 3̂ -av0 i?x 3£w01,xv ^££v01,xv

4“ 3£ 0101,wt; 3££w01,x H~ 01,uii01,i; £<y01,x 4“ 3££v0101 ,vi; 4" 4£l>£vt; ̂ + 3 e e  vvv 01

4~ 2^01^01^ 4" 5£01j-|XV01j.y 5££xlJ0 l?.y 3£ £-y 3£ £1/, 301 ,XUU 4” 3£xXU

+  3£ tx-un 0i +  30i</>i ,UILV 2£v4i ,xu 64,4*i ,xuv + 34*i,u4>i ,uv 3^x0i,iii; 3 x̂lJ0i iU

- 6 £  x-uv 0i +  3£ XU £x + 3££ xxn 2 x̂ti0 i?t; 34, 2 4>i ,xvv +  H 4w 4>i4>i, v =  0. (6.i2xi)

The nonclassical determining equations of the other five systems are similar in both 
size and content, so for conciseness we do not include them in this thesis. It is due 
to these similarities that the steps taken to solve each system of determining equations 
are essentially of the same form. Hence we provide a detailed account of the solution of 
system (6.12), whereas for the other five systems the detail is minimal.

For the moment we will assume that ^  0. We reduce((6.12vi),[(6.12i)], kl) and 

then use ¿1 to reduce((6.12ix),[kl,(6.12i)], ¿2), to leave a nonlinear first order equation in 
4>\. Then reduce((6.12vii),[(6.12i),ic2], k3) and use this to reduce((6.12x),[(6.12i),k2,k3], 
M) which leaves 4>i equal to some function of </>2 (and £) and its derivatives. To get 
4>i in terms of £ and its derivatives only we reduce((6.12iii),[(6.12i),k2,M], k5) and then 
reduce((6.12iii),[(6.12i),k2,k5], ¿6), which leaves

k6 . 4 * i 4 v  4 x  — 65

which can be substituted into ¿5 to give

2 ^ 0 2  +  2£Mt + 4x =  0. (6.13)

With 4>i and 4>2 found we reduce all the determining equations with respect to k6, (6.13) 
and (6.12i) which leaves only two conditions that £ must satisfy,

4 l i x x  -  2U x v 4 x  +  i w i l  =  0, (6.141)
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s e&tvtt -  4c3c46* -  -  2eevu +2 e e ^ t
+ -  4e U t v t f  -  £ £  -  GfZvvUt£z +  £,££**£* -  Zttvvg =  0. (6.14ii)

The difficulty now is to solve these two equations together with (6.12i). There are a number 
of ways we can get some of the way there, for instance assuming £ is separable, but finding 
the complete solution, and one that may be easily interpreted, seems intractable. Using 
d if  f  grob2 produces large expression swells, and termination of the algorithms thus seems 
unlikely. Equation (6.14i) bears a resemblance to the Born-Infeld equation, which may 
be solved using hodograpli transformations (cf. Whitham [1974], p. 617). Attempting to 
solve (6.14i) in this manner is feasible, but the solution (as one would expect) is not easy 
to interpret. We therefore bypass the problem, by beginning step two of the nonclassical 

method, solving the invariant surface conditions. To illustrate the following steps, on 

the right of the general working we will show what happens in the special case £ =  v/u, 
(j>i =  02 — t) which satisfies the determining equations. The system we must solve is

vx —  t L i. , (6.2a)

Vf tixxx T uv>X) (6.2b)

£(x,t,u,v)ux +  ut =  (j)i(x,t,u,v), (6.15i)

£(x, t, u, v)vx + v t =  (j)2 {x, t, u, v). (6.15ii)

We use (6.12i), (6.2a) and k6 to leave (6.15i) in the following form

v 1
£«^1 T +  £x 0, nttx T vx — 0.uz u

At this stage u, v are now dependent variables and £ is some function of u, v (and maybe 
x, t also). We can write this as

Dx (£) =  0, 0 , 0 = 0 ,

where Dj, is the total derivative (1.14). We can integrate this with respect to x, which 
leaves an arbitrary function of /,, our other independent variable

£ =  /i ( i ) ,  -  =  f 2 (t). (6.16i,ii)
u

Remember £ is a function of u,v (and maybe x,t also). If £ was known explicitly (6.16i) 
would give a relation between u and v (e.g. in (6.16ii) we have v =  f 2 (t)u). We then use 
this relation to give the new invariant surface conditions

h(t)ux + u t =  (f) i, 

fi{t)vx + v t =  (f)2.

(6.17i) 

(6.17U)
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where £ has been replaced by f\(t) because v is related to u from (6.16i) in this way. Notice 
we are not saying that the infinitesimal £ is a function of t only, because (i) this contradicts 
£„£„ ~h 0, and (ii) v is now related to u (from (6.16i)) and when we think of infinitesimals, 

u and v are independent. Notice also that e/n, 02 are unknown still. However, knowing 

that the invariant surface conditions (when £u£„ /  0) will end up looking like (6.17) we 
can start from scratch with these conditions. This is equivalent to our infinitesimal £ being 
a function of t only in the determining equations, thus we may assume without loss of 
generality that £u =  £,, =  0. In our example where £ =  v/u, 0 i  =  0 2 —  0 we have seen 
that v =  f 2 (t)u, which produces the invariant surface conditions

Î2 (t)ux +  ut -  0,

h{t)vx +  vt =  0.

Solving these together with the original system (6.2), we arrive at the (classical) travelling 
wave solution.

Thus assuming £ «= £ «  =  0, equation (6.12vi) reduces to

£ 0i,w +  2 £ 0 i ,UV 01 ,UU 0} (6.18)

and using this additional relation the eleventh equation reduces, ou factorisation, to

m  ,VV 01,1IV )(0i,« +  £*+£0i,«) =  O. (6.19)

If we assume the first bracket of (6.19) is zero, and solve together with (6.18) then we get 
the relation

01,« +£01,« =  h(x,t), (6.20)

and assuming the second bracket is zero merely means h(x,t) =  —£x. Keeping a general 
h, we proceed by reducing equation (6.12vii) with respect to the information we know to 
give

£x0i,« +  3£xx — 3 hx +  h(f>ijV =  0. (6.21)

For h ^  — £x, this implies that 0 ii„„ =  0 and also 0 ltVU =  0, so from (6.18) 0 i jlul =  0 as 
well. Then equation (6.12x), when reduced with respect to this information and (6.12iii), 

becomes essentially
0i +  2£xu +  k(x, t) =  0. (6.22)

Thus 0 î v — 0 and either (i) 0 iiU =  0 and £æ =  0 or (ii) 0 ijU =  —2£x (and h =  —2£x from

(6.20)).
(i) Equation (6.22) simplifies to yield 01 =  —2££t. The remaining determining 

equations now only need to be solved for 02 which is not entirely necessary in as much 
as 02 is not needed explicitly in order to solve the invariant surface conditions for the
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information we need, but we must still find the remaining compatibility conditions, so 
that £ can be found explicitly (cf. Remark 6.3(i)). In doing this we find £tt =  0 which 
yields a known nonclassical reduction.

(ii) A further condition can be found, from (6.21) that £xx =  0 and from (6.22) we have 

4>i =  —2£xu — 4£2£x — 2££t. Our remaining equations have (6.9ii) as their compatibility 
condition, thus we have duplicated system (6.9).

If we assume h(x,t) =  — £x then (6.21) tells us £xx =  0 and the tenth equation is like 
(6.22) with k(x,t) =  4£2£x +  2££t. Comparing (6.22) and (6.20) we see £x =  0 in order to 

keep consistency, and we have returned to option (i) above. In conclusion, we have found 
all the known nonclassical reductions but no more.

Case 6.3.2 System (6.3). As with the previous Case there are eleven determining
equations and the first plays a significant role

xtiv +  £« = 0. (6.23)

We initially assume £„£,, ^  0, and solve for 4>\ and fa as before to yield

Cvfax2 -  £xx +  £ =  0, (6.24i)

2£2£</>2æ2 + 4£„£3:r +  2£v£xu +  2£„££ta:2 +  £xa; -  £ =  0, (6.24Ü)

with two lengthy conditions for £

4tilxu -  e u  -  3££2 -  ZxUtxv

+  2z££xi)£x -  £2:r2£xx + 3.t£2£x -  x2 Çvv£  +  2£x£xx:r2£x =  0, (6.25i)

16£7£„„:e2£2 -  16£5£3x3£tx + 4£3£4;r -  8£3£3z 4£it)£i +  16£5£„„æ2£2u

+  16£4£4a;3£t +  16 £5£™rr3£2£t +  6 Ç2U tx X 2uÇv +  6 £2£,™£xx3£„£t +  2£2£3Æ3£xt 

+  8£4£4 -  2eHtxvX2u -  4£3£3.-r2£x -  12£4:r2£4u +  2£3£xx 

+  Îvftxvx -  ivÎÎxvX2 ix -  2£2£2£xl)x3£i -  £x££2x -  4:z2£4£2£xl!

+  12x2£4£xU £ x + 8£3£Xi)z 3£2£tu -  8;£3£3x3u£t„ +  8£4£3:r V  -  6£3£xw:c2£x£t

-  1 2 x Çv Ç5 C v -  6£3£„„a:u£„ +  4 £3£™x-4£2£2 +  2£3£xx2u£ +  2x2££™£2 

+  12£3£4x3£xu +  4(3U i 2« 2(„2 -  4x£2£x„£x ~  16£3x£4u +  4£3£4x4£tt 

+  4x3£3£2£2 -  6£2£2x3£tx£x -  8£4£3£xx +  6£3£2*2£tx + £2£2x2 = 0. (6.25Ü)

As these conditions for £ are more difficult to solve than system (6.14) the situation is 
more desperate if we were trying to find a complete solution. Similar to the previous Case 
however, we bypass this. We use (6.3a), (6.23) and (6.24i) to leave the invariant surface 

condition for u in the following form
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Then we can write this as

where T)x is the total derivative. We can integrate this with respect to x, which leaves an 
arbitrary function of t, our other independent variable

§ =  '«■
We then use this relation to give the new invariant surface conditions

xf(t)ux +  ut =  4> i ,  (6.26i)

xf(t)vx +  vt =  <f) 2, (6.26Ü)

where £ has been replaced by xf(t). Knowing that the invariant surface conditions must 
look like (6.26) when £„£„ ^  0 we can assume without loss of generality that £u =  £„ =  0.

With £« =  £„ =  0 we can find both 4>x explicitly and £, together with the compatibility 
conditions, as previously which yields

£ =  f(t)x fa =  - 2  fu -  2x2 +  2 / 3)  , (6.27)

where f(t) satisfies

* / f - V  +  g  =  o.

Recall that for the scalar Boussinesq equation (6.1), £ =  f(t)x +  g(t), where /  and g 
satisfied various conditions. In this case we have the same /  and g =  0, thus no new 

reductions.

Case 6.3.3 System (6.4). Initially assuming £„£„ /  0 we solve for c/>i and (p2, which 

yields

£„</»it2 -  ixt -  v̂tu - 1  =  0, (6.28i)

2£^£^f2 -  2£2£2i2n -  Ctu -  4£,£2i +  2£„££tf2 + 1 +  £æt =  0, (6.28Ü)

with two conditions for £, more lengthy than (6.25). We use the same procedure as used in 
Cases 6.3.1 and 6.3.2 to show that when £„£.„ /  0 the determining equations will yield no 
more than when £ =  f{t) — x/t, so we assume £ «= £ „  =  0. We are now able to show that 
system (6.9) is compatible with the determining equations in this Case, and thus we have 
the full nonclassical complement of reductions. However there are no more infinitesimals, 

beyond the known nonclassical ones.

Case 6.3.4 System (6.5). Assuming £„£„ /  0 we can find </> 1 and (j)2 in a similar

fashion to above, but substituting these expressions into the determining equations leads
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to the contradiction £„ =  0 (and hence £u = 0 from the first determining equation 
(x +  i)££„ + £„ =  0). Continuing to solve the determining equations we find only the 
infinitesimals £ = — 1, (f>i =  0 (and <f>2 is constant) which is the same as the classical 
method for system (6.5).

Case 6.3.5 System (6 .6 ). We again find <j) 1 and (¡>2 by firstly assuming £,u£„ ¥= 0) and 
similar to Case 6.3.4 above we find that £„ =  0. Then because the first determining 
equation reads x t^ v +  £u = 0, we have £u =  0 also. Solving the now simplified system of 
determining equations we encounter the same situation as Case 6.3.2 above, namely that 

whereas in the scalar Boussinesq equation we find £ = f(t)x + g(t), here we have g(t) =  0 

and (f> 1 is affected accordingly.

Case 6.3.6 System (6.7). The first determining equation reads (1 + ;ci)££„ + £u =  0, 
and similar to the two previous Cases we find £„ =  0, and hence £u =  0. The remaining 
determining equations then yield the infinitesimals

£ =  -
X

V
2 u 6x2

*  = T + 15-'
which leads to a known nonclassical reduction.

6.4 Direct Method
In this section we apply the direct method to each of our six potential systems, in order 

to extend and clarify the workings in §5.4 and the discussion in §5.5, which throw light on 
the application of the direct method to systems of partial differential equations.

We will apply the direct method to each of the systems (6.2)-(6.7) in turn, by 

considering the ansatze

u(x, t) =  F(x, t, U(z),V(z)), (6.29a)

v(x,t) =  G(x,t, U(z),  V (z )) ,  (6.29b)

where z =  z(x, t). For each system we consider first the requirement that each equation 
in the system is an ordinary differential equation, then the requirement that the equation 
with lower derivatives (equations (6.2a),...,(6.7a)) be an ordinary differential equation, 
and the other equation be an ordinary differential equation only after this first equation 
is substituted into it.

As with previous applications of the direct method we will use the upper case Greek 

alphabet (without subscripts) to represent undetermined functions, and such that under
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any operation the result is given the same letter. Once we give these letters a subscript 
or use the lower case Greek alphabet we keep track of our operations.

We make use of three freedoms, the first two of which are described here for the new 
symmetry variable U(z) but which apply equally well to V(z) .  The freedoms may be 
applied once for each symmetry variable without loss of generality. For convenience of 
notation in the description of these freedoms we let (u,v) -»  (11,1 , 1 1 2 )-

OVj ■
Freedom (a). ( T r a n s l a t i n g ). If, for every U j ( x , t )  such that 7̂  0, U j ( x , t ) may be 

written in the form

Uj(x,t) =  Hj(x,t,V(z)) +  Aj(x,t)[U(z) +  f l(z,V(z))], (6.30)

then we may set il(z,V(z)) =  0. This is allowed since we can translate U(z) —t 
U(z) — fl(z,V(z)), or alternatively we set U(z) =  U(z) + il(z,V(z)) and then rename 

U(z) = U(z).
du ■

Freedom (b). (Scaling). If, for every U j ( x , t )  such that /  0, U j ( x , t )  may be written 

in the form
iij(x,t) =  Hj(x,t,V(z)) +  Aj(x,t)U(z)fl(z,V(z)), (6.31)

then we may set Q(z,V(z)) =  1. This is allowed since we can scale U(z) —> 
U(z)/Cl(z,V(z)), or alternatively we set U(z) = U(z)il(z, V(z)) and then rename U(z) = 
U(z).

Freedom (c). (Inverting). If z ( x , t )  is determined by an equation of the form f2(,z) =  
Z o ( x ,  t ) ,  where i2(z) is any invertible function, then we can take Cl(z)  =  z  (by substituting 

z -> T2- 1 (̂ r))-
I11 fact we can often be more relaxed about these freedoms, which will be shown later, 

in the working (cf. Remark 5.4(h)). Also we allow ourselves the “freedom of hindsight” 
which allows us to effectively tidy up the reduction once we have solved our determining 

equations.
We may start the application of the direct method to systems (6.2)-(6.7) under a 

general framework, namely

vx = atu — a(x,t)ut, (6.32a)

Vt —- a(x, t)uxxx axuxx T a,(x, t)uux Q̂-xV, ■ (6.32b)

(To represent the Boussinesq equation we must have axx = att =  0.) Not only do the 
following steps work for each system, they are unaffected by the substitution process 
mentioned above. Equation (6.32b) yields

F u z 3x U '" +  F v z 3x V '"  +  ... =  0 , (6.33)
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and without loss of generality we use the coefficient of U'" to be the normalising coefficient. 
Note that here and in the remainder of this section we use primes to denote differentiation 
with respect to Thus from (6.33) we require

FuT{z,U,V) =  Fv , (6.34)

assuming zx 7̂  0, and r(z , U, V ) is a function to be determined. Treating this like a linear 
first order partial differential equation in F, we find the four characteristic directions 
Hi =  F, h3 =  a:, /¿4 =  i and an unknown fi'i- However since ¡ 1 2  is ultimately a function 
of z, because U and V are both functions of z, we may write the solution of (6.34) as 
F =  F(h2 {z), x , t). Now by renaming /r2 = U we see that Fy =  0. Equation (6.32b) now 
reads

FuzlU'" +  FuuzlU'U" +  ... =  0. (6.35)

Thus requiring the coefficient of U'U" to be a function of (z, U) (but not of V, as Fy =  0) 
yields

Fuu _  Tyuujz, U)
Fu ~ r hU(z,U) •

Integrating with respect to U twice gives

F(x,t, U(z)) =  A(x,t)Ti(z, U) +  B(x,t), (6.36)

and without loss of generality we can assume Ti(z,U) =  U(z). Equation (6.32a) under 
this new arxsatz is

GyzxV' +  (Guzx +  aAzt)U' T ... — 0, 

and assuming the coefficient of V' to be the normalising coefficient gives

Gv zxT(z, U, V) = Guzx +  aAzt.

This is similar to equation (6.34) above and may be solved in the same way, to give

G(x, t, U(z),V(z)) =  -  a Zt-U(z) +  G(x, t, V(z)). (6.37)

System (6.32) now reads

GyzxV' + aAt
aAzt

-  atA U +  [Gx +  aBt — a,tB} — 0,

aAz\U"’ +  [3 aAxzl +  3 aAzxzxx — axAzl]U" +  aA2 zxUU' 

T  a.Azxxx T  3(iAxzxx 4~ 3aAxxzx axAzxx (̂ix Axzx ~\

( aAzt

(6.38i)

U'

-  GyZtV' + dAxxx — axAxx 4~ aABx aAxB T a,.rAB U
\  Z X  /  t

+ — \axA 2]U2 +  \(iBxxx — axBxx +  aBBx — |axB 2 — Gt\ =  0. (6.38Ü)
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If we were to effect substitution we would solve for V' in (6.38i) (as this is the normalising 

coefficient) and substitute for V' in (6.38ii). However with or without substitution we may 
still use the coefficient of UU' in (6.38ii) to yield

aAz^F(z) = aA2 zx,

and hence A =  z2 by freedom (b). The route that the solution of each system follows now 
splinters, so we look at the individual systems separately.

However first we re-write freedoms (a) and (b), taking into account the fact that it 
transpires that in each case we are able to simplify G(x, t, V(z)) to the form G(x, t, V(z)) — 
C(x,t)V(z) +  D(x,t), and that freedom (b) for U(z) has been applied.

Qu
Freedom (a)(i). (Translating V(z)). Note that —— = 0, so either: if v(x,t) is of the form

ov

v(x,t) = D0 (x,t) -  azxztU{z) +  C{x,t)[V(z) +  fi(z)]

(i.e. D(x,t) = Do{x, t) +  C(x, t)il(z)) then we may set fi(z) =  0 without loss of generality; 
or if v(x, t) is of the form

v(x,t) =  Eo{x,t)U(z) +  D(x,t) +  C(x,t)[V(z) +  Sl(z)U(z)] (6.39)

(i.e. —azxzt — Eo(x, t) +  C(x, t)il(z)) then we may set ii(^) =  0 without loss of generality.

Freedom (a)(ii). (Tr’anslating U(z)). Note that both u(x,t) and v(x,t) depend on U(z). 
Then if

u(x,t) = Bi(x,t) +  z2[U (z) +  H(z)], (6.40i)

v(x, t) — C(x, t)V(z) +  D\(x, t) — azxzt[U(z) +  fi(z)] (6.40Ü)

(i.e. B(x,t) — Bi(x,t) z%£l(z) and D(x,t) = Di(x,t) — azxztfl(z)) then we may set 
Çî(z) =  0 without loss of generality.

Two things are noteworthy here: firstly that if u(x,t) has the form (6.40i) but v(x,t) 
maintains the form v(x,t) =  C(x,t)V(z) — azxztU(z) + D(x,t), then we may still use 
this freedom if D(x,t) is still undetermined. Similarly the freedom can still be applied if 

v(x,t) has the form (6.40Ü) whilst u(x,t) maintains its original form and B(x,t) is still 
undetermined. Secondly, we cannot recreate the situation of (6.39) in freedom (a) (ii), i.e. 
even if

u(x, t) =  z2 U{z) +  B(x, t),

v(x,t) =  C0 {x,t)V{z) -  azxzt[U(z) +  ü(z)V(z)] + D(x,t)

(i.e. C(x,t) =  Co(x,t) — azxzt£l(z)) and B(x,t) is undetermined we are not allowed to 
use the freedom. This is because B(x,t) cannot “consume” the symmetry variable V(z) 
(whereas it could consume some arbitrary function of z, namely fl(z)). This shows that
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there are times when the conditions of freedom may be relaxed, and also times when they 
cannot.

duFreedom (b). (Scaling V(z)). Note that —— = 0, so if v(x,t) is of the form
oV

v(x,t) =  Ci(x,t)Q(z)V (z) +  D(x,t)

(i.e. C(x,t) =  Ci(x, t)Yl(z)) then we may set Q(z) =  1 without loss of generality.

As promised, for reference, the results for the scalar Boussinesq equation are 

summarised, as follows (cf. Clarkson and Kruskal [1989])

u(x,t) =  02 {t)U{z) -  ^  , z(x,t) =  xd{t) +  a(t),

where d(t) and a(t) are any solutions of

~ = ai05, ^  =  (ai<7 +  a2 )04, (6.41a,b)

and U(z) satisfies

U"" +  UU" +  (U' ) 2 +  (a lZ + a2 )U' +  2 axU =  2 {axz +  o2)2. (6.42)

Generally this equation may be solved in terms of the fourth Painleve equation, PIV, if 
ai =  0 in terms of the second Painleve equation, PII, and if ai = a2 =  0 in terms of the 

first Painlcve equation, PI or the Weierstrass elliptic function equation (2.38).

Case 6.4.1 System (6.2). Our ansatz in this Case is

u{x,t) =  z2xU(z) +  B(x,t),

v(x, t) =  - z xztU(z) +  G{x, t, V{z)),

i.e. a — 1. The coefficient of U2 in (6.38ii) yields

zlY(z) = z\zxx, (6.43)

hence dividing by zx and integrating twice with respect to x, with some manipulation of 
our Greek letters, gives P(z) =  xQ(t) +  S(i), thus jz =  x9(t) +  a(t) by freedom (c). We 
now split our analysis into whether we use substitution or not.

Subcase 6.4.l(i) Without substitution. The coefficient of V' in (6.38ii) yields

9JT{z,V) = Gv [ x —  +
d 6  dcr
d t d t
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If zt =  0, then we assume z =  x, and the coefficient of U' gives B =  r ( z ) ,  which by 
freedom (a)(ii) and the fact that G(x,t,V(z)) is undetermined gives B =  0. Thus ut =  0, 

so vx =  0 by (6.2a) and by (6.2b) v can only be a linear function of t. This is a special 
case of the classical travelling wave reduction.

Thus assuming zt ^  0 we find

S  =  * v W / ( , £  +  £ ) + D M ) .

Then the coefficient of U in (6.38i) yields

d t
(  dé» da\
V 'd i + d i J '

which implies that Fi(z) =  c\z +  c2 as z is linear in x. The coefficient of x then yields
\ 2) =  c\96 which gives canonically either 6  — 1, or 0 =  t 1' 2. These then yield the

classical travelling wave and scaling reductions respectively.

Subcase 6.4.1(H) With substitution. If we solve for V  in (6.38i) and substitute our 
expression into (6.38Ü), the coefficient with no U terms or V derivatives yields

zlT(z,V) = Gt - — Gx + k(x,t),

where k(x,t) is known but lengthy. We may use the method of characteristics (recall that 
z =  x9(t) +  g(f)) to give G — C(x, f)T(z, V) +  D(x: t) and then take T(z, V) =  V(z) 
without loss of generality. From the coefficient of V in (6.38Ü) we have

Ct - ^ C x =  z5xr 1(z), (6.44)

from which we find

C =  T1 (z) I  95 (s)ds + A(z),

by the method of characteristics. Note that Ti(z) is precisely the Fi(z) in (6.44), and A(z) 
is the new “dependent variable” arising from the method of solution (i.e. the constants 
of the method are fti =  z, [¿2 — A). Freedom (b) allows us to set either Ti(z) = 1, or 
A(z) =  1. Assuming neither, the coefficient of U in (6.38i) yields

e ( v i { z ) J  05(S)d S + A(z)^ r 2(z) = 0 ^ .  (6.45)

Now recall that the condition on 9(t) in the Boussinesq equation is (6.41a). Integrating 
this condition with respect to t, gives
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and the reductions are found by setting (i) c\ =  c2  =  0, (ii) c\ =  0, C2 ^  0, (iii) c-z — 0, 

ci 0, and (iv) C1C2 /  0. In (6.45), (i) can be achieved by setting =  0 and (iv) with 
V2 {z) 0 and Fi(z)A(z) 7̂  0 (and we could set one of r^ z ), A(z) to be 1). However
to achieve both (ii) and (iii) requires the ability to set both r ^ z )  and A(z) to be zero 
(though not simultaneously). Therefore if we set either r^ z )  =  1 or A(z) =  1 we have 
lost generality. In order to salvage the situation we write

C =  T1 (z)(c1J  05(s)ds + À(z)^ or C =  A{z) (r^z)  J  e5 {s)ds +  c2

and we may then set r^ z ) =  1 or A (z) — 1 respectively. We may then use (6.45) to show 
that A (z) and Ti (2:) respectively must be constant. Summarising, we require

C =  ci J 05(s)d.s +  C2,

where Ci and c2 are not simultaneously zero, and 0 (t) satisfies

^  =  C3 ^ci J  6 5 {s) ds +  c^j , (6.47)

which gives us all the freedom we need. The coefficient of U' in (6.38Ü) then gives B(x,t)

b y  2

95 r(z) = 8 3B + o ( x^  +  ^  , (6.48)

and we may set r(z) =  0 without loss of generality by freedom (a)(ii) and the fact that 

D(x,t) is undetermined. We find D(x,t) from the coefficient without any U, V terms in 
it, in equation (6.38i), which yields

0 ci / 9b{s)ds +  c2 \T{z) = Dx + Bu

which may be integrated with respect to x to yield

D(x, t) =  ^ci J 9b(s) ds +  c2 ĵ T(z) — J  Bt(s,t) ds + A(f),

where B(x,t) is known fron (6.48), A(t) is an arbitrary function of integration, and we 
may set r(z ) =  0 by freedom (a)(i). From the coefficient of U in (6.38ii) we find

9bT{z) = 0 ( x M  +
\ df2 dt2 /

and hence writing T(2:) =  C 4 2 : + c5 we have

d V
df2 94(c4(J +  C5),

(6.49i)

(6.49U)
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which is consistent with (6.47) if c\ =  C3C1. The remaining coefficients are now functions 
of z as required, up to finding an expression for A(t) in terms of quadratures. We have 
the following reduction

R eduction  6.4.1.

u(x,t) =9 2 (t)U(z)
d0 dcr Y

x —  +
92 (t) \ dt dt J 1

>{x, t) =  ^ c i  j  95{s) d s +  C2 ^ V { z ) - e ( x ~  +  ^ ; ) U { z )

+
2 lx3 d 9d29

+

dt dt
x2 /  d9 d2cr dad2 9

+92 (t) L 3 dt dt2 2 \dt dt2 dt dt2 

where z(x,t) = x9(t) +  o(t), U(z), V(z) satisfy 

V  +  C3 U  =  0,

+  x

d 9 do A ' 
393 (t) \Xdt, +  dt )  

do d2(i1
d i d F  +A<i)

U"' +  (clC3z +  c5)U +  UU' - 3cic3
(C1C32; +  c5)3 + c6 -  cxV =  0 if cic3 7̂  0

U'" +  c5U +  UU' -  2clz +  c6 -  ClV =  0 if C1C3 =  0
(6.50)

and A(t) satisfies

dA 
dt ~

(1(7 A
29 —  (C1C3C7 + C5) — Ce9° +

dt )
2 95 

3cic3

2 c&9
(1ct\) -  ce9° +  2c\o95
di J

(cic3o +  c5)3 if cic3 7̂  0

if C1C3 = 0

Removing V(z) from (6.50) we find U(z) satisfies (6.42) where Gq =  C1C3 and 02 =  C5.

Case 6.4.2 System (6.3). Our ansatze are now

u(x, t) =  z2 U(z) +  B(x, t),

v(x, t) — —xzxztU(z) +  G(x, t, V(z)),

i.e. a(x, t) =  x. The coefficient of U2 in (6.38U) yields

xzbxT{z) =  2 xzxzxx -  §z*,

thus dividing through by xzx and integrating with respect to x yields zxT(z) =  © (f)x1/4, 
after some manipulation of Greek letters, integrating again with respect to x we have 
T1(2t) =  Oi(t)x5 / 4 +  T,i{t). The coefficient of U" in (6.38Ü), however yields

xzxT(z) =  9Xzl zxx -  zx,

which by the same process yields 1̂ 2(21) =  @2(t):£10/ 9 + £2(t). Comparing expressions for 
r i(z )  and I^ z ) ,  we must have £ i(t) =  £2(2) =  0 and using freedom (c) gives z =  x9(t).
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Subcase 6.4.2(i) Without substitution. From the coefficient of V  in (6.38Ü) we have

_ J n
x9bT(z,V) =  Gvx — .

d 0
If —  = 0, we set z =  x, and from the coefficient of U' in (6.38Ü) we find B(x,t) =  0 
after using freedom (a)(ii) and the fact that G{x,t,V{%)) is undetermined. Looking at 

(6.3a), since u(x,t) =  U(x) we must have vx =  0, then (6.3b) implies that v(x,t) must 
be a linear function of t, since the right hand side of (6.3b) is a function of x. This is a

d Q
classical reduction. If —  ^ 0, we find

d t r

/ (\G
t o +  D(x,t),

then the coefficient of U' in (6.38Ü) gives B(x,t) as

x2 ( à O' 2
B(x, t) = 9 2 Vd t

after using freedom (a) (ii) and the fact that D(x,t) is undetermined. The coefficients of 
U and V in (6.38Ü) yield respectively

04r  3 (z) =  x2 e ~ ,  

o4t 4(z) =  e5

(¥e
d t2

d2e /  fdo
d tdt2

(6.51i)

(6.51Ü)

d29Thus r3(z) =  ciz2, which leaves — z- — Ci9°, and r 4(2:) =  C2, hence (6.51Ü) yields
dt2

d Q
Together these equations for 9(t) imply that canonically 9 =  tr 1 / 2 (recalling that —  ^  0), 
which leads only to the classical scaling reduction.

Subcase 6.4.2(H) With substitution. Similar to Case 6.4.1 above we find that G is linear in 
V by considering the coefficient of (6.38Ü) which has no U terms in it (after substituting 

for V  from (6.38i)), and we write G =  C(x,i)V(z) +  D(x,t)- The coefficient of V in 
(6.38Ü) then yields

Ct -  — Cx =  xz*T(z),

and hence we find C — T(z) j* 94 (s) ds +  A(z), and set T(2;) =  1 by freedom (b) (and call 
A(z) =  ¿(2:)). The coefficient of U in (6.38i) is now zero, but the coefficient of V in (6.38i) 
yields

9 ^ 1  94 (s)ds + 6 (z)^r(z) =  96'(z).
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For 9 ^  0 we require S'(z) =  T(z) =  0, i.e. S(z) =  C3. Similar to the subcase without 
substitution above we find

x2 (  d9\ 2
= i )  ’

from the coefficient of U' in (6.38ii). We find D(x,t) from the only untouched coefficient 
left in (6.38i)

e(^j  9\s)ds +  c^jV{z) =  Dx + x B t.

integrating this with respect to x we find D =  — Jx sBt(s, t) ds +  A(t) after using freedom 
(a)(i), where A(t) is an arbitrary function of integration. The coefficient of U in (6.38ii) 

gives
d2 0  

d t2
=  c4 0 5,

and we find A(t) in (6.38ii) from the coefficient with no U or V terms in it. We have the 

following reduction

R eduction 6.4.2.

u(x, t) =  92 {t)U(z)
d6 \

e2 (t) \dtj  ’

>(x, t) =  04(s) ds +  c3 ĵ V (z) -  x2 9{t)^U{z) +  y 3d e 1 f d e \
C4°  dt e3 \ d t )

+  A (t),

where z = x9(t), U(z), V(z) satisfy 

V' =  0,

zU'" -  U" +  zUU' - V -  W 2 +  c4z2U -  \c \ z 4 +  c6,
(6.52)

and A(t) satisfies
dA 2 /d tf\ 2 4
d i =  9 ï ( ï )  ~ C‘ e -

Removing V(z) from (6.52) we see that U(z) satisfies (6.42) for 0,1 = c4 and 02 = 0.

Case 6.4.3 System (6.4). Our ansätze read

u(x,t) =  z2 U(z) +  B(x,t),

v{x, t) =  —tzxztU(z) +  G(x, t, V(z)),

so a(x,f) =  t. The coefficient of U2 in (6.38Ü) gives an equation of the form (6.43), hence 
we find z =  x9(t) +  cr(t). As equation (6.38i) contains no U' terms, with or without 
substitution we can use the coefficient of U' in (6.38ii) to give

t95 T(z) =  t03B + t9 +  y  ̂  , (6.53)
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and we set T(z) =  0 by freedom (a)(ii) and the fact that G(x,t,V(z)) is undetermined.

Subcase 6.4.3(i) Without substitution. We use the coefficient of V  in (6.38Ü) to yield

If zt =  0, we may set z =  x, hence A =  1, and also from above, B =  0. The coefficient of 
V  in (6.38i) helps us find G =  V(x) +  D(x,t), the term with no U's or V ’s in (6.38i) then 
gives D =  f(t) after using freedom (a)(i) and finally we find /  =  c\t2 from the term with 
no U's or F ’s in (6.38Ü). This leaves the time independent solution for u(x,t).

For zt ^  0, we have found G, as

G =  t0 5 T(z, V )J  +  D(x, t),

and we may set r ( z ,  V) =  V(z) without loss of generality. The coefficient of V in (6.38i) 
then yields

d 6  dcr\
x di + i i

( dfl d a V
{ Xd i + di) ■

We require r(z) =  C\j{z +  C2) to yield

c i  teG(  d9 da\
t6 b- - { x 0  +  a +  c2). 

dr
(6.54)

This means either ci =  0 or ci =  1. If Ci =  1, the remaining part of (6.54) allows us to set 
(7 = 0, and the remaining coefficients lead us to the classical scaling reduction. However 
if ci =  0, then 0 = 1  and A =  1. The coefficient of U in (6.38i) now yields

tr(V̂ =1,
thus T(z) =  2c3 and we may let a = c3 t2. We find D(x,t) in the usual way, from the 
term in (6.38i) with no U's or V ’s in, which gives D(x,t) =  4c2 t2x +  A(f), after using 
freedom (a). We find A(t) from the same term in (6.38Ü) which then gives the following 
nonclassical reduction

Reduction 6.4.3.

u(x, t) =  U(z) — dcgi2,

v(x,t) =  V{z) — 2c3 t2 U(z) +  4 c\t2x +  2c\t\

where z =  x +  c3 t2 , and U(z), V{z) satisfy

V 1 =  U,
(6.55)

8c23 z  +  2c3F '  -  U -  UU’ -  4c3U =  0.

Removing V(z) from (6.55) we find that U(z) satisfies (6.42) for ai =  0, a2 =  2c3.
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Subcase 6.4.3(H) With substitution. We find G is linear in V, after consideration of the 
terms with no LTs or Ws in, so we write G = C(x,t)V(z) + D(x,t)- From the coefficient 
of V in (6.38Ü) we have

Ct ~ — Cx =  tz5xT1 {z),

from which we find C = r 1 (z) s95 (s) ds +  A (z). The coefficient of U in (6.38i) then
yields

o ( r i { z ) f  s05(s)ds + A ( z ) V 2(z) =  f 0 ^ - 0 2, (6.56)

and similar to Subcase 6.4.1(H) we must apply a variant of freedom (b) and instead of 
setting Fi(z) =  1 we set Fi(z) =  ci, constant. In equation (6.56) we must set A(z) =  c2 

and r 2 (z) =  C3, both constant, so that now 9(t) satisfies

( \0  /  /*£ 
t - - 9  =  c3 ici / s05(s)ds +  c2 (6.57)

We find D(x,t) — f  B(s,t) — tBt(s,t) ds +  A(f) as previously, after using freedom (a)(i). 
The coefficient of U in (6.38H) yields

d29 d2o
t9°T(z) = t9 X — r  +d t2 df2

from which we set r (z )  =  c\z +  C5, to give

d 2 9
c49r°,

d2cr
= 94 (c4a +  c5). (6.58i,ii)df2 ’ dt2

These conditions are consistent with (6.57) if c4 =  c 1C3, the remaining coefficients are now 
functions of z up to finding A(f), and we have the nonclassical reduction

R eduction  6.4.4.

u(x,t) — ¥(t)U(z) — 

v(x,t) =  ( Cl

e2(t)
d0 dcr 

x - — h —  
dt dt

I  s05(s)ds + c2 ĵ V(z) -  t9(t) ( x ^  +  ~  ) U(z) +  A(t)dt dt

+
2t d 9 d 2 9 
92 dt dt2

1 fdO
92 V dt

2t id9 
¥  { dt + 21 fd9d2a

92 \ df df2
d29 da 
dt2 dt

2 d0 da 4t i d9 A 2 dcr
+  X

2f dcr d2cr 1 f dijY -
21 d 9

92 dt df 93 { d t )  dt 02 dt dt2 92 { d t ) 93 df

where z(x,t) =  x9(t) + a(t), and 0(f), cr(f) satisfy (6.57), (6.58ii) (with c 4 = c i c 3 ). Then 
U(z), V(z) satisfy system (6.50) and A(t) satisfies

3

dA
df

=

2t d0 /  dcr \ 0 5 2t95 n3 ,r
¥ T t  + 3 ^ (C’C3<7 + C5> lfcici7i0

( ^ )  "  + 2cî ta^  'f C1C3 =  0
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Case 6.4.4 System (6.5). In this Case we show the workings without substitution, but 
neglect to show those with substitution, as the results are no different. We have the 
ansatze

u(x,t) = z2xU(z) +  B(x,t),

v(x,t) =  - ( x  + t)zxztU(z) +  G(x,t,V(z)).

As in Case 6.4.2 we compare the coefficients of U2 and U" in (6.38U) to find z. They yield 
after integrating with respect to x twice, respectively

IM z) =  (x +  i)5/40 !( i )  +  S i(i),

=  (x + 1) lo 9̂02 (t) +  £2 (t),

hence S i(t) =  £ 2(t) =  0 and z =  (x +  t)6 (t) by freedom (c). The coefficient of V  in 
(6.38Ü) gives

G =  {x +  t)05 T{z,V)
. . d 6

+ D{x,t),

after integration with respect to V, and we set F(z, V) =  V(z) without loss of generality. 
(Note the denominator of the first term cannot be zero.) Thus the coefficient of U in 

(6.38i) yields

292 =  05T(z)
X +  * ~dt, + ^

thus we choose T(z) =  c\z +  c2. This yields

2 92 (x +  t ) f t + 9 — 0 5 [c1(x +  t)9 +  c2].

We see that 293 =  c205, hence 9(t) must be constant, so we set 9(t) =  1. This now leads 

to the classical travelling wave reduction.

Case 6.4.5 System (6 .6 ). Our ansatze are

u(x, t) =  z2 U(z) +  B(x, t),

v(x,t) =  — xtzxztU(z) +  G(x,t, V(z)),

thus a(.T, t) =  xt. Similar to both Cases 6.4.2 and 6.4.4, the coefficients of U2 and U" in 

(6.38ii) yield respectively

rr(z) =  +  (6.59i)

T 2 (z) =  (x t)1 0 ' 9 Q2 (t) +  S2(t), (6.59ii)

so Ei(t) =  S 2(t) =  0 and we set z =  x9(t) without loss of generality, by freedom (c). The 
coefficient of U' in (6.38ii) yields, irrespective of whether substitution is used or not,

xt9r°T{z) =  xt93B +  x*t9
d0

d t

2

(6.60)
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from which we find B(x,t), after setting F(z) =  0 by freedom (a)(ii) and the fact that 

G(x, t, V{z)) is undetermined.

Subcase 6.4.5(i) Without substitution. As previously we initially look at the coefficient 
of V' in (6.38ii) which yields

d0
s - G v  =  xt95 T{z,V).

deIf —  =  0, we let z — x, and then A =  1. From (6.60) we see that B =  0, and from the 
d t _

coefficient of V  in (6.38i) we find G — V(x) +  D(x,t). The only remaining untouched 
coefficient in (6.38i) gives D =  f(t), after using freedom (a), and finally, the coefficient 
with no f / ’s or V ’s in (6.38Ü) gives /  =  c\t2, thus we have found the time independent 

solution for u(x, t).
d Q

For —- ^  0, we take 
dt

G =  t0*V (z ) /^ -+ D (x ,t ) ,d t

then the coefficient of U in (6.38i) gives

te6r(z) /~ = xe\

d oand hence we have that —  = crfO0 , by setting r ( z )  =  c%z. With this condition on 9(t),d t
the coefficient of U in (6.38Ü) now yields

xt05 T(z) = 2c2 x2 t0& +  5 c22 x2 tzew.

We must set r(z) =  C3 Z, thus on rearranging

t2eA =2 n i  c 3 2 c2

bel

and hence canonically 6  — t 1/ 2, which leads to the classical scaling reduction.

Subcase 6.4.5(H) With substitution. We find, as previously that G may be written in the 
form G =  C(x,t)V(z) +  D(x,t)- From the coefficient of U in (6.38i) we have

C6 T(z) =  xO2,

and hence we may choose C =  1 without loss of generality, by freedom (b). The coefficient 
of U in (6.38Ü) yields

xt6 bT(z) =  x2 t0 - ^ ,  

hence we choose r(z) =  c.\z to leave
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The coefficient of (6.38i) with no f / ’s or F ’s in yields

0Y(z) =  Dx +  xB — xtBt,

so after integrating with respect to x we have

D(x,t) =  T(z) + 2t fdd\3 _  J_ id9\2
e3 \d t ,)  ~  ¥ \ d t ) +  Ht),

where A(t) is an arbitrary function of integration and we may set T(z) =  0 by freedom 
(a)(i). We find A(t) from the coefficient of (6.38ii) with no C/’s or F ’s in, which leads to 
the following reduction

Reduction 6.4.5.

u(x,t) = 92 (t)U(z) — x2 fdO
92 (t) \dt J ’

d0.v(x, t) =  V (z) — x2 td(t) — U(z) + x 2 Clt0 3^  
d t

21  fd e \ 3

¥ \ d t ) ¥ +  Ht),

where z =  x9(t), U(z) and V{z) satisfy

V  = zU, (6.62!)

2zU'" +  2zUU' -  2U" -  U2 -  2 c2 +  2 d z2U -  c2 z4 =  0, (6.62Ü)

9(t) satishes (6.61), and A(i) satisfies

dA
dt

=  c2 t6 4 {t) +
21

W )

By differentiating (6.62ii) with respect to z we find that it satisfies (6.42) for a\ =  c\, 

a2 =  0.

Case 6.4.6 System (6.7). We have the following ansatze

u(x,t) =  z2 U(z) +  B(x,t),

v(x,t) =  - (1  +  xt)zxztU (z) +  G{x,t,V(z)),

so a(x,t) =  1 + xt. The coefficients of U2 and U" in (6.38Ü) yield equations of the form 
(6.59) (with xt replaced by 1 + xt) and hence we find z =  (1 +  xt)9(t).

Subcase 6.4.6(i) Without substitution. From the coefficient of V  in (6.38U) we have
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from which we find G as

G =  (1 +xt)t 5 05 V(z)
d6

(1 +  xt) - -— h xO 
at

+  D(x, t),

since the denominator is non-zero. The coefficient of U in (6.38i) then yields

( i  +  xt)t6e6r{z)
Afj

(1 +  xt)—  +  x6 = (1 — xt)t6 2

We must take T(z) =  c\z +  C2, but successively taking coefficients of powers of x to be 

zero leads us to 9(t) — 0, thus there are no reductions.

Subcase 6.4.6(H) With substitution. As in previous subcases with substitution we are able 
to find G = C(x, t)V(z) + D(x, t) without loss of generality. The coefficient of U in (6.38i) 
now yields

CteV(z) =  (1 -  xt)t92,

and hence we let C(x,t) =  (1 — xt)0(t) by freedom (b). As usual it is the coefficient of U' 
in (6.38Ü) which gives B(x,t)] here it takes the form

B(x,t) =
t2 92

„  . d9(1 + xt) —  +  x9 
at,

1 2

The coefficients of V and U in (6.38Ü) give respectively

(i + xt)t*65r1{z) = — ,

(1 + xt)t5 95 T2 (z) =  (1 + xt)t9 (1 + xt)
d 29 
dt,?

+ 2 x
d9' 
dt

We let Tj ( z )  =  c \ l z  and T2( z )  =  c 2 z  + C3 and find these equations are only compatible if
d Q

d  =  C2 =  c3 =  0, i.e. —  =  0. The coefficient with no f7’s or V ’s in (6.38i) now yields dt

^ 3x3 2x2

D* +  -¿r  +  7 T  =

and hence on integrating with respect to x we find without loss of generality, that

. 3x4 2x3

= —ÿ j  -

after using freedom (a)(i), and then from the same coefficient in (6.38Ü) we find

- 2 t ~  + 4  =  t6 T(z).

We let T(z) =  —6C4, thus A(t) =  2 lnt +  C4fG. By doing some a posteriori tidying up, we 
can make C =  1 and z =  xt, which gives the following reduction
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Reduction 6.4.6.

x2
u{x,t) = t2 U(z) -

o 4 2 T
v(x,t) =  V(z) -  (1 +z)zU(z) -  —5- -  -p r  +  21ni +  c4i6,

where z =  xt and U(z), V(z) satisfy

V' =  (z -  1)17, (6.63i)

2(z + 1)17'" +  2(z +  1 )UU' -  2U" -  U2 -  12c4 =  0. (6.63ii)

By differentiating (6.63ii) with respect to z we see that it satisfies (6.42) for a\ =  a,2 =  0.

6.5 Discussion
In §6.2 we saw that none of the six potential Boussinesq systems gave any potential 
symmetries, indeed we lost symmetries in all but one case. However because we still only 
had to solve linear determining equations there was a negligible difference in complexity 
between the systems and the scalar equation.

The calculation for the nonclassical method, in §6.3 however, did increase in complexity 
and certainly in Cases 6.3.2 and 6.3.3 the determining equations could not be solved 
explicitly. It was only with a bit of ingenuity that we could show that there was no need 
to solve them completely but that instead we could bypass the problem. Coupled with 
this increase in complexity, we also lost symmetries in the majority of cases, that is most 
of the systems didn’t give the full complement of nonclassical reductions, and certainly we 
found no new symmetries in any of the cases.

The findings of Priestley and Clarkson [1995] are backed up in this chapter. In Case 

6.3.1 we saw how any reduction which arose from infinitesimals for which ^  0 could 
be reproduced by infinitesimals for which = £v =  0. Indeed in the specific case when 
£ =  v/u, =  <f>2 =  0 we found these infinitesimals gave rise to the travelling wave 
reduction. Clearly £ depends on v, the potential variable, and yet we obtain only a 
classical reduction. Thus we conclude that if the infinitesimals of the non-potential variable 
depend on the potential variable, then this has no bearing on whether we have obtained 
nonclassical potential symmetries.

In applying the direct method to our systems we calculated separately the symmetries 
that used substitution and those that did not. Notice that without substitution we are 
always able to find the classical symmetries in this chapter but rarely find any nonclassical 
symmetries (Cases 6.4.3 and 6.4.5 are the exceptions). By using substitution however we 
can recover all the symmetries that the nonclassical method finds -  such is the importance 
of using substitution.
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We should also mention that no integration is necessary in the direct method, nor were 
unnatural infinitesimals present in the nonclassical method.

One other problem we must address is the ability to lose generality when applying 
freedom (b). Not only did it occur in this chapter but also in Chapter Five (cf. Remark 

5.4(vi)) when we applied the method to both the scalar equation (5.3) and system (5.4), 
so it was not just a product of using the direct method on systems of equations. To recap 
on what the problem is, in Case 6.4.1 we had

v(x,t) =  ^ F i (jz) j  d5 (s)ds +  A(z)^ V(z) -  02 (t)U(z) +  D(x,t),

where z =  6 (t.)x +  er(t). Later working showed that we required the ability to set both 
Ti(;z) and A (z) to be zero (though not simultaneously), but applying freedom (b) would 

allow us to set either r ^ z )  =  1 or A(.z) =  1 and we would thus lose generality. A simple, 
effective solution is to give freedom (b) a caveat so it reads (for scaling V(z) above with
A = 0)
dv '
Freedom (b). If v(x,t) has the form

v(x,t) = D(x,t) + E(x,t)U(z) + C(x,t)tt(z)V(z),

then we may set St[z) =  1, if, when C(x, t) may be written as a sum of terms, the ability 
to set each of these terms (individually) to zero is unaffected.

In the general setting (6.31), it is the Aj(x,t) (instead of C(x,t,)) to which the caveat 
applies. We note that this situation can only occur if at least two summands of C(x,t) 
(that may not be written as a single function of z) contain different arbitrary functions of 
z. Also note that there would appear not to be similar difficulties with freedoms (a) or 
(c).
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Chapter Seven:
A Reaction—Diffusion Equation

7.1 Introduction
In this chapter we continue the theme of potential symmetries, and in particular 
nonclassical potential symmetries. We are interested in the reaction-diffusion equation

9t =  8 2 8 xx +  2b82, (7.1)

where b is a non-zero constant, for which Bluman [1993a] has found potential symmetries. 

Making the transformation 9 =  l/u yields

ut = ~ — f  bx2 
u XX

which may be written in potential form as

(7.2)

vx =  u, (7.3a)

u2 vt =  ux — 2bxu2. (7.3b)

There is also a higher order system

vx =  u,

uwt =  —(1 + bx2 u), 

wx =  v,

(7.4a)

(7.4b)

(7.4c)

and we may take combinations of (7.2), (7.3) and (7.4) to yield other potential systems 
(see Bluman [1993a]). In fact in his study of the reaction-diffusion equation (7.1), Bluman 
[1993a] finds the following invertible mapping via its potential symmetries.

z\ =  t, Z2 =  v, w\ =  x exp{6(am — w)},

=  (bx2 +  — j exp{b(xv — to)}, W3 =  ~(exp{b(xv — in)} — 1),
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where w\, w2, w3 satisfy the linear system

U>3,V = W l ,  W z,t  =  W 2 ,  W l , v = W 2 .

Iii the following sections we rederive the potential symmetries for each system and find 
all their reductions for equation (7.2) and system (7.3) and a sample of reductions for (7.4) 
in §7.2. In §7.3 we apply the nonclassical method to the systems above (though only in the 
generic r / 0  case). Also in §7.3, as a result of applying the nonclassical method, we find 
an interesting relation between these reaction-diffusion equations and Burgers’ equation

Ut — Rxx tiuX: (7.5)

which involves the use of a hodograph transformation. In §7.4 we discuss the results found 

in the previous sections.

7.2 Classical symmetries
To apply the classical method we consider the one-parameter Lie group of infinitesimal 

transformations in (x,t,u,v,w) given by

=  x + e£{x, t, u) +  0 (e 2), (7.6i)

=  t + £t(x, t, u) +  0 (e 2), (7.6ii)

— u + e<pi (x, t, u) +  0 (e 2), (7.6iii)

=  v + e<f>2 (x, t, u) +  0 (e2), (7.6iv)

=  w +  efoix, t, u) +  0 (e2), (7.6v)

where e is the group parameter, and u consists of an appropriate subset of the set 

(u, v, w). This procedure, which is implemented in symmgrp .max, yields a system of linear 
determining equations for each case.

Case 7.2.1 Equation (7.2). We obtain the following determining equations

t~u — Lr — Hi £u Hi $ l ,u u  Hi 2<̂ >ijXWU T ft Hi

Ttu  -  2fxu + 201 =  0, 2b(/)ltUu 2 -  (t>i,xxu 2 -  46fxu2 +  4>i,t =  0,

which may be simplified using KolRitt in d iffgrob2  to yield

i x x  = 0 ,  ft =  0, fu = 0 ,  Tx — 0, 2fx + T t =  0, Tu — 0, 2 -  (pi =  0.

These are then solved trivially to yield infinitesimals

f  =  cxx +  c2, T =  -2 c it  +  c3 (f) 1 =  —2ciu. (7.7)
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Incidentally the infinitesimals for (7.1) give the same reductions. These are 

R eduction  7.2.1. If ci =  0, we let C3 =  1, c'2 =  c, to give

u(x, t) =  U(z), z =  x — ct,

where U(z) satisfies

UU" -  2(t / ')2 +  cU3 U' -  2bU3 =  0, 

which on division by U3 may be integrated with respect to z to yield

U '=  {2bz +  A)U2 -  cU3, (7.8)

where A is the constant of integration. If we assume 0, to achieve solutions that are 
not time independent, then (7.8) may not be transformed via a Mòbius transformation 

(1.99) onto a generalised Riccati equation, so is not of Painlevé-type (see §1.6.2).

R eduction  7.2.2. If ci /  0, we may set ci =  1, C2 =  C3 =  0 to give

u(x, t) =  tU (z) , z =  xt1/ 2,

where U(z) satisfies

zU3 U' -  2UU" +  4{U' ) 2 +  2Ui + AbU3 =  0, (7.9)

which is not of Painleve-type as it has a leading order behaviour like U(z) ~  ±m 0 ' (z — 
) “ 1 / 2 and thus algebraic branching. If we try to remove this leading order branching by 

making the transformation U =  U2, the resulting equation contains a term like t /3/ 2, so 
this transformation is of no help.

Case 7.2.2 System (7.3). The determining equations are as follows

Tu =  0,

Tv 0 ,

02.U.U2 ~  iuU3 +  TVU +  Tx =  0,

02,u«2 -  ~  TvU — Tx =  0,

4bf,u U3X +  02,VU -  01,Uu  -  Tt U +  C u  +  201 =  0,

2602,u U2.T -  2 b C u 3x  -  C u 2 +  0 2 ,u «  -  CxW +  0 2 ,x -  01 =  0,

Ab2 £uu4x2 +  2bf,vu3x

— 2b(f>itUu2x +  2 bÇxu2x + Abcf>iux — £,tu3 +  02, tu2 +  2b£u2 — 4>iiVu — 0 i,x =  0,
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which are simplified using KolRitt in d iffgrob2

^7 £>U 0, 2£vxb 0, ^XV 0, £,XX — Ty — 0,

Tu =  0 , 2£x +  Tt =  0 , Tx =  0 , £vu2 +  2 £xu +  4 * i  =  0 ,

4*2,v T  4*2,u 2bx^x 26£ 4*2,t 0? 4*2,x — O7

from which we find

t, = — V +  (c4t +  a)x +  c2, (7.10i)

r =  - c 4i2 — 2cH + c3, (7. lOii)

4>\ = —2(c t̂ +  ci)u —-^u2 , (7. lOiii)

4*2 =  — (c4i +  ci)u -  26c2i +  c5. (7.10iv)

The dependence of £ on v ensures these give potential symmetries. If c\ — 0 we have the 
classical infinitesimals for equation (7.2), but for C4 7̂  0 they give two new reductions.

Reduction 7.2.3. When C3C4 /  Owe may set ci =  C2 =  0 and C4 =  1 to give

u (M ) = -TTTF7\ ~» v(x .*) =  —  +  (C3 - i 2)1/2F(z),

where z(x,t) is defined implicitly by

then 1/(2;), V(2r) satisfy

U V ' -2 b  =  0, (7.lli)

462z — C3 VV 1 +  U1 =  0. (7.1 lii)

Equation (7.1 lii) may be integrated with respect to z, then we can use (7.lli)  to give

V'{4b2 z2 -  c3 V 2 +  A) +  46 =  0, (7.12)

where A is an arbitrary constant. A simple solution of this is given by V(z) — a\z for
a2 =  4b2 /C3, but this leads only to a spatially independent solution for u(x,t), which 

may be found from the scaling reduction 7.2.2, for U(z) =  —2b. In general, remembering 

that c3 7̂  0, equation (7.12) may not be transformed via a Mobius transformation to a 
generalised Riccati equation and is therefore not of Painleve-type.

R eduction 7.2.4. When C4 7̂  0 and c3 =  0, we may set ci =  C2 =  0 and C4 = 1 without 
loss of generality, to give

u(x,t) =  , , v(x,t) =  ~  +tv{z),  (7.13i,ii)
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where z(x,t) is again defined implicitly

z^  =  x t ~ m  +  h

The symmetry variables U(z), V(z) satisfy

UV' +  26 =  0,

4b2z +  c5 V' -  U' =  0,

which may again be written as a single equation for V(z),

V'{2b2 z2 +  c5V +  A) +  2b =  0,

(7.14i)

(7.14Ü)

(7.15)

where A is an arbitrary constant. If C5 7̂  0 then (7.15) may not be transformed onto a 
generalised Riccati equation via a Möbius transformation, and is therefore not of Pain- 
levé-type. However for C5 = 0 we have

V(z) =  ]  2W ^ T J d 3  +  Cr-

Since z is a function of v, if A 7̂  0 this equation, together with (7.13ii) gives an implicit 
expression for v in terms of x, t, after integrating. However if A — 0, we may find v 

explicitly after solving a quadratic for v. We have

>(x, t) =  ĉ-jt — bxt ±  I [t2 (2bx +  C7)2 +  8f] 

±bt2 (2bx +  C7)
u(x,t) —

[t2 (2bx +  C7)2 +  81] 1 ^2
— bt,

finding u(x,t) from (7.3a). To compare this with the classical scaling reduction 7.2.2 we 
set C7 =  0 (since we can translate x appropriately in reduction 7.2.2 if necessary). We find 
that this exact solution is a solution of the scaling reduction, for

U{z) = ±b2 z(b2 z2 +  2)~1/2 -  6.

Whilst this is a classical solution, it was only found by looking at a potential symmetry. 
Note that we could write (7.3) in the form

vx =  it,

vlvt =  vxx -  2 bxv2x,

and we get the same (potential) symmetries.

(7.16a)

(7.16b)

Case 7.2.3 System (7.4). We have to solve the following determining equations

T u  =  0 , (7-17i)



<p3,u ~  ( u V  =  0 , (7.17ii)

02,u -  t u U  =  0, (7.17iii)

TW V +  TyU  +  Tx =  0 , (7.17iv)

brvux2 — £vuv +  4*3,v u  +  tv = 0, (7.17v)

(f>2,wV -  i w t t v  -  £ VU2 +  02,VU -  £ XU +  4*2,x  ~  <f>l =  0, (7.17vi)

— bf,wu2vx2 +  b4>3,wu2x2 — bTtu2x2 +  2 brwux2 — 2 bt;u2x 

+  itu2v -  £wuv -  4>3,tU2 +  4>3,wu -  Tt U +  4)1 +  Tw  =  0, (7.17vii)

brwuvx2 +  brvu2x2 +  brxux2 — 4.wuv2 — 4,vu2v +  0 3,wuv — £xuv

+  TWV +  4*3,vU2 +  4*3,xU -  0 2U +  TVU +  Tx =  0 .  ( 7 . 1 7 v i i i )
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These are again simplified using the KolRitt procedure, to give the larger but simpler 

system

Eyj —  0, Tv — 0, Tu 0, Tx 0, T m  0, b£,w  f,w w  O5 (7.18i-Vl)

4ò£„ +  Tit -  =  0 , iu  =  0, 2b £ x  +  b r t — 2 £ xw  =  0, (7.18vii-ix)

4£x„ +  +  Tt t v  =  0, i x x  +  2 b£x v  +  b r t v  +  b£w v 2 =  0, (7.18x-xi)

£ w  -  6  +  2 x £ v b +  x 2£w b =  0, 2 £ x -  2 0 3 i„, +  rt +  4£,„w =  0, (7.18xii-xiii)

£ v V ~ 4 > 3 , v = 0,  4  3 , u = 0 ,  24>3,xx +  2bf,x V2 +  bTfV2 =  0, (7.18xiv-xvi)

4bf;w v x 2 — 2£„ — 24)3,t — ^ a :2 — 46<̂ a: +  2 b x 2£,x +  2i0,„, +  4  v x £ v b =  0, (7.18xvii)

2( w v 2 +  24)3,x -  2^2 +  r t v  =  0 , (7.lSxviii)

2 £ w itv  +  2 £ v u 2 +  2£x'u +  20i — Ttu =  0. (7.18xix)

This is straightforwardly solved to give

4  =  -  e x p { b ( w  — v x ) } ( b A x  — A v ) +  +  (c4i +  ci)a: +  c2,1/ ¿ d U

r  — —c 4i  — 2 c i i  +  C3 ,

0 !  =  -  exp{ò(ru — ua-;)}[òA(òa;2u 2 — it )  +  A t u 2 — 2 b x u 2A v ] — 2 ( c 4 t +  C i ) u  — ^ i t 2 , 
b 2b

0 2  =  ( c 4t  +  c i ) u  -  2 b c 2t  +  c 5 ,

03 — “  exp{6(u; — ua;)}[vl(l +  óra) — -  2 b c 2x t  -  +  c 5x  +  c6,

(7.19Ì)

(7.19ii)

(7.19iii)

(7.19iv)

(7.19v)

where A  =  A ( t , v )  satisfies the linear heat equation

A t =  A V V  * (7.20)

If A  =  c4 =  0 we regain the original infinitesimals, if A  =  0 we have found the 

potential infinitesimals of system (7.3), whilst if A  /  0 we have some more potential 

symmetries. Finding all the reductions in this instance appears to be extremely difficult,
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if not impossible. To give some examples of reductions, consider first the case when A = a, 
constant and ci =  c? =  c\ =  0 in which we set C3 =  1 without loss of generality. We have

£ =  axexp{b(w — vx)}, r  =  1, (f>i — a(bx2u2 — u) exp{6(u; — vx)},

4>2 =  c5, </>3 =  - (1  +  bvx) exp{b(w -  ra )} +  c5x +  c6.

Expressions for u and v can be gained using the method of characteristics, then one 
for w via (7.4b,c) and the invariant surface condition for w, which gives an algebraic 
equation. The independent symmetry variable may now be found, again with the method 
of characteristics, to give two reductions

Reduction 7.2.5. C6 7̂  0

, , -1ulx,t) =   ------——— ,
bx(x +  U(z))

w(x, t) =  x(V(z) +  c5 t) +  -  

where z is the implicit dependent variable

z(x,t,u) =  exp{—beet} 

Now U(z) and V(z) satisfy

v{x,t) =  V{z) + c5 t,

In -(bxU(z)
a

c5x -  c6) ,

c5 + bx H--------h —
ux x

bzUV' - 1 = 0 ,

c6 bzV' -  bzU' +  bU -  c6 =  0,

which may be written as a first order equation for U(z)

—bzUU' +  bU2 -  c5U +  c6 =  0,

(7.21i,ii)

(7.21iii)

(7.22i)

(7.22ii)

(7.23)

where V(z) is given by (7.22i). Equation (7.23) may be integrated since it is separable to 

give

C5______
2 b ( c l  —  i c e b ) 1 / 2

In
2bU -  (c§ — Aceb) 1 / 2 — C5 

_2bU + {c2 -A c 6 b) 1 / 2 - c 5_
+  ^7 \n(bU2 - c 5U +  c6) =  \ l nz +  7 lnc7, 26 6 6

where cy is a 11011-zero constant. The implicit nature of this equation, coupled with the 
fact that z is a function of u means that an explicit solution here for u(x, t) is unlikely if 
c5 7! 0. For instance setting C6 = ‘ic2 /\f>b leaves a quartic for U after exponentiating. A 
solution of this quartic is U = c$/Ab but this gives a time independent solution, and the 
other, not complex, solution is

U(z) =  h(z) +
CyZ

+
3c-,

3bh(z) 46
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where
h3 (z) =

c7z2(27c\ — I6C7 bz2 ) 1 / 2 c7 c5z
+

12y/3 b 462
Whilst U(z) has been found explicitly, the overall expression for u(x,t), given by this and 

(7.21i) is still implicit. However if C5 =  0 we are able to find

1/2
tti \ ( c-7 Z2

U{Z) =  (,----- 6-----J ’

with C7 an arbitrary constant. If C7 =  0 then we simply have a time independent solution 
for u(x, t) whereas if c-j 7̂  0, we may solve (7.21i) for u, and after some manipulation we 
find

^ ±[{c7b(bx2 +  c6)exp{-2c6b t } - b x 2)/c6} - ^ 2 - l
U[ X, ) ~  bx2 +  c6 ' [ ’

This exact solution may not be found by the previous applications of the classical method 
on the lower order system or the original equation. We may find V(z) from (7.22i) as

V(z) =
1 : sin v/C6

\/bĉ  W ct> I /  ’

and hence v(x,t) and w(x,t) from (7.21ii) and (7.21iii) respectively.

Reduction 7.2.6. — 0

u(x,t) =
-1

bx(x + U(z)) ’ v{x,t) =  V(z) +  c5 t,

1
w(x, t) =  x(V(z) +  c5 t) + -  In

bx
(■bU(z) -  c5)

where z is given by

and U(z), V{z) satisfy

z(x, t,u) =  t
b(c5 xu +  bx2u +  1) ’

V' -  3U +  c5 =  0,

U' -  b2 U3 +  2bc5 U2 -  clU =  0.

Equation (7.26ii) may be integrated with respect to z to give for C5 7̂  0

U exp I-- — }  =\ b U - c 5 j
exp {2 + c8},

bU — c5

for eg an arbitrary constant, which is again implicit. If c5 =  0 we find

(7.25i,ii)

(7.25iii)

(7.26i)

(7.26ii)

U(z) =  (c9 -  2b2 z ) -1'2,

for c9 an arbitrary constant, which leads to the exact solution

u(x,t) =  ^  (=t[(c9 -  2b2 t)x2 +  1]~1/2 -  1̂  . (7.27)
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After some manipulation we find that this may be found from the classical scaling reduction
7.2.2 for

U(z) =
1

b.T2 L±(1 -  2b2 z2 ) ~ 1 / 2  -  1

It seems unlikely however that this solution of (7.9) would be found under normal 
circumstances.

Another idea for a reduction comes from when A(t,v) =  F(y) =  e~C5V +  a\ where 

y =  v — c$t, and c\ =  C2 = c\ =  0 and we set C3 = 1 without loss of generality. The 
infinitesimals are now (leaving F  unevaluated for convenience)

f  =  -  exp{6(u> — vx)} ( bFx ----— ) , r  =  1,
b \ dy J

6 1 =  7 exp{6(u> — vx)} ( bF(bx2 u2 — u) +  ~~^-u2 — 2b^~xu2 
b \ dyz dy (h  — C5,

(f>3 — — exp{6(w — vx)} I F( 1 +  bvx) — v
d F 
dy

+  C5X +  C6-

The advantage of choosing A(i, v) like this is that y is one of the invariants, which can be 
seen from using the method of characteristics. The equation

dt du
~r 11 c5

gives y =  V(z), so that
v(x, t) =  V(z) +  c5f, (7.28)

for z to be found. Thus occurrences of F and its derivatives may be treated as constants 
in integrating using the method of characteristics, hence

du cj) 1 
d.T £

becomes a first order Riccati equation for u, which may be linearised. It has solution

dF d 2F idF
u(x,t) =  - b F 2 /  b2 F 2 x2 - b F — x - F — r + [ - ~ )  +U(z)bF2 bFx -  

/  L dy dy2 \ dyJ

We find w(x,t) as before, from an algebraic expression, as

dF
dy

(7.29)

1w(x, t) =  x{V{z) +  c5 t) +  T In <J ^ 3
1 d2F  -d F

d ^  _  U(z)bF —

c6 bF2 +  x U{z)b2 F 6 -  c5 bF2 -  bF dF
dy

(7.30)

Finally we find z from
dx dt
T  = T ’

removing occurrences of u, v, w using (7.29), (7.28) and (7.30) respectively, to give two 
different, expressions for if cq =  0

z(x, t,u) =  t
u

b(bx2u + c$xu +  1) ’ (7.31i)
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or, if c6 ^  0,

z(x, t, u, v) =  —bF2 ^c6 +  — + to2 + c5x^ e x p {-c6&t} j ̂ bxF — . (7.31ii)

In (7.29), (7.28) and (7.30) we write F  =  F(V(z)), whereas in (7.31) we use F =  F(y). 
Unfortunately things now start to break down.

In the simplest case cq =  ai =  0, we find that (7.4a) gives two equations for U, V , 
namely

eC5 VV' -  bU =  0, (7.32i)

bU2 V' — eCbVU' =  0, (7.32ii)

which combine to give the single equation for V(z)

V" + {V1 ) 3 -  c5 {V' ) 2 =  0. (7.33)

A simple solution of this comes when V  =  C5, but this leads to a time independent solution 
only. Thus for V  7̂  C5 we may integrate (7.33) once with respect to z to yield

V
V' — c5 eXp{ _ ^ }  =  exP{z +  c7}>

upon exponentiating, which is implicit. Since this is implicit, and also because z depends 

on u it seems unlikely that we will find any explicit solutions here.

Any attempt to find solutions in the cases when cq and ai are not necessarily zero 
is hampered by the sheer size of the calculation. For instance, if cq =  0, oi ^  0, the 
expression for ux is a rational function with 96 terms on the numerator and 112 on the 

denominator, and this still includes explicit occurrences of u and powers of u\ Due to 
the memory limitations of the available computer the calculation could not be finished. 
Further, since in the simplest case (cq =  a\ =  0) we are unable to find explicit solutions, 
unable in fact to obtain even an implicit solution for u or v as functions of x, t only, no 
further cases are considered here.

7.3 Nonclassical symmetries (t ^ 0)
In this section we apply the nonclassical method when r ^  0 to our various systems and 
recall that we may set r =  1 without loss of generality. We use the algorithm of Clarkson 
and Mansfield [1994c] in practice, which calls for us to remove ¿-derivatives from our 
equations using the invariant surface condition, and to apply the classical method to this 

new system.



Case 7.3.1 Equation (7.2). The determining equations are

iuuU +  2£„ =  0, (7.34i)

2CC“ 4 + (t>i,uuu2 -  2£xuu2 -  2(pltUu + 2<pi =  0, (7.34ii)

(pi,tu2 -  2b(pitUu2 +  2fx<piu2 +  4b£xu2 +  2(p\u +  ibcpiu -  (pijXX =  0, (7.34iii)
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2iu4>iu3 -  2 ^ xu3 +  6b£uu3 -  £tu3 -  2£(piv2 -  2(pitXUu +  £xxu +  4<f>ltX =  0. (7.34iv)

Notice that both (7.34i) and (7.34ii) are linear second order Euler equations, so we can 

look for solutions of the homogeneous part of each equation in the form un, where n is to 
be determined. We find

F (x 1 1
£ = ------—  +  G(x,t), (pi =  H(x,t)u2 +  K(x,t)u — 2F2 u\nu +  2GFu2 Inu — Fx,

u

where F(x,t), G(x,t), H(x,t) and K(x,t) are arbitrary functions of (x,t). Substituting 
these expressions for £ and (pi into (7.34iii) and (7.34iv) we quickly find F(x,t) =  0, and 
then that the infinitesimals must be of the form

t _  - x  +  ci x _  u
* ~  2 (t +  c2) ’ 01 ~  t +  72'

or £ — C3, (pi =  0, which are the classical infinitesimals of (7.2). We note that applying the 
nonclassical method to equation (7.1) also results in finding only classical infinitesimals.

Case 7.3.2 System (7.3). In this Case we first apply the nonclassical method to the 
single equation (7.16b) only, which we noted in §7.2 also generates potential symmetries. 
We allow the infinitesimals ((,<p2) to depend on all of (x,t,u,v), and the determining
equations are then

6, =  0, (7.35i)

(p2 ,u =  0, (7.35Ü)

<p2 ,xx =  0, (7.35iii)

2 (̂p2,v -  2 b£vx -  C v + 6  = 0, (7.35iv)

2(p2,xv b̂(p2 iXX 2(p2<p2,x Cxx 0, (7.35v)

2 b<p2 ,vx ~~ 2^2,X — (p2 ,w +  2 cp2 (p2 ,v +  <p2,t +  2£xv +  2b£ =  0. (7.35vi)

We solve these determining equations by writing (p2 =  F(t,v)x +  G(t,v) from (7.35ii,iii), 
where F(t,v), G(t,v) are arbitrary functions of (t,v), then (7.35v) gives us

txx =  - ( 2 F 2 + 4bF)x +  2Fv -  2 FG,

which we may integrate twice with respect to x to find 6  and introduce two more arbitrary 
functions of (t,v). The subsequent coefficients of powers of x in the two remaining
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equations then give us the classical infinitesimals (7.10) and also the two different sets
of nonclassical infinitesimals

£ =  0, 4>2 — —2 bx, (7.36i,ii)

or

£ =  —b2 x3 — bG(t,,v)x2 +  H(t,v)x + K{t,v), (7.37i)

02 = bx +  G(t, v), (7.37ii)

where G(t,v), H(t,v) and K(t,v) satisfy

Gvv -  2GGV - G t -  2Hv =  0, (7.38i)

Hvv -  2HGV - H t +  2bKv =  0, (7.38ii)

Kvv -  2KG V - K t =  0. (7.38iii)

If we now apply the nonclassical method to (7.16a) we find 0l explicitly and the condition 
£uw — 02,„ =  0, which is satisfied by the above infinitesimals. We have

01 =  02,x T (02,y £x)^ si: «  j

hence 0 i =  —26, (7.36iii)

or =  6 +  (G„ +  362£2 + 2bGx — H)u — (—bGvx2 +  Hvx +  Kv)u2, (7.37iii)

respectively. However, if we now apply the nonclassical method to the system (7.3) we get 
only two determining equations,

01 -  [02,x +  (02,X -  £x)« -  £y«2 + (02,u -  «£„)(02«2 ~ £«3 + 2u26a;)] =  0, (7.39i)

£x02« 2 -  01,«02ii2 -  ££x« 3 +  20102« + 4601UX +  £202,u«3 + £«02«4

-  £02,y«3 +  £01,-u«3 -  £«01«3 + 0202,D̂ 2 +  0102,u«2 ~ 2£0i«2 + 26£«2

-  £t«3 + 02,t«2 -  0 i , -  01.x -  ££m02«5 -  £0202,■a«4 + 462£„u4a:2

-  26££u« 5a; — 26£02,uu42: +  46£,t02«4:E + 2b£vu3x — 2b(f>itUu2x + 2bf>xu2x =  0. (7.39ii)

The first equation gives 0i explicitly, and removing all 0i derivatives from the second 
equation we get a quasilinear second order pde for 02, with various £ derivatives as 
coefficients,

4u462.'r202)UU -  u5£„«0! -  4«5£602iUUx

+  4u3 bx(f)2tuv -  4« 46x£„t) -  4 u 5 b 2 x 2 £ u u  -  2« 0 2 0 2,x +  2£ « 2 0 2,x -  26£un3 

T 2 6 0 2 , T 20202,xit« 2« £0202,uu ' 2£xu02« — 2£02,xy« 2« 02£yy

+ U40202,uu -  2u4£02,uv +  2«30202,u„ +  2££x„u4 -  2£„02« 4 +  2£02,x «3

-  20202,■y«2 -  26£«2 -  « 7£2£uu +  £i«3 -  02,i « 2 -  46£xu« 3a; +  4££u02« 5

-  8b2£uu4x2 +  86££u«5ic — 86£u0 2 «4a; — 2b£vu3x +  0 2,wR2 +  0 2 ,xx ~  4 u6x 0 2 ,x

+  4602,xu  ̂ % 2 x̂v'U' v̂v'U 4“ 2‘U “1“ 2<0>2^ 4,xx  ̂ ^ 4*2 ,uu 2iX bx(f>2 ,v

+ 4u6£6£nw:r -  2u6£2£u -  4Ub(j)2 b£uux +  AutfabfauuX +  2u6££nw02 =  0. (7.40)
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It is unlikely that we will be able to solve this equation in full generality. Fortunately we 
notice that if £, fa, fa are solutions of the determining equations, then

=  C + F(x,t,u,v), (7.41i)

fa =  fa +  (fan2 — £u3 +  2 u2 bx)F, (7.41ii)

fa = fa F Fu, (7.41iii)

for F(x,t,u,v) an arbitrary function, are also solutions of the determining equations, and 

correspond to the same reduction. To see this, for solutions of the determining equations 
we have

£ux +  ut =  fa, (7.42i)

£vx +  vt =  fa, (7.42ii)

together with system (7.3), which represents a specific solution/reduction corresponding 

to specific infinitesimals £,fa,fa. In terms of our new variables £,fa,fa, system (7.42) 
becomes

(f -  F)ux +  ut =  fa -  [(fa -  Fu)u2 — (f — F)u3 +  2u2 bx\F, (7.43i)

( f  -  F)vx +  vt =  fa ~  Fu. (7.43ii)

From equations (7.43ii) and (7.3a) we have

£vx +  vt =  fa,

by interchanging u for vx. From (7.43ii) and (7.3a,b) we find

ux =  u2(fa — £u) +  2 u2 bx.

Using this in (7.43i) gives

t,ux + ut =  fa,

as required. What we have is the same reduction for different infinitesimals. As 
an example, a simple solution of the determining equations is given by (7.36), which 
corresponds to

ut =  —2b, vt =  —2 bx, vx =  u, u2 vt = ux — 2 bxu2. (7.44)

Solving this system gives u(x,t) =  —2bt +  c\, v ( x , t )  =  —2 bxt +  c \ x  +  C2, which is in 
fact also a solution given by the classical scaling reduction 7.2.2, for U(z) =  —2b. Our 
transformation gives new infinitesimals

£ =  F, fa = —2b, fa =  Fu — 2 bx
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for arbitrary F(x,t,u,v), corresponding to the invariant surface conditions

Fux +  ut = -2b,

Fvx + Vt =  Fu — 2 bx,

(7.45i)

(7.45Ü)

together with (7.3). Substituting (7.3a) into (7.45Ü) gives vt =  —2bx, and hence 

substituting for ux from (7.3b) into (7.45i) gives ut =  —26. Hence we have reclaimed 
system (7.44).

The transformation (7.41) gives us the freedom to choose F(x,t,u,v) and hence £ 
however we like, in the knowledge that we won’t lose any information. For instance we 
can choose £ =  0 and we only have two infinitesimals to solve for (note that £ ,0 i ,02 will 
satisfy the same determining equations as £, 0i, 020 Unfortunately this is still a nontrivial 

task, as the equation that 02 satisfies is

20202,xu^2 — 20202,„^2 — 4*2,tit2 +  2b(j)2,u'U2

+  4 60 2 , x  +  202 ,x v u  +  02 ,xx ~  4 u 6x 0 2 jX — 2u 0202 ,x  +  2u 30 2 0 2 ,„„  +  W.40 ^0 2 ,„„

-  2u2 bx4>2,v +  4u402602,u«a; +  4w462.t202,uîî +  4u3 bx(j)2,uv +  0 2 =  0. (7.46)

Similarly, one could assume that 02 = 0 which leaves the (equally difficult!) equation to 
solve for £,

An alternative is to choose F  =  — 02,u. Under these conditions (7.42i,ii) become

and we also find the relation 02,„ — u£u =  0 from (7.41). In this case it suffices to 
consider £,02 under this relationship. Firstly assuming £u =  02jU =  0 we find nonclassical 
infinitesimals (7.36) and (7.37). Considering £„02,u 7̂  0 the system of two equations to 
solve for £, 02 suffers greatly from expression swell, and trying various ansatze for £ (e.g. 
polynomial in u) has so far led to no more reductions.

Hopefully then, the motivation for studying equation (7.16b) first is now clear -  the 
determining equations for (7.3) would appear to be too difficult to solve, even with our 
transformation (7.41), and yet they appear to offer no more solutions than those already 
found by considering equation (7.16b).

We therefore turn our attention to the infinitesimals (7.37) and in particular to the 
solution of system (7.38). We note that the system (7.38) is equivalent to a system found in
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the process of applying the nonclassical method to Burgers’ equation, (7.5). For Burgers’ 
equation we have infinitesimals (Arrigo, Broadbridge and Hill [1993])

( =  ~\u +  g(x,t), (7.48i)

cj) — i g(x,t)u2 + h(x,t)u +  k(x,t), (7.48ii)

where g(x,t), h(x,t) and k(x,t.) satisfy

fjxx  -  2g g x - g t -  2h x =  0, (7.49i)

b x x  2 hgx /q kx 0, (7.49ii)

kxx — 2 kgx — kt =  0. (7.49iii)

Note that g(x,t) =  G(v,t), h(x,t) =  H(v,t) and k(x,t) =  —2bK(v,t). Some exact 
solutions of (7.49) have been found by Pucci [1992], who considers g =  g(t) and finds the 
general solution of the reduced system. A wider class of solutions is found by Arrigo, 

Broadbridge and Hill [1993] who also consider the case when g =  g{x) and h =  k =  0 and 
solve the single ordinary differential equation for g(x). Finally Clarkson and Mansfield 
[1994c] find more solutions again, by the use of differential Grobner bases. They find 
solutions of the form g =  a(t)x +  b(t) where the equation that a(t) satisfies may be 
linearised by a Cole-Hopf transformation a(t) =  jR— [lni/>(i)] for R to be determined.

Then satisfies 
solution is

d4i/>
~dF

0 and b(t) satisfies -—rb(t)vp(t) 
atr

0. For our system (7.38) this

G ( t ,  v) — [(3aH2 +  2 ü2 t +  Oÿ)v +  2 +  a,at +  (7 .5 0 i)

H (t, v) =  — [(3eqi +  a2 )v2 +  (4a5f +  2 ae)v +  (6ait2 +  2agf +  2a9)]/4-i/>(£), (7 .5 0 Ü )  

K(t, v) =  — [ciiv3 +  2a5U2 +  (2ag +  6aii — 2a2)v + (Aâ t — Aaio)]/8 bi/>(t), (7 .5 0 iii)

where

if)(t) — aR3 + a2 t2 +  a3t +  «4. (7.50iv)

We note that there are no more solutions for which g(x,t) is polynomial in x. As noted 
by Ludlow [1995] one could apply the nonclassical method to system (7.49) but this is 
not considered here. However in the final section, §7.4, we do find some more solutions of 

(7.38), which appear to be new.
The similarity between (7.38) and (7.49) is really too striking to be a coincidence. 

By noting that v in (7.38) is replaced by x in (7.49) leads us to consider a hodograph 
transformation of (7.16b). Let

t =  p, x =  r/(C,p), v =  C. (7.51)
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be the inverse of a pure hodograph transformation, then the derivatives transform as 
follows (see Clarkson, Fokas and Ablowitz [1989])

W j Vt - ) vxx —

Then equation (7.16b) transforms into

V p  =  V a  +  2

which is Burgers’ equation (7.5), up to a scaling of r]. Hence we have our explanation.
Since Burgers’ equation is better known than the reaction-diffusion equation we are 

studying, and because it may be transformed onto the linear heat equation

V’i =  fpxx, (7.52)

(by a Cole-Hopf transformation (Cole [1951], Hopf [1950])), in terms of finding exact 
solutions of (7.1) many may be found by taking solutions of Burgers’ equation and using 
the transformation (7.51) to find (implicit) solutions. This is not pursued further here. 
However the calculation itself is still of value, and we find some explicit solutions in order 
to compare them with solutions from §7.2. We take three different avenues.

I. G = ai, H =  a2 and K  = a3. The infinitesimals read

£ =  —b2 x3 — baix2 +  a,2 X+a,3 , (f>i =  b+(3b2 x2 + 2baix~02)«, 02 = bx+a\. (7.53)

These give rise to the following nonclassical (potential) reduction

Reduction 7.3.1.

U{z) +  bx
u(x, t)

where

-62x3 — ba\x2 +  a,2 X +  (Z3 ’ >(x,t) =  V(z) +  f bs +  ai
—b2s3 — bais2 +  a,2 S +  a 3

ds,

z(x
ds

-b2 s3 — ba\s2 +  a,2 s +  a3

and U(z), V(z) satisfy
V' + U - a  i = 0 ,

U2 V’ +  U’ +  a2U -  a3b =  0.

With regards explicit solutions, the first integral of the single equation for U(z) may be 
written down

ru^  h «
z +  a 4, (7.54)

r s3 — ais2 — a2 S + a3b

for 04 an arbitrary constant. The simplest solution in this case comes when a3 =  a2 =  
a3 =  0, which gives the exact solution

u(x,t) =  ^  (± [(a 5 -  2t)b2x2 +  1] 1/2 -  1  ̂ , (7.55)
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for a5 an arbitrary constant, which is equivalent to (7.27) which conies from the classical 
scaling reduction 7.2.2.

Another solution may be found when a\ =  «3 =  0 and a2 7̂  0. We find

=  ±[(:c2 - . 76 ( f e 2 - q 2) exp{2 a2 t})/a2] - ^ - b  
b2 x2 — a2

where a-j is a non-zero constant, and v(x,t) may be found without too much difficulty if 
required. This is the exact solution (7.24) with slightly different names of constants.

In general, for other combinations of the constants, (7.54) will give an implicit equation 

for U(z), though notice that z is a function of (x,t) only. Pucci [1992] considered the 
equivalent infinitesimals in her study of Burgers’ equation and found exact solutions in 
the special cases we have considered.

II. G =  - l /v ,  H =  K  =  0. We have

£ =  -b 2 x3 + bxz
4>1 =  b +  I +  3b2 x2 -  :7— 1 u +

2 bx bx7
-u 4>2 =  bx-----.

V

We find firstly that

v(x,t)
1 + bxVjz) 

bx

and use this to find an expression for z, namely

z(x, t, v)
b2 x2

1
3 (bxv — 1) + — t.

Whilst we may now use
du (f>i 
dx ^

to find a first order Riccati equation for u, this turns out to be too complicated to solve 

explicitly, so instead we use (7.3a) to give us an expression for u: this gives

1 3VV'{l +  bxV)
Û X,t’ ~  ~b.z* ~ x(3b3 V 2 x3 +  V‘)

Finally we find that V(z) must satisfy

VV” +  V {V 'f - 2 ( V) 2 =  0.

Making the transformation R = 1/V  we find

R4R" +  (R' ) 3 =  0,

which may be integrated to yield

3 R3 R‘
1 +  3 asR3
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where a8 is an arbitrary constant. If a8 /  0 integrating this again produces a lengthy 

implicit expression, whereas if as =  0 we find

R(z) =  (6z -  a9)~1/2. (7.57)

Since z is a function of v (7.57) gives an algebraic expression for v, which is the cubic

bxv3 — 3t>2 + (6 btx +  agbx)v — 6 t — a,g — 0,

and hence any root of this gives v(x,t), and at least one root will be real. The unknown 

u(x,t) is perhaps most easily found from (7.3a) which will give

bv3 +  (Gbt +  a.gb)v 
’ 3 bxv2 +  Gbtxv +  a9bx — Gv

The exact solution found from the equivalent infinitesimals for Burgers’ equation in this 
case has been considered by Arrigo, Broadbridge and Hill [1993].

III. G, 77, K  given by (7.50) where a,2 =  a8 — — a8 — a-j — a9 =  0, so that a\ /  0. In
this instance ( and 02 become

«5 _________ « 8 _  /  _  «1 0

2ba\t2 2a\t2 V 2bt) 26a,ii3’

02 =  bx
3v

+  2 Ï +
Qtj
ait

Recall that the invariant surface condition for v(x,t) reads

(7.58i)

(7.58Ü)

£vx + v t =  02,

then making the transformation v(x,t) — p(x,t) — 2 btx, this invariant surface condition 

becomes

P 3 _ 3 p _  a s p 2 a s  a& P  « 1 0

8 bt3 4bt2 Aaibt,3 2 a\bt2 Aa\bt3 2 aibt2
P x  P t  ---

aip3 +  2 a5 p2 +  2a8p + 4aio 
4a it2

Applying the method of characteristics to this, one yields

dt dp
—dait2 aip3 + 2a5p2 + 2a8p + 4ai0 ’

which is prime for integrating as it has separated, but if all the constants are arbitrary 

this leaves a complicated expression for p. However if a$ =  a8 =  a10 — 0, this may be 
integrated to leave

p(x,t)
21

4tV{z) -  1

1/2

(7.59)
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which may be used to find the other characteristic direction, i.e.

. 2 t — p2
z{x, t ,p ) = x +  ^  . (7.60)

Both (7.59) and (7.60) may be transformed back into expressions involving v. We use 
(7.3a) to find a complicated expression for u(x,t), which when used in (7.3b) gives us the 
ordinary differential equation

V" -  b2 =  0.

This may be solved to leave V(z) =  \b2 z2 +  b\z +  b2, for bi, b2 arbitrary constants, and 
since z is a function of v we have to solve an algebraic equation to find v. This is the cubic

bv3 +  {2 b2tx — 46ii)u2 + (8 b2 bt2 — 6bt — 8 bibt2 x)v +  (I6 b2 b2 t3x — 4b2 t2x + 8 bit2) =  0,

which is guaranteed to have at least one real root. Again u(x,t) is most easily found from 
(7.3a) which yields

. , 85ibt2v -  2b2 tv2 -  m 2 b2 t3 +  Ab2 t2'Iji'T f J ~  ------------------------------------------------------------------
’ Ab2tvx — 8 b\bt2x +  36u2 — 8 b\tv +  8 b2 bt2 — 6 bt'

This exact solution has not been considered in any of the previous symmetry studies of 

Burgers’ equation.

Case 7.3.3 System (7.4). The system (7.4) suffers from a lack of derivatives to substitute 
back for (cf. Case 5.3.3) since wt will be replaced by </>3 — £wx from the invariant surface 
condition. For this reason and also because the classical infinitesimals are so complicated 
there is likely to be little gained by looking at the nonclassical symmetries anyway, if there 
are any, we do not consider the nonclassical symmetries here.

7.4 Discussion
Let us first consider the condition for potential symmetries to exist -  we see from §1.5.1 
that if any of the infinitesimals of the non-potential variables (i.e. £, r or <pi here)

depend essentially on the potential variables (v or w here) then these give rise to potential 
symmetries. As discussed in Priestley and Clarkson [1995] and Chapter Six we see that in 
the nonclassical method this condition has no implications, i.e. we were able to find 
infinitesimals of the non-potential variables that depended on the potential variables, 
and yet nonclassical potential symmetries were not procured. However none of the 
infinitesimals (7.53) depend on v yet these give rise to a nonclassical (potential) reduction. 
We have found that not only are nonclassical potential symmetries not guaranteed if 
the requisite infinitesimals do depend on the potential variables, but also that nonclassical
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potential symmetries can exist if the requisite infinitesimals do not depend on the potential 
variables. Moreover, nonclassical potential symmetries can and do exist.

In applying the nonclassical method to system (7.3) we have seen, in (7.55), how 
classical exact solutions may be obtained from very different (nonclassical potential) 
symmetries. Similarly the exact solution (7.24) which arises from applying both the 
classical method to (7.4) and the nonclassical method to (7.3), is obtained from totally 

different infinitesimals in each instance. Thus an important question is to decide whether 
the very different infinitesimals (7.37) and (7.19) actually give the same solutions, and if 
not are one’s solutions a subset of the other’s, or will both give some distinct solutions.

In addition to the specific question of whether (7.37) and (7.19) give equivalent 
solutions, a more general question is whether there exist nonclassical potential symmetries 
whose solutions cannot be obtained by considering higher order potential systems.

We now give an explanation as to why the apparently different infinitesimals give 
the same reductions, and also give some reasoning as to why we think there do exist 
nonclassical potential symmetries whose solutions cannot be obtained by considering 
higher order potential systems.

Firstly we write down the algebraic expression given by the invariant surface condition 
for w, (7.4b) and (7.4c), namely

21 exp{6(u> — vx)} =
C 4'V

+ (c±t +  ci)vx + C2 V +  (c t̂2 +  2 cit — C3) ( — h bx2 1 +  2 bc2 xt 
4 b \ u

+
ĉ t 
2 b

C5 X c6 A(t, u)(—c4t2 -  2cxt +  c3).

By choosing £ to be £ / t , where £ and r come from (7.19i) and (7.19Ü) respectively, and 
using this algebraic expression, we find f in terms of x. f, u. v only. Similarly we may 

find 4> 1 =  4>i / T and from (7.19), again in terms of x,t,u,v  only. We can now
use the transformation (7.41), which we used to simplify the solution of the nonclassical 
determining equations in Case 7.3.2, in order to directly compare (7.19) and (7.37), since 
our new infinitesimals f, (f>i and ((>2 are now independent of w. Recall that in §7.3 we 
showed that the new infinitesimals found by this transformation led to the same reductions 
as those that the infinitesimals they were generated from gave. With as defined above 
and 4>2 from (7.37Ü), (7.41iii) gives

—---- ^ 2 + 9^ / _L  2b< 2t = bX +  V) +  F ( X 1 U 1 V)U>—c ^  — 2 c\t +  c3

which defines F(x,t,u,v). With this F(x,t,u,v), (7.41i) now gives a cubic in x , whose 
coefficients must be zero. This yields the following expressions for G, H, K

G(t, v) =  [(26c2£ — C5 +  c\v +  C4vt)A +  (c3 — 2cit — Cit2 )Av] / A(c<it2 +  2cif — c3), (7.61i) 

H(t, v) =  [(46c6 — C4U2 — 46c2u — 6C4Î — 4ci)A + (86c2i +  4ciu — 4c5
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+ AciVtjAy] / AA(cit2 +  2c\t — c3), (7.61ii) 

K(t,v) =  [ (C4U2 + 2c t̂ +  Ac2bv — 46ce) Av — (2C4U + 4c2&) T]/4^46(c4i2 +  2cif — c3).

(7.61iii)

In order for these expressions to satisfy (7.38) we find that A(t, v) satisfies

AAVVV — AVAVV — AAtv +  At Av =  0. (7.62)

We may divide (7.62) by A2 and integrate with respect to v, to find

Ayy ~ At — Afl(t),

for /i ( f )  an arbitrary function. Whilst this is different from (7.20), the expressions in
(7.61) are invariant under a scaling of A by an arbitrary function of t. Then if we choose

d fn
A =  f 2 (t)M(t,v) where f 2 (t) satisfies — +  / 1 / 2  =  0 then M(t,v) satisfies Mt — Mvv =  0. 
Thus choosing /1 ^  0 will give no different expressions in (7.61) than choosing /1 =  0, so 
we set f\ — 0 without loss of generality, and our A(t,v) from (7.61) satisfies (7.20). In 
fact this is slightly academic as requiring that the final part of the transformation (7.41ii) 
is satisfied with G, H, K  given by (7.61) yields A(t,v) must satisfy (7.20) directly.

Thus we have shown that there are no solutions of (7.62) under which (7.61) gives 
infinitesimals that cannot be recreated by (7.19) for some A(t, v) that satisfies (7.20). That 
is, there are no G, H, K  of the form (7.61) under which (7.37) gives more symmetries 
than (7.19). Conversely, there are no solutions of (7.20) which give infinitesimals (7.19) 
which (7.61) cannot recreate. Thus no classical symmetries of (7.4) give rise to solutions 
that the nonclassical symmetries of (7.3) cannot find.

We note, though, that G, H , K  are not restricted by the nonclassical determining 
equations of (7.3) to being of the form (7.61). For instance they could be given by (7.50). 
By direct comparison of (7.50) with (7.61) these give equations that A(t,v) must satisfy, 

which by using d iffgrob2  to find the compatibility conditions, reduces to a system of 
algebraic equations that the of (7.61) and the a,t of (7.50) must satisfy. In order to show 
that (7.61) can recreate (7.50) we must be able to find C{ in terms of the at which solve 
the system. The general case of all the a% being non-zero gets very messy, but by only 
requiring, for instance, that <210307(210 ^ 0 we find that no combination of the q can solve 
this system. These therefore represent symmetries of (7.3) that the classical symmetries 
of (7.4) cannot reproduce. Therefore, in this instance, the potential symmetries of (7.4) 
are a subset of the nonclassical potential symmetries of (7.3).

This way of comparing the infinitesimals also gives the explanation as to why very 
different infinitesimals give the same solutions. For the exact solution (7.27) we had 
A =  a, constant and C\ =  c2 =  C4 =  C5 =  c6 =  0 with c3 =  1, which when substituted into

(7.61) gives
G =  H =  K  =  0,
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as used to give (7.55). For (7.24) we had A =  a, ci =  C2 =  C4 =  C5 =  0 with C3 =  1 which 
gives

G =  0, H =  -bee, K  =  0,

again as used to give (7.56). These both confirm our observations of §7.3.
We have now seen that infinitesimals that appear to be different yet give the same 

solutions are in fact the same. Thus having found infinitesimals of (7.3) that are genuinely 
different from any infinitesimals of (7.4), it seems likely that they will lead to genuinely 
different solutions. If this observation is correct, in answer to the two self-posed questions 
above, firstly the solutions found by applying the classical method to (7.4) are a subset of 
those found by applying the nonclassical method to (7.3). Secondly, and more generally, 
there do exist nonclassical potential symmetries whose solutions cannot be found by 
considering the potential symmetries of higher order systems.

Incidentally the form of G, H and K  given by (7.61) lends itself to finding more 

solutions of (7.38). Whilst some interesting solutions of (7.20) can lead to simpler, 
known, expressions in (7.61), some new expressions may be found. For instance if 
Ci =  c2 =  c3 =  c5 =  c6 =  0, then

A(t, v) =  bit1 / 2 exp

leads to the infinitesimals (7.58). Also note that if A = b2v with a  =  c2 =  C4 =  C5 =  
cq =  0, then the infinitesimals with G =  — l/v , H =  K =  0 are recreated. However 
if A =  bi exTp{—b2 t} cos{bjv}, which satisfies (7.20) this gives a genuinely new solution 
of (7.38). Indeed since (7.20) is linear one could take A(t,v) to be the infinite sum of 
such functions, and those of the form bi exp{—b2 t} sin{6ju} which also satisfy (7.20). Also 
adding a constant term to this sum (cf. choosing A(t,v) — exp{— cs(u — c^t)} +  ai) creates 
a slightly different look to (7.38) again. Whether these will be helpful in finding exact 
solutions, though, is an entirely different question.
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Chapter Eight :
Discussion and Open Problems

8.1 The relationship between the direct and nonclassical methods
In this section we consider the relationship between the direct and nonclassical methods 
for systems of equations, via a discussion on an extension of the proof of Olver [1994], 
The two theorems that encapsulate his work are stated in §1.5.4, and will be reformed 
here as applied to systems. The working follows closely that of Olver’s so that it might be 
obvious to the reader unfamiliar with it, how the theorems were proven in the scalar case. 
In fact Olver states “we will concentrate on the simple case of a single second order partial 
differential equation in two independent and one dependent variables, but our results can 
be straightforwardly generalized to arbitrary higher order systems of partial differential 
equations. ” However in the following we will show that the extension to systems of partial 
differential equations is not straightforward, and perhaps is not true.

Consider a system of two equations

differential equations. Let w = t (x , t)dt+f(x, t)dx be any vector field such that w(p) =  0. 
Applying w to (8.2) yields

Ai (x,t,u,u(ni\v,v('n2̂ ) =  0,

A2 {x,t,u,u^n3\v,v^n̂ ) =  0.
( 8 . 1 )

The direct method of Clarkson and Kruskal [1989] as applied to (8.1) calls for an ansatz 
of the form

(8.2)

where 2: =  p(x,t), which when substituted into (8.1) must form a system of two ordinary

T u t + fux =  tFt +  fFx =  F(x, t, U, V), 

Tvt +£vx =  rGt +  fGx =  G(x,t,U,V).
(8.3)
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Assuming that the 2 x 2  Jacobian determinant of F, G with respect to u, v is non-zero 

and FjjGv ^  0, we solve (8.2) for U, V, using the implicit function theorem:

U = F(x, t, u, v),
(8-4)

V =  G(x, t, u, v).

(If the Jacobian determinant is zero, then FuGy — FyGu =  0 and by the method of 
characteristics we can see that F  and G must both be functions of x , t. and one other 
variable, i.e. u — F*(p,(x,t,U,V),x,t), v =  G*(p(x,t,U,V),x,t), or n(x,t,U,V) — 
F(x,t,u) — G(x,t,v). Thus there exists an algebraic relation between u and v, which 
may be used to replace, say v, in (8.1). In other words (8.1) is really only a system in one 
variable. We impose the condition FuGy /  0 without loss of generality, so that both U 
and V are represented in the ansatz (8.2).) Substituting (8.4) into the right hand side of 
(8.3) we find that if u, v have the form (8.2) then they satisfy

w (u) =  TUt + Çux =  (f>i{x,t,u,v), 

w(v) =  T V t +  Çvx =  <j>2 (x, t ,  U ,  v).
(8.5)

which are the invariant surface conditions. Conversely suppose u, v satisfy equations of the 

form (8.5). Assuming w ^ 0 let z =  p(x, t) be the unique (local) invariant of w and define 
y — r](x,t) so that w (p) =  0, w(r/) =  1. Thus, the (y ,z ) coordinates serve to rectify the 
vector field, w =  dy, and (8.5) reduces to the parameterised ordinary differential equations

uy =  xpi(y,z,u,v), 

Vy =  (y,Z,U,v).
( 8 .6 )

Fixing y0, from the existence and uniqueness theorems for an initial value problem for 
a system of first order ordinary differential equations, the solution of (8.6) exists and 
is unique. With u(yo,z) =  U(z), v(yo,z) =  V(z), the general solution has the form 
u =  F(y,z,U,V), v — G(y,z,U,V). Since z and y are simply functions of x,t, we have 
regained the direct method ansatz (8.2). We have therefore proved:

Theorem  8.1.1. There is a one-to-one correspondence between ansätze of the direct 
method (8.2) with FuGy 7̂  0 and non-zero Jacobian, and quasi-linear first order 
differential constraints (8.5)

Solutions to (8.5) are just the functions which are invariant under the one-parameter 
group generated by the vector field

V  = t ( x , t)dt +f(x,t)dx + (f>x(x,t,u,v)du + <j}2 (x,t,u,v)dv. (8.7)

Recall that requiring that the side condition (8.5) is compatible with the original system 
(8.1), in the sense that the overdetermined system comprising of (8.1) and (8.5) has no
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compatibility conditions, is equivalent to applying the nonclassical method of Bluman and 

Cole [1969], with infinitesimal generator v.
We now reformulate the second theorem of Olver [1994] as applied to our system (8.1) 

and make some natural extensions to the proof. However as we will observe, in no way 
may this be considered a proof of the theorem we state.

Theorem  8.1.2. The ansatz (8.2) will reduce the system (8.1) to a pair of ordinary 
differential equations for U(z), V(z) if and only if the overdetermined system of partial 
differential equations defined by (8.1), (8.5) is compatible.

“Proof.” Let y — p{x,t), z — p{x,t), a — uJi(x,t,u,v) and b = u2 (x,t,u,v) be 
rectifying coordinates for the vector field v = dy. Then the side conditions take the form 
ay — 0, by =  0 in these coordinates, leading to the simplified ansatz a — a(z), b =  b(z) 
which is just (8.2) rewritten in the (y, z, a, b) coordinates. Rewrite the original system in 
these coordinates,

A i(y ,z ,a ,a (ici),6, 6(fc2)) =  0, (8.8i)

A 2 (y,z,a,a{k3 \ b ,b ^ )  =  0. (8.8Ü)

Now if a, b satisfy the constraints ay =  by =  0, then the system reduces to

Ai z, a, az, azz,. dkla} / /"> Qzk1 •
dk2 b\

‘ ’ ’ dzk2 J =  0, (8.9i)

Ä2 f Vi Q"> G*z 1 ẑzi • 1
dk3a

■ ■ > Qzk3 PPzPzzi ' 1
dk4 b\ 

’ dzki )
= 0, (8.9ii)

which will be a system of ordinary differential equations for a, b as functions of z if and 
only if, apart from an overall factor in either equation, it is independent of y, perhaps 
after some interplay between the equations (see below). To remove this ambiguity and to 
help us later, we solve each of A i and A2 in (8.8) for the highest derivative terms in both 
the orderings z < y, a < b and z <  y, b < a

Ar

A2

' dk'a 
dzk‘ 
dk2b

. dzk2 
( dksa 
) dzk 3

I dk4b
l dzki

Ai(y, z, a, a(kl\b, 6(fc2)), 

Â 2 (y ,z ,a ,a ^ \ b ,b ^ ) ,

À 3 (y,z,a,iïk3 \ b ,b ^ ) ,

À 4 (y ,z ,a ,a ^ \ b ,b ^ ) .

(8. lOi)

( 8 .1 0 Ü )

where the a(kî  and b̂ k̂  with tildes do not include the derivative term that has been 
solved for. Now if a,b satisfy ay =  by =  0, (8.10) becomes

Ar =

dkla
dzkl
dk2b 
dzk2

( dkl la , ,=  A i 11 y, Z, Ö, Q>z'i &zzi • ■
" ’ dzk' - 1,b’ bz

=  a 2
( dkla

az, &zz 5 • ■., dzki,b,bz,b:

dk2b
~ 'd z ^ ) '  
dk2 ~xb'
dzk2~l )

(8.1 li,ii)
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Ä 2 =

dksa ( dks l a  , ,
dzk3

—  A 3 1 V i %•) Q"> • •■ ’ d z k s - l ’ b ’ b * ’ b

dk4h ( dk 3 d

Q z k A
=  A 4  1[ V l  Q") O'z 5 ttzz  5 * * ■ ’ g z k 3 ’ ° z , b z z ,

z z i  ■
dk4b\ 

‘ ’ dz^J 1 

dki~l b\ 
dzk4~1 /

(8.1 liii,iv)

The reduced system, which contains one equation from each of A* and A 2 in (8.11), is 
equivalent to a system of two ordinary differential equations if and only if it is independent 

of y. As we have seen in Chapters Five and Six, from a practical point of view this 
may be achieved by substituting between the equations or by integrating one and then 

substituting. It is not unfeasible that some differentiation may be needed also.
On the other hand, the compatibility conditions between the side conditions and the 

equations (8.10) are found by cross-differentiation (taking the diffSpoly). For instance 
between Ai and ay we use (8.lli)  to give

dklay
dzk1 — D^Ai — A liJV dr dAi 

dy dr

+ E
jie{y,z}

drh dAi 
dy dr jl + . . .  + E

jl,j2,--;jk1-l£{y,z}

drj i32---]k1 -1 dA 1

dy 3t • ■Ul JU2

By pseudo-reducing with respect to ay and by we see that for normal35 (diffSpoly (a,,, A i), 
{ay,by, A i} )  =  0 we require A i i3/ =  0. Similarly for the other combinations of side 
condition and A t we find also A 2;ÿ =  A 3)3/ =  A i)V =  0. However rather than necessarily 
being identically zero, either A 3i!/ =  A±ty =  0 and the equations A itV — 0 for i =  1,2 need 
only be able to be pseudo-reduced to being identically zero by A 2 or vice versa.

The crux of the proof lies with the equivalence of the two conditions, namely that the 

reduced system is independent of y.

However the main problem is how we get the reduced system to be independent of y, 
i.e. what operations are allowed? Our study in Chapters Five and Six, particularly Cases
5.3.2 and 5.4.2, give us some indication of what may or may not be allowed.

Firstly in the direct method we had to allow integration of a reduced equation in order 
to recover a reduction. Conversely in the nonclassical method, the natural infinitesimals 
were not allowed, yet these were found by going backwards from the direct method 
reductions, and integration would have been necessary had they been allowed. Instead 
the nonclassical method circumvents this problem by introducing unnatural infinitesimals, 
from which we find the reductions using a hodograph transformation. Despite the different 
approach, integration is still necessary.

In our studies no differentiation of a reduced equation has been necessary, but will 
this always be so? If differentiation is necessary, it is not too difficult to adapt the 
direct method to cope with this -  the original equation to be differentiated has to give 

a satisfactory reduced equation (an ordinary differential equation or partial differential
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equation depending on the original number of independent variables), which is then 
differentiated and substituted into other equations. Knowing when or if to differentiate 
becomes a major problem as one cannot really tell a priori or a posteriori if it is necessary, 
though it has never been necessary before! It is difficult to say what will happen in the 
nonclassical method, as similarly it has never been necessary here either. Whether it will 
differentiate when necessary is discussed below.

We know that both the direct and nonclassical methods allow substitution (without 
integration or differentiation) and it has occurred a number of times in our examples.

Thus before the above working may be considered a proof of Theorem 8.1.2, two open 
questions must be answered.

1. Will the nonclassical method cope with differentiation of a reduced equation if it 

is necessary, or simply will this never be necessary?
2. Will the nonclassical method always be able to induce integration, perhaps by 

allowing unnatural infinitesimals?
In order to provide some answers to these questions consider the following two examples 

Exam ple 8.1.1. Consider the system

Vf —  tixxx T  uux t{uxx T  uxx ), (8.12a)

vx =  ~ut, (8.12b)

which could be thought of as a perturbed Boussinesq system (cf. system (6.2)). We can 
apply the nonclassical method to this system to generate a set of nonclassical determining 
equations. Rather than solving this system completely, we simply note that they do admit 
the infinitesimals (with r  =  1)

£ = “ I, = 0 , 02 = 0.

Solving the invariant surface conditions gives the new symmetry variables

u(x,t) =  U(z), v(x,t) =  V(z), z =  x +  t,

and substituting these into (8.12) yields

V' =  U'" +  UU' - t { V "  +  U"), (8.13i)

V' +  U' =  0. (8.13ii)

We can differentiate (8.13ii) once with respect to z and use the result to give the system 
of ordinary differential equations,

V  =  U"' +  UU\

V  +  U' =  0.

(8.14i) 

(8.14Ü)
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Clearly in this case differentiation was necessary, and the nonclassical method allowed it. 

Exam ple 8.1.2. Consider the system

uxx +  ul +  vt ~ t(u ~ v) =  Oj (8.15a)

u tt -v xx =  0. (8.15b)

If we apply the nonclassical method to this system we find there are no symmetries when 
r =  1, and when t  = 0 we are able to find the exact solution

u(x, t) =  C2 X +  ĉ t +  c\, v(x, t) =  C2 X +  g{t),

where g(t) satisfies

 ̂ +  tg =  c3t2 +  Cit — c\.

It is possible, however, to substitute

u(x,t) = U(z), v(x, t) =  V(z), z =  x +  ct,

where c2 =  1, into (8.15) to give

U" +  (U 'f +  (V ' ) 2 -  t{U - V ) = 0 ,  (8.16i)

U" -  V" =  0. (8.16ii)

Whilst this is not a system of ordinary differential equations, (8.16ii) may be integrated 
twice with respect to z (setting the constants of integration to zero) to yield

U" +  {U 'f +  (V ')2 =  0,

U -  V =  0.

Now this is a system of ordinary differential equations, and clearly the direct method which 
allows integration will obtain this reduction, whilst the nonclassical method has not. In 
a sense this gives a special exact solution rather than a full reduction as we have set the 

constants of integration to zero.

8.2 Concluding Remarks
In this final section we make some remarks concerning the work in this thesis, on possible 
further work and mention some open problems.

We initially focus on the relationship between the nonclassical and direct methods, 
and their application. However first we must clarify what we mean by the direct method. 
Whilst the nonclassical method algorithm is clear, and the differentiation, substitution 
and integration that we have seen is either invoked by it or not, this is not so for the direct
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method. In a sense we are playing catch-up in the direct method: as we discover such new 
phenomena, we amend the direct method so as to include them. Indeed to paraphrase 
what one of the creators of the direct method said recently (Kruskal [1996]), “ the direct 
method is more a philosophy of approach than any particular ansatz”. This flexibility has 
brought us reductions that the nonclassical method cannot find, in certain cases.

It may be possible to define the direct method differently and prove the nature of the 

relationship between this method and the nonclassical method, but even this is perhaps 
flawed. For instance, an obvious redefinition may be to disallow integration in the direct 
method, so as to eliminate examples such as Example 8.2.2. However we have seen how 
integration was necessary in Chapter Five, to recover a reduction that the nonclassical 
method had found, albeit with “unnatural infinitesimals” . Perhaps if we disallow both 
integration in the direct method and unnatural infinitesimals in the nonclassical method, 
we may be able to form a relationship, but both methods are now weaker versions of their 
former selves and the relationship between the full methods remains hazy.

From a computational point of view, this new flexibility in the direct method causes 

trouble. In Chapter Five we concluded that because of the need to also consider 
substitution and integration on top of the usual calculation in the direct method, the 
nonclassical method was better suited to systems of partial differential equations. Now 
that we have also discovered that differentiation may be necessary, which again has to be 

checked separately in the direct method whilst appears to be automatically included in 
the nonclassical method, this conclusion is confirmed.

In defence of the direct method, most of the things stacked against it are rare. Indeed 
the example of Ludlow [1995] of when the direct method fails to find a classical reduction, 
and the investigations of this thesis appear to be unique in the literature. Coupled with 
this many authors have successfully used the direct method on systems to find many new 
symmetry reductions (e.g. Clarkson [1992], Clarkson and Hood [1993,1994], Hood [1993], 
Lou [1992] and Lou and Ruan [1993]).

A test to discover a priori whether the nonclassical method will find more reductions 
than the classical method would be very useful. The calculations for the nonclassical 
method are much harder than for the classical method as the determining equations are 
nonlinear as opposed to linear, so any test could save a considerable amount of time.

Some comments regarding a similar test, to discover whether observations on the 
symmetries of a potential system might be related to its scalar (or non-potential) 
counterpart are now made. These are based on work in Chapters Five, Six and Seven.

(i) If a potential system gives less classical symmetries than its non-potential 
counterpart, this does not necessarily imply that it will have less nonclassical 

symmetries (cf. system (6.4)).
(ii) If a potential system gives the same classical symmetries as its non-potential
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counterpart, this does not necessarily imply that it will have the same nonclassical 
symmetries, it may have less (cf. system (5.6)).

(iii) If the classical and nonclassical methods give the same symmetries for a non­
potential system this does not necessarily imply that they will give the same 
symmetries for the potential system (cf. system (7.3)).

(iv) If a potential system gives potential symmetries this does not imply that it will 
also give nonclassical potential symmetries (simply because the nonclassical method 

does not always find more symmetries than the classical method).

Unfortunately these are all negative responses, so we are unable to reach satisfactory 
conclusions. A much stronger observation, which is certainly true for the systems we have 

dealt with is

(v) If a system doesn’t admit potential symmetries, then neither will it admit 
nonclassical potential symmetries.

This is closer to what we require (if true) since if we find no potential symmetries, we need 
only apply the nonclassical method to the non-potential system as the potential system 
will give the same symmetries or less. Since in our calculations applying the nonclassical 
method to the potential system is at least as hard as applying it to the non-potential 
system and often much harder, not only do we not have to apply the nonclassical method 
twice, we can apply it, in general, with more ease. Whether statement (v) is true remains 
an open problem.

The MAPLE package d iffgrob2  by Mansfield [1993] has proved very successful in 

solving the overdetermined systems in this thesis, and in many other instances (cf. 
Clarkson and Mansfield [1994a,b,c, 1995]). For the (linear) classical determining equations 

the procedures implemented in d iffgrob2  may be run without user interaction, up to 
understanding the output and the possible need for further runs arising from this. For the 
nonlinear determining equations of the nonclassical method the calculations often have to 
be carried out interactively. It would be interesting to see if the algorithms implemented 
in d iffgrob2  could be improved or simply if more algorithms are implemented, whether 
d if  f  grob2 was able to cope with nonlinear systems, without user interaction, more of the 
time. (For a discussion on what problems need to be addressed in order to improve the 
algorithms see Mansfield [1993].)

Another task that d if  f  grob2 could be adapted to perform is that of integration of its 
output, i.e. to solve the system completely, d if  f  grob2 would be particularly suited to this 
as it will already have picked out the special cases which heuristic integration procedures 
often miss. Whilst at the moment its output is often trivial to solve, particularly from 
classical determining equations, it can also be lengthy. Thus d iffgrob2  could be used to 

save still more time.
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The interest in symmetry methods to find exact solutions to nonlinear partial 
differential equations has increased recently, primarily with the introduction of the direct 

method by Clarkson and Kruskal [1989]. New methods are still appearing and the volume 
of publications is increasing each year. (For instance compare the number of citations of 

Bluman and Cole [1969] year by year on BIDS (Bath Information and Data Services).) 
However there is also much new interest in applying these methods to difference equations 
and differential-difference equations. The lack of an obvious translation of Lie’s work to 
this subject has caused lively debate -  see for instance Levi and Winternitz [1991, 1993a,b] 
and Quispel, Capel and Sahadevan [1992, 1993].

The evident applicability and adaptability of these methods to a wide range of problems 

(cf. §§1.1, 1.2) will no doubt ensure that they will continue to expand, permute and gain 

popularity in the future.
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Appendix A
In this appendix we list the determining equations that are generated in Subcase 4.3.2(i) 
i.e. in the generic case when ^2 +  « / 0.

6  =  0 (A-li)

<620m — 2a 6 t  + 4<f)uuu2 — «0  +  4£40um +  a<puu + 8 2̂ (f>uuu ~ 2<6 2 6  =  0 (A.lii)

/%2K  +  3<t>uuu2 + 3£40„„ + 6Z2<t>uuU -P4> + MuU -  2/3£26  -  2p #t = 0 (A.liii)

12£2 4>uuuu +  3cx(f>uuu +  64>uuu'U‘ 4" 2(3(f)uuu +  2/3£ 4>uu A 3<6 0mm 4~ 6£ (puuu 0 (A.liv)

7£26 * «  -  1 0 6 2 «  -  26 6 0 m

~~ 46x*« *6 fix 2£,<j>(pu 466« ®0x« 4" 2 £ t ( j ) u u  + 2£ ^«u 
+ 56x0 + 2£(l)tuu -  6£20xm« + 4£266 -  2^t + 66x«2 +  2£30tu + 6*«
4- £46 x  4- 6 6 *  4- 4 6 x 0 ««  -  44>xuu2 4- 2£4><t>uuu -  2£40XU -  4 6 6 *  -  6 0  =  0 (A.lv)

*6 0«MM 4“ 4- 2£ ( f i u u u u «  4“ ( f i u u u u  4“ 0mmum«  b (A.lvi)

3a£xxu 4/3£ (pxu 42cf)xuuu

-  3 a 4 > x u u  +  6£0*««« 4- 3q6<£ X X  is 6 0  x u u ^ 4 - 9 6 0  u u  u  A f 3 ( f ) x u u  6 u u
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n 7in ixÿ^ ÿ  _  n nnxcpn(p^ÿ — n nn<p™(pf + + n nn(py + n n™(p(pi? + n nn<pzÿ —

n nni(p x^z _ n nxx(f)V£ + nn(pxx̂ + nn(ptx̂ z^9 -  n nnx(/)̂ g -  nnn'*<p<pz ‘Jz + 
nn(pnx( p ^ f l  -  n nnn(p*(p + n n(pnni(pf + nnt ( p ^ z  -  nnnx<p(pe5̂  -  nnx(pn(p^ 8 -

nnxcpx^ ^ 9  + + x(pnny £) q  -  nn<pzPzy  +  n(pL zy  + -
nncf)(px^ f  -|- nnx(f>^z^Z + nnx(p(p y  + n xxx^io — n nnnî(p(pz + n nnnn(pz<p + n n<pLz + 

nnn(pny f  +  (pLz -  nnn(pty9 -  n<pnny £ \  +  xxx^^>o -  nnn(pyz) +  nn(pny ẑ f 

(xfy) q = nnnx( p ^ z  ~  zn nnnx(pf — n nnn<py^  — n nnnx<pz^9 — n nnnn<p<p ẑ +
nnnn^nAjbq _|_ nnx¿) 5»g -  n n n ^  J  _  n n n ÿ ÿ ^  _  nnnty Sg + ««0 Sg _|_ n n n ÿn ÿ Sg _|_O O o O o o

_l_ n nT̂ (p^q + nnnn(p(j)£^z + n nnx(po£ — nnn(px^£^q — n nnni<p^z

(x irv ) 0 =  xy xy y  +  -  n » y Z -  x5f5z -  nxy j z  -  znxxxy  -  znnxx(p9  +

n(p(px ‘p f  + nn(p(px%z ‘p f  — n y i^ z  +  ny<p — Pyrf1 ~  n nn(pn(p(p£ + nn(pncpcpz^£ +  nn(pz(p — 
n n»(p  +  ny ^ z  -  n nnx(p(p^f -  n x(pnn(j)^q -  n xx$ x^ q  + nxx<p^ + +

ny ^ q  + *xxi ¿ z  + m x<t>£) f  -  n ^ S  +  n» (p z^ +  n y xx^ z  + nm<P(P ¿ Z  + n xy ç j Z + 
n nx(px^ f  — n nn(p(f)x ‘pz — n nx<pn<p^f — y xyPP% + n nxx(f)z 'j¿ + ^ P *^ Z  — n(p nt(Pz^Z +

nn(p(pippz -  n ny y z  -  nx< p y£$9 + n nx(pi) 8 -  nx<p^z^z + xxy ^ z)  -  n ’4XX̂ z  + 
nnn(p j p  jp  + n nn(pi(p + </>ææ̂?ï7 -  nn( p y  5 + n xxy p i  + nx(pn(p y  -  v ^ z  -  K ( p x) z  +

9 Ï Z

nn(pzpg -  x(pnn(p£‘pq -  -  nnnycpz +  nn(p*x̂  -  +

y  xzpuaddy



(iixx'y ) o =  n<p x x ‘5 ^ '3V  +  n n x(pn(px ^p  +  $ ^  — n x x x y x ^ r ^  _j_ n nnlp lp x x ^ g  _  n L x x ^ z ^ z  —  

x(f)nn(f)n(pz ^ g  +  x(pnn(px) z) 9 -  n x x (pnn< ¡)^  -  +  x x y x y ^ g  -  x(pnnn(p(pz ) f  +

-  n n x x x (p +  « xx^  -  n n xx ( p ^ ¿  -  n(px x ^ z ^ z  +  n n x< p L £ \  +  

n n n x x ÿ ^ z  _  n n x x ÿ n ÿ ^  _  n# n ^ ^  +  n x(pnnx^ ))g  -  n</)x$ ^  +  n n x<\> ¿ Z  +  -

n x ÿ n n ÿ x ^  _  x x x x ^  +  n n n n x^  ^  +  n ni(p x x ¿g _  x ^ n n ^ ^ p  -  -

n"<pni x (pp _|_ — mxX(P ^ Z  — <p*x x $  +  n x(pn<px ^ z ^ f  — n nn(pn x(p(p$ +

n n nx(pn<p(pg _)_ n x(pz^9 — nx}̂ >f7 — n x(pn(p i^ %  — x x x (pz ^K> +  n x x ^ x ^q  +  

-  n x̂ (px) z^ f  -  n n(p^x x ^ z  -  n xcf)(f)x ‘3 9 +  n nz<px x ^ -

n n x4>'<t>¿Z  +  n x x x x i z $ -  n n xx<p<p^z -  xx¿ ¿  -  +  nnH x x ^ z H  -

I fZ y  xipuaddy
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Appendix B
In this appendix we list the determining equations generated by the nonclassical method 
for system (5.4) in Case 5.3.2.

££io £o o,

£ £1010 4" ££u> — £o£io 4~ £oO ~~ 2££OIO =  0,

£ 0 3 ,10 03 ,o £io03 4" £ 0 2 ,10 £0 2 ,o ££io02 — ££x £i 0>

0 3 ,x 4" 0 2 0 3 ,u) — 02,iu03 4" £0202,10 ~  0202,0  — 0 2 ,t ~  £io02 ~  £x02 =  0, 

5£2£o£ioio -  £4£ W W W  £ , w £ , W W  3£2£3 + 5££tI£  ̂ -  3££w £w +  9£2£^ £ ,

-  2£ 2£io 4- ££ v v v  3 £ 2£ v v w  4“ 2£o£oo 4- 3 £ 3<£ V 7££o£oio — 0,

6 £ 302,o,o -  3£40 2, 3£202,oo -  6£ 3£xw +  3 £ 20 2 +  6£2£x

-  3££i„ +  3 £ 2£iw -  6 £ 2£ 2 02 4- 3£„£1U0 3 -  6 £ 3£ ^ 0 2jio -  3££w 0 3i„

4- 3£2£ ^ io03 -  2££ i; 02,„ 4- 3£ 2£U)0 3,io 4- 3 £ 2£u,0 2,o -  3££i£,JJ -  3££t)W0 3 

+  12£2£„io02 -  3££oo02 -  3££2 0 3 -  6£2£„,£x +  5£2£„02,,o +  ££o£x

(B.li)

(B.lii)

(B.liii)

(B.liv)

(B.lv)

-  9£3£ioio02 + 3£t£„ -  2££t,£ti)02 =  0, (B.lvi)

£  02,1003,10 4 “  £ i o 0 2 , o 0 3  4 “  2 £ £ o i o 0 2  4 “  2 £ £ i o 0 3 , x  4 “  2 £ £ i i o 0 2  2 £ u i 0 2 0 3

4 -  3 £ £ „ 0 2 , x  -  4 £ 2 £ ^ 0 2 , x  -  3 £ 2 £ u ; w 0 2  -  2 £ „ £ x 0 2  4 -  2 £ £ x , „ 0 3  -  2 £ 3 0 2 ,X io  

4 - £ 2 0 2  ,tw 4̂>t4,X £ 0 2 0 2 , UU 4 - £ 2 0 2  ,ww 0 3  ~  2 £ 2 £ x 0 2 , io  -  £ 0 2  0 3

4 £  £>x w 4)2 t2‘4>t4>w4)2 4 ”  <2‘£,4,x v 4>2 4 "  £ i ; 0 2 0 2 ,v <2‘4>w4,x4)3 £ £ i 0 2 ,w

4 "  4 £  0 2 0 2 , vw ‘2‘4>v 4,w 4, 2 £,4>2 ,w 4)3 ,v  3 £  4)24>2,ww £ £ w 4 )2 ,w 4 )3 £ 0 2 , t v

~ £ 2 £  4 -  2 £ £ x i  4 -  2 £ 2 0 2  ,XV +  4>t4)2,v +  3 £ £ ^ 0 2 0 2 ,w +  2 £ £ w ;w , 0 2 0 3

6£ £ u > 0 2 0 2 , i i ; 4“ 2££iu0203,11» £ £ i u 0 2 0 2 , ‘t; 0, (B.lvii)

9 £ 2£oui£x -  3££oo£x -  6£2£ 2 £x -  6£2£ 3 0 2 -  3£4£ ^ 0 2 4- 4 £ 3£ kjk; 02,o

-  5 £ 2 £ o 0 2  +  9 £ 3 £  VW 0 2  , iu  +  2 £ £ o i o 0 3 , o  -  2 £ 2 £  u r n  0 3 , o  -  2 £ 2 £  DILI 0 3  , k ;  4 ~  £  £ i i o £ i o

4~ £t£o£io — ££i£io £ £t£ 1010 — £o£oo02 — £ £to02,oo — ££o02 ,io

£ o o £ i o 0 3  +  2 £ £ t £ o i o  4 “  2 £  £ i o i o 0 3 , io  4 ”  £  £ i o 0 3 , io i o  4 “  £ £ o o i o 0 3  4 “  £ o £ i o 0 3  

4 "  4 £  £ x o £ i o  — 3£ £ VVW 0 2  -  2£2£ vww 0 3  — 4 £ 4 £  W 0 2  ,ww 6£3£ Kin; £ x  4 -  ££ twi; 0 2  

4 “  4£ ^4^2,ww 2 £  4>w4*3,vw 4 “  £ £ t > 0 2 , ? ; u  4 “  3 £ £  t/u 0 2 , o  -  4 £ 2 £  0 2 , i o  4 -  £ 3 £  WWW 0 3  

4 ~  4 £  £ ^ 0 2 , 0  —  6 £  £ 1iJ0 2 , i o  —  3 £  £ i o i o 0 2 , io  4 "  1 £  £ o i o i o 0 2  4 "  £ o £ i o 0 2  4 “  3 £  £ i o 0 2 , o io  

£ £ i o 0 3  ^ £  £ o i o 0 2 , o  4 “  £  £ i o 0 3 , io  4 "  £ £ i o 0 3 , o o  6 £  £ i o £ x i o  £ £ i i o £ o

— 2££o£xo 4~ 9£ £o£io02 ,io 2£ £Xioio 2^ £Xoo 4~ 4£ £Xoio 4~ 4£ £o£xio

4" 9£ £o£ioio02 3££„£w 02,o 15£ £io£ioio02 2£ £ioio 4“ 5££u£io£x 4“ 16£ £oio£io02

—  3 £ £ o £ o i o 0 2  3 £ £ x o £ i o 0 2  4 ”  4 £ £ „ £ u , 0 2  £  0 2 ,10 10 10  4 ”  2 £ £ x i o £ i o 0 3  4 -  £ £ i o o  4 "  £  0 2 , 0 0 0
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4" £ £tioio 4“ 3£ 02 ,oioio 3£ 02,ooio ££o£io03 ,io ££o£ioio03 £t£oo — 0? (B .lv iii)

2 £ 0 2 0 2 ,xtw  ££xx02,x 4“ £ 0 2 ,xxio03 ££io0 2 ,x £io02 ,x x03 4" 2 £ 0 2 ?xio03 ,x

+  £0202,1X02 ,1010 03 +  6 ix0 2 0 2  ,xx 6 0 2 0 2 ,w -  £ 20 2 0 2  ,xxio -  6 0 2 0 2  ,1010 6 0 2 0 2  ,1010

-  2 £ 2 0 2  ,xio 0 2 , x +  £ 0 2 ,tio 0 2 ,x  — £ t0 2 ,io 0 2 ,x  — 2 £ t 0 2 0 2 ,  — £ o 0 2 0 2 ,  xx  +  £ io 0 2 0 3

£ 0 2 ,1 0 0 3  2£<ij0 2 0 2 , xio 4“ £ 0 2 0 2  ,tioio £ 2 0 2 0 2  ,1oioio +  £02 ,1X 03 ,xx  +  6 0 2 0 2  ,xoio

O O O O Q
2 £ 6 0 2 6 0 2 0 2 ,w  ~  6 0 2 0 2 , uj0 3  "4" ;0 2 ,x x 0 2 ,x  “I” < 6 0 2  ”1” £ 0 2 0 2 ,xixix

3 £ £ i x 0 2 £ 0 2 0 2 , ix "t" £ 0 2 0 2 , ixt) £ 0 2 0 2 ,ix0 3 , ixix “1“ £ 0 2 , ixix0 2 ,x 0 3  £ ix 0 2 ,ix 0 2 ,x 0 3

~  6 0 2  ,xx +  2 ^ 0 2 0 2  ,1010 0 3 ,x +  £ 0 2 0 2  ,101010 0 3  +  2 ^ 0 2 0 2 , tt)03,XU) +  6 0 2  ~  6 0 2 ,t  

4" £ 0 2 ,x x t  £ 0 2 ,x £ 0 2 0 2 ,ix0 3 , ix "I" £ 0 2 0 2 ,tix 0 2 ,ix  2 ^ u)0 2 0 2 ,x tt )0 3  "I" / ? £ 0 2 ,x ^

-  2 £ 2 0 2 0 2  , XIO 10 3 ^ 0 2 0 2  ,1010 0 2 ,x ~  2 ^ x 0 2 ,li;0 2 ,x  +  / ? £ 0 2 0 2 ,1 0 ^  — £ io 0 2 0 2 ,o m 0 3

£ £ ioio0 2 0 2 , x £ o0 2 0 2 , io0 2 ,x £ £ io0 2 0 2 , ioio 4” 3 g^££io0 2 ^  4" 2 o '£ £ iC02'y

~  2 £ £ z 0 2 0 2 ,io 3££io0202,io  4” 2 £ 0 2 0 2 ,i v 0 2 ,10  4" 3 £ 0 2 0 2 ,oio 02,io ^ ^ w w ^ 2(t)2,w

4 £ £ xio0 2 0 2 , io 2 £ £ x x 0 2 0 2 , io 4" 2(^0202,1010 03,10 4“ £ t0 2  4” 2 £ 0 2 0 2 , xio0 3 , io

4“ 2 £ 0 2 0 2 , xioio0 3  4 £ £ iy0 2 0 2 , 1 0 0 2 ,x *^£o02^ ^ £ ¿ 0 2 ^ 4“ £ 0 2 , io0 2 ,x 0 3 , io

^ £ io0 2 0 3 ^  4“ £ * £ 0 2 , 4 “ 3 ^ 0 2 02,nio0 2 ,x 2££-Elt;0202 ,:c  3£  0 2 0 2 , 1 0 02,ioio

2 ^ x 0 2 0 2 ,ioio 2£  0 2 0 2 ,io02,xio 2££;r 0 2 0 2 ,xio 4“ £*£02,1003^ 0 ; ( B .l i x )

2 £ 0 2 ,o 0 2 ,o o  2 £ 02,ioio03,o 2££tCiy0 3 }.u 4£  £xioio 0 2  ‘2'£,£,xvw4)3 5£  C x02 ,10 10

4” ‘̂ ^,xv^,w4>3 3£  02,1002,1010 3££<u;£ a, 4“ 6 £ £ xoio0 2  4“ ‘2'£,v£,vw(t)2 4“ 5£  £ oioio0 2

-  3££<lL>0 2  — 4 ^ x o 0 2 , o  4“ 2 £ £ t0 2 ,o io  4" 6 £  £ xo0 2 , io — 2 £  02 ,o o 0 2 ,io  — 3 £  £ io0 2 , io

4- 2 £ 2 £ v0 2 ,xio 4- 3 ^ 3 02 ,O 0 2  ,1010 3 £ 4 0 2 0 2  ,101010 +  7 £ 2 £ 010 0 2 ,x -  3 6  00 0 2 ,x + 2£2£ xio 10 0 3

4- 2£(/>2)x tx 0 3 ,x  2 £ 6 ^ 0 3 5xx 3“ 6  6 i x 0 3 ,i x  2 £  0 2 ,x ix 0 3 ,to 4“ 2 £  02 ,ixix03 ,ix

3" 2 £  6 0 3 ,xw  2 6 x i x 0 3 ,x  “i-  6 t u ) 6  — 6 6 6  6 6 0 2  6 6 0 2  6 x 0 2 ,tw

~  6 t i x 0 2 ,x  6 6 x  0 2 0 2 ,« )  6 6 0 3  — 6 0 2 0 3  "I" 6 x 0 2 , X 0 3  6 0 2 , x x 0 3

3“ £ 0 2 ,x x ix 0 3  *61X 02,x 6  0 2 0 2 ,xx £ 0 2 0 2 ,xxx “I” *> 6 ix0 2 , ix "4" 6 6 0 2 ,w

6 0 2 0 2 , ix “1“ £  6 0 2 , ix £  6 0 2 ,ix tx  “l" £  ^ ix ix 0 2 ,ix 0 3  4~ 6 6 x 0 2 ,1 x 0 3  ~t~ 4 £  02 ,xx ix

+  3 £ 2 6  -  2 6 0 2  ,toio +  26<£  XV 2 6 6  XIO -  6 x 0 2 0 2  ,o 10 4“ 6 6 0 2 0 2 , x 2 6 t  OlO 0 2

-  i 2 ^ 3 e  101002^2,10 4“ io 02  ^ 0 0 2 ,1 0 1 0 0 3  4“ ^ io ^ x 0 3 ,i o  4“ 3 / 3 ^ ^ ^  2<  ̂ 0 2,xoo

-  3 (3 £ 2 £ w ™  +  £ 0 2 ,¿oo 4- £ 3 0 2  ,tioio 4“ ££tio£io 02  £  £io£xx 4~ 3 £ £ i;£ io0 2 ,x

2 £ £ io£ xio0 3  4“ ^£oio£io0 2 0 3  4~ 2 ^  £xtio 4“ £ ioioio0 2 0 3  4" ‘̂ ^ w 4) 2 , v w ^ 3  ^££10 0 2 ,4 0 0 3

2 ^ ^ ^ 1 ^ 0 2 0 3 ,1 ; 2 £ £ io0 2 0 3 , oio 2 £ £ 1))li;0 2 0 3 ,io  4” 4 £  £10100203,10

4" 2 ^  £ ioio0 3 ,x 4“ 2 £  £ io0 2 ,1003,10 4“ 2 £  £ io0 2 0 3  ,1010 3 6 x  +  5 6 £  1010 0 2 0 2 ,0

4“ 8 £  £ io0 2 0 2 , oio 2 £ £ ^ £io f̂̂ 2,io 4“ 3££*o£ x 0 2 , io 8 £  £ io£ x 0 2 , io £ t 0 2,00



¿g 4- ^ Z ' P ^ Z f â z  _  x ‘ Z(p™™-‘ Z ( p ^ £  -  E(pm m x‘Z ( p ^ z  +  

x ‘ z < p Z ( p ™ ^  -  x ‘ Z(pZ(pma^ q  +  £0 m‘e^z0 mm̂  + a x ‘ z ^ ) z  +  

a ‘ Z(p x x ^  _|_ a ‘ Z(p m ‘ Z(f)^ -  m‘ Z(px ^  -  m‘ Z fi Z ÿ  ̂  4. m 'z ÿ a & z ÿ  ^  4. m x‘ Z(f) a 'Z ( p ^ £  4. 

m m a‘ Z(pZ (p ^  4. _  x ' s ÿ m a ' z f â ç  _  +  Z ^ m a x ^  4. 4-

m¡Z(P z ^ Z  -  m ^ Ö  +  m a‘ t y z < p ^ z  +  x ‘ z (p m ‘ z (pm'^ z ^  -  +  mm'Z(l)m ,z<pz<p^ 9 -

_  l ' t t p n x ' Z f â ç  -  £(f)x x ^ m^ -  Z(f>mf x ^  +  z (/)a^ f  +  ^(pm x^ Z  ~

m a‘ Z(f)Z(f)a^ z  +  m‘ z (p x x ) z ) z  -  z (p a x x 1 )  +  x ^ (j )m,n^ (p Z^ z  +  ææ5:r̂  -  +
Z(p m x x ^ ^  _  x ‘ £(p m x ^ £  4. cnx‘ Z(p x ^ ^  _  m.‘ £(p m x ‘ Z(p ^  4. _  m x'sÿcn 'Z cp  ̂  +

Z(p x x ^  _  Z fp cn m .^  _  _  s‘Z0 a:jm^ _  ^  -

min‘ Z(p‘l‘ Z (p Z (p ^ £  +  mm‘20e0^g _  m ‘ Z(/)Z(p<*^ +  mrníZ ( p Z ( p ^ ^ ¿  _  m‘ z (p z (p ^ ^ 9 _

■£(pcnm,'Z(p a 'Z(p ^  _  +  _

£(pmxx^ + mx'zÿzÿci^ _  _  Z^mmyn^ _  +

m a‘ Z(pZ(/)x ^ q  +  mft‘e0 |0 m̂ g  4- £(pmmm‘ Z (p Z (()^ z  4- mn'£ (p mLZ (p z ( j )^  _  "■‘ t y z ^ x ^  4- 
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m x‘ Z(pm‘ Z(f) ^  _  £<pm aiZ (()Z (p ^ ^  4- £0æ‘Z0mm̂  4- £(¡)mcna‘ Z (p Z (p ^  _
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^ “ 5*^  -  a a x ‘ Z (p Z (p ^  _  a x ) z % v z  +  x x ‘ Z(pm^ z ^ 4- maf Z ( p z ( p ^  _  £(pa x ‘ Z ( f ) ^ z  

(xx'a) ‘0 =  £(px ^ mmD  +  -  mmtl‘ Z (p z ( f ) ^ ¿  +   ̂4-
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-  am5cJog +  ^(pz (p mma^ z  -  m-‘ z <pll‘ z (p il'3<3  -  ftn5z5»g -  " ^ C  +

cn‘ £(p¡l‘ Z(p¡n^  — Z(px ^ m^ a^ _  m‘niZ(pZ(pm ' j — a ‘ll£<pm'Z(f)^ 4- a1x ^ Z  — x ^ m x^ z ^ 9  —

x ^ a x ^ f  +  m' z ó ín xi c) 9 -  Z0 maa^ z  -  m a‘ z (p a ‘ z (p7 ^ q  -  x ‘ z (j>n m 5 c $ f  -  mil‘ z (p x ) 7 ) l  +
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Z(P XÏ ^ 9  -  z (f>x 1 ma1 h  +  <̂/>mær ^ ) 0I -  Z(P mcn^ Z  -  z <pmT x ^  +  mcn'z <Pz ( p ^ z ^  +

m‘ Z(p“ ‘ Z (/ )^ z f r  +  4- m‘z0 Z0 p e& I -  +

092 O' xipuaddy



Appendix B 251

4 >2 (t ) 2 , w w w  4 * 2 4 * 2 , x w w  4 > x 4 * 2 , w  4 , w w 4 * 2 4 * 2 , x

“I” ^ £ > 4 > x v 4 * 2 4 * 2 ,w  “1“ 4 » 4 > w 4 * 2 , x 4 * 3 , w  “1“ 4 > 4 > x 4 * 2 ,w w 4 * 3  4,4>v j 4 * 2 , w 4 * 3  4 > w 4 * 2 , v 4 * 2 , w 4 * 3  4 > v 4 * 2

4> 4 * 2 , x x w  ^ 4 , 4 * 2  4 * 2 , v  4 * 2 , v w  H" 4 * 2 4 * 2 , w 4 * 3 , w w  $ 4 > 4 > w £ x 4 * 2 4 * 2 , w  10£ 4 > x w 4 * 2 4 * 2 , w

4 * 2 4 * 2 , w  “1“ 4 > 4 > x 4 * 2 , w 4 * 3 , w  4 * 2 4 * 2 , w  4 > 4 > w w 4 * 2 4 * 2 ,v  4 * 2 4 * 3 , x w  4 , t

4" ^ 4 , 4 , v w  4 * 2 4 * 2 , w  4 , 4 * 2 , v 4 * 2 , w 4 * 3 , w  4 ,v  4 * 2 4 * 2 , v  4 * 2 , w  ^ * 4 > 4 > w 4 * 2 4 * 2 ,w  "t" P 4 , v 4 >2 ^  ( 3 ( > £ , x ' W

9£ 4 > w w 4 * 2 4 * 2 , w  ~t" 4,4>w  4 * 2 4 * 3 , w w  “1“ <̂ J4 . 4 , x 4 * 2 , v 4 * 2 , w  4 * 2 4 * 2 , w w  4 > 4 > v 4 * 2 , w 4 * 2 , x

4 > v 4 > w 4 * 2 4 * 2 ,x  ^ 4 > 4 > w  4 * 2 4 * 2 , v  4 * 2 , w  4 * 2 4 * 2 , w  4 * 3 , w  “f~ 4 * 2 4 * 2 , x v  “1" ^ 4 > 4 , x v 4 * 2 , x

+ «  v w w  4 > l  -  ^ 2 ^ w 4 > 2 +  2££x<fo , x v  ^ 4 , 4 * 2 , x v w  f o + e < t > i w f o , w - ± e i  x w  4 * 2 , x

w w  4 * 2  +  ^ 4 * 2 4 * 2  ,X V U )  ^ • 4 ,4 * 2 ,v 4 * 2 , x v  2££/ 4 ) 2 .X A H  ‘2 ‘ £ ,4 >2 (p 2 , v v w  4 w 4 * 3

“1“ 4  4 * 2 , x x v  — 4 t 4 x x  ”t" 2£ 4 * 2 , x t w  2̂ (̂ 2, x t v  ~  2£ 4 x  +  4 4 x  +  4 4 x x t  =  0, (B.lxi)
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