
She, Wan Jou, Ang, Chee Siang, Neimeyer, Robert, Burke, Laurie, Zhang, 
Yihong, Jatowt, Adam, Kawai, Yukiko, Hu, Jun, Rauterberg, Matthias, Prigerson, 
Holly and and others (2022) Investigation of a Web-based Explainable AI 
Screening for Prolonged Grief Disorder.  IEEE Access, 10 . pp. 41164-41185. 
ISSN 2169-3536. 

Kent Academic Repository

Downloaded from
https://kar.kent.ac.uk/93780/ The University of Kent's Academic Repository KAR 

The version of record is available from
https://doi.org/10.1109/ACCESS.2022.3163311

This document version
Publisher pdf

DOI for this version

Licence for this version
CC BY (Attribution)

Additional information

Versions of research works

Versions of Record
If this version is the version of record, it is the same as the published version available on the publisher's web site. 
Cite as the published version. 

Author Accepted Manuscripts
If this document is identified as the Author Accepted Manuscript it is the version after peer review but before type 
setting, copy editing or publisher branding. Cite as Surname, Initial. (Year) 'Title of article'. To be published in Title 
of Journal , Volume and issue numbers [peer-reviewed accepted version]. Available at: DOI or URL (Accessed: date). 

Enquiries
If you have questions about this document contact ResearchSupport@kent.ac.uk. Please include the URL of the record 
in KAR. If you believe that your, or a third party's rights have been compromised through this document please see 
our Take Down policy (available from https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies). 

https://kar.kent.ac.uk/93780/
https://doi.org/10.1109/ACCESS.2022.3163311
mailto:ResearchSupport@kent.ac.uk
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies
https://www.kent.ac.uk/guides/kar-the-kent-academic-repository#policies


Received March 2, 2022, accepted March 18, 2022, date of publication March 30, 2022, date of current version April 21, 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3163311

Investigation of a Web-Based Explainable AI
Screening for Prolonged Grief Disorder
WAN JOU SHE 1, CHEE SIANG ANG2, ROBERT A. NEIMEYER3, LAURIE A. BURKE4,
YIHONG ZHANG 5, (Member, IEEE), ADAM JATOWT6, YUKIKO KAWAI7,8,
JUN HU 9, MATTHIAS RAUTERBERG 9, HOLLY G. PRIGERSON 1,
AND PANOTE SIRIARAYA 10, (Member, IEEE)
1Department of Medicine, Weill Cornell Medical College, New York, NY 10065, USA
2School of Computing, University of Kent, Canterbury CT2 7NZ, U.K.
3Portland Institute for Loss and Transition, Portland, OR 97219, USA
4Burke Psychological, Portland, OR 97223, USA
5Multimedia Data Engineering Laboratory, Osaka University, Suita, Osaka 565-0871, Japan
6Digital Science Center and Department of Computer Science, University of Innsbruck, 6020 Innsbruck, Austria
7Faculty of Computer Science and Engineering, Kyoto Sangyo University, Kita Ward, Kyoto 603-8555, Japan
8Cybermedia Center, Osaka University, Ibaraki, Osaka 567-0047, Japan
9Industrial Design, Eindhoven University of Technology, 5612 AZ Eindhoven, The Netherlands
10Faculty of Information and Human Science, Kyoto Institute of Technology, Matsugasaki, Sakyo-ku, Kyoto 606-8585, Japan

Corresponding author: Wan Jou She (wjs2004@med.cornell.edu)

This work was supported by the Taiwanese Government.

This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was
granted by the Institutional Review Boards from the Eindhoven University of Technology under Case No. Archie 533 and the University of
Memphis under Application No. PRO-FY2017-286.

ABSTRACT Losing a loved one through death is known to be one of the most challenging life events. To help
the bereaved and their therapists monitor and better understand the factors that contribute to Prolonged Grief
Disorder (PGD), we co-designed and studied a web-based explainable AI screening system named ‘‘Grief
Inquiries Following Tragedy (GIFT).’’ We used an initial iteration of the system to collect PGD-related data
from 611 participants. Using this data, we developed a model that could be used to screen and explain the
different factors contributing to PGD. Our results showed that a Random Forest model using Bereavement
risk and outcome features performed best in detecting PGD (AUC=0.772), with features such as a negative
intepretation of grief and the ability to integrate stressful life events contributing strongly to the model.
Afterwards, five grief experts were asked to provide feedback on a mock-up of the results generated by the
GIFT model, and discuss the potential value of the explanatory AI model in real-world PGD care. Overall,
the grief experts were generally receptive towards using such a tool in a clinical setting and acknowledged
the benefit of offering a personalized result to the users based on the explainable AI model. Our results
also showed that, in addition to the explainability of the model, the grief experts also preferred a more
‘‘empathetic’’ and ‘‘actionable’’ AI system, especially, when designing for patient end-users.

INDEX TERMS Explainable AI, online screening, prolonged grief disorder.

I. INTRODUCTION
One out of ten individuals who experiences the death of a
loved one is at risk of Prolonged Grief Disorder (PGD) [1],
a mental disorder characterized by intense, distressing and
disabling symptoms in whichmourners experience protracted
and preoccupying yearnings, emotional numbness, identity
disruption and lack of meaning in the absence of their
deceased loved ones. Despite the high level of grief in the
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first 12 months, normal grievers gradually come to terms
of their sadness, and their grief level will decrease as they
move into acceptance of the losses. However, grievers who
develop PGD often describe the feeling of being ‘‘stuck’’ in
their grief and suffer chronic symptoms such as emptiness and
bitterness. Overall, this condition poses one of the highest risk
for suicide amongmourners. When left untreated, individuals
with PGD have been shown to suffer from these symptoms
for a protracted period of time, even lasting up to decades.
Previously, plenty of evidence has been proposed to support
its inclusion into DSM-V (The Diagnostical and Statistical
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Manual of Mental Disorders, Fifth Edition, a standardized
classification of psychiatric disorders used by mental health
professionals in the United States) [2] as a form of mental
disorder, but there were concerns of its similar symptoms to
other disorders such as Major Depressive Disorder (MDD)
and Posttraumatic Stress Disorder (PTSD). It wasn’t until
2020 and 2021 that PGD was officially included in the ICD-
11 (International Classification of Diseases, Eleventh Edi-
tion, a global standard for health information and causes of
death) [3] and DSM-V-TR with a valid diagnostic criteria
(see [4], [5]), making it a distinct and new mental disorder
which requires attention and research to develop effective
interventions.

Due to the recency of the official recognition of this mental
disorder and the lower awareness of it, mourners with PGD,
often lack awareness of their conditions and are reluctant to
seek help from mental health professionals [6]. Administer-
ing grief interventions to normal grievers as a preventative
measure, regardless of their risk factors of developing PGD,
could be counterproductive as it could instead disrupt their
natural coping process [7], [8]. On the other hand, delaying
targeted treatment for PGD grievers could also be detrimental
to their future well-being. As such it is particularly important
to be able to identify grievers who are vulnerable to PGD
to allow clinicians to start treatment and possibly prevent
worsening of the disorder in its early stage. In addition, it is
also important to be able to explain to bereaved individuals
the nature of their grief and the associated risk factors to allow
them to be more aware of their conditions. Yet this could
be difficult as bereaved individuals who suffer from more
intense and protracted grief syndromes could be reluctant to
visit mental health professionals [6], suggesting that there is a
need for alternative approaches to help support the bereaved.

With the booming of digital devices and enhanced cover-
age of the internet, online activities are increasingly interwo-
ven into our everyday experiences, including the experience
of losing a loved one andmourning the loss [9]. Vanderwerker
and Prigerson showed as early as 2004 that more than half
of the bereaved used online platforms for support [10] and
other studies show how social network platforms have been
used by bereaved individuals to maintain continuing bonds
with the deceased [11]–[14]. Such examples highlight the
potential of online technology to support people in grief,
and the accessibility and anonymity on these platforms could
provide a valuable resource to help them cope with their
losses. Furthermore, recent advances in artificial intelligence
technology has also enabled the development of automatic
algorithms which can help screen and detect various men-
tal health issues such as depression [15] and PTSD [16].
Despite the preliminary findings in recent psychological and
computer science studies, the implementation of technology
to prevent the development of PGD remains scarce. In par-
ticular, given the emerging development of explainable AI
systems, we see great potential in utilizing this technology
to develop a user friendly system that could help bereaved
individuals monitor their conditions and at the same time

provide meaningful feedback to them regarding their grief to
detect early signs of PGD and help prevent its occurrence.

A. RESEARCH AIMS
In this work, our main aim is to develop a web-based system
to support people in the early stages of bereavement (first
12 months), especially for those who are prone to experience
prolonged and intense grief. In particular, we seek to examine
how classification and explainable AI models can be used as
part of this system to support such individuals in a broader
mental healthcare service setting. Hence, while we aim to
develop an explainable AI model based on the existing grief
self-monitoring system, we also aim to use this model as a
probe in a qualitative examination to further understand the
potential use cases to optimize the system so that it could
be implemented effectively to support grief care. Overall, the
objectives of our study could be summarized as follows:

1) to develop and evaluate an AI model that is effective
in screening for PGD and describing the various risk
factors for this condition which can be used as part of
a web-based platform to support bereaved individuals
during the early stages of grief

2) to carry out a preliminary qualitative examination
regarding the use of explainable AI models and iden-
tify the opportunities and challenges of deploying such
models in the grief counseling service process

Overall, our study is divided into four key phrases. The first
phase concentrates on the development of an internet-based
application to collect data related to the experience of people
with Grief. We developed a research instrument termed GIFT
(Grief Inquiries Following Tragedy) that was deployed to
collect data from 611 participants. Using this data, we then
developed a model to screen PGD and evaluated the model
using cross validation. The results showed that certain super-
vised learningmodels such as RandomForest can provide sat-
isfactory classification performance, better than other models
such as logistic regression (LR) and support vector machine
(SVM). In the third phrase, we used the Shapely Addictive
Explanations (SHAP) feature attribution method to explain
the underlining risk factors that contributed to the classifi-
cation of PGD for each user. In the final phase, we cre-
ated a mockup of the results from an explainable model
which was then evaluated by grief experts for their potential
value.

The reminder of this paper is organized as the follow-
ing: in Section 2, we discuss related research. In Section 3,
we present our model, explaining the features we designed.
In Section 4, we evaluate our model with the collected data
and highlight how the different risk factors contributed to the
classification of PGD. In section 5, we describe the themes
derived from our interviews with grief experts regarding the
applicability and contexts in using such an AI model and the
potential use of such a system in grief care. In Section 6,
we offer some discussion on the findings resulting from this
work. Finally, Section 7 will conclude this paper.
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II. RELATED RESEARCH
In this section, we highlight related research in four key
domains. First, due to the relative novelty of PGD as
a recognized mental health disorder, we first provide an
overview about this condition by highlighting previous the-
oretical studies related to loss and grief (e.g. Bolby’s attach-
ment theory [17], Kübler-Ross’s five stages of grief [18]
and Neimeyer’s meaning reconstruction theory [19]). Next,
as digital technology is increasingly mediating and influenc-
ing how we mourn and grief, we outline several studies in
the field of Human Computer Interaction which have shown
how such technology could play a role in grief care (such
as to help establish continuing bonds [9], [13] or provide
social support [20]). However, there have been few studies
exploring diagnosing and treating PGD using the state-of-
the-art technologies such as machine learning. Given that a
key objective in this study is to develop a machine learning
model to help screen for PGD,we next provide an overview of
how machine learning models have been developed and used
in previous studies to monitor and screen for similar mental
health conditions to provide context to our research. Finally,
we focus more specifically on the topic of explainable AI and
discuss the value of such models and highlight past studies
that have developed explainable and interpretable models for
use in healthcare diagnosis and screening.

A. MALADAPTIVE REACTIONS TO GRIEF AND
PROLONGED GRIEF DISORDER
Even though recent studies show that the majority of mourn-
ers demonstrate some resilience against the stress of los-
ing a loved one [21]–[23], and some researchers even note
enhanced spirituality and meaning making as the positive
results of coping with loss [24], [25], a subset (10%) of
mourners could develop a maladaptive response to their
losses referred to as Prolonged Grief Disorder (PGD) [26].
Individuals with PGD could experience an atypical dysfunc-
tion in their daily life for a prolonged period after their loss (a
pervasive yearning for the deceased, intense emotional pain
etc.) [27]. PGD was recently introduced into both the Diag-
nostic and Statistical Manual of Mental Disorder 5th Text
Revision (DSM-5-RT) and the International Classification of
Diseases 11th Revision (ICD-11) as a mental disorder [27].
The PG-13, a diagnostic tool developed by Prigerson et al.,
has suggested five necessary criteria for identifying PGD
[28], [29]. These criteria are respectively: (A) the duration
criterion (at least 12 months after the loss), (B) significant
degree of yearning and preoccupation of the thoughts of
the deceased, (C) 8 out of 3 clinically significant cognitive,
emotional and behavioral symptoms (avoiding reminders of
the loss, disbelief or emotional numbing over the loss, iden-
tity crisis or difficulty trusting others), (D) the impairment
criterion (experiencing social or occupational dysfunction),
and (E) the duration and severity of bereavement exceeds
the social, cultural, or religious norms for the individual’s
culture and context and (F) the symptoms are not better

explained by other conditions such as Major Depressive Dis-
order (MDD) or Posttraumatic Stress Disorder (PTSD) [30].
Due to the recency inwhich PGDwas recognized, researchers
and healthcare providers rely primarily on PG-13 and PG-
13-R [9], [31]–[33] (see Sekowski & Prigerson’s comparison
of each PGD diagnostic tool in [34]) as the state-of-the-art
diagnostic approach. However, it is also important for future
studies to provide a more in-depth understanding in regards
to the field experiences of accurately diagnosing PGD to
facilitate the maturity of treating this mental disorder.

For the individuals who suffer from PGD, psychother-
apeutic interventions are needed to support the adaptation
and acceptance of their losses. On the other hand, offering
grief counseling and therapy to normal grievers could have
a deleterious effect and even disturb the natural bereavement
process [7], [35]. Since providing grief counseling to normal
grievers may be unwarranted, a screening tool that helps
determine who might develop more severe forms of grief and
benefit from psychotherapeutic intervention is of importance.
In addition, since it could be difficult for grievers to rec-
ognize early stages of complicated grief and understand the
underlying factors that contribute to this condition, it would
be beneficial to devise a mechanism that is able to mean-
ingfully explain to bereaved individuals their risk factors for
prolonged grief.

B. THE USE OF TECHNOLOGY IN GRIEF CARE
Technology has become an inextricable part of our grief
coping experiences, as grievers frequently utilize it to sup-
port their coping before referring to psychological inter-
ventions [10], [36], [37]. Studies as early as in 2004 have
demonstrated that more than half of bereaved individuals
have used online bereavement support and such resources
were shown to have potential in preventing and protect-
ing the bereaved from further mental disorders [10], [36].
However, Krysinska and Andriessen cautioned that resources
created by professional bereavement organizations are often
not immediately available, calling for the quality of online
bereavement support and the authenticity of information into
question [37]. Regardless, bereaved individuals often turn
to online bereavement forums for emotional support and to
share experiences anonymously, studies in online bereave-
ment support forum and digital funerals showed the com-
munity’s attempt to integrate technology in the bereavement
support [38], [39]. In addition, psychologists are also offering
grief interventions or advice through emails or their personal
page [40]–[42], showing great potential of technology to
support coping with bereavement.

In the context of self-management, the investigation of
technology use in grief care is relatively understudied. Prior
studies tend to focus more on the management of chronic
conditions such as diabetes or heart disease, aiming to help
users better manage their conditions through dietary restric-
tions or a healthy physical exercise regime [43], [44]. While
ample self-management applications are studied and utilized
to support patients in the popular mental health field such as
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depression, most of them focus on such disorders when they
occur from specific illnesses such as cancer or stroke [45],
[46]. For grief, early initiatives to develop digital self-help
technology to support bereaved individuals include ‘‘My
Grief’’, a mobile application built to educate users and help
them monitor their grief and provide self-guided exercises
based on established Cognitive Behavioral Therapy princi-
ples [47]. The Prigerson’s team has released an online PGD
self-screening tool named Grief Intensity Scale (based on
adapted PG-13, manuscript under review) since 2015 and has
received over ten thousand (10,818) submissions until 2021,
showing a strong but hugely unmet demand for grief self-
management. Overall, despite the obvious and time sensitive
demand of grief self-management resources, there have been
few studies offering guidelines and reflections on the best
practices of such a technology.

C. MACHINE LEARNING MODELS TO MONITOR FOR
PSYCHOLOGICAL DISORDERS
Following the recent improvements in artificial intelligence,
a number of studies have begun to examine whether models
could be constructed to automatically and accurately screen
and monitor the occurrence of various psychological disor-
ders and conditions. Research in this context could be divided
into 1) studies that develop machine learning models to auto-
matically screen users for various psychological conditions
using their social media profiles and 2) studies that develop
machine learningmodels tomonitor users for various psycho-
logical conditions based on a set of predetermined variables
(e.g. demographic, life-style and psycho-social factors) [48],
[49]. One example of research of the former type is a study
that sought to develop machine learning models to automati-
cally screen social network users (Facebook, Twitter etc.) for
depression using text and visual features [50], pre-determined
linguistic cues [15] or networked graph features [51]. While
such models could be useful in screening for psychological
disorders from a public health perspective, they require users
to be members of such services and have an active digital
profile. An example of a study in the second group is one that
aims to develop models to classify people with cancer into
those with low and high levels of depression [52]. Another
study utilized features such as physical health disorders,
demographics and psychiatric disorders to predict suicide
risk [53]. When screening and monitoring for complicated
forms of grief however, most methods rely on non-automated
approaches and there has yet to be models developed to detect
maladaptive forms of grief.

D. EXPLAINABLE AI IN HEALTHCARE
Although the recent development of data-driven AI promises
to automate diagnosis, screening and monitoring of patients
[54], many AI models function as ‘black boxes’. Often, it is
not possible for human users to understand how these models,
such as deep neural networks, combine low level features
through a large number of neurons across multiple layers,
to arrive at a prediction. Such AI, especially when used in

healthcare, presents a significant challenge for a number of
reasons. First, the none-transparency of the predictive process
prevents developers from understanding the potential errors
generated by the system and improving the system to avoid
similar mistakes being made in the future [55]. Second, it is
important for a clinician and for patients to understand why
a given machine response was made to be able to make
informed decisions regarding subsequent treatments [56].
This is particularly relevant in mental health, where treat-
ments are often in form of psychotherapies, which rely on the
clinician’s in-depth understanding of the underlying issues
related to the particular disorder. In other words, simply
knowing that a patient has a particular mental health disorder,
(e.g. grief disorder) is not sufficient. We need the AI to tell
us why patients are experiencing symptoms related to grief
disorder, in order for clinicians to tailor the psychotherapy
program to tackle the underlying problems.

Although recent researchers have attempted to develop
explainable and interpretable AI for healthcare domains,
especially ones involving medical image analysis, such as
dermatology [57], oncology [58], radiology [59] and pathol-
ogy [60], to our knowledge none has attempted the use of
explainable AI in psychological disorders, where the explain-
ability of the models can play a crucial role in informing ther-
apies. In grief disorder for instance, knowing that the source
of a client’s preoccupation with the loved one’s absence
results from distress over unresolved conflict or regrets or
unfulfilled wishes in the relationship can help the clinicians
focus on addressing ‘‘unfinished business’’ with the deceased
through the use of imaginal conversation procedures [61].

III. DEVELOPMENT OF AN EXPLAINABLE
CLASSIFICATION MODEL FOR PGD
To develop a web based system to support people in the early
stages of bereavement, we had explored two key approaches
that could be used to monitor for poor adjustment outcomes
for bereavement during the initial stages of our research. The
co-design process which we carried out led to two potential
PGD screening prototypes, A Natural Language Processing
based ‘‘My Grief Journal’’ and a risk factor based ‘‘Grief
Inquiry Following Tragedy (GIFT)’’ application. Following
a session of evaluation with mental health experts on both the
My Grief Journal and GIFT systems, it was determined that
risk factor approach used in the GIFT system would be more
precise and better able to monitor for PGD. Therefore, the
GIFT system was selected for further development. An in-
depth description of the My Grief Journal and GIFT system
as well as the co-design session and pilot study which was
carried out can be found in an earlier publication [62].

The GIFT application was then deployed online to collect
data from bereaved users. This data was then used to develop
a model to screen for PGD and explain their risk factors. Our
aim is to integrate this model with the existing GIFT system
to create a single function online application that serves both
to screen PGD and provides a user-friendly translation of the
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FIGURE 1. Screenshot of the gift application.

psychological measurements and factors that could lead to
this condition for bereaved users.

A. DATA COLLECTION
Amazon’s Mechanical Turk (Mturk) was selected as the pri-
mary portal for data collection. Previous studies have shown
that Mturk is an alternative portal that helps researchers
gather low-cost yet high-quality data from diverse samples of
participants, making it a relatively affordable and reasonable

choice for an exploratory study like ours [63], [64]. The
study participants recruited through Mturk were invited to
interact with GIFT through computers or mobile devices.
When recruiting participants, the following inclusion criteria
were utilized to select participants who:

1) were over 18 years old
2) did not belong to one of these vulnerable populations:

prisoners, pregnant women, children or any other class
of subjects who require special consideration
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3) were grieving the death of a loved one
4) focused on a loved one who died more than 6 months

ago
5) focused on loved one who died less than 5 years ago
6) could read English well

B. REVISED GIFT FOR DATA COLLECTION
Several changes were made to the GIFT application in order
to use it to collect data in our study. First, due to ethical
requirements, we added a single page long digitally signed
informed consent form to the system. In addition, as partici-
pants were not expected to revisit the system after completing
the study, the login function was altered. Users no longer
needed to create a profile with a username and password.
To ensure the accuracy of the results, we also added sev-
eral attention checkers to the data collection module in the
questionnaire. Attention checkers are questions which are
purposely designed to check whether the users have paid
attention while answering the questions, often by presenting
users with choices that are not valid [65] For example, the
answer ‘‘son’’ would be impossible to the question stating
‘‘I’m the lost person’s. . . ’’ if they indicated that their gender
was female. Visual feedback such as about the degree of grief
and their areas of post-traumatic growth after their grief were
provided to users after they completed all the questions in
the data collection module. In addition, a completion code
was provided to participants to allow them to revisit the
feedback after the study had ended. The screenshots of the
GIFT application that was employed in the data collection
study are shown in Figure 1.

C. RISK FACTOR MEASUREMENTS FOR PGD
The measurements included in the data collection module of
the GIFT application were originally selected based on the
potential risk factors for complicated grief reported by Burke
and Neimeyer [66] and several other review papers [67],
[68]. These risk factors could be categorized into the fol-
lowing groups: Background Risk Factors (including the
socio-demographic factors of the bereaved and the factors
related to the deceased), Bereavement Risk Factors (includ-
ing interpersonal, intrapersonal and situational factors), and
Bereavement Outcome Factors (Posttraumatic Stress Dis-
order, Major Depressive Disorder, Resilience, Integration
of Stressful Life Experiences and Posttraumatic Growth).
This categorization took reference from the categories and
frameworks presented in previous studies that examine the
relationship between different risk factors [66]–[68]. The
selected measures were later reviewed and further refined by
researchers and external experts.

1) SOCIO-DEMOGRAPHIC FACTORS OF THE BEREAVED
AND FACTORS RELATED TO THE DECEASED
The personal information questionnaire was developed based
on several hypothesized socio-demographic risk factors and
information about the deceased: gender, age, relationship
with the deceased (spouse or parent), education level, mar-

riage status, religion, frequency of religious activities, impor-
tance of faith, multiple prior losses, the recency of death,
violent death, pre-loss frequency of contact, decease’s gender
and age of deceased. This information helped researchers
gain a more thorough understanding of the loss circum-
stances and validate if these hypothesized risk factors con-
tributed to the classification of PGD. A total of 21 ques-
tions were included. These represented theBackgroundRisk
Factors.

2) BEREAVEMENT RISK FACTORS (BRF)
The Bereavement Risk Factors (BRF) sought to evaluate
several evidence-based risk factors for prolonged grief. Each
of the BRF questions corresponded to a specific risk factor
and the questionnaire comprised 25 questions (marked as
CG1-CG25 in our model). Five items were derived from
the confirmed predictors: neuroticism (anxiety-proneness),
pre-death dependency on the deceased, low social support,
insecure attachment style and discovering the body. Other
candidate items were derived from review papers and clinical
practice. The questionnaire was a work-in-progress measure-
ment co-developed by the researchers and the psychother-
apy experts specified in bereavement research and treatment.
These factors were collectively termed Bereavement risk
factors for PGD.

3) CESD-R
Depression has been cited as an important factor which could
be useful in screening for PGD as syndromal grief often
exhibits responses that are similar to depression. Ample liter-
ature has pointed out the high association between PGD and
Depression. While sharing several similar symptoms, they
however are distinctive enough to be diagnosed as a separate
condition [69]–[71]. In the GIFT application, depression was
measured using the CESD-R, a 20-item screening instrument
measuring depression and depressive disorder based on the
criteria defined by DSM-V [72]. Depression was consid-
ered to be a factor related to the Bereavement outcome
of PGD.

4) PCL-C
Post-traumatic Stress Disorder (PTSD) possesses several
similar symptoms to grief but has its own characteristics,
such as the tendency to avoid thoughts or reminders of the
traumatic event. The severity of symptoms of PTSD has
also proven to be predictive of PGD [73]. Furthermore,
PGD was found to be a predictor of PTSD, indicating the
high association between these two similar but distinctive
mental disorders [74]. To measure Posttraumatic Stress Dis-
order (PTSD), we selected the PCL-C, which is a widely
adapted self-administered scale for PTSD [75]. The PCL-C
comprises 17-items that measure the symptoms of PTSD
defined by the American Psychiatric Association’ Diagnos-
tic and Statistical Manual (DSM-V). PTSD was considered
to be a risk factor related to the Bereavement outcome
of PGD.
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5) CD-RISC-10
Resilience is defined as one’s ability to regain emotional
equilibrium after experiencing a potentially traumatic event.
Individuals with higher resilience are believed to be able
to adjust better when encountering stressful life challenges.
Connor-Davidson Resilience Scale is developed to measure
an individual’s resilience and has three versions: the 25-item,
10-item, and 2-item version [76]. Researchers need to pur-
chase the questionnaire from the developer to be authorized
to use the questionnaire in the study. The 10-item scale was
selected for this study due to the concern that 25-item scale
might cause an overload for the participants in the process of
filling all the questionnaires. Resilience was considered to be
a factor related to the Bereavement outcome of PGD.

6) ISLES-SF
Meaning making was hypothesized to be the crucial mech-
anism that facilitates the adjustment to a stressful life
event [77]. ISLES-SF consists of six items and has been
validated to perform well in measuring the meaning making
ability after an individual experienced loss of a loved one. The
item 1, 2 and 3 of ISLES-SF measure the comprehensibility
of the event and the item 4, 5 and 6 measure one’s sense of
having a footing in the world after the stressful life event.
Stressful life events were considered to be related to the
Bereavement outcome of PGD.

7) PTGI
Experiencing post-traumatic growth following the trauma
is not a rare phenomenon. The types of growth are well
documented and can be measured through PTGI, a 21-item
scale to measure positive outcomes following the experi-
ence of trauma. The types of post-traumatic are divided into
five factors: New Possibilities, Relating to Others, Personal
Strength, Spiritual Change, and Appreciation of Life [78].
Post-traumatic growth was considered to be related to the
Bereavement outcome of PGD.

8) PGD
The level of complication due to grief was measured using
the PG-13 questionnaire. The PG-13 is a robust diagnostic
tool of Prolonged Grief Disorder (PGD in short, equivalent
to PGD in DSM-V) which is widely used in studies related
to PGD [28]. The study employed the criteria of PG-13 to
determine the membership of normal grievers or PGD griev-
ers. PG-13 can be acquired through contacting the researchers
who developed measurement for PGD.

D. DATA COLLECTION PROCEDURE
The data collection module in the GIFT system was used to
collect data to train the model in the study. The details of the
study were posted on theMechanical Turks (MTurk) website.
Participants would accept the ‘‘task’’ on the website and
proceed to the website to complete the informed consent form
signing and proceed to data collection module. Participants

would receive a validation code after completing the ques-
tions in the module and submitted the code back to MTurk
for validation. Researchers then reviewed their answers to
determine if the participants are submitting eligible answers
to be included in the study.

To assess the validity of the questionnaire answers,
we implemented several attention check questions within the
questionnaire system to capture ‘‘click through’’ users. The
check questions were questions that were related to recruit-
ment criteria or had logic relationship, such as asking partic-
ipants the gender of the deceased and their relationship to the
deceased (e.g., female as to aunt, male as to uncle). We also
tested the system with around five researchers to gauge the
average time of completing the questionnaire and compared
it against our study participants. If the completion time was
less than eight minutes, the research staff would review the
submission more carefully. After completing the question-
naires, participants were provided with feedback related to
the answers given (e.g. their grief level (PG-13 score)). The
study protocol was reviewed and approved by the Institutional
Review Boards from both the Eindhoven University of Tech-
nology (under case number Archie 533) and the University of
Memphis (PRO-FY2017-286).

E. TRAINING THE MODEL
When building the model, we examined different com-
binations of the three risk feature groups described ear-
lier in section 4.3: 1) Background Risk Factors (Socio-
demographic factors of the bereaved and factors related to
the deceased), Bereavement Risk Factors (interpersonal,
intrapersonal and situational factors mainly from the BRF
scales), andBereavement Outcome Factors (Post-traumatic
Stress Disorder, Integration of Stressful Life Experiences
etc). We examined six different combinations of the three
feature groups, 1) Background only, 2) Bereavement Risk
factors only, 3) Bereavement Outcome factors only, 4) Back-
ground and Bereavement risk factors, 5) Background and
outcome factors, 6) Bereavement risk and outcome factors
and 7) Background, Bereavement risk and Outcome factors.
The exact features used in each of the groups are described in
Table 1.

The data collected was then used to train a classification
model to screen for PGD. Several classification algorithms
were examined including Linear Regression, SVM, Ran-
dom Forest, XGBoost and KNN classifier. Missing none-
categorical features were filled in with the mean value and
missing categorical values were filled in with the most fre-
quent category.

F. EXPLAINING THE RISK FACTORS BEHIND THE
CLASSIFICATION OF PGD
The Shapely values were also calculated for each individual
sample to highlight the contributing risk factors for each
user based on our model. We created several mockup visu-
alizations of the explainable AI component for use in the
feedback session with grief experts based on these results.
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TABLE 1. The features used in the model. N refers to the number of feature in each feature set after performing one-hot encoding.

One was based on a simplified horizontal bar graph (Figure 2
bottom). The bars on the right denote that the feature pushes
the probability of PGD higher for this individual user and the
bars on the left denote that the feature pushes the probability
of PGD lower. The other was based on the force plot described
in an earlier publication [79] (Figure 2 top). The arrows
pushing towards the right denote that the feature pushes the
probability of PGD higher. The arrows pushing towards the
left denote that the feature pushes the probability of PGD
lower. The size of the arrow denotes the degree of impact that
feature has on the classification probability. It should be noted
that in the mockup visualizations, we decided to show feature
types from both the bereavement risk factors and bereave-
ment outcome factors, if they showed a high contribution to
the classification of PGD. This includes features such as the
level of depression and PTSD of patients as we felt that it
could be useful to highlight to practitioners, the degree to
which certain comorbidities influenced the classification of
the PGD for each sample.

IV. RESULTS OF THE SCREENING MODEL ACCURACY
EVALUATION AND THE CONTRIBUTING RISK FACTORS
In this section, we discuss the results of the accuracy eval-
uation of the model. We will first discuss the evaluation
approach, followed by a discussion on data quality. Then we
present the evaluation results.

A. EVALUATION SETUP
Prior studies which have simulated the effect of different val-
idation strategies (bootstrap sampling, none-repeated cross-

validation, repeated train test split etc.) for classificationmod-
els have shown that the approach of repeated cross validation
had resulted in the lowest bias and true error rate when tested
with a sample size similar to the one used in our study
(N=600) [80]. As such, we adopted this approach in our
evaluation. To account for the imbalanced dataset, we used
a Stratified Group 4-fold cross validation approach which
ensures an equal ratio of positive and negative samples when
dividing the training and validation data set to evaluate the
performance of the model. When training the model, grid
search was used to fine tune the hyper-parameters. Table 2
shows the combination of the parameters which were exam-
ined during the Grid search. To evaluate the performance of
the model we used the Area Under the Curve (AUC) from
the ROC curve. The cross validation evaluation was repeated
5 times for each model and feature set combination and we
used the averaged AUC score to represent the performance of
the model.

B. DATA QUALITY
Overall, a total of 829 users requested the personal login link
and 778 signed the informed consent form but some dropped
out in the middle of the study. 611 participants completed
the mandatory measures that were used in the final analyses.
Around 4.9% of the participants screened positive for PGD.
More than half of our samples were female participants (64%)
and the mean age of participants was 39 years old. Table 3
outlines the social-demographic characteristics of the partic-
ipants in the study and Table 4 outlines the factors related to
the loss of participants in our study.
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FIGURE 2. Example visualizations of the explainable models used in the feedback session.

TABLE 2. The hyper parameters used to tune the model in grid search.

C. EVALUATION RESULTS
Table 5 shows the performance of each feature set and
each learning algorithm in our experiment. The results
showed that the best performing model was the Random
Forest model which used the features from the Bereavement
Risk Factors and Bereavement Outcome Factors feature sets
(AUC=0.772).On average, this model was able to classify
users correctly 93.3% of the time (Non-PGD users correctly
95.14% and PGD users correctly 59.3%). This is followed by
the Random Forest model which used only the Bereavement
Outcome Factors (AUC=0.764). This model was able to
correctly classify users 92.04% of the time (Non-PGD users

TABLE 3. The socio-demographic characteristics of the participants.

correctly 93.79% and PGD users correctly 58.67%). Table 6
shows the confusion matrix of the best and worst iteration for
the best performing model (Random forest model using fea-
tures from the Bereavement Risk Factors and Bereavement
Outcome Factors feature sets). In addition, figure 3 shows the
trade-off in accuracy when adjusting the threshold to detect
PGD and Non-PGD users. The highest average accuracy
for detecting both PGD and Non-PGD users is when the
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TABLE 4. Characteristics of the deceased.

FIGURE 3. The accuracy trade-off for detecting Non-PGD and PGD users
based on different threshold values.

threshold is set to 0.31 (Non-PGD users could be identified
correctly 86.91% and PGD users 93.3%).

In terms of the algorithm, our results showed that the
random forest algorithm generally performed best (Aver-
age AUC among all feature set combinations= 0.68), fol-
lowed by XGBoost (Average AUC=0.64), Logistic Regres-
sion (Average AUC=0.59), SVM (Average AUC=0.59) and
KNN (Average AUC=0.58). For the feature sets combi-
nation, the Bereavement Outcome factors only (Average
AUC=0.663) performed best, followed by the Bereavement
risk and outcome factors (Average AUC=0.657), the Back-
ground, Bereavement risk and Outcome factors (Average
AUC=0.656), the Background and Bereavement outcome
factors (Average AUC=0.653),the Background and Bereave-
ment risk factors (Average AUC=0.584), the Bereavement
Risk factors only (Average AUC=0.572) and the Background
Features only (Average AUC=0.524).

D. OVERALL RISK FACTORS CONTRIBUTING TO THE
CLASSIFICATION OF PGD
As described in Section III-E, the ShapelyAddictive Explana-
tions were used to examine the risk factors which contributed
to the classification of PGD for our models. As the best

performing models all used the Random Forest algorithm,
we used the more optimized TreeExplainer method to cal-
culate the Shapley Values to determine the local and global
importance of each feature in our model. This method enables
the exact computation of the Shapley values by leveraging
the internal structure of tree based models (see [81]). Fig-
ure 4 shows the global importance of different features for
the two top performing models (The Random Forest model
using Bereavement and Outcome Factors and the Random
Forest model using only the Bereavement Outcome factors).
As observed from the Shapely values, CG4 (Personal concern
about response to loss and negative interpretations of grief),
CG14 (Insecure attachment style), CG20 (Multiple concur-
rent losses) from the Bereavement Risk factors and ISLES
(Meaning making), CESD (Depression), PCL-C (Post trau-
matic Stress) from the bereavement outcome factors played a
key role in the classification of PGD based on our models.

V. FEEDBACK REGARDING THE USE OF EXPLAINABLE AI
MODELS FOR SCREENING WITHIN GRIEF CARE
After the development of the model, we carried out a quali-
tative feedback study to examine preliminarily whether and
how an AI powered system and its explainable features could
contribute to clinical practice and enhance the acceptance
of the clinical stakeholders. More specifically, we aimed to
investigate whether users would adopt such models in their
practice and if so, what would be the possible use cases and
potential challenges. It should be noted that we had decided
to adopt a qualitative approach in this part of the study as
we felt that this particular use case of machine learning and
explainable AI (in grief care to diagnose PGD, amental health
disorder which has only just been recently defined) is carried
out in a relatively novel context with few prior research and
thus it would be important to first understand the stakeholders
and possible use context rather than evaluating the effect of
specific explainable AI strategies. Asmany previous novel AI
integration attempts suffered from skepticism from medical
stakeholders (even with highly accurate models), such an
understanding we believe would play an important role in
helping develop an AI system which is well accepted and
would be put into actual practice [82]–[84].

Overall, 5 practitioners and experts in grief care (1 Grief
care Nurse (Female), 1 Psychiatrist (Male), 3 Practicing clin-
ical psychologists (3 Female)) were recruited and interviewed
to provide qualitative feedback on the explainable AI system.
Participants were first given an explanation of the overall
GIFT system, the classification model developed (e.g. which
risk factors were used) and the concept of explainable AI.
Afterwards, through semi-structured interviews, they were
asked to discuss their perceptions on how machine learning
models and explainable AI systems could be used in clinical
practice and provide feedback on the mockup of the results
generated by the GIFT explainable model. In particular, given
the lack of existing research in the use of explainable AI
systems in mental healthcare in general and grief care in
particular, we decided to focus our inquiry on: 1) How can
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TABLE 5. 4-Fold cross validation AUC Score for the classification of PGD (average score for 5 rounds of evaluation).

TABLE 6. The confusion matrices for the best performing model
(RandomForest model using features from the bereavement risk factors
and bereavement outcome factors feature set). The top tables shows the
worst performing iteration and the bottom table shows the best
performing iteration.

a screening and explainable AI tool such as this be used in
your clinical practice with grief patients? 2) What would the
potential advantages and pitfalls of such as system be? and 3)
What would be the best way to present data in the explainable
AI model to your patients/the clinical staff member?

The interviews were then analyzed using thematic analy-
sis [85]. First, the interview data were read through to gain
an initial overall understanding. Afterwards, three researchers
who have experiences in HCI for healthcare and machine
learning coded the data. Codes which showed a similar pat-
terns were then grouped together into themeswhichwere then
refined.

A. INTERVIEW RESULTS
Generally, all of our participants agreed that an explainable
AI system that is able to offer personalized screening results
would be useful both to grievers (or patients) and health-
care practitioners. For the practitioners, such a tool would
be useful in providing an overview of the grief status and
underlining risk factors for each patient. For the bereaved
individuals, such a personalized system can be helpful in
allowing users to better understand their own symptoms and
whether they are potentially experiencing any complications.
Interestingly, while self-help screening and assessment tools
in the form of online questionnaires for a variety of mental
health conditions are widely available on the internet, P01
believed that a personalized report generated by the explain-
able AI model would better enhance their acceptance among
grievers. This is particularly valuable, as literature has shown
that a personalized cognitive-behavioral therapy (CBT) is
more effective than a standard one for mental disorders such
as autism spectrum disorder [86]. Considering that grief is a
highly personal experience, it is likely that by improving the

users’ acceptance to the screening results, the system could
further contribute to better self-monitoring of their mental
wellbeing.

It is hard for people to realize states such as depression and
it is difficult for them to make sense whether their symptoms
are normal or abnormal. Such a system would be useful in
allowing patients to more objectively understand their psy-
chological states. (P04, Grief care Nurse)

When people understand why things are being personally tai-
lored to them, that could increase their buy-in. (P01, Licensed
Psychologist)

Participants were also surprisingly receptive towards the
use of such a tool in their clinical practice. For instance,
during the interviews P01, P02, and P03 highlighted that
they would be willing to integrate such a system as part
of their intake process before patients visit the therapists.
Furthermore, participants also discussed the value of such
tools when employed longitudinally to monitor changes in
the patients risk factors.

I could see it being something that could be a part of that
that’s generated from that intake process. . . the process there
was the person would have an intake and like a full psycho
social intake with another. I was often doing them with the
person, and I would be at the computer asking them the
questions, filling out the reports, the different questionnaires,
and then whoever whichever counselor was assigned to that
new patient, they would have that full intake to review before
they met with the person.(P01, Licensed Psychologist)

At regular intervals, to be able to monitor progress on symp-
toms is typically how that would be used. So this is something
that could kind of happen at those frequent interviews as well.
And then certainly at the end of a treatment course to be able
to speak to and give feedback on what’s changed and what
hasn’t changed. (P02, Social Worker)

P03 further suggested that a personalized risk factors report
can support mental health professionals in triaging patients,
redirecting them to necessary treatments or helping iden-
tify an area to focus on. Such tools, they believe, would
be valuable for counsellors who might not be experts in
areas of grief but have to deal with grief patients in their
practices.
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FIGURE 4. The top 10 global importance of the features for the (top) bereavement outcome factors random
forest model and (bottom) bereavement risk and outcome Random Forest model.
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Many people, first of all, are still not trained properly [for
grief therapy.] So I think this would be really helpful to kind
of first of all to also give people a sense. What are the main
areas for indicating possible risk and also possible protective
factors? And then what we need to tackle? What can we
maximize? So at least it gives some people the kind of ideas
and especially for those who are not really in grief counseling
and therapy. (P03, Clinical Psychologist)

Due to the highly emotional nature of grief experience [27],
our participants also expressed concerns regarding the use of
an automated screening model as part of a self-monitoring
system. P03 mentioned that users could experience severe
negative emotion when using the system unsupervised and
some safety measures should be applied to the process. This
aspect would be discussed further in Section 6.1.2.

We are not sitting there keeping an eye on them to see whether
theymay react into hysterical cry and so on. Somaybe [some]
kind of safety measures would be still applicable, just like
any other kind of research studies that we do.(P03, Clinical
Psychologist)

In depth analysis of the interview data allowed us to iden-
tify three key themes, each illustrating the unique perspec-
tives of how experts in grief care viewed the use of machine
learning models and explainable AI in their practice.

1) SCREENING RESULT AS A ‘‘RULE OF THUMB’’ RATHER
THAN A ‘‘RULER’’
Previous studies demonstrated that the accuracy of a AI
model played a key role in the level of trust users had in the
system (which in turn significantly influenced their accep-
tance of the system) [87], [88]. Hence, we were uncertain
whether the performance of our model was sufficient for
the practitioners to adopt our models in their practice in a
clinically meaningful way. To our surprise, our participants
did not seem to place a strong emphasis on the accuracy of
the models. P04 and P05 indicated that in treating psycholog-
ical conditions, most of the conventional psychometric tools
are used more as a reference instead of to provide concrete
diagnosis. P02 further mentioned that in mental healthcare,
such a mechanism relies heavily on users’ self-report and the
screening results can therefore be rather subjective.

The lower accuracy of a machine learning model might not
be so bad in terms of acceptance as the psychometric tools
that they use today don’t have 100% [accuracy], most people
use such tools only as a reference and always explain to the
patients that these measures don’t allow us to understand
everything about your condition and are only used as refer-
ence. (P05, Psychiatrist)

we can’t really make a diagnosis from these types of survey
questions, but I think it could kind of allude to [the symp-
toms. . . like,] people who report symptoms in this level often

find it helpful to talk with their doctor or talk with a mental
health professional about those to see for further assessment
or something like that. (P02, Social Worker)

In this sense, the explainable nature of our AI model could
be useful in the diagnosis, as this could present clinicians
with information about the risk factors which are believed to
have resulted in PGD. They could then compare these factors
with their own mental model of what they believe to be the
causes and symptoms of prolonged grief and form their own
judgement. As such, the result is seen more as a ‘‘rule of
thumb’’ approximation rather than an objective measurement
of the condition.

2) FROM EXPLAINABLE TO ACTIONABLE AI
Participants emphasized in the interview that patients tend to
have little knowledge about their risk factors and symptoms,
and hence would appreciate more concrete and actionable
advice on what they could do after receiving the diagnosis.
Although some of the risk factors only provided clues on
which therapies or actions could be helpful in confronting
them, participants felt that the current system could benefit
from linking these risk factors directly to potentially useful
actionable advice that therapists usually provide during treat-
ment. This was not surprising as nudging users towards pos-
itive and even therapeutic behavioral changes is usually the
purpose of a self-monitoring system. By raising awareness
of problematic symptoms or behaviors, the system generally
aims to enhance the possibility of users wanting to make
changes to their behaviors [89]. As such, participants felt
that after helping users understand their grief profile, the
natural next step of such systems should be to make clear
to users what actions could be taken to address the factors
that are posing risks to their coping. For example, P01 and
P02 suggested that patients with more severe symptoms and
predicted risk for PGD should be provided with a warning
and advice on how and where they could receive medical
assistant.

At some point of the questionnaire is a clinical level, then
they should receive some sort of warnings or the action items.
(P01, Licensed Psychologist)

[The advice can be,] you might want to consider reaching
out to either, like, your family doctor or a mental health
professional to discuss those just to give some sort of kind
of actionable (P02, Social Worker)

P03 and P02 further pointed out two specific follow-up
actions that the system can provide: i) connecting users to
the clinically validated self-help resources and ii) connect-
ing users to mental health professionals in relevant domains
based on the model results.

If I actually didn’t know that I was that bad. But after I
do this, I realized that all the score or the red bar becomes
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so confronting and that I can’t really deny my bad situ-
ation. . .Then how can we bring a closure for this portion
change? For me. I imagine that it could be the kind of national
hotline, kind of information or kind of link to where they can
then seek help if they would like to.(P03, Clinical Psycholo-
gist)

we hear so much from people about how hard it is to under-
stand how to find somebody in the mental health field to
connect with. . . if there were, like, a couple of links that they
could use to start or something like that that could, you know,
make it a little easier to connect to the right place. (P02, Social
Worker)

However, some participants cautioned against the AI sys-
tem directly providing actionable advice for the patients to
self-manage the risk factors. This was understandable given
that in the case of PGD treatment, the mental health profes-
sional plays a critical role in offering guidance and adjusting
the therapy based on the progress of the disorder [90]. How-
ever, P01 did agree that the system can at least motivate the
users to implement protective factors (activities to improve
resilience etc.) for PGD.

if the protective factor is something that they can enact, then
I could see, like learning that being something that somebody
might sort of seek out or enhance more in their life.(P01,
Licensed Psychologist)

The participants’ different perceptions towards risk and
protective factors were brought to our attention. Concretely,
our participants thought that implementing protective factors
was something that could be done as an individual, even with
a limited knowledge of PGD, but trying to amend risk factors
should be done with extra caution and under the guidance
of professionals. In other words, in comparison to risk fac-
tors that should be diagnosed and treated by professional
healthcare workers, protective factors could be considered as
a hint to offer self-manageable action advice when coping
with grief. Furthermore, it is more aligned to the purpose of
developing a self-help system that enables users to perform
certain protective actions that are safe and less likely to cause
undesirable outcomes. However, more studies are certainly
necessary to examine how action advice based on protective
factors can be recommended effectively.

3) FROM EXPLAINABLE TO EMPATHETIC AI
Participants often stated that users need a ‘‘warm hand’’
to support and comfort them in the process of coping
with bereavement when using the AI system. Although the
use of AI has been increasingly explored in healthcare,
our interviews supported by ample literature, showed that
patients and healthcare professionals generally have lim-
ited trust in medical AI systems [91]–[93]. For example,
in She’s interview [94], users complained about receiving
‘‘canned’’ response and did not learn anything new when the

self-monitoring app ‘‘simply confirmed that they were indeed
not doing well.’’ Furthermore, as grief literature has high-
lighted, the bereaved could show a tendency of denial [18],
avoiding reminders of the deceased or becoming emotion-
ally numb to the loss and grief for a period of time [27].
These reactions were normal among some individuals who
are not yet ready to accept an emotionally distressful event
involving death. Therefore, when an explainable AI model
has to deliver undesirable screening outcomes, it could be
difficult for the bereaved to accept such results. For such
users, participants suggested that a humanmediated approach
might be necessary, in which a mental health professional
would be needed to carefully guide the patients through the
explainable AI results and address their concerns and denial
in a sensitive manner. In particular, participants cautioned
against using GIFT in an unsupervised manner for patients
in the earliest stages of grief as it could be too overwhelming.

For someone who’s just bereaved and wants to learn more
about their experience, it might be overwhelming or just sort
of not as helpful for them to see (P01, Licensed Psychologist)

We need to have the kind of safety net in case they are so
triggered and become so hysterical. Right. We want to ensure
that there is someone being with them or we need to hold
them in a room. Need to just send them off and say bye. (P01,
Licensed Psychologist)

Furthermore, participants suggested that the explainable
results should be presented in a manner which is ‘‘sensitive’’
for people in grief, hinting that the system should be able
to incorporate cognitive and affective empathy approaches
(which are commonly used in psychotherapy [95], [96]) when
explaining the results to users. For example, P04 mentioned
that the system could try to recognize and relate to what the
bereaved is going through and be considerate to their current
feelings when explaining the risk factors. In addition, if cer-
tain risk factors which are difficult to change (particularly
those related demographics) were found to be predictors of
PGD, the reasoning behind them should be explained to users
carefully rather than just highlighting the presence of those
risk factors through the model.

for example, if it was someone who identifies as homosexual
and that’s a risk factor, I think you would really want to coach
that in an understanding of like, you know why that’s a risk
factor (P01, Licensed Psychologist)

Although these evidences did not understate the impor-
tance of a model’s performance or explainability, they did
show that presenting the results with a thoughtful manner
could potentially lead to more desirable outcome.

Perhaps they want some answers to help with their coping,
they want some more humane and empathetic explanation
to their condition for example, we know that this person
is no longer in your life, that’s why it is quite painful to
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you. . .maybe such an interpretation/assessment would be bet-
ter. (P04, Grief care Nurse)

This emphasis on sensitivity seems to even be extended
to the design of the user interface for the explainable AI
system. For example, one participant pointed out that numeric
results or charts could be perceived as too ‘‘mechanical’’ and
‘‘impersonal’’ and users might appreciate a less mechanical
visualization of the explainable results in the form of emojis
(smiling faces) or verbal narratives.

The way that you are analyzing people’s characteristic
using numbers seems very mechanical. . . .Perhaps instead
you can use facial expression scales (emoji) instead of these
graphs. . . or a sort of thermometer to show it as hot and
cold temperatures. . . .perhaps a heart mark, a smiley face or
a slightly sad face. . . some sort of illustration like this [might
be better] (P04, Grief care Nurse)

Another important aspect in designing an empathetic AI
is that participants felt that it should be up to the patients
themselves to decide on whether they should be shown the
explainable results and whether an AI system should be used
in their treatments. In addition, patients should also have a
choice in determining the level of information that would be
disclosed through the model. Participants also felt that the
context in which the tool is implemented is another factor
which would impact the level information that should be
disclosed.

When patients want to see [the results]. . . .they should be
given a choice. . . Predetermining a time [in their grief] to
automatically present the system to them seems a bit. . . for
people who want to understand their grief and their strengths
and this would be helpful to them. . .Maybe we can make a
leaflet to explain to them that there such a system avaliable
and allow participants to access it at a time they want (P04,
Grief care Nurse)

For people who chose to do so, they might want to see all the
information. However, for people who were referred to use
[the tool] by the doctor [during the treatment section], perhaps
there should be a separate report section for the doctor and
one that aims to explain information for the patient. (P05,
Psychiatrist)

For the bereaved individuals, providing advice on what
the results imply and how they should understand their grief
experiences can be much more critical than providing them
the analytical results and numeric outcomes. An empathetic
AI may provide explanation through narratives and story-
telling, rather than numerical visualizations.

VI. DISCUSSION
To date, there has been a lack of research exploring the
use of digital interventions for PGD in the early stages of
bereavement [97]. Through our study, we seek to develop

GIFT, a tool which can be used to screen for PGD and help
bereaved individuals and their therapists to better understand
their grief, tasks which form the cornerstone of developing
effective preventive interventions for PGD. This involves the
development of a machine learning model trained to classify
PGD and explain to individual users the risk factors which
might lead to this condition. While there have been prior
studies exploring this topic [26], [66], [67], [98], none have
included as many factors as our study, and most were aimed
at examining whether these factors were associated with the
development of PGD for the general population and not in the
context of developing a machine learning model that could
be used to screen and prevent PGD. Our best performing
model achieved an acceptable AUC performance score of
0.77 (F-score=0.73, Accuracy=93.3%). Similar models have
been developed to screen other mental disorders or men-
tal health conditions through various data sources such as
depression using social networks data (F-score= 0.73 using
decision trees) [15], depression for senior citizens based on
demographic and co-morbidity variables (Accuracy= 97.2%
using Artificial neural networks) [99], anxiety for seafarers
based on working condition and the presence of chronic
diseases [100] (Accuracy= 89.4% using gradient boosting
on decision trees) and PTSD based on demographics, trauma
type and psychological co-morbidities (AUC=0.75 using a
Target Information Equivalence Algorithm and SVM) [16].
However, to our knowledge, our study is the first to develop a
classification machine learning model for PGD. In addition,
while previous studies focused on the training and evaluation
of the model [52], [53], [99], in our study, we had also
co-designed and developed an online platform which could
be used to implement the model by collecting data from users
and providing meaningful explanation for users about their
grief.

Overall, the result from our experiment to examine and
evaluate the performance of classification models built using
feature sets had provided useful insights into the effectiveness
of various risk factors in screening for PGD. Interestingly,
social-demographic factors (gender, low income, education
level, religion etc.) did not seem to be effective features for the
classification of PGD. Despite previous literature highlight-
ing how such factors could play a role in the development
of complicated forms of grief [67], our evaluation showed
that intrapersonal bereavement risk factors and bereavement
outcome factors tended to have a larger impact on our mod-
els [66], [101]. As such, there was a misalignment of our
findings in the predictive power of demographic factors in
comparison to previous literature [66]. Demographic fac-
tors such as the relationship with the deceased as a spouse,
gender (being female) and age (being younger) did not
seem to be strong enough to make an overall impact on
the model. Most of the previous literature utilized Inventory
of Complicated Grief (ICG) to screen for PGD [102], and
there were not enough studies examining the association
between demographic factors and PGD using PG-13 [28],
the state-of-the-art diagnostic tool for PGD. More studies are
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certainly needed to further clarify the predictive powers of
demographic factors for PGD.

Factors associated with the successful integration of stress-
ful life experiences, Post traumatic stress and depressionwere
features which played prominent roles. Much of these find-
ings were aligned with previous literature. The ISLES which
measures an individual’s ability to adapt to stressful life
events has been regarded as one of the critical factors inmean-
ing reconstruction and researchers such as Neimeyer [103]–
[105], Burke [66], [106] and Currier [107], [108] have
demonstrated meaning reconstruction as one of the key
predictors of successful adjustment post-loss. Bereavement-
relatedDepression and PTSD have been known to sharemany
symptoms that are indicative of people in grief developing
PGD such as severe emotional distress and intrusive memo-
ries and a group of studies have also indicated that PGD was
often associated with bereavement-related PTSD andDepres-
sion [109], [110]. Taken as a whole, our results indicate that
measures which denote psychological responses towards the
loss (e.g. the ability to understand and make meaning out of
the loss, tendency to avoid thoughts about their loss, signs
and symptoms of depression) tended to be stronger predictors
towards PGD than situational features related to the loss (e.g.
whether users discovered the body, the suddenness of death)
or features related to the specific relationship characteristics
between the individual and their lost loved ones (e.g. whether
there were problems and complications in the relationship).
Such features may be too circumstantial to have a strong
classification effect on PGD on the majority of users. How-
ever, they should not be discarded entirely in an explainable
model as some of these features (i.e. level of dependency on
the deceased, lengthy illness) do contribute strongly to the
probability of PGD for specific individuals.

Surprisingly, despite high levels of neuroticism being
thought of as a risk factor for PGD [36], [111], this factor
did not contribute strongly to the classification model in our
study. As this characteristic is also associated with other
bereavement outcome features such as depression [112],
which has a stronger impact on the model, this feature could
be more of a co-variate than being a direct predictor to PGD.
While social support based features had been shown to be
a significant risk factor in a number of studies, [10], [113],
[114], only a few were moderately strong predictors in our
model. Features such as the lack of social support while
experiencing grief (i.e. not having someone to talk openly
to about their grief) for most users, was not found to be
a strong predictor of PGD. One interpretation of the this
is that such social support might only predict PGD if the
griever felt it was needed or if they were dissatisfied with the
support received [115]. However, features such as poor family
dynamics and caregiver burden seems to have a moderate
contribution to our models for some of the users, indicat-
ing that social support based bereavement risk factors that
are more associated with family relationships have a better
overall effect in classifying PGD. In addition, compared to
measures that represented the nature of the relationship with

the ones they lost (perceived level of dependency, whether the
relationship was perceived to be problematic etc.), measures
related to the psychological characteristics of how partici-
pants as an individual form relationships with others (such
as attachment styles) played a stronger role in classifying
PGD. In particular, the measurement related to the presence
of insecure attachment styles was a strong predictor to PGD
in our models, confirming the results from previous studies
which suggested that avoidant or anxious attachment styles
could be associated with complicated forms of grief after
loss [116], [117].

Finally, the results from the qualitative feedback session
with grief researchers and practitioners on our explainable
AI UI mockup had highlighted several interesting insights
into the use of machine learning models in grief care. While
earlier works which aims to developed models to diagnose
conditions in mental health tended to emphasize on perfor-
mance [99], our findings echoed those frommore recent stud-
ies which sought to put such models into practice, showing
how the explainability of the model could be equally essential
in enhancing user acceptance of the system [88], [118]. In
the context of PGD in particular, participants in the interview
mentioned that in practice, diagnosing whether a user has a
mental health condition is often subjective and while they do
use the results from diagnostic tools, it is often used only as
a reference and practitioners tend to look into other factors
such as symptoms or risk factors as well. Participants viewed
the self-monitoring system in a similar manner and regarded
the accuracy and predicted score from the system more as
a reference to rather than a definite index. The explainable
aspects of the model was thought to allow users to better trust
the diagnosis aswell as increase awareness and understanding
of their condition andwas useful in helping practitioners form
their own judgements about the patient’s condition. Similar
benefits of an interpretable machine learning model (partic-
ularly when used as part of a decision support system) have
also been reported for clinicians in other medical domains
apart from mental healthcare, such as for medical diagnosis
in pathology and oncology [119].

Furthermore, compared to conventional explainable AI
systems which tend to be designed for medical staff [59],
[60], our results also highlighted the importance of moving
from an explainable AI system to a more actionable and
empathetic AI when designing for patients, or end-users in
grief care. Perhaps one reason for this could be attributed
to the sensitive nature of therapeutic care for bereaved indi-
viduals. After having so recently lost a loved one, such
individuals could become ‘‘stuck’’ in their grief, finding it
difficult to take the necessary actions to move forward in
a positive manner with their losses [27], [28], [110]. Thus,
it is understandable that participants felt that an actionable
model able to suggest tailored mental health resources is
more useful than a model which could only explain risk
factors. In addition, the importance of patient choice in
deciding whether they should be presented with the results,
draws a parallel with the treatment practices found in ther-
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apeutic alliance and patient-centered care [120], suggesting
that participants frame the use of AI through similar princi-
ples which they apply through in their therapeutic practice.
Finally, while the results from an explainable AI model could
be presented empathetically through careful mediation and
dialog with a therapy staff, our results also highlight how
the interface itself could be designed to convey an empa-
thetic explanation of the conditions for patients (e.g. through
pictograms or narration instead of bars or numbers etc.).
This we believe points to an interesting design opportunity
in which an explainable AI interface could be designed to
not only be easy to interpret [121], but also to be comfort-
ing and sensitive to the emotional state of mental health
patients.

VII. CONCLUSION
In our research, we aimed to develop an online application
to support bereaved individuals in the early stages of grief,
especially those who are at risk of developing Prolonged
Grief Disorder (PGD) by building a screening system with
explainable AI features and interviewing grief experts regard-
ing the contexts in which such systems could be applied to
and deployed to support the grief care procedure. We utilized
a previously developed ‘‘Grief Inquiry Following Tragedy’’
application (GIFT) for data collection and feature demon-
stration. The application would help screen bereaved indi-
viduals for PGD and at the same time, help users better
understand their condition and the risk factors associated
with developing more complicated forms of grief. An earlier
iteration of the applicationwas deployed to collect data online
from 611 users who had recently lost a loved one and based
on this data we developed an explainable model for PGD
which is used as part of the application. After experimenting
with different machine learning algorithms and feature set
combinations of PGD risk factors, we found that the Random
Forest model trained using the Bereavement Risk and out-
come factors resulted in the best classification performance.
Afterwards, 5 experts in grief care were then interviewed
to provide qualitative feedback on the use of screening and
explainable AI systems in their practice as a means to screen
for and monitor PGD. A thematic analysis of the interviewed
results highlighted 3 key themes, including how screening
models in mental health could benefit from a more empa-
thetic and actionable AI and the importance of patient choice
in deciding whether they should be shown the explainable
results.

There are several limitations which should be noted in this
study. First, the generalizability of our study should also be
clarified for a clear interpretation of this results. In this study,
participants were recruited mainly from within the United
States and most of whom were native English speakers.
Therefore, the study results may not be completely applicable
for bereaved individuals from backgrounds with different
cultural identities or context towards loss. The bereavement
responses in the normative belief and rituals after death of
loved ones can vary depending on the culture and as such,

the result should be interpreted with caution and more inter-
cultural studies would certainly be beneficial. Secondly, the
applicability of our model with individuals who have expe-
rienced multiple losses still needs further evaluation. In the
current model, the classification was based on the risk factors
associated with a single death event. It is hard to conclude
that the impact of risk factors would remain the same even
though grievers experience multiple deaths. More investiga-
tions on the applicability of the model should be conducted
for such users. Thirdly, when evaluating the results of the
machine learning model in this study, we did not use a truly
independent test dataset that was collected from a different
sampling batch as a validation dataset due to the limited scope
of the study. While we feel that our sampling is still valid and
the model evaluation results are generalizable enough (as we
were able to recruit a wide range of participants (different
age group, loss types etc.) during our sampling), reaffirming
the performance of the model with data collected during a
separate time period or with a specific user group (such as
with actual patients at clinics who are seeking help from
grief) might further improve the general applicability of our
model. In addition, readers should also be cautioned about the
imbalanced dataset. While we had experimented with various
upsampling and oversampling approaches (using methods
such as SMOTE), we did not find significant improvements
in the accuracy. For example, for the best performing fea-
ture set (Bereavement Risk and Outcome Factors), the best
performing model after using SMOTE oversampling was the
logistic regression model (AUC=0.72, F-score=0.62, Accu-
racy=0.887) which had lower performance when compared
to the non-smote random forest model reported in our study
(AUC=0.77, F-score=0.73,Accuracy=0.932). This seems to
be because oversampling resulted in a higher number of false
positives. Finally, due to the difficulty in recruiting experi-
enced experts and practitioners in grief care, the feedback
session was carried out with a relatively small number of par-
ticipants. While we do believe that the results highlight sev-
eral interesting observations which we hope would encourage
further research into the use of explainable models in mental
healthcare, they should still be interpreted with caution due
to the limited sample size.

Following the development of the explainable model in this
study, our future works would involve refining the current
GIFT system into Empowered to Grieve (EtG), a single func-
tion online application that serves to screen for PGD in the
first 12 months of bereavement and provide a user-friendly
translation of psychological measurements and feedback to
bereaved users. We aim to carry out a longitudinal study
using the refined application to evaluate whether the use of
an AI powered screening tool would be beneficial in the
early stages of grief care. Through this study, we would
investigate whether bereaved individuals would accept and
trust suggestions provided through an AI system and whether
suchmodels impact their coping outcomes as well as track the
long term impact of are system through pre-post evaluation of
grief intensity.
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[34] M. Sȩkowski and H. Prigerson, ‘‘Associations between interper-
sonal dependency and severity of prolonged grief disorder symptoms
in bereaved surviving family members,’’ Comprehensive Psychiatry,
vol. 108, p. 152242, 2021, doi: 10.1016/j.comppsych.2021.152242.

[35] W. Stroebe, H. Schut, and M. S. Stroebe, ‘‘Grief work, disclosure and
counseling: Do they help the bereaved?’’ Clin. Psychol. Rev., vol. 25,
no. 4, pp. 395–414, Jun. 2005.

[36] K. van der Houwen, H. Schut, J. van den Bout, M. Stroebe, and
W. Stroebe, ‘‘The efficacy of a brief internet-based self-help intervention
for the bereaved,’’ Behaviour Res. Therapy, vol. 48, no. 5, pp. 359–367,
May 2010.

[37] K. Krysinska and K. Andriessen, ‘‘Suicide bereavement online: Shar-
ing memories, seeking support, and exchanging hope,’’ in Suicide Pre-
vention and New Technologies. Cham, Switzerland: Springer, 2013,
pp. 150–165.

[38] M. Massimi, ‘‘Exploring remembrance and social support behavior in an
online bereavement support group,’’ in Proc. Conf. Comput. Supported
Cooperat. Work (CSCW), 2013, pp. 1169–1180.

[39] M. Bambuck, Online Funerals a Growing Trend-ABC News. New York,
NY, USA: ABC News, 2007.

VOLUME 10, 2022 41181

http://dx.doi.org/10.1016/j.comppsych.2021.152242


W. J. She et al.: Investigation of Web-Based Explainable AI Screening for Prolonged Grief Disorder

[40] B. Wagner, C. Knaevelsrud, and A. Maercker, ‘‘Post-traumatic growth
and optimism as outcomes of an internet-based intervention for com-
plicated grief,’’ Cognit. Behav. Therapy, vol. 36, no. 3, pp. 156–161,
Nov. 2007.

[41] B. Wagner and A. Maercker, ‘‘A 1.5-year follow-up of an internet-based
intervention for complicated grief,’’ J. Traumatic Stress, vol. 20, no. 4,
pp. 625–629, Aug. 2007.

[42] B. Wagner, C. Knaevelsrud, and A. Maercker, ‘‘Internet-based cognitive-
behavioral therapy for complicated grief: A randomized controlled trial,’’
Death Stud., vol. 30, no. 5, pp. 429–453, Jun. 2006.

[43] O. El-Gayar, P. Timsina, N. Nawar, and W. Eid, ‘‘Mobile applications
for diabetes self-management: Status and potential,’’ J. Diabetes Sci.
Technol., vol. 7, no. 1, pp. 247–262, 2013.

[44] G. M. Coorey, L. Neubeck, J. Mulley, and J. Redfern, ‘‘Effectiveness,
acceptability and usefulness ofmobile applications for cardiovascular dis-
ease self-management: Systematic review with meta-synthesis of quanti-
tative and qualitative data,’’ Eur. J. Preventive Cardiology, vol. 25, no. 5,
pp. 505–521, Mar. 2018.

[45] J. J. Miranda, M. G. Moscoso, M. Toyama, V. Cavero, F. Diez-Canseco,
and B. Ovbiagele, ‘‘Role of mHealth in overcoming the occurrence of
post-stroke depression,’’ Acta Neurolog. Scandinavica, vol. 137, no. 1,
pp. 12–19, Jan. 2018.

[46] L. A. Jibb, J. A. Cafazzo, P. C. Nathan, E. Seto, B. J. Stevens, C. Nguyen,
and J. N. Stinson, ‘‘Development of a mHealth real-time pain self-
management app for adolescents with cancer: An iterative usability test-
ing study,’’ J. Pediatric Oncol. Nursing, vol. 34, no. 4, pp. 283–294,
Jul. 2017.

[47] R. Eklund, M. Eisma, P. Boelen, F. Arnberg, and J. Sveen, ‘‘Mobile
app for prolonged grief among bereaved parents: Study protocol for a
randomised controlled trial,’’ BMJ Open, 2021.

[48] B. Ay, O. Yildirim, M. Talo, U. B. Baloglu, G. Aydin, S. D. Puthankattil,
and U. R. Acharya, ‘‘Automated depression detection using deep repre-
sentation and sequence learning with EEG signals,’’ J. Med. Syst., vol. 43,
no. 7, pp. 1–12, Jul. 2019.

[49] C.-Y. Liao, R.-C. Chen, and S.-K. Tai, ‘‘Emotion stress detection using
EEG signal and deep learning technologies,’’ in Proc. IEEE Int. Conf.
Appl. Syst. Invention (ICASI), Apr. 2018, pp. 90–93.

[50] C. Lin, P. Hu, H. Su, S. Li, J. Mei, J. Zhou, and H. Leung, ‘‘SenseMood:
Depression detection on social media,’’ in Proc. Int. Conf. Multimedia
Retr., Jun. 2020, pp. 407–411.

[51] X. Wang, C. Zhang, and L. Sun, ‘‘An improved model for depression
detection in micro-blog social network,’’ in Proc. IEEE 13th Int. Conf.
Data Mining Workshops, Dec. 2013, pp. 80–87.

[52] K. Kourou, G. Manikis, P. Poikonen-Saksela, K. Mazzocco,
R. Pat-Horenczyk, B. Sousa, A. J. Oliveira-Maia, J. Mattson, I. Roziner,
G. Pettini, H. Kondylakis, K. Marias, E. Karademas, P. Simos, and
D. I. Fotiadis, ‘‘A machine learning-based pipeline for modeling
medical, socio-demographic, lifestyle and self-reported psychological
traits as predictors of mental health outcomes after breast cancer
diagnosis: An initial effort to define resilience effects,’’ Comput. Biol.
Med., vol. 131, Apr. 2021, Art. no. 104266.

[53] J. L. Gradus, A. J. Rosellini, E. Horváth-Puhó, A. E. Street,
I. Galatzer-Levy, T. Jiang, T. L. Lash, and H. T. Sørensen, ‘‘Prediction of
sex-specific suicide risk using machine learning and single-payer health
care registry data from Denmark,’’ JAMA Psychiatry, vol. 77, no. 1,
pp. 25–34, 2020.

[54] A. Holzinger, B. Haibe-Kains, and I. Jurisica, ‘‘Why imaging data alone
is not enough: AI-based integration of imaging, omics, and clinical
data,’’ Eur. J. Nucl. Med. Mol. Imag., vol. 46, no. 13, pp. 2722–2730,
Dec. 2019.

[55] M. Hagenbuchner, ‘‘The black box problem of AI in oncology,’’ J. Phys.,
Conf. Ser., vol. 1662, no. 1, Oct. 2020, Art. no. 012012.

[56] A. Vellido, ‘‘The importance of interpretability and visualization
in machine learning for applications in medicine and health
care,’’ Neural Comput. Appl., vol. 32, no. 24, pp. 18069–18083,
Dec. 2020.

[57] P. Tschandl, C. Rinner, Z. Apalla, G. Argenziano, N. Codella, A. Halpern,
M. Janda, A. Lallas, C. Longo, J. Malvehy, and J. Paoli, ‘‘Human–
computer collaboration for skin cancer recognition,’’ Nature Med.,
vol. 26, no. 8, pp. 1229–1234, 2020.

[58] J.-B. Lamy, B. Sekar, G. Guezennec, J. Bouaud, and B. Séroussi,
‘‘Explainable artificial intelligence for breast cancer: A visual case-
based reasoning approach,’’ Artif. Intell. Med., vol. 94, pp. 42–53,
Mar. 2019.

[59] A. J. DeGrave, J. D. Janizek, and S.-I. Lee, ‘‘AI for radiographic COVID-
19 detection selects shortcuts over signal,’’ Nature Mach. Intell., vol. 3,
no. 7, pp. 610–619, 2021.

[60] K. Faust, S. Bala, R. van Ommeren, A. Portante, R. Al Qawahmed,
U. Djuric, and P. Diamandis, ‘‘Intelligent feature engineering and onto-
logical mapping of brain tumour histomorphologies by deep learning,’’
Nature Mach. Intell., vol. 1, no. 7, pp. 316–321, Jul. 2019.

[61] R. N. E Steffen and E Milman, Handbook of Grief Therapies. London,
U.K.: Sage, 2022, ch. Grief Therapy as a Quest for Meaning.

[62] W. J. She, L. Burke, R. A. Neimyer, K. Roberts,W. Lichtenthal, J. Hu, and
M. Rauterberg, ‘‘Toward the development of a monitoring and feedback
system for predicting poor adjustment to grief,’’ in Proc. Conf. Design
Semantics Form Movement-Sense Sensitivity, (DeSForM). London, U.K.:
IntechOpen, 2017, pp. 1–19.

[63] A. J. Berinsky, G. A. Huber, and G. S. Lenz, ‘‘Evaluating online labor
markets for experimental research: Amazon. com’s mechanical Turk,’’
Political Anal., vol. 20, no. 3, pp. 351–368, 2012.

[64] M. Buhrmester, T. Kwang, and S. D. Gosling, ‘‘Amazon’s mechan-
ical turk: A new source of inexpensive, yet high-quality data?’’ in
Methodological Issues and Strategies in Clinical Research, A. E. Kazdin,
Ed. Washington, DC, USA: American Psychological Association, 2016,
pp. 133–139.

[65] J. D. Abbey and M. G. Meloy, ‘‘Attention by design: Using
attention checks to detect inattentive respondents and improve
data quality,’’ J. Oper. Manage., vols. 53–56, no. 1, pp. 63–70,
Nov. 2017.

[66] L. A. Burke and R. A. Neimeyer, 11 Prospective Risk Factors for Com-
plicated Grief. New York, NY, USA: Routledge, 2013.

[67] M. S. Stroebe, S. Folkman, R. O. Hansson, and H. Schut, ‘‘The pre-
diction of bereavement outcome: Development of an integrative risk
factor framework,’’ Social Sci. Med., vol. 63, no. 9, pp. 2440–2451,
Nov. 2006.

[68] K. Roberts, J. Holland, H. G. Prigerson, C. Sweeney, G. Corner,
W. Breitbart, and W. G. Lichtenthal, ‘‘Development of the bereavement
risk inventory and screening questionnaire (BRISQ): Item generation
and expert panel feedback,’’ Palliative Supportive Care, vol. 15, no. 1,
pp. 57–66, Feb. 2017.

[69] M. Spuij, E. Reitz, P. Prinzie, Y. Stikkelbroek, C. de Roos, and
P. A. Boelen, ‘‘Distinctiveness of symptoms of prolonged grief, depres-
sion, and post-traumatic stress in bereaved children and adoles-
cents,’’ Eur. Child Adolescent Psychiatry, vol. 21, no. 12, pp. 673–679,
Dec. 2012.

[70] P. A. Boelen, R. van de Schoot, M. A. van den Hout, J. de Keijser, and
J. van den Bout, ‘‘Prolonged grief disorder, depression, and posttrau-
matic stress disorder are distinguishable syndromes,’’ J. Affect. Disorders,
vol. 125, nos. 1–3, pp. 374–378, Sep. 2010.

[71] C. K. Kokou-Kpolou, S. Park, L. I. M. Lenferink, S. K. Iorfa,
M. Fernández-Alcántara, D. Derivois, and J. M. Cénat, ‘‘Prolonged grief
and depression: A latent class analysis,’’ Psychiatry Res., vol. 299,
May 2021, Art. no. 113864.

[72] L. S. Radloff, ‘‘The CES-D scale: A self-report depression scale for
research in the general population,’’ Appl. Psychol. Meas., vol. 1, no. 3,
pp. 385–401, Jun. 1977.

[73] C. Guarnerio, A. Prunas, I. D. Fontana, and P. Chiambretto, ‘‘Prevalence
and comorbidity of prolonged grief disorder in a sample of caregivers
of patients in a vegetative state,’’ Psychiatric Quart., vol. 83, no. 1,
pp. 65–73, Mar. 2012.

[74] A. A. A. M. J. Djelantik, G. E. Smid, R. J. Kleber, and P.
A. Boelen, ‘‘Do prolonged grief disorder symptoms predict post-
traumatic stress disorder symptoms following bereavement? A cross-
lagged analysis,’’ Comprehensive Psychiatry, vol. 80, pp. 65–71,
Jan. 2018.

[75] K. J. Ruggiero, K. Del Ben, J. R. Scotti, and A. E. Rabalais, ‘‘Psycho-
metric properties of the PTSD checklist-civilian version,’’ J. Traumatic
Stress, vol. 16, no. 5, pp. 495–502, 2003.

[76] L. Campbell-Sills and M. B. Stein, ‘‘Psychometric analysis and refine-
ment of the Connor–Davidson resilience scale (CD-RISC): Validation
of a 10-item measure of resilience,’’ J. Traumatic Stress, vol. 20, no. 6,
pp. 1019–1028, 2007.

[77] J. M. Holland, J. M. Currier, and R. A. Neimeyer, ‘‘Validation of the
integration of stressful life experiences scale–short form in a bereaved
sample,’’ Death Stud., vol. 38, no. 4, pp. 234–238, Apr. 2014.

[78] R. G. Tedeschi and L. G. Calhoun, ‘‘The posttraumatic growth inventory:
Measuring the positive legacy of trauma,’’ J. Traumatic Stress, vol. 9,
no. 3, pp. 455–471, 1996.

41182 VOLUME 10, 2022



W. J. She et al.: Investigation of Web-Based Explainable AI Screening for Prolonged Grief Disorder

[79] S. M. Lundberg, B. Nair, M. S. Vavilala, M. Horibe, M. J. Eisses,
T. Adams, D. E. Liston, D. K.-W. Low, S.-F. Newman, J. Kim, and
S.-I. Lee, ‘‘Explainable machine-learning predictions for the prevention
of hypoxaemia during surgery,’’ Nature Biomed. Eng., vol. 2, no. 10,
pp. 749–760, Oct. 2018.

[80] J.-H. Kim, ‘‘Estimating classification error rate: Repeated cross-
validation, repeated hold-out and bootstrap,’’Comput. Statist. Data Anal.,
vol. 53, no. 11, pp. 3735–3745, 2009.

[81] S. M. Lundberg, G. Erion, H. Chen, A. DeGrave, J. M. Prutkin, B. Nair,
R. Katz, J. Himmelfarb, N. Bansal, and S.-I. Lee, ‘‘From local expla-
nations to global understanding with explainable AI for trees,’’ Nature
Mach. Intell., vol. 2, no. 1, pp. 56–67, 2020.

[82] Z. C. Lipton, ‘‘The doctor just won’t accept that!’’ 2017,
arXiv:1711.08037.

[83] A. Holzinger, P. Kieseberg, E. Weippl, and A. M. Tjoa, ‘‘Current
advances, trends and challenges of machine learning and knowledge
extraction: Frommachine learning to explainable AI,’’ inProc. Int. Cross-
Domain Conf. Mach. Learn. Knowl. Extraction. Cham, Switzerland:
Springer, 2018, pp. 1–8.

[84] A. Adadi and M. Berrada, ‘‘Explainable ai for healthcare: From black
box to interpretable models,’’ in Embedded Systems and Artificial Intel-
ligence. Cham, Switzerland: Springer, 2020, pp. 327–337.

[85] V. Braun and V. Clarke, ‘‘Thematic analysis,’’ in APA Handbook
of Research Methods in Psychology (Research Designs: Quantitative,
Qualitative, Neuropsychological, and Biological), vol. 2, H. Cooper,
P. M. Camic, D. L. Long, A. T. Panter, D. Rindskopf, and K. J. Sher,
Eds. Washington, DC, USA: American Psychological Association, 2012,
pp. 57–71.

[86] E. A. Storch, J. J. Wood, A. G. Guzick, B. J. Small, C. M. Kerns,
D. L. Ordaz, S. C. Schneider, and P. C. Kendall, ‘‘Moderators of response
to personalized and standard care cognitive-behavioral therapy for youth
with autism spectrum disorder and comorbid anxiety,’’ J. AutismDevelop.
Disorders, vol. 52, no. 2, pp. 950–958, 2021.

[87] S. Sandhu, A. L. Lin, N. Brajer, J. Sperling, W. Ratliff, A. D. Bedoya,
S. Balu, C. O’Brien, and M. P. Sendak, ‘‘Integrating a machine learn-
ing system into clinical workflows: Qualitative study,’’ J. Med. Internet
Res., vol. 22, no. 11, Nov. 2020, Art. no. e22421. [Online]. Available:
http://www.jmir.org/2020/11/e22421/

[88] X. Zhang, Y. Wang, and Z. Li, ‘‘User acceptance of machine learning
models—Integrating several important external variables with technology
acceptance model,’’ Int. J. Elect. Eng. Educ., p. 00207209211005271,
2021.

[89] E. K. Choe, S. Abdullah, M. Rabbi, E. Thomaz, D. A. Epstein,
F. Cordeiro, M. Kay, G. D. Abowd, T. Choudhury, J. Fogarty, B. Lee,
M. Matthews, and J. A. Kientz, ‘‘Semi-automated tracking: A balanced
approach for self-monitoring applications,’’ IEEE Pervasive Comput.,
vol. 16, no. 1, pp. 74–84, Jan. 2017.

[90] G. M. Callaghan, A. E. Naugle, andW. C. Follette, ‘‘Useful constructions
of the client–therapist relationship,’’ Psychotherapy, Theory, Res., Pract.,
Training, vol. 33, no. 3, p. 381, 1996.

[91] W. J. von Eschenbach, ‘‘Transparency and the black box problem: Why
we do not trust AI,’’ Philosophy Technol., vol. 34, no. 4, pp. 1607–1622,
2021.

[92] J. M. Durán and K. R. Jongsma, ‘‘Who is afraid of black box algorithms?
On the epistemological and ethical basis of trust in medical AI,’’ J. Med.
Ethics, vol. 47, no. 5, pp. 329–335, 2021.

[93] J. J. Hatherley, ‘‘Limits of trust in medical AI,’’ J. Med. Ethics, vol. 46,
no. 7, pp. 478–481, Jul. 2020.

[94] W. J. She, ‘‘Toward empowerment: Screening prolonged grief disorder in
the first six months of bereavement,’’ Ph.D. dissertation, Dept. Ind. Des.,
Eindhoven Univ. Technol., Eindhoven, The Netherlands, 2018.

[95] J. Gibson, N. Malandrakis, F. Romero, D. C. Atkins, and S. S. Narayanan,
‘‘Predicting therapist empathy in motivational interviews using lan-
guage features inspired by psycholinguistic norms,’’ in Proc. Interspeech,
Sep. 2015, pp. 1–5.

[96] M. Levasseur and A. Carrier, ‘‘Integrating health literacy into occupa-
tional therapy: Findings from a scoping review,’’ Scandin. J. Occupa-
tional Therapy, vol. 19, no. 4, pp. 305–314, Jul. 2012.

[97] C. Wittouck, S. Van Autreve, E. D. Jaegere, G. Portzky, and
K. van Heeringen, ‘‘The prevention and treatment of complicated grief: A
meta-analysis,’’ Clin. Psychol. Rev., vol. 31, no. 1, pp. 69–78, Feb. 2011.

[98] K. R. Schnider, J. D. Elhai, and M. J. Gray, ‘‘Coping style use predicts
posttraumatic stress and complicated grief symptom severity among col-
lege students reporting a traumatic loss,’’ J. Counseling Psychol., vol. 54,
no. 3, p. 344, 2007.

[99] A. Sau, ‘‘Artificial neural network (ANN) model to predict depression
among geriatric population at a slum in Kolkata, India,’’ J. Clin. Diag-
nostic Res., vol. 11, no. 5, 2017, Art. no. VC01.

[100] A. Sau and I. Bhakta, ‘‘Screening of anxiety and depression among
seafarers using machine learning technology,’’ Informat. Med. Unlocked,
vol. 16, 2019, Art. no. 100228.

[101] E. A. Lobb, L. J. Kristjanson, S. M. Aoun, L. Monterosso,
G. K. B. Halkett, and A. Davies, ‘‘Predictors of complicated grief:
A systematic review of empirical studies,’’ Death Stud., vol. 34, no. 8,
pp. 673–698, Aug. 2010.

[102] H. G. Prigerson, P. K. Maciejewski, C. F. Reynolds, A. J. Bier-
hals, J. T. Newsom, A. Fasiczka, E. Frank, J. Doman, and M. Miller,
‘‘Inventory of complicated grief: A scale to measure maladaptive
symptoms of loss,’’ Psychiatry Res., vol. 59, nos. 1–2, pp. 65–79,
Nov. 1995.

[103] E.Milman, R. A. Neimeyer,M. Fitzpatrick, C. J.MacKinnon, K. R. Muis,
and S. R. Cohen, ‘‘Prolonged grief and the disruption of meaning: Estab-
lishing a mediation model,’’ J. Counseling Psychol., vol. 66, no. 6, p. 714,
2019.

[104] R. A. Neimeyer, Meaning Reconstruction & the Experience of Loss.
Washington, DC, USA: American Psychological Association, 2001.

[105] R. A. Neimeyer, ‘‘Searching for the meaning of meaning: Grief ther-
apy and the process of reconstruction,’’ Death Stud., vol. 24, no. 6,
pp. 541–558, Sep. 2000.

[106] R. A. Neimeyer, L. A. Burke, M. M. Mackay, and J. G. van Dyke
Stringer, ‘‘Grief therapy and the reconstruction of meaning: From prin-
ciples to practice,’’ J. Contemp. Psychotherapy, vol. 40, no. 2, pp. 73–83,
Jun. 2010.

[107] J. M. Currier, J. M. Holland, and R. A. Neimeyer, ‘‘Sense-making, grief,
and the experience of violent loss: Toward a mediational model,’’ Death
Stud., vol. 30, no. 5, pp. 403–428, Jun. 2006.

[108] J. M. Holland, J. M. Currier, and R. A. Neimeyer, ‘‘Meaning reconstruc-
tion in the first two years of bereavement: The role of sense-making and
benefit-finding,’’ OMEGA J. Death Dying, vol. 53, no. 3, pp. 175–191,
Nov. 2006.

[109] P. A. Boelen, A. Reijntjes, A. A. A. M. J. Djelantik, and G. E. Smid,
‘‘Prolonged grief and depression after unnatural loss: Latent class anal-
yses and cognitive correlates,’’ Psychiatry Res., vol. 240, pp. 358–363,
Jun. 2016.

[110] H. G. Prigerson, L. C. Vanderwerker, and P. K. Maciejewski, ‘‘A case
for inclusion of prolonged grief disorder in DSM-V,’’ in Handbook of
Bereavement Research and Practice: Advances in Theory and Inter-
vention, M. S. Stroebe, R. O. Hansson, H. Schut, and W. Stroebe,
Eds. Washington, DC, USA: American Psychological Association, 2008,
pp. 165–186.

[111] L. Wijngaards-de Meij, M. Stroebe, H. Schut, W. Stroebe, J. van den
Bout, P. van der Heijden, and I. Dijkstra, ‘‘Neuroticism and attachment
insecurity as predictors of bereavement outcome,’’ J. Res. Personality,
vol. 41, no. 2, pp. 498–505, Apr. 2007.

[112] P. Muris, B. Mayer, and C. Meesters, ‘‘Self-reported attachment style,
anxiety, and depression in children,’’ Social Behav. Personality, Int. J.,
vol. 28, no. 2, pp. 157–162, Jan. 2000.

[113] P. A. Thoits, ‘‘Coping, social support, and psychological outcomes: The
central role of emotion,’’ Rev. Pers. Social Psychol., vol. 5, pp. 219–238,
1984.

[114] S. Cohen and T. A. Wills, ‘‘Stress, social support, and the buffering
hypothesis,’’ Psychol. Bull., vol. 98, no. 2, p. 310, 1985.

[115] J. S. Bottomley, L. A. Burke, and R. A. Neimeyer, ‘‘Domains of
social support that predict bereavement distress following homicide loss:
Assessing need and satisfaction,’’OMEGA J. Death Dying, vol. 75, no. 1,
pp. 3–25, May 2017.

[116] G. A. Bonanno, C. B. Wortman, D. R. Lehman, R. G. Tweed, M. Haring,
J. Sonnega, D. Carr, and R. M. Nesse, ‘‘Resilience to loss and chronic
grief: A prospective study from preloss to 18-months postloss,’’ J. Per-
sonality Social Psychol., vol. 83, no. 5, p. 1150, 2002.

[117] C. Van Doorn, S. V. Kasl, L. C. Beery, S. C. Jacobs, and H. G. Prigerson,
‘‘The influence of marital quality and attachment styles on traumatic grief
and depressive symptoms,’’ J. Nervous Mental Disease, vol. 186, no. 9,
pp. 566–573, Sep. 1998.

[118] A. F. Markus, J. A. Kors, and P. R. Rijnbeek, ‘‘The role of explain-
ability in creating trustworthy artificial intelligence for health care:
A comprehensive survey of the terminology, design choices, and
evaluation strategies,’’ J. Biomed. Informat., vol. 113, Jan. 2021,
Art. no. 103655.

VOLUME 10, 2022 41183



W. J. She et al.: Investigation of Web-Based Explainable AI Screening for Prolonged Grief Disorder

[119] A. M. Antoniadi, Y. Du, Y. Guendouz, L. Wei, C. Mazo, B. A. Becker,
and C. Mooney, ‘‘Current challenges and future opportunities
for XAI in machine learning-based clinical decision support
systems: A systematic review,’’ Appl. Sci., vol. 11, no. 11, p. 5088,
May 2021.

[120] E. Joosten, ‘‘Effect of shared decision-making on therapeutic alliance
in addiction health care,’’ Patient Preference Adherence, vol. 2, p. 277,
Oct. 2008.

[121] Y. Xie, M. Chen, D. Kao, G. Gao, and X. Chen, ‘‘CheXplain: Enabling
physicians to explore and understand data-driven, AI-enabled medical
imaging analysis,’’ in Proc. CHI Conf. Hum. Factors Comput. Syst.,
Apr. 2020, pp. 1–13.

WAN JOU SHE received the Ph.D. degree in
industrial design specifying on designed intelli-
gence from the Eindhoven University of Tech-
nology, The Netherlands, in 2018. She is a
Research Associate in medicine with the Center
for Research on End of Life Care, Weill Cornell
Medical College. Her research interests include
digital health, self-monitoring systems, explain-
able AI, and prolonged grief disorder.

CHEE SIANG ANG received the Ph.D. degree.
He is a Senior Lecturer in multimedia and digital
systems with the School of Computing, University
of Kent. His main research area is in digital health,
where he investigates, designs, and develops new
technologies which can provide treatment and
(self-) management of health conditions, through
effective prevention, early intervention, personal-
ized treatment, and continuous monitoring of the
conditions.

ROBERT A. NEIMEYER received the Ph.D.
degree. He is a Professor with the Department of
Psychology, The University ofMemphis, where he
also maintains an active clinical practice. He also
serves as the Director for the Portland Institute
for Loss and Transition, which offers training and
certification in grief therapy. Since completing his
doctoral training with the University of Nebraska–
Lincoln, in 1982, he has published 30 books,
including a series of volumes on Techniques of

Grief Therapy and Grief and the Expressive Arts, the latter with Barbara
Thompson, and serves as an Editor for the journal Death Studies. The author
of over 500 articles and book chapters, he is currently working to advance
a more adequate theory of grieving as a meaning-making process, both in
his published work and through his frequent professional workshops for
national and international audiences. He served as the President for the
Association for Death Education and Counseling (ADEC) and the Chair for
the International Work Group for Death, Dying, and Bereavement. In recog-
nition of his contributions, he has been granted the Eminent Faculty Award
by The University of Memphis, made a fellow of the Clinical Psychology
Division of the American Psychological Association, and has been given the
Lifetime Achievement Awards by both the Association for Death Education
and Counseling and the International Network on Personal Meaning.

LAURIE A. BURKE received the Ph.D. degree.
She is a licensed clinical psychologist and main-
tains an active practice in Portland, OR, USA. She
has published extensively on grief and its compli-
cations, with a special focus on violent death loss
and spiritual struggle in bereavement. She devel-
oped and validated the Inventory of Complicated
Spiritual Grief 2.0 (ICSG-2.0), which assesses
spiritual crisis following loss. She also co-edited
the book The Restorative Nature of Ongoing Con-

nections With the Deceased: Exploring Presence Within Absence. Her ther-
apeutic work engages her with a wide range of losses, with a particular
concentration on the experience of traumatic and violent death loss.

YIHONG ZHANG (Member, IEEE) received the
Ph.D. degree in computer science from The Uni-
versity of Adelaide, Australia, in 2016. He is cur-
rently a specially Appointed Lecturer with the
Department of Multimedia Engineering, Osaka
University. He was a Postdoctoral Researcher with
Kyoto University, Japan; and Nanyang Technolog-
ical University, Singapore. He has published more
than 30 research articles in leading journals and
conferences. His research interests include social

computing, data mining, and statistical modeling.

ADAM JATOWT received the Ph.D. degree in
information science fromTheUniversity of Tokyo.
He is a Full Professor with the Department of
Computer Science and the Digital Science Center,
University of Innsbruck, Austria. Before moving
to Europe, heworked as anAssistant andAssociate
Professor with the Department of Social Informat-
ics, Kyoto University. He then worked as a Post-
doctoral Researcher with the National Institute
of Information and Communications Technology

(NICT), Japan, in 2005, before moving to Kyoto University. His research
interests include information retrieval, natural language processing, digital
libraries, and digital history.

YUKIKO KAWAI received the M.S. and Ph.D.
degrees in information science and technology
from the Nara Institute of Science and Technology,
in 1999 and 2001, respectively. She then worked as
a Postdoctoral Researcher with the National Insti-
tute of Information and Communications Technol-
ogy (NICT), Japan. She is a Professor with the
Faculty of Information Science and Engineering,
Kyoto Sangyo University. Her research interests
include data mining, visualization, web mining,

GIS, and information retrieval.

41184 VOLUME 10, 2022



W. J. She et al.: Investigation of Web-Based Explainable AI Screening for Prolonged Grief Disorder

JUN HU received the Ph.D. degree. He was the
Head of the Designed Intelligence of Industrial
Design (ID) with the Eindhoven University of
Technology (TU/e), from 2015 to 2017. He is cur-
rently an Associate Professor of design research on
social computing and the Scientific Director of the
Professional Doctorate in Engineering Program in
User Systems Interaction with the Department of
Industrial Design, TU/e; a Distinguished Adjunct
Professor with Jiangnan University; and a Guest

Professor with Zhejiang University. He is a Senior Member of ACM. He is
currently the Chair of the working group ‘‘Art and Entertainment’’ of the
International Federation for Information Processing (IFIP) Technical Com-
mittee on Entertainment Computing (TC14). He is the Coordinator of the
TU/e Design for Social Innovation and Sustainability (DESIS) Laboratory
in DESIS networks. He serves the editorial boards of several international
journals, such as Information, the International Journal of Arts and Technol-
ogy, and EAI Endorsed Transactions on Creative Technologies.

MATTHIAS RAUTERBERG received the Ph.D.
degree. He was a Full Professor of designing inter-
active systems. He is the Co-Founder of the Indus-
trial DesignDepartment and theData Science Cen-
ter, Eindhoven University of Technology (TU/e);
and also the Technical Committee (TC) of Enter-
tainment Computing of the International Federa-
tion for Information Processing (IFIP). He is inter-
ested in designing interactive systems to address
the cultural sub or even unconscious layer of the

user. He has a solid background in philosophy, psychology, and computer
science. He is in favor of a rigorous empirical validation of his design claims.
His research interests include cultural computing, entertainment computing,
cognitive systems, human–computer interaction, and design science. As a
prolific author, he has over 500 publications in international journals, con-
ference proceedings, and books. He has been a member of many national
and international review boards (i.e. national science foundations and the
European Research Council). He has supervised more than 30 Ph.D.s, 20%
of which got a distinction (top-5%). He is also an editor and a member of the
editorial board of several leading international journals. He is the Co-Editor-
in-Chief of the journal Entertainment Computing (Elsevier).

HOLLY G. PRIGERSON received the Ph.D.
degree. She is the Irving SherwoodWright Profes-
sor of geriatrics with the Weill Cornell Medicine
(WCM), and the Director of the Cornell Center for
Research on End-of-Life Care. She was approved
for tenure at Yale, Harvard, and WCM; and served
as a PI on numerous NIH investigations, including
studies that justified the inclusion of prolonged
grief disorder in ICD-11 and DSM-5-TR and
which have examined psychosocial influences on

and outcomes of end-of-life care. She received the HarvardMedical School’s
Clifford Barger Excellence in Mentoring Award, the 2012 NHPCO’s Distin-
guished Researcher Award, the NCI’s R35 Outstanding Investigator Award,
and the 2018 AAHPM Award for excellence in scientific research.

PANOTE SIRIARAYA (Member, IEEE) received
the Ph.D. degree in electronics from the University
of Kent, Canterbury, U.K., in 2013. Afterwards,
he worked as a Postdoctoral Researcher with the
Faculty of Industrial Design Engineering, Delft
University of Technology, from 2014 to 2017.
He is an Assistant Professor with the Faculty of
Information and Human Science, Kyoto Institute
of Technology, Japan. His main research interests
include human–computer interaction and machine

learning, which include topics, such as virtual environments, recommender
systems, and designing technologies for the aging population.

VOLUME 10, 2022 41185


