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Abstract This paper assesses the stochastic convergence of relative CO2 emissions within
28OECDcountries over the period 1950–2013.Using the localWhittle estimator and some of
its variants we assess whether relative per capita CO2 emissions are long memory processes
which, although highly persistent, may revert to their mean/trend in the long run thereby
indicating evidence of stochastic convergence. Furthermore, we test whether (possibly) slow
convergence or the complete lack of it may be the result of structural changes to the deter-
ministics of each of the relative per-capita emissions series by means of the tests of Berkes et
al. (Ann Stat 1140–1165, 2006) and Mayoral (Oxford Bull Econ Stat 74(2):278–305, 2012).
Our results show relatively weak support for stochastic convergence of CO2 emissions, indi-
cating that only between 30 and 40% of the countries converge to the OECD average in a
stochastic sense. This weak evidence disappears if we enlarge the sample to include 4 out
of the 5 BRICS, indicating that our results are not robust to the inclusion of countries which
are experiencing rates of growth which are far larger than those of the OECD members.
Our results also decisively indicate that a slow or lack of convergence is not the results of a
structural break in the relative CO2 emissions series.
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1 Introduction

The increasingly strong evidence of climate change has determined a growing concern on
the impact of economic activities on global climate change over the last two decades. This
has resulted in a rich body of literature examining the nature of the linkages between per
capita income and greenhouse gas emissions usually proxied by per capita CO2 (see Holtz-
Eakin and Selden 1995; Cole et al. 1997; Galeotti et al. 2006; Barassi and Spagnolo 2012
among others)1. The literature has mostly found that per capita CO2 emissions have a direct
and positive relationship with per capita income2. However, these studies do not say much
about the spatial distribution of CO2 emissions and the way that this may evolve over time.
Although it may not be of significant importance from the point of view of the impact
on the environment, the spatial distribution of CO2 emissions has significant implications
for climate change modelling and especially for the success of negotiations in multilateral
climate agreements (Aldy 2006). For these reasons, more recently, building on the literature
on income convergence, a seemingly rich body of literature on convergence of CO2 emissions
has developed (seePettersson et al. 2014 for a review).

Convergence of per capita CO2 emissions has been called for by a number of (non-
governmental) lobby groups as well as members of the academic and scientific community
based on arguments of fairness and equity, specifically on the principle of allocating to each
individual the same ‘right to pollute’ (Stegman 2005; Böhringer and Welsch 2006; Mackey
and Rogers 2015). In this sense, countries with low initial per capita emissions are “allowed”
to experience growing per capita emissions thereby catching up with more highly polluting
countries which are expected to reduce their per capita emissions. In practice, the principle
that every individual has an equal right to use the atmosphere as a reservoir for greenhouse gas
emissions, could be used for example, to set a long-term emission budget and then sharing this
fund among countries such that per capita emissions are levelled up in the long run (absolute
convergence) or are aimed at convergence within a targeted time horizon to different steady
states accounting for country heterogeneity (conditional convergence)3.

This paper focuses on investigating the stochastic convergence of CO2 emissions. In
particular we aim at contributing to the literature by investigating the occurrence of (possibly
very slow) stochastic convergence, first, among a set of 28 OECD economies and then on an
enlarged sample which will also include 4 out of 5 of the BRICS (Brazil, Russia, India, China
and South Africa) over the last 60 years. To this end, we first use several variants of the local
Whittle (LW hereafter) fractional integration tests on the relative per capita CO2 emissions to
assess their order d of (fractional) integration, I (d) (such that 1 ≤ d ≤ 0) thereby allowing
for the detection of convergence which occurs at a slower pace than it would be detectable
by confining the analysis within the I (0) − I (1) dichotomy. Then, we adopt a rigorous
statistical testing framework to shed light on possible slow convergence with changes in the
trend function of the individual series as opposed to the lack of convergence. Specifically,
we adopt two different but complementary tests to distinguish between fractional integration
(slow convergence) and structural changes to an otherwise I(0) series. We shall apply these
techniques to samples of countries comprising subsets of OECD countries as well as the
BRICS and emerging economies.

1 See also Brock and Taylor (2010) for a theoretical model.
2 Barassi and Spagnolo (2012) show that this relationship may be rather more complicated than a simple
direct and positive relation with likely feedback in the causality between per capita CO2 emissions and GDP.
3 See Höhne et al. (2006) and Sargl et al. (2017).
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Within the rich literature on stochastic convergence, Strazicich and List (2003) found
significant evidence of convergence of per capita CO2 emissions. In contrast, Aldy (2006),
using a similar technique for 23 OECD countries over the period 1960–1999, found mixed
results. However, in the same paper, when using a larger sample of 88 countries, Aldy (2006)
found no evidence of convergence. Barassi et al. (2008) employed a greater variety of tests
than earlier studies, testing both the null of a unit root and the null of stationarity for both
individual relative emissions series and for the OECD panel as a whole allowing for cross-
sectional dependencies within the panel. Little evidence was found suggesting that per capita
CO2 emissions, within the OECD, are converging. Westerlund and Basher (2008) extended
the time series to a sample going from 1870 to 2002 and also allowed for cross-sectional
dependencies. Using data on CO2 emissions for 28 developed and developing countries
they did find evidence of stochastic convergence. Furthermore, Romero-Ávila (2008) used
panel stationarity tests allowing for structural breaks and found evidence of convergence
while Panopoulou and Pantelidis (2009) suggested that in recent years there might have been
two separate convergence patterns with countries with similar fundamentals converging to
different equilibria. It is rather clear from the above that there exist very mixed evidence on
the convergence of CO2 particularly within the OECD.

In the last decade, with energy and climate change debate, an extensive literature on
fractional integration has emerged, which goes well beyond the I (0) − I (1) dichotomy
and considers the possibility that the variables of interest may follow a long memory I(d)
process with 0 < d < 1. This long-range dependence is characterized by a hyperbolically-
decaying autocovariance function, and by a spectral density that approaches infinity as the
frequency tends to zero. The intensity of this phenomenon is measured by a differencing
parameter (Palma 2007). While this more flexible approach has been widely adopted in the
macroeconomics literature, it is relatively new in the literature on energy (Elder and Serletis
2008; Lean and Smyth 2009; Gil-Alana et al. 2010; Apergis and Tsoumas 2011, 2012; Barros
et al. 2012a, b among others). The results from these fractional integration tests generally
suggested that the energy variables (energy demand and supply) considered are stationary but
all exhibit long memory and thus, shocks have transitory albeit long-lasting effects. These
results are particularly informative as CO2 emissions have a direct relationship with energy
consumption. As a result, a growing literature on the of CO2 emissions has also developed
(Barassi et al. 2011 and Gil-Alana et al. 2015).

The evidence from this literature is that in some cases the existence of unit roots cannot
be rejected, but, in most other cases, although emissions are still covariance non-stationary,
they may be reverting toward the cross sectional mean. Overall, the evidence seems to go
in the direction of identifying very long memory in CO2 emissions to the extent that even
transitory policy shocks can potentially lead to very long lasting, if not permanent effects.

The development and application of tests for fractional integration finds its rationale in
the potential bias associated to standard unit root tests in cases where occasional structural
breaks in the deterministic terms are neglected (Granger and Hyung 2004). Also, unit root
tests are known to have poor power near the alternative of stationarity, and moreover, they
cannot provide detailed information about the level of persistence of the series. Fractional
integrationmight possibly be the reasonwhy standard unit roots or stationarity tests have often
failed to offer consistent findings with regard to the order of integration of CO2 emissions,
their mean reversion and convergence.

Fractional integration of CO2 emissions implies high persistence (and even covariance
non-stationarity) with mean/trend reversion in the long run. Recent papers (Barassi et al.
2011 and Gil-Alana et al. 2015) motivated the use of fractional integration modelling, among
other reasons, by the presence of occasional breaks in the CO2 series which, otherwise,
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would only be weakly autocorrelated. This is particularly relevant in the case of emissions as
country specific (or international) changes in environmental regulations, or historical events,
although infrequent, may have led to shifts in the deterministics of a country’s per capita
CO2 series. Granger and Hyung (2004) claimed that fractional integration and/or infrequent
breaks may be hard to distinguish from one another and so, fractional integration modelling
strategies have to be preferred in order to produce more accurate forecasts. Several ways to
disentangle the presence of long memory from structural changes have now been developed
(see Diebold and Inoue 2001; Berkes et al. 2006; Shimotsu 2006; Ohanissian et al. 2008;
Aue and Horváth 2013; Mayoral 2012).

In this paper we initially estimate the order of (fractional) integration of the CO2 emissions
series for 28 OECD countries over the period 1950–2013, by means of the estimators in
Robinson (1995) and Shimotsu and Phillips (2006). Subsequently, using the techniques of
Berkes et al. (2006) and Mayoral (2012), we test whether the estimated order of integration
d̂ arises from the correct inference about the persistence of the relative CO2 emissions series,
or rather it is the result of a structural change in the deterministic components of the series.
The analysis is repeated for an enlarged sample comprising the 28 OECD economies already
used and 4 out of the 5 BRICS.

Our analysis contributes to the literature in two ways: first, we test the constructed relative
per capita CO2 for fractional integration as we consider the possibility that relative per capita
emissions may actually be mean/trend reverting long memory processes. Second, we use
two recently developed tests for long memory versus structural breaks, whose presence, if
overlooked, might well undermine our understanding about the existence of convergence of
relative emissions and also its speed.

The layout of the paper is as follows. Section 2 outlines the econometric modelling
approach. Section 3 describes the data and presents the empirical findings. Section 4 sum-
marises the main findings, and a summary offers some concluding remarks.

2 Methodology

2.1 Testing for Convergence

Following Strazicich and List (2003), we begin our analysis by defining the natural logarithm
of country i relative per capita emissions (yit ) as:

yit = ln

(
PCEit

N−1
∑N

i=1 PCEit

)
, (1)

where PCEit is the per capita emissions in country i and year t and N is the total number of
countries. To test for the null of non-convergence we test whether the relative emissions in
country i , yit contain a unit root (or are indeed trend stationary or mean/trend reverting).

It is well known that standard unit root tests are grossly oversized when applied to series
which have structural changes in their deterministics, and also that they suffer from low
power when a series has roots near unity. This is to say that unit root tests are often not able
to distinguish between highly persistent and infinitely persistent series. Fractional integra-
tion tests offer a more general framework within which it is possible to test whether CO2

emissions are indeed infinitely persistent I(1) or are instead series which display high persis-
tence (and possibly covariance non-stationarity) but are mean/trend reverting in the long run
such that their order of integration is I(d) with 0 < d < 1. A simple fractionally integrated
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representation of the individual relative emissions series including a trend function can be
written as:

�d yit = ci0 + γi t + εi t (2)

where εi t is a zero mean white noise process, d is the order of integration of the series, and
ci0 + γi t is a deterministic trend function.

Here, we estimate the order of (fractional) integration d̂ of the term on the left hand side
of Eq. (2) using the Local Whittle (LW) Estimator and its variants and subsequently a test for
the null hypothesis H0 : d̂ = 1 versus the one sided alternative that H1 : d̂ < 1 is conducted
to test for the null of a unit root versus the alternative of mean reversion and long memory
with either bounded or explosive variance (depending on the value of d̂). Provided that mean
reversion of relative emissions holds this can then be taken as evidence of convergence of
CO2 emissions.

We initially estimate d by means of the semi-parametric Gaussian LW estimator (see
Robinson 1995), which is developed under the slightly restrictive assumption that yt is covari-
ance stationary. Specifically, for d0 ∈ (− 1/2, 1/2) and under other appropriate assumptions
and conditions, Robinson (1995) and Shimotsu (2006) show that

√
m(d̂−d0) → N (0, 1/4),

where m = nα with n being the sample size and α being a truncation parameter. However,
Phillips and Shimotsu (2004) show, when d > 1/2 the LW estimator exhibits non-standard
behaviour, and although it is consistent for d ∈ (1/2, 1] and asymptotically normal for
d ∈ (1/2, 3/4), it has non-normal asymptotic distribution for d ∈ [3/4, 1] and d > 1, but
also converges to 1 in probability and is inconsistent.

To circumvent these potential issues, we use the Exact LocalWhittle (ELW) estimator and
its variants (Shimotsu and Phillips 2005; Shimotsu 2006), whose asymptotics are based on the
exact frequency domain or its estimated version, the Feasible Exact Local Whittle estimator
(FELW). The ELW and FELW are computationally more demanding than the LW but they
have been shown to be consistent and asymptotically normally distributed for any value of
d and therefore are valid under a wider range of cases (see Shimotsu 2006). In applying the
class of LW estimators, it is crucial to choose the truncation parameter α, where m = na as
the magnitude of m governs the speed of convergence of the LW-type of estimators to their
asymptotic distribution.

Shimotsu and Phillips (2005) and Shimotsu (2006) discuss the importance of the choice
of m, explaining that in the case of LW and ELW estimation, m has to grow fast for d̂ to be
consistent, but also that a too large value of m may induce a bias to the estimator from the
short run dynamics. Given the relatively small size of our sample, this rule of thumb suggests
that we should choose a value of α in the interval [0.65, 0.80]. Having obtained the estimates
for d̂ for the individual CO2 relative emissions through the LW, ELW and FELW estimators,
we aim to test the following hypotheses for all the series:

{
H0 : d̂i = 1
H1 : d̂i < 1

(3)

The Whittle-based test statistic for the null of a unit root versus the alternative of long
memory is:

LWT = √
m(d̂ − 1)

a∼ N (0, σ 2). (4)

Obviously, given the nature of the test and the fact that we shall apply it to a relatively small
sample of n = 64, it is necessary to compute the empirical distributions of the different local
Whittle based tests. Table 1 displays the exact distribution of LW, ELW, FELW and FELW
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Table 1 Exact distribution of the local Whittle estimators

LW ELW FELW FELW with de-trending

a = 0.65

0.005 − 2.0719 −2.0572 − 2.1138 −2.2514

0.025 − 1.6048 −1.5861 − 1.6657 −1.8025

0.050 − 1.3445 −1.3283 − 1.4027 −1.5808

0.100 − 1.0318 −1.0488 − 1.1242 −1.3058

0.250 − 0.5918 −0.6456 − 0.7356 −0.9069

0.500 − 0.1626 −0.2434 − 0.3516 −0.5363

Mean − 0.1605 −0.1626 − 0.1495 −0.1887

SD 0.1263 0.1089 0.1096 0.1593

a = 0.70

0.005 − 1.5897 −1.6805 − 1.6820 −1.7555

0.025 − 1.3058 −1.3629 − 1.4214 −1.3632

0.050 − 1.1837 −1.2312 − 1.2334 −1.0664

0.100 − 1.0285 −1.0249 − 0.9316 −0.7674

0.250 − 0.6315 −0.5499 − 0.4388 −0.2399

0.500 − 0.1404 −0.0592 0.0886 0.2802

Mean − 0.1398 −0.1406 − 0.1218 −0.1446

SD 0.1068 0.1003 0.0964 0.1273

a = 0.75

0.005 − 1.6032 −1.5734 − 1.4868 −1.4019

0.025 − 1.2406 −1.2370 − 1.1998 −0.9173

0.050 − 1.0940 −1.0821 − 0.9448 −0.6651

0.100 − 0.9396 −0.7760 − 0.6329 −0.4057

0.250 − 0.4441 −0.3224 − 0.1790 0.0516

0.500 0.0620 0.1425 0.2772 0.5386

Mean − 0.1340 −0.1274 − 0.1040 −0.1167

SD 0.0978 0.0935 0.0847 0.1035

a = 0.80

0.005 − 2.6840 −2.2211 − 1.8672 −1.7478

0.025 − 1.7131 −1.5888 − 1.4818 −0.9919

0.050 − 1.4662 −1.3786 − 1.0661 −0.7050

0.100 − 1.2258 −0.8966 − 0.7007 −0.4404

0.250 − 0.5175 −0.3519 − 0.2020 0.0428

0.500 0.0346 0.1340 0.2674 0.5286

Mean − 0.1381 −0.1082 − 0.0836 −0.0909

SD 0.0920 0.0859 0.0698 0.0801

Quantiles of test of H0: d̂ = 1, n = 64, and α ∈ [0.65, 0.8]; 10,000 replications

with de-trending estimators for n = 64 and truncation parameters ranging between 0.65 and
0.8.

Having estimated the order of integration and assessed the occurrence (or lack) of con-
vergence of the individual relative CO2 emissions, the second step of our analysis involves
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testing whether these series indeed have long or infinite memory or instead, their persistence
is the result of a structural change in their deterministic terms and therefore they are spurious
long (infinite) memory processes. There exist a substantial amount of literature on the testing
for unit roots against the alternative of structural changes in the deterministics of an otherwise
stationary process (see for example Perron 1989; Banerjee et al. 1992; Harvey et al. 2015).
However there are only few studies proposing testing procedures to distinguish between long
memory and spurious long memory induced by changes in the deterministic components
of time series processes (see Berkes et al. 2006; Aue et al. 2009; Aue and Horváth 2013;
Mayoral 2012).

In what follows we introduce two of these testing procedures which we shall apply to our
data in the attempt to understand whether, once relative emissions have been identified as
I(d) long or I(1) infinite memory processes, the implied slow convergence or the lack of it
are genuine or are instead the result of a mean change in an otherwise stationary process,
which would indicate a faster convergence (with breaks).

2.2 Tests for Long Memory Versus Spurious Long Memory

Once the fractional integration order d̂i indicates that a time series such as yit above is a
long (but perhaps not infinite) memory process, it is not unambiguous whether it is indeed a
long range dependent process or whether it is a short memory stationary process with a mean
change. Even though both of two cases indicate convergence of yit , a stationary process with
mean change suggests that per capita CO2 emissions indeed converge at a faster speed than
a long memory process.

Although the occurrence of long memory processes has been frequently found, mostly in
high frequency financial data, it is actually rare in low frequency economic series. Indeed,
low frequency economic data, especially over a relatively short time horizon, are more likely
to be non-stationary. Once again, these non-stationary processes, i.e. di ∈ (0.5, 1.5), can be
real non-stationary, or a stationary process with a change in mean. In this subsection, we
introduce a test proposed by Mayoral (2012) to investigate this issue. Our choice finds its
justification in that the size and power of this test are found to be surprisingly reliable in
small samples according to our simulation results.

The test assumes that the each of processes of interest is generated as follows:

yt = β ′ · Zt + δ · Vt (w) + xt . (5)

where Zt is a deterministic component which can either be a constant or a trend function4,
Vt (w) equals to Zt−k after break point k5, and is equal to zero before the break point, and
the stochastic term xt is defined as,

(1 − L)d xt = εt , εt ∼ N (0, σ 2), (6)

Based on this data generating structure, the hypotheses tested are,{
H0 : d ∈ D0, δ = 0, D0 ⊂ (0.5, 1.5)

H1 : d = 0, δ unconstrained
(7)

To test these hypotheses, Mayoral (2012) proposes a semi-parametric test, and constructs
a most powerful invariant (MPI) statistic through a comparison of the log-likelihoods under
H0 and H1. The consistent statistics R

f
b (d̂T ) has the following form:

4 In this paper, as we de-trend the series beforehand, we only consider the case that a spurious non-stationary
process is caused by a break in mean, so that Zt is just a constant term.
5 k = n ∗ ω, where n is the total number of observations and ω ∈ [0.15, 0.85], aiming to trim the tails.
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Table 2 Empirical critical values of R f
b (d̂T ) statistic

m (%) n = 1000 n = 64

0.65 0.70 0.75 0.80 0.65 0.70 0.75 0.80

90 0.6174 0.5442 0.4776 0.4134 1.0365 0.9353 0.7309 0.4978

95 0.7277 0.6319 0.5425 0.4670 1.1734 1.1443 1.0509 0.6904

99 1.0574 0.8422 0.6979 0.5715 1.3943 1.4080 1.4042 1.2814

The empirical critical values for the statistics shown in Eq. 12, m is the truncation parameter, n is the sample
size; 10,000 replications

R f
b (d̂T ) = T 1−2d̂T

(
λ̂2

γ̂0

)−1
in fω∈�(y − Z β̃ − V (ω)̃δ)′(y − Z β̃ − V (ω)̃δ)

(�d̂T y − �d̂T Z β̂)′(�d̂T y − �d̂T Z β̂)
, (8)

In the above statistic, the order of (possibly) fractional integration d̂T is consistently
estimated by means of the FLEW. As a semi-parametric test, the statistics require us to
estimate parameters in Eq. (5) through ordinary least square under both H0 and H1. All
parameters in the numerator, including β̃ and δ̃ are estimated under H1, whereas β̂ and δ̂ are
estimated under H0. The γ̂0 is the estimated variance of ut under the null hypothesis. The
parameter λ2 is obtained from:

λ̂2 = γ̂0 + 2
q∑

i=1

k

(
j

q

)
γ̂i . (9)

where γi is the i th autocovariance of ut , k(·) is the Bartlett kernel function, and q is the
optimal bandwidth selected by Newey and West (1994) optimization. The consistency of
R f
b (d̂T ) is provided in Mayoral (2012).
As for our initial estimation of the order of integration of the individual series and the

relative test for d̂ = 1 we provide the exact critical values for the R f
b (d̂T ) statistic under the

H0 by means of a simulation using a sample size of 64 observations and 10,000 replications
(Table 2).

We also provide evidence on the size and power properties of the test when applied to a
small sample like ours. Specifically, we design a small experiment such that under the null
hypothesis, the series are integrated of order d = 0.7, and are stationary I(d = 0) with a
break of magnitude 1 under the alternative. The simulation results, displayed in Table 3, show
that the test is correctly sized for truncation parameters α ranging between 0.65 and 0.80 and
is remarkably powerful even in small samples.

Although the test ofMayoral (2012) is very powerful in distinguishing genuine longmem-
ory and unit root processes from spurious ones, unfortunately it is not a change point detection
test. This means that it can only identify whether one process is either long memory/non-
stationary or a mean changing stationary process but it cannot detect the break location for
the ‘spurious’ cases. Hence, we need to complement the above test to uncover the location of
any change-points in the series object of our study. To this end, we employ the test developed
by Berkes et al. (2006) which is designed to test the following null hypothesis H0:{

yt = μ + εt , 1 < t < k∗
yt = μ∗ + εt , k∗ + 1 < t < n

(10)
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where μ∗ = μ + � and εt is fourth-order stationary process with mean 0, satisfying the
following condition:

n− 1
2

∑
1≤ j≤nt

ε j
d→ σW (t), in D[0, 1], (11)

where W (t) is a standard Brownian motion. The null of a break in the deterministic term is
tested against two different alternative hypotheses. The first alternative H (1)

1 is that the order
of fractional integration for process yt lies between 0 and 0.5, such that in this case εt satisfies
the following condition:

H (1)
1 : 1

nH

∑
1≤ j≤nt

ε j
d→ cHWH (t), in D[0, 1], (12)

where cH > 0 and 1
2 < H < 1. The second alternative H (2)

1 implies that the process yt
contains a unit root, and the innovation process εt satisfies:

H (2)
1 : 1√

n
ε[n,t]

d→ σW (t), (n → ∞), (13)

We test H0 by means of a non-parametric CUSUM statistics proposed by Berkes et al.
(2006) and Aue et al. (2009).

Note that the CUSUM tests of Berkes et al. (2006) and Aue et al. (2009), by assuming
a break under the null, are actually reversing the null of Mayoral (2012) thus it will be
informative to compare the two sets of results. The main idea in Berkes et al. (2006) and Aue
et al. (2009) is to introduce a change-point which occurred at time point k̂, and estimate k̂ by,

k̂ = min{k : max1≤i≤n |
∑

1≤ j≤i

Y j − i

n

∑
1≤ j≤n

Y j | = |
∑

1≤ j≤k

Y j − k

n

∑
1≤ j≤n

Y j |}, (14)

As the testing procedure is designed to account for a single change-point, we take the
min{·} of the algorithm allowing us to obtain the location of the strongest change-point.
Therefore, the entire sample is split into two sub-samples according to the break point k̂. In
each sub-sample, the Tn statistics are constructed as:

Tn,1 = 1

sn,1
k̂− 1

2max1≤k≤k̂ |
∑

1≤i≤k

Yi − k

k̂

∑
1≤i≤k̂

Yi |, (15)

Tn,2 = 1

sn,2
(n − k̂)−

1
2maxk̂<k≤n |

∑
k̂<i≤k

Yi − k − k̂

n − k̂

∑
k̂<i≤n

Yi |, (16)

In the above equations, the CUSUM statistics are standardized by the long-run standard
deviations sn,1 and sn,2. There are several different ways to estimate the long run variance
s2n , for example, if yt is a dependent series, the s2n can be estimated as:

s2n = γ̂0 + 2
∑

1≤ j≤q(n)

ω j (q(n))γ̂ j . (17)

where γ̂ j is obtained by 1
n

∑
1≤t≤n− j (Yt−Ȳn)(Yt+ j−Ȳn),ω j (·) is a kernelweighted function,

and q(n) is the bandwidth on kernel ω j (·). Andrews (1991) discussed five different types of
kernel functions which can be used to calculate heteroskedasticity-autocorrelation consistent
(HAC) estimators. We choose the ‘Bartlett’ kernel, following Berkes et al. (2006) and Aue
et al. (2009). However, we choose the ‘Bartlett’ kernel weights ω j (q) = 1− j

q+1 , with seven
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Table 4 Empirical critical
values for Mn statistics

n = 1000 n = 64

90% 95% 99% 90% 95% 99%

Bw1 1.2779 1.3647 1.5051 1.5140 1.6111 1.7972

Bw2 1.2770 1.3438 1.4689 1.7960 1.9260 2.1714

Bw3 1.2948 1.4030 1.6254 1.1656 1.2394 1.3706

Bw4 1.3051 1.4112 1.6332 1.1661 1.2454 1.4058

Bw5 1.2886 1.3852 1.5645 1.1694 1.2254 1.3317

Bw6 1.2984 1.3967 1.5857 1.1623 1.2223 1.3315

Bw7 1.2942 1.3931 1.6052 1.1916 1.2696 1.6076

The empirical critical values for
the statistics shown in Equation
22, Bw is the bandwidth
parameter, n is the sample size;
10,000 replications

types of bandwidths q(·) = Bw, including Bw1 = 10 ∗ log10(n), Bw2 = 15 ∗ log10(n),

Bw3 = n
1
4 , Bw4 = √

ln(n), Bw5 = n
2
5 , Bw6 = 1.2 ∗ n 1

3 and Bw7 that is the Newey-West
optimal bandwidth. The first two bandwidths are those used in Berkes et al. (2006), and
Bw3–Bw6 in Trapani et al. (2016).

Once the Tn statistics from the two sub-samples are obtained, we can construct the Mn

statistic as follows:
Mn = max{Tn,1, Tn,2}. (18)

Berkes et al. (2006) derive the following asymptotic distribution of Mn statistics under
the null hypothesis:

Mn
d→ max{sup0≤t≤1|B(1)(t)|, sup0≤t≤1|B(2)(t)|}. (19)

They also provide the asymptotic critical values at the 10, 5 and 1% significance levels,
which are 1.36, 1.48 and 1.72, respectively (also see Aue et al. 2009). However, these critical
values might not be appropriate for our study because the data set used here is not large
enough as to approximate the asymptotic distribution. Hence, we compute the exact critical
values under the H0 for a sample of size n = 64.

We generate a stationary process yt with zero mean and unit variance. In addition, we
set the magnitude of the change � = 0 so that no change occurs in yt , and εt satisfies the
condition in Eq. (11). For sample sizes n = 1000 and n = 64 the exact critical values are
computed by simulating yt10,000 times. Table 4 reports the obtained critical values and
Table 5 shows the size and power of this test.

To assess the Type I error, we simulate a process which follows Eq. (10) under H0, setting
the break in the mean at the middle of the sample and its magnitude equal to 1. Additionally,
the power of the test is measured through generating data under both H (1)

1 and H (2)
1 . Thus,

there are two versions of the DGP, the first being (1 − L)0.4 · yt = εt and the other is
(1 − L)1 · yt = εt . The yt process is a stationary long memory process in the first case and
has a unit root in the latter case. The simulation is run with 10,000 replications for a sample
of n = 1000 and a small sample of n = 64.

Clearly, by using different bandwidths, the performances of Berkes’s test vary extensively.
When it comes to a large sample with 1000 observations, the test is always correctly sized.
As regards to its power, the test under H (2)

1 generally outperforms its counterpart under H (1)
1 ,

although the power under H (1)
1 can reach 91.29% at the 10% significance level once the Bw3

bandwidth is adopted.A similar scenario occurswhen the small sample is considered. The test
performs better in distinguishing a unit root from a stationary process with change in mean

123



934 M. R. Barassi et al.

Table 5 The size and power of Berkes et al’s test

Bw1 Bw2 Bw3 Bw4 Bw5 Bw6 Bw7

Panel A: Nobs = 1000

Size

10% 0.1108 0.0928 0.1142 0.1122 0.1070 0.0977 0.1062

5% 0.0575 0.0510 0.0610 0.0628 0.0532 0.0493 0.0532

1% 0.0156 0.0098 0.0150 0.0128 0.0108 0.0091 0.098

Power (d = 0.4)

10% 0.4393 0.2786 0.9129 0.8660 0.5913 0.6303 0.5796

5% 0.3306 0.1943 0.8642 0.8041 0.4764 0.5269 0.4659

1% 0.1829 0.0840 0.7285 0.6505 0.2974 0.3396 0.2484

Power (d = 1.0)

10% 0.8925 0.7158 0.9998 0.9996 0.9681 0.9783 0.9524

5% 0.8411 0.6221 0.9997 0.9988 0.9441 0.9624 0.9200

1% 0.7195 0.4148 0.9979 0.9943 0.8774 0.9086 0.8115

Panel B: Nobs = 64

Size

10% 0.0331 0.0253 0.1077 0.1160 0.0877 0.1000 0.1009

5% 0.0131 0.0070 0.0537 0.0644 0.0434 0.0514 0.0514

1% 0.0015 0.0007 0.0085 0.0138 0.0062 0.0091 0.0075

Power (d = 0.4)

10% 0.0478 0.0531 0.3358 0.4515 0.1972 0.2203 0.2032

5% 0.0216 0.0230 0.2283 0.3413 0.1163 0.1321 0.0996

1% 0.0037 0.0040 0.0900 0.1707 0.0267 0.0349 0.0007

Power (d = 1.0)

10% 0.0021 0.0034 0.7634 0.8907 0.4612 0.5065 0.4509

5% 0.0009 0.0008 0.6591 0.8416 0.3137 0.3678 0.2139

1% 0.0001 0.0000 0.4362 0.6924 0.0811 0.1345 0.0000

The rejection rate of Berkes et al’s test under H0 and H1, Bw is the bandwidth parameter, n is the sample
size; 10,000 replications

as compared to stationary long memory ones under H0. Also, because of the small sample,
most of bandwidth selections show poor power even though they provide tests which are
well or slightly under sized. Bw4 = √

lnn is an exception. Despite of n = 64 observations,
the power of the test achieves 45.15 and 89.07% at the 10% significance level against H (1)

1

and H (2)
1 respectively and it is only slightly oversized. Therefore, we apply Bw4 bandwidth

selection for Berkes’ test in our empirical analysis.

3 Data and Empirical Analysis

We collect annual country level per capita CO2 emissions data from the Carbon Dioxide
Research Center6. The data ranges between 1950 and 2013, for a total of 64 observations for

6 http://cdiac.ornl.gov/CO_2Emission/timeseries/national.
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each country. In our analysis we consider two data sets. Firstly, we collect data on 28 mem-
bers of the OECD including Austria, Belgium, Canada, Chile, Denmark, Finland, France,
Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Mexico, Nether-
lands, Norway, New Zealand, Poland, Portugal, Spain, Sweden, Switzerland, Turkey, United
Kingdom and United States (we exclude Germany7 and Australia8). This data set is con-
sistent with the data set used in previous papers (Strazicich and List 2003; Aldy 2006 and
Barassi et al. 2011) although with different sample lengths9. For a robustness check and
further investigation, we also consider a second enlarged group, obtained by adding 4 of the
largest developing economies—BRICS (Brazil, China, India and South Africa10) giving us
a total of 32 countries. Notice that we also considered a third group comprising just the 4
BRICS economies.

Note that the relative per capita CO2 emissions series contain, by construction, the cross
sectional average calculated within each group. The highly heterogeneous composition of
the enlarged OECD + BRICS group, with its increased difference in terms of the produc-
tive structure of the BRICS and their faster growth, is very likely to be characterised by a
larger cross sectional variation and thus a very different cross sectional average. This leads
us to expect that relative per capita CO2 emissions are more likely to converge within a
small and technologically homogeneous group of countries as compared to larger and more
heterogeneous ones.

For each group, we use LW-based estimators to estimate the order of fractional integration
for the constructed relative per capita CO2 emissions series yit . The statistics (refer to Eq.
4) will be subsequently used to identify the convergence status of yit . Furthermore, we re-
assess the results obtained by testing (Mayoral 2012; Berkes et al. 2006) actual long memory
of the relative emissions series (implying strong or infinite persistence) versus spurious
integratedness, which would indicate a faster convergence than a long memory process albeit
with a change in its deterministics.

3.1 The 28 OECD Countries

Figure 1 displays the plot of the relative CO2 emissions for the group comprising the 28
OECD economies, whereas Fig. 2 reports the order of integration of the series estimated
by means of LW, ELW, FELW and FELW tests, with de-trending, using a grid of truncation
parameters α. Results suggest that the relative per capita CO2 emissions series are covariance
non-stationary.

This should not be mistaken by complete absence of convergence as there is strong evi-
dence of mean reversion in the case of Austria, Denmark, Finland, Iceland, Ireland, Israel,
Norway and Switzerland and to some extent also for Spain, Portugal, Sweden and Turkey. In
the case of Austria, the results are pretty consistent regardless of the test used and the band-
width α ∈ [0.65, 0.8]11. In detail, the estimated d̂ ranges between 0.49 and 0.72 (always
statistically different from 1) indicating long memory, mean reversion (convergence) but not
covariance stationarity. Similar results are reported in the cases of Denmark, when using the
ELW estimator, d̂ ranges from 0.54 to 0.63, while for Finland we obtained estimates of d̂

7 Germany is excluded because of the reunification in 1990.
8 Australia has been excluded because its relative per capita CO2 emissions are highly volatile, and its
inclusion would have impact on the calculation of the cross-sectional mean of per capita CO2 emissions.
9 Still, we exclude the remaining OECD countries, such as Czech Republic, Slovakia, Slovenia, Estonia
because of devolution issues.
10 Russia is excluded because of the collapse of the USSR in 1991.
11 We vary the value of parameter α between 0.65, 0.70, 0.75 and 0.8.
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Fig. 1 The 28 OECD countries: the relative per capita CO2 emissions. This figure plots the relative per capita
CO2 emissions for each country. It illustrates that these series move toward the cross-sectional mean, which
equals zero after de-meaning. The y axis in each sub-plot is the value of per capita CO2 emissions, and x axis
is the time line

between 0.72 and 0.85 when using either ELW or FELW with α ∈ [0.75, 0.8]. In addition
we report that the d̂ takes values between 0.5306 and 0.7503 for Iceland, 0.4617 and 0.8493
for Ireland and 0.5642 and 0.6595 for Israel. In most cases it is the plain ELW estimator that
provides the lowest order of integration of the series in this group, this result being consistent
across the different values of the bandwidth used. Furthermore, the ELW and FELW with
detrending estimates for Norway deliver values for d̂ ranging from 0.63 to 0.86 while for
Switzerland the order of integration lies between 0.6 and 0.85 regardless of the estimator
used and with α ∈ [0.75, 0.8]. Weaker evidence of convergence is found in the cases of
Spain, with d̂ ranging from 0.71 to 0.75 and for Sweden with d̂ values between 0.79 and 0.82
and Turkey reporting values for d̂ between 0.74 and 0.79. These latter results refer mostly to
the ELW test with truncation parameters, α ∈ [0.75, 0.8].

Note that the remaining series show an order of integration never significantly different
from 1, implying covariance non-stationarity and non-reversion to the cross sectional mean
indicating no convergence.

These results are consistent with those reported by Barassi et al. (2011), which, using a
different group and sample size, also found evidence of very slow convergence. However,
they challenge those by Strazicich and List (2003) who found strong evidence of convergence
for a sample of 23 OECD countries for a slightly shorter time span.
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Fig. 2 The 28 OECD countries: the local Whittle related estimators. This figure plots the estimated order of
fractional integration through LW, ELW, FELW and FELW with de-trending under the truncation parameter
ranged from 0.65 to 0.8. The y axis in each sub-plot is the value of estimated fractional integration, and x axis
is the truncation parameter m

In the second stage of our analysiswe investigate the long or infinitememory of the series in
OECDGroup controlling for the presence of breaks in the deterministic terms. Table 6 reports
the R f

b (d̂T ) statistics obtained from the de-trended relative per capita CO2 emissions for each
country. Critical values are obtained by means of Monte-Carlo simulation for a sample of
T=64. The results show that the null hypothesis of relative per capita CO2 emissions being
non-stationary cannot be rejected suggesting that no break in mean has occurred in any of
the relative CO2 emissions series for the 28 OECD countries in the sample. This result is
partially consistent with Lanne and Liski (2004), who concluded that structural breaks could
not explain the declining trend in CO2 emissions, although their analysis only focused on the
I (0) − I (1) dichotomy.

In order to check the reliability of our results, we complement the Mayoral (2012) test
with the CUSUM tests by Berkes et al. (2006). Table 7 displays the Mn statistics for Berkes’
test using the Bartlett kernel with Bw4 bandwidth which has been selected for its superior
performance in smaller samples. The null hypothesis, stated in Eq. (10) is that there is a
structural change in the deterministics of the CO2 emissions series.

Figure 3 shows the Mn statistics for each of the 28 countries. The plot along with the
statistics reported in Table 7, show that relative per capita CO2 emissions are either mean-
reverting covariance non-stationary or unit root processes over the 64 years considered.
These findings are consistent with those obtained by means of Mayoral’s test reported in
Table 6.
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Table 6 The 28 OECD
countries: the R f

b (d̂T ) statistics
for Mayoral’s test

m 0.65 0.70 0.75 0.80

Austria 0.5633 0.3832 0.4916 0.4214

Belgium 0.1469 0.0723 0.0490 0.0533

Canada 0.0074 0.0149 0.0206 0.0219

Chile 0.0226 0.0213 0.0111 0.0085

Denmark 0.1865 0.1555 0.1684 0.2200

Finland 0.0738 0.1209 0.1240 0.1137

France 0.0987 0.0398 0.0553 0.0661

Greece 0.0184 0.0301 0.0285 0.0260

Hungary 0.0140 0.0043 0.0063 0.0019

Iceland 0.6076 0.6110 0.6621 0.4904

Ireland 0.0978 0.2484 0.2070 0.1429

Israel 0.0445 0.0618 0.0419 0.0203

Italy 0.0023 0.0019 0.0018 0.0020

Japan 0.0145 0.0302 0.0304 0.0138

South Korea 0.0046 0.0169 0.0175 0.0147

Luxembourg 0.0397 0.0213 0.0077 0.0035

Mexico 0.0152 0.0128 0.0118 0.0110

Netherlands 0.0524 0.0413 0.0291 0.0265

Norway 0.2230 0.1888 0.1148 0.1164

New Zealand 0.0169 0.0205 0.0081 0.0178

Poland 0.0034 0.0122 0.0080 0.0101

Portugal 0.0106 0.0249 0.0495 0.0484

Spain 0.1035 0.0540 0.0474 0.0256

Sweden 0.0534 0.0655 0.0857 0.0486

Switzerland 0.4008 0.1951 0.3324 0.1484

Turkey 0.3123 0.0410 0.0353 0.0384

United Kingdom 0.0069 0.0194 0.0216 0.0269

United States 0.0039 0.0034 0.0090 0.0133

The empirical critical values are
referred to Table 2, the sample
size n equals to 64.

3.2 OECD + BRICS

We now repeat our analysis for an enlarged group obtained by adding to the 28 OECD
economies, four of the BRICS: Brazil, China, India, South Africa for a total of 32 coun-
tries. Figure 5 shows the estimated order of fractional integration by means of LW, ELW,
FELW and FELWwith de-trending. The results for this larger sample are now very different
from those obtained for the group of the 28 OECDs. We now find very weak evidence of
convergence and only for 4 out of the 32 countries, namely Finland, Iceland, Norway and
Greece. These results are most likely due to the fact that including four of the five BRICS is
causing a significant change in the denominator of the fraction in Eq. (1) and thus a change
to the constructed (individual) relative CO2 emissions series which are the object of our
interest. Indeed, Brazil, China, India and South Africa have followed very different paths
and experienced much faster rates of growth compared to the OECD economies. Thus, if
emissions are a by-product of the economic activity of a country, it is plausible to expect
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Table 7 The 28 OECD
countries: the Mn statistics for
Berkes’ test

Austria 1.8360∗∗∗ Belgium 2.1378∗∗∗
Canada 1.7797∗∗∗ Chile 2.1097∗∗∗
Denmark 1.4611∗∗∗ Finland 2.0480∗∗
France 1.6819∗∗∗ Greece 1.9621∗∗∗
Hungary 1.4236∗∗∗ Iceland 2.0559∗∗∗
Ireland 1.4179∗∗∗ Israel 1.6654∗∗∗
Italy 2.0870∗∗∗ Japan 1.8725∗∗∗
South Korea 1.8081∗∗∗ Luxembourg 2.0705∗∗∗
Mexico 1.7763∗∗∗ Netherlands 1.4303∗∗∗
Norway 1.7596∗∗∗ New Zealand 2.1118∗∗∗
Poland 1.9646∗∗∗ Portugal 1.6321∗∗∗
Spain 1.3838∗∗ Sweden 1.7104∗∗∗
Switzerland 1.9731∗∗∗ Turkey 1.7090∗∗∗
United Kingdom 2.0536∗∗∗ United States 2.2676∗∗∗

∗, ∗∗, ∗∗∗ Significance at 90, 95
and 99% levels respectively. The
empirical critical values used are
1.1661, 1.2454 and 1.4058 at 90,
95 and 99% significance levels,
respectively

Fig. 3 The 28 OECD countries: the Mn statistics for each country. This figure plots the Mn statistic (the blue
line) for each country against time. The red line in each plot is the threshold given by the 1% critical value.
The test rejects the null of stationarity with a break when the red line is crossed. If the Mn statistics cannot
reject the null, then the lowest point in the blue line will be the break location
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Table 8 OECD + BRICS: the
R f
b (d̂T ) statistics for Mayoral’s

test

m 0.65 0.70 0.75 0.80

Austria 0.6538 0.3351 0.4022 0.3456

Belgium 0.1546 0.0768 0.0459 0.0514

Brazil 0.0088 0.0028 0.0082 0.0087

Canada 0.0080 0.0167 0.0218 0.0234

Chile 0.0217 0.0187 0.0091 0.0071

China 0.0548 0.0171 0.0043 0.0009

Denmark 0.1248 0.1234 0.1347 0.1652

Finland 0.0186 0.0304 0.0318 0.0307

France 0.1052 0.0507 0.0589 0.0651

Greece 0.0041 0.0082 0.0075 0.0064

Hungary 0.0121 0.0048 0.0067 0.0024

Iceland 0.3443 0.3456 0.3708 0.2972

India 0.0160 0.0135 0.0231 0.0382

Ireland 0.0623 0.1524 0.1288 0.0988

Israel 0.0280 0.0351 0.0223 0.0112

Italy 0.0008 0.0004 0.0005 0.0006

Japan 0.0037 0.0080 0.0082 0.0041

South Korea 0.0042 0.0126 0.0149 0.0139

Luxembourg 0.0481 0.0253 0.0089 0.0046

Mexico 0.0118 0.0115 0.0107 0.0098

Netherlands 0.0677 0.0487 0.0366 0.0320

Norway 0.2215 0.2001 0.1213 0.1207

New Zealand 0.0039 0.0080 0.0040 0.0076

Poland 0.0033 0.0124 0.0091 0.0100

Portugal 0.0099 0.0254 0.0454 0.0431

South Africa 0.0074 0.0048 0.0091 0.0083

Spain 0.0382 0.0220 0.0191 0.0112

Sweden 0.0505 0.0586 0.0728 0.0485

Switzerland 0.3928 0.3401 0.3543 0.2049

Turkey 0.1590 0.0839 0.0791 0.0848

United Kingdom 0.0028 0.0093 0.0095 0.0125

United States 0.0032 0.0033 0.0087 0.0104

The empirical critical values are
referred to Table 2, the sample
size n equals to 64

CO2 emissions in the BRICS, which are economies largely based on the manufacturing and
industrial sectors (which are more emission-intensive), to be of a magnitude and intensity
which are very different from those of the rest of the OECD countries. In fact, unsurprisingly,
we also observe total lack of convergence for the 4 BRICS both toward the cross sectional
average calculated for the group of 32 countries as well as between themselves as highlighted
in Table 12.

Table 8 computes the R f
b (d̂T ) statistics de-trended per capita CO2 emissions for each

country. Results show that relative per capita CO2 emissions, in any country, cannot reject
the null hypothesis by means of Mayoral’s test. This implies that these series are Inte-
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Fig. 4 OECD + BRICS: the relative per capita CO2 emissions. This figure plots the relative per capita CO2
emissions for each country. It illustrates that these series move toward the cross-sectional mean, which equals
to zero after de-meaning. The y axis in each sub-plot is the value of per capita CO2 emissions, and x axis is
time

grated and possibly covariance non-stationary without any break in their deterministics
(Figs. 4, 5).

In Table 9, we provide the Mn statistics for Berkes’ test applying the Bw4 bandwidth
selection as explained in the methodology section. Recall that the null hypothesis tested here
is Eq. 10.

In Fig. 6, we plot the Mn statistics for each country per year. The results show that relative
per capita CO2 emissions are indeed non-stationary over 64 years, although the significance
in cases of Finland and Norway are slightly less pronounced. These findings are consistent
with those obtained using Mayoral (2012) test.
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Fig. 5 OECD+BRICS: the localWhittle related estimators. This figure plots the estimated order of fractional
integration through LW, ELW, FELW and FELWwith de-trending under the truncation parameter ranged from
0.65 to 0.8. The y axis in each sub-plot is the value of estimated fractional integration, and x axis is the
truncation parameter m

Table 9 OECD + BRICS: the
Mn statistics for Berkes’test Austria 1.5029∗∗∗ Belgium 1.6673∗∗∗

Brazil 0.8665 Canada 1.6869∗∗∗
Chile 2.1130∗∗∗ China 1.6256∗∗∗
Denmark 1.5469∗∗∗ Finland 2.0155∗∗∗
France 1.7147∗∗∗ Greece 1.9502∗∗∗
Hungary 1.5419∗∗∗ Iceland 2.0118∗∗∗
India 1.9148∗∗∗ Ireland 1.3314∗∗
Israel 1.5382∗∗∗ Italy 2.0502∗∗∗
Japan 1.9242∗∗∗ Korea 1.8819∗∗∗
Luxembourg 2.0727∗∗∗ Mexico 1.8342∗∗∗
Netherlands 1.5839∗∗∗ Norway 1.7518∗∗∗
New Zealand 2.1183∗∗∗ Poland 2.0405∗∗∗
Portugal 1.7267∗∗∗ South Africa 1.8092∗∗∗
Spain 1.3806∗∗∗ Sweden 1.9977∗∗∗
Switzerland 2.0675∗∗∗ Turkey 1.4114∗∗∗
United Kingdom 2.1034∗∗∗ United States 2.3371∗∗∗

∗, ∗∗, ∗∗∗ Significance at 90, 95
and 99% levels respectively. The
empirical critical values used are
1.1661, 1.2454 and 1.4058 at 90,
95 and 99% significance levels,
respectively
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Fig. 6 OECD + BRICS: the Mn statistics for each country. This figure plots the Mn statistic (the blue line)
for each country against time. The red line in each plot is the threshold given by the 1% critical value. The
test rejects the null of stationarity with a break when the red line is crossed. If the Mn statistics cannot reject
the null, then the lowest point in the blue line will be the break location

4 Conclusions

This paper examined the long memory dynamics and existence of stochastic convergence
in CO2 emissions employing yearly data for the period 1950–2013. Specifically, we adopt
a rigorous statistical testing framework designed to detect structural breaks in time series
with long memory in order to shed light on the presence of structural breaks as opposed
to fractional integration (slow convergence). Furthermore, we provide evidence on whether
the slow or non-convergence of CO2 emissions, as partially found in previous studies, is in
fact real or it is the result of the occurrence of structural breaks. OECD countries as well as
BRICS are analysed. Previous literature on the convergence of CO2 emissions has produced
mixed results. We find that all series under investigation are integrated of order 0 < d ≤ 1.
In more detail, we find that the CO2 emissions in Scandinavian, and “greener” countries
such as Austria and Switzerland, show mean reversion and therefore convergence toward the
cross sectional mean of the sample comprising the 28 OECD countries, whereas most of the
remaining series are I(1) implying lack of convergence in the period under investigation.

These results however do not hold if we add the BRICS to form an enlarged sample
of 32 countries as the panel cross sectional mean is now very different (and so are the
relative emissions series). Furthermore, we find that long memory and non-stationarity are
not a result of structural changes in the deterministics as highlighted by means of structural
change tests. Our findings can be usefully exploited by both economic modellers and policy
makers in an effort to implement supranational policies aimed to reduce CO2 emissions.
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Firstly, as highlighted in the previous literature,modellingCO2 emissions using the traditional
I(0) versus I(1) dichotomy, may produce misleading results as the fractional integration
framework seems to be the appropriate methodology. A non-negligible number of relative
CO2 emissions series appear to be long memory processes and thus, shocks even transitory
policieswill have long lasting if not permanent effects on emissions. Secondly, results provide
evidence that the most polluting OECD countries are still not following the path taken by the
greener ones where more stringent environmental policies have been and are being pursued.
Our findings suggest that a further effort is needed from policy makers in the most polluting
countries in order to achieve a fairer distribution of emissions leading to a convergence pattern.
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Appendix

See Tables 10, 11 and 12.

Table 10 The 28 OECD countries: testing long memory of relative emissions

LW ELW FELW FELW with de-trending

Austria

α = 0.65

d̂ 0.6181 0.5190 0.6967 0.6346

H0 : d̂ = 1 − 1.4288∗∗ − 1.7998∗∗∗ − 1.1349∗ − 1.3672∗
α = 0.70

d̂ 0.6330 0.5736 0.7231 0.6966

H0 : d̂ = 1 − 1.5572∗∗∗ − 1.8089∗∗∗ − 1.1749∗ − 1.2870∗∗
α = 0.75

d̂ 0.5923 0.4960 0.7059 0.6568

H0 : d̂ = 1 − 1.9122∗∗∗ − 2.3639∗∗∗ − 1.3792∗∗∗ − 1.6098∗∗∗
α = 0.80

d̂ 0.6061 0.5049 0.7122 0.6815

H0 : d̂ = 1 − 2.0468∗∗∗ − 2.5726∗∗∗ − 1.4956∗∗∗ − 1.6548∗∗∗
Belgium

α = 0.65

d̂ 0.8777 0.7914 0.7804 0.8608

H0 : d̂ = 1 −0.4575 −0.7807 −0.8217 −0.5210

α = 0.70

d̂ 0.8988 0.9092 0.8980 0.9855

H0 : d̂ = 1 −0.4295 −0.3853 −0.4327 −0.0615
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 0.9143 0.9435 1.0109 1.0509

H0 : d̂ = 1 −0.4021 −0.2650 0.0514 0.2390

α = 0.80

d̂ 0.9467 0.8530 0.9974 1.0368

H0 : d̂ = 1 −0.2768 −0.7637 −0.0135 0.1912

Canada

α = 0.65

d̂ 0.8425 0.9144 1.2279 1.2634

H0 : d̂ = 1 −0.5892 −0.3204 0.8529 0.9855

α = 0.70

d̂ 0.8464 0.8666 1.1016 1.1618

H0 : d̂ = 1 −0.6516 −0.5661 0.4311 0.6864

α = 0.75

d̂ 0.7951 0.7677 1.0507 1.1133

H0 : d̂ = 1 −0.9611 −1.0896 0.2378 0.5312

α = 0.80

d̂ 0.7829 0.7463 1.0586 1.1044

H0 : d̂ = 1 −1.1279 −1.3180 0.3045 0.5424

Chile

α = 0.65

d̂ 1.0953 1.0766 1.2594 1.2590

H0 : d̂ = 1 0.3567 0.2864 0.9706 0.9692

α = 0.70

d̂ 1.1608 1.1504 1.2690 1.2685

H0 : d̂ = 1 0.6824 0.6382 1.1413 1.1391

α = 0.75

d̂ 1.2014 1.1836 1.3724 1.3717

H0 : d̂ = 1 0.9447 0.8611 1.7468 1.7433

α = 0.80

d̂ 1.1599 1.1448 1.4138 1.4131

H0 : d̂ = 1 0.8309 0.7526 2.1500 2.1466

Denmark

α = 0.65

d̂ 0.7921 0.6290 0.8440 0.7712

H0 : d̂ = 1 −0.7780 −1.3881∗∗ −0.5837 −0.8561

α = 0.70

d̂ 0.7272 0.6020 0.8516 0.7992

H0 : d̂ = 1 − 1.1574∗ − 1.6887∗∗∗ −0.6294 −0.8520

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 0.7774 0.6105 0.8299 0.7869

H0 : d̂ = 1 − 1.0443∗ − 1.8268∗∗∗ − 0.7977∗ − 0.9994∗∗∗
α = 0.80

d̂ 0.7484 0.5409 0.7908 0.7455

H0 : d̂ = 1 − 1.3076∗ − 2.3857∗∗∗ − 1.0871∗∗ − 1.3222∗∗∗
Finland

α = 0.65

d̂ 1.0739 0.8581 0.9053 0.9718

H0 : d̂ = 1 0.2765 −0.5308 −0.3544 −0.1054

α = 0.70

d̂ 0.9985 0.7598 0.8021 0.8931

H0 : d̂ = 1 −0.0064 −1.0190 −0.8394 −0.4536

α = 0.75

d̂ 0.8823 0.7472 0.8197 0.8889

H0 : d̂ = 1 −0.5521 −1.1857∗∗ − 0.8456∗ − 0.5210∗
α = 0.80

d̂ 0.7998 0.7238 0.8550 0.9031

H0 : d̂ = 1 −1.0404 −1.4354∗∗ − 0.7536∗ − 0.5037∗
France

α = 0.65

d̂ 0.9464 0.9054 0.9164 0.9165

H0 : d̂ = 1 −0.2007 −0.3540 −0.3129 −0.3126

α = 0.70

d̂ 0.9869 0.8887 1.0094 1.0612

H0 : d̂ = 1 −0.0554 −0.4723 0.0397 0.2598

α = 0.75

d̂ 0.9659 0.8167 0.9851 1.0099

H0 : d̂ = 1 −0.1599 −0.8597∗ −0.0698 0.0464

α = 0.80

d̂ 0.9490 0.7206 0.9638 0.9816

H0 : d̂ = 1 −0.2648 −1.4517∗∗ −0.1879 −0.0958

Greece

α = 0.65

d̂ 1.1016 1.0327 1.3509 1.2932

H0 : d̂ = 1 0.3802 0.1224 1.3129 1.0969

α = 0.70

d̂ 1.0532 0.9682 1.2288 1.2082

H0 : d̂ = 1 0.2255 −0.1350 0.9708 0.8834

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 1.0300 0.9262 1.2341 1.2177

H0 : d̂ = 1 0.1409 −0.3464 1.0978 1.0210

α = 0.80

d̂ 1.0413 0.8188 1.2537 1.2340

H0 : d̂ = 1 0.2146 −0.9417 1.3181 1.2158

Hungary

α = 0.65

d̂ 1.3551 0.7972 1.2318 1.2107

H0 : d̂ = 1 1.3287 −0.7587 0.8675 0.7883

α = 0.70

d̂ 1.2970 0.9394 1.3783 1.3821

H0 : d̂ = 1 1.2601 −0.2573 1.6049 1.6209

α = 0.75

d̂ 1.1896 0.9289 1.3265 1.3290

H0 : d̂ = 1 0.8893 −0.3336 1.5316 1.5432

α = 0.80

d̂ 1.1947 0.9839 1.4855 1.4981

H0 : d̂ = 1 1.0118 −0.0837 2.5227 2.5881

Iceland

α = 0.65

d̂ 1.0618 0.6662 0.7035 0.6251

H0 : d̂ = 1 0.2314 − 1.2488∗ −1.1094 −1.4029∗
α = 0.70

d̂ 1.0626 0.6949 0.6978 0.6241

H0 : d̂ = 1 0.2658 − 1.2944∗∗ − 1.2821∗∗ − 1.5947∗∗∗
α = 0.75

d̂ 0.8364 0.5306 0.6973 0.6104

H0 : d̂ = 1 −0.7675 −2.2016∗∗∗ − 1.4196∗∗∗ − 1.8275∗∗∗
α = 0.80

d̂ 0.7503 0.5324 0.7213 0.6612

H0 : d̂ = 1 − 1.2972∗ − 2.4297∗∗∗ − 1.4484∗∗∗ − 1.7604∗∗∗
Ireland

α = 0.65

d̂ 0.6190 0.4617 0.9296 0.9070

H0 : d̂ = 1 −1.4257∗∗ − 2.0141∗∗∗ −0.2633 −0.3480

α = 0.70

d̂ 0.5706 0.4626 0.7915 0.7631

H0 : d̂ = 1 − 1.8218∗∗∗ − 2.2800∗∗∗ −0.8846 −1.0050∗

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 0.5883 0.5046 0.8142 0.7919

H0 : d̂ = 1 − 1.9311∗∗∗ − 2.3238∗∗∗ − 0.8717∗ − 0.9763∗∗∗
α = 0.80

d̂ 0.5927 0.5259 0.8637 0.8493

H0 : d̂ = 1 − 2.1165∗∗∗ − 2.4637∗∗∗ − 0.7085∗ − 0.7828∗∗
Israel

α = 0.65

d̂ 0.6595 0.6240 0.8341 1.0070

H0 : d̂ = 1 − 1.2739∗ − 1.4069∗∗ −0.6206 0.0263

α = 0.70

d̂ 0.6246 0.5814 0.6482 0.9601

H0 : d̂ = 1 − 1.5925∗∗∗ − 1.7759∗∗∗ − 1.4925∗∗∗ −0.1695

α = 0.75

d̂ 0.5904 0.5642 0.9623 1.0154

H0 : d̂ = 1 − 1.9210∗∗∗ − 2.0442∗∗∗ −0.1770 0.0724

α = 0.80

d̂ 0.6053 0.5996 1.0909 1.1160

H0 : d̂ = 1 − 2.0509∗∗∗ − 2.0807∗∗∗ 0.4725 0.6028

Italy

α = 0.65

d̂ 1.0279 1.3759 1.5288 1.4937

H0 : d̂ = 1 0.1046 1.4063 1.9785 1.8472

α = 0.70

d̂ 1.0563 1.4200 1.5596 1.5233

H0 : d̂ = 1 0.2388 1.7821 2.3744 2.2201

α = 0.75

d̂ 1.0730 1.4246 1.5635 1.5288

H0 : d̂ = 1 0.3426 1.9913 2.6430 2.4801

α = 0.80

d̂ 1.0108 1.2972 1.5420 1.5137

H0 : d̂ = 1 0.0563 1.5441 2.8163 2.6693

Japan

α = 0.65

d̂ 0.9013 1.0491 1.2205 1.2362

H0 : d̂ = 1 −0.3695 0.1839 0.8249 0.8839

α = 0.70

d̂ 0.8699 0.9433 1.1031 1.1185

H0 : d̂ = 1 −0.5518 −0.2407 0.4373 0.5028

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 0.9069 0.9717 1.1028 1.1175

H0 : d̂ = 1 −0.4369 −0.1328 0.4821 0.5511

α = 0.80

d̂ 0.8830 1.0056 1.2451 1.2443

H0 : d̂ = 1 −0.6078 0.0291 1.2737 1.2692

South Korea

α = 0.65

d̂ 0.9059 1.0131 0.7430 1.3856

H0 : d̂ = 1 −0.3520 0.0491 −0.9615 1.4429

α = 0.70

d̂ 0.8997 0.9270 0.7448 1.2075

H0 : d̂ = 1 −0.4253 −0.3096 −1.0826 0.8803

α = 0.75

d̂ 0.9053 0.9629 0.7451 1.2026

H0 : d̂ = 1 −0.4442 −0.1739 −1.1955 0.9505

α = 0.80

d̂ 0.8724 0.9176 1.1575 1.2279

H0 : d̂ = 1 −0.6631 −0.4281 0.8186 1.1842

Luxembourg

α = 0.65

d̂ 0.9711 0.9762 1.0496 1.0363

H0 : d̂ = 1 −0.1080 −0.0891 0.1855 0.1358

α = 0.70

d̂ 1.0085 0.9666 1.1570 1.1365

H0 : d̂ = 1 0.0359 −0.1415 0.6659 0.5790

α = 0.75

d̂ 1.0001 1.0284 1.3211 1.2937

H0 : d̂ = 1 0.0003 0.1332 1.5060 1.3776

α = 0.80

d̂ 0.9764 1.0139 1.4287 1.4077

H0 : d̂ = 1 −0.1226 0.0723 2.2273 2.1187

Mexico

α = 0.65

d̂ 1.0521 1.1510 1.2172 1.2143

H0 : d̂ = 1 0.1950 0.5648 0.8126 0.8017

α = 0.70

d̂ 1.0277 1.1381 1.2417 1.2406

H0 : d̂ = 1 0.1176 0.5858 1.0254 1.0206

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 1.0344 1.0976 1.2521 1.2540

H0 : d̂ = 1 0.1612 0.4577 1.1823 1.1913

α = 0.80

d̂ 0.9995 1.0206 1.2636 1.2648

H0 : d̂ = 1 −0.0029 0.1071 1.3697 1.3762

Netherlands

α = 0.65

d̂ 0.9102 0.7548 0.7101 0.9604

H0 : d̂ = 1 −0.3361 −0.9174 −1.0849 −0.1482

α = 0.70

d̂ 0.8692 0.8147 0.8770 0.9955

H0 : d̂ = 1 −0.5548 −0.7861 −0.5220 −0.0192

α = 0.75

d̂ 0.8726 0.8380 0.9896 1.0466

H0 : d̂ = 1 −0.5977 −0.7601 −0.0486 0.2187

α = 0.80

d̂ 0.8455 0.7977 1.0275 1.0601

H0 : d̂ = 1 −0.8027 −1.0514∗ 0.1428 0.3125

Norway

α = 0.65

d̂ 0.8602 0.7477 0.7951 0.7624

H0 : d̂ = 1 −0.5231 −0.9439 −0.7665 −0.8888

α = 0.70

d̂ 0.7415 0.6963 0.8162 0.7894

H0 : d̂ = 1 − 1.0966∗ − 1.2885∗∗ −0.7799 −0.8936∗
α = 0.75

d̂ 0.6799 0.6816 0.8879 0.8687

H0 : d̂ = 1 − 1.5012∗∗∗ − 1.4934∗∗∗ −0.5258 −0.6158∗
α = 0.80

d̂ 0.6245 0.6185 0.8836 0.8666

H0 : d̂ = 1 − 1.9511∗∗∗ − 1.9823∗∗∗ −0.6048 −0.6932∗
New Zealand

α = 0.65

d̂ 1.0731 1.1726 1.2853 1.2885

H0 : d̂ = 1 0.2734 0.6459 1.0676 1.0795

α = 0.70

d̂ 1.1362 1.1711 1.2102 1.2149

H0 : d̂ = 1 0.5779 0.7259 0.8918 0.9116
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 1.1050 1.2171 1.3237 1.3216

H0 : d̂ = 1 0.4924 1.0184 1.5183 1.5085

α = 0.80

d̂ 0.9023 0.9464 1.2039 1.2068

H0 : d̂ = 1 −0.5075 −0.2787 1.0595 1.0744

Poland

α = 0.65

d̂ 1.2409 1.1083 1.4727 1.4586

H0 : d̂ = 1 0.9014 0.4052 1.7688 1.7159

α = 0.70

d̂ 1.0577 1.0811 1.2511 1.2571

H0 : d̂ = 1 0.2449 0.3441 1.0653 1.0906

α = 0.75

d̂ 1.0100 1.1721 1.3171 1.3235

H0 : d̂ = 1 0.0470 0.8070 1.4873 1.5173

α = 0.80

d̂ 0.9926 1.0093 1.2831 1.2882

H0 : d̂ = 1 −0.0383 0.0485 1.4712 1.4977

Portugal

α = 0.65

d̂ 1.1345 0.7783 1.2954 1.2576

H0 : d̂ = 1 0.5032 −0.8295 1.1051 0.9640

α = 0.70

d̂ 1.0530 0.8254 1.1792 1.1357

H0 : d̂ = 1 0.2247 −0.7406 0.7603 0.5756

α = 0.75

d̂ 1.0531 0.6903 1.0743 1.0310

H0 : d̂ = 1 0.2489 − 1.4528∗∗∗ 0.3486 0.1452

α = 0.80

d̂ 1.0918 0.6120 1.0649 1.0345

H0 : d̂ = 1 0.4768 − 2.0163∗∗∗ 0.3373 0.1795

Spain

α = 0.65

d̂ 0.9368 0.8572 0.8938 0.8730

H0 : d̂ = 1 −0.2365 −0.5342 −0.3974 −0.4753

123
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.70

d̂ 1.0308 0.7798 0.9910 0.9806

H0 : d̂ = 1 0.1307 −0.9341 −0.0380 −0.0823

α = 0.75

d̂ 1.0164 0.7513 1.0089 1.0019

H0 : d̂ = 1 0.0768 − 1.1667∗∗ 0.0420 0.0090

α = 0.80

d̂ 1.0716 0.7066 1.1064 1.1011

H0 : d̂ = 1 0.3720 − 1.5246∗∗ 0.5527 0.5254

Sweden

α = 0.65

d̂ 0.9978 0.9041 1.0559 1.0096

H0 : d̂ = 1 −0.0082 −0.3589 0.2092 0.0357

α = 0.70

d̂ 0.9526 0.9057 1.0392 0.9786

H0 : d̂ = 1 −0.2010 −0.4003 0.1664 −0.0906

α = 0.75

d̂ 0.9251 0.8246 0.9959 0.9371

H0 : d̂ = 1 −0.3514 −0.8227∗ −0.0191 −0.2952

α = 0.80

d̂ 0.9469 0.7987 1.0541 1.0236

H0 : d̂ = 1 −0.2762 −1.0459∗ 0.2811 0.1227

Switzerland

α = 0.65

d̂ 0.7928 0.7672 0.8143 0.6367

H0 : d̂ = 1 −0.7754 −0.8710 −0.6946 −1.3592∗
α = 0.70

d̂ 0.8555 0.6775 0.8388 0.7545

H0 : d̂ = 1 −0.6132 −1.3684∗∗∗ −0.6840 −1.0414∗
α = 0.75

d̂ 0.7878 0.6293 0.8097 0.6679

H0 : d̂ = 1 − 0.9954∗ − 1.7387∗∗∗ − 0.8926∗ − 1.5576∗∗∗
α = 0.80

d̂ 0.8217 0.6026 0.8540 0.7979

H0 : d̂ = 1 −0.9266 −2.0648∗∗∗ − 0.7586∗ − 1.0502∗∗∗
Turkey

α = 0.65

d̂ 0.8902 0.7781 0.9892 0.6546

H0 : d̂ = 1 −0.4109 −0.8302 −0.0405 −1.2922
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Table 10 continued

LW ELW FELW FELW with de-trending

α = 0.70

d̂ 0.9638 0.8551 1.0565 0.9763

H0 : d̂ = 1 −0.1536 −0.6148 0.2395 −0.1007

α = 0.75

d̂ 1.0069 0.7990 1.0599 0.9989

H0 : d̂ = 1 0.0324 − 0.9429∗ 0.2809 −0.0050

α = 0.80

d̂ 0.9615 0.7367 1.0386 0.9859

H0 : d̂ = 1 −0.2000 −1.3682∗ 0.2007 −0.0734

United Kingdom

α = 0.65

d̂ 0.9963 1.3765 1.4786 1.4477

H0 : d̂ = 1 −0.0137 1.4086 1.7909 1.6752

α = 0.70

d̂ 0.9744 1.1901 1.2877 1.2877

H0 : d̂ = 1 −0.1085 0.8066 1.2204 1.2208

α = 0.75

d̂ 0.9680 1.1519 1.2868 1.2703

H0 : d̂ = 1 −0.1503 0.7125 1.3454 1.2677

α = 0.80

d̂ 0.9403 1.0562 1.2485 1.2335

H0 : d̂ = 1 −0.3104 0.2920 1.2913 1.2135

United States

α = 0.65

d̂ 0.9070 1.0837 1.4423 1.4154

H0 : d̂ = 1 −0.3480 0.3132 1.6548 1.5541

α = 0.70

d̂ 0.9190 1.1221 1.4722 1.4343

H0 : d̂ = 1 −0.3436 0.5179 2.0032 1.8425

α = 0.75

d̂ 0.8764 0.9718 1.2942 1.2968

H0 : d̂ = 1 −0.5799 −0.1321 1.3800 1.3920

α = 0.80

d̂ 0.8319 0.8824 1.2332 1.2392

H0 : d̂ = 1 −0.8733 −0.6112 1.2116 1.2430
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Table 11 OECD + BRIC: testing long memory of relative emissions

LW ELW FELW FELW with de-trending

Austria

α = 0.65

d̂ 1.1553 0.9386 1.0745 1.1074

H0 : d̂ = 1 0.5809 −0.2297 0.2788 0.4017

α = 0.70

d̂ 1.1283 0.9914 1.1842 1.1939

H0 : d̂ = 1 0.5445 −0.0363 0.7817 0.8225

α = 0.75

d̂ 0.9952 0.8589 1.0232 1.0541

H0 : d̂ = 1 −0.0224 −0.6618 0.1086 0.2539

α = 0.80

d̂ 0.8762 0.7906 0.9637 0.9983

H0 : d̂ = 1 −0.6433 −1.0881∗ −0.1887 −0.0090

Belgium

α = 0.65

d̂ 0.8683 0.9046 1.0085 1.0024

H0 : d̂ = 1 −0.4929 − 0.3568 0.0319 0.0090

α = 0.70

d̂ 0.9581 0.9913 1.1081 1.1051

H0 : d̂ = 1 −0.1778 −0.0370 0.4588 0.4457

α = 0.75

d̂ 1.0056 1.0196 1.1736 1.1722

H0 : d̂ = 1 0.0262 0.0919 0.8144 0.8075

α = 0.80

d̂ 0.9089 0.8816 1.1186 1.1169

H0 : d̂ = 1 −0.4735 −0.6150 0.6161 0.6073

Brazil

α = 0.65

d̂ 0.8935 0.9881 1.2940 1.3187

H0 : d̂ = 1 −0.3984 −0.0445 1.1002 1.1925

α = 0.70

d̂ 0.8946 1.1161 1.4586 1.4845

H0 : d̂ = 1 −0.4471 0.4927 1.9457 2.0557

α = 0.75

d̂ 0.8831 0.9751 1.2921 1.2996

H0 : d̂ = 1 −0.5485 −0.1167 1.3700 1.4054

α = 0.80

d̂ 0.8236 0.8493 1.3172 1.3236

H0 : d̂ = 1 −0.9166 −0.7833 1.6483 1.6817
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Table 11 continued

LW ELW FELW FELW with de-trending

Canada

α = 0.65

d̂ 1.2667 1.0214 1.2963 1.2892

H0 : d̂ = 1 0.9979 0.0802 1.1087 1.0819

α = 0.70

d̂ 1.1367 0.9600 1.1950 1.1945

H0 : d̂ = 1 0.5798 −0.1698 0.8273 0.8252

α = 0.75

d̂ 1.2016 0.9485 1.2684 1.2649

H0 : d̂ = 1 0.9457 −0.2417 1.2590 1.2423

α = 0.80

d̂ 1.0643 0.9719 1.2628 1.2606

H0 : d̂ = 1 0.3340 −0.1462 1.3656 1.3541

Chile

α = 0.65

d̂ 0.8448 0.9010 1.1043 1.1005

H0 : d̂ = 1 −0.5807 −0.3706 0.3902 0.3760

α = 0.70

d̂ 0.9319 0.9816 1.0944 1.1001

H0 : d̂ = 1 −0.2891 −0.0782 0.4003 0.4247

α = 0.75

d̂ 0.9429 1.1017 1.2610 1.2734

H0 : d̂ = 1 −0.2678 0.4770 1.2243 1.2822

α = 0.80

d̂ 0.8860 1.0298 1.3473 1.3567

H0 : d̂ = 1 −0.5922 0.1548 1.8044 1.8534

China

α = 0.65

d̂ 0.8834 1.0757 1.3808 1.4018

H0 : d̂ = 1 −0.4362 0.2832 1.4248 1.5033

α = 0.70

d̂ 0.9341 1.2136 1.4255 1.4527

H0 : d̂ = 1 −0.2795 0.9063 1.8051 1.9208

α = 0.75

d̂ 0.9251 1.2023 1.5666 1.5915

H0 : d̂ = 1 −0.3512 0.9490 2.6575 2.7745

α = 0.80

d̂ 0.8988 1.1540 1.8129 1.8218

H0 : d̂ = 1 −0.5260 0.8004 4.2240 4.2700
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Table 11 continued

LW ELW FELW FELW with de-trending

Denmark

α = 0.65

d̂ 1.0775 1.0018 1.1169 1.1218

H0 : d̂ = 1 0.2899 0.0066 0.4374 0.4557

α = 0.70

d̂ 1.1419 1.0105 1.1695 1.1708

H0 : d̂ = 1 0.6022 0.0446 0.7190 0.7244

α = 0.75

d̂ 0.9412 0.9045 1.0551 1.0598

H0 : d̂ = 1 −0.2760 −0.4478 0.2584 0.2804

α = 0.80

d̂ 0.8120 0.8023 0.9808 0.9874

quad H0 : d̂ = 1 −0.9769 −1.0270∗ −0.0996 −0.0656

Finland

α = 0.65

d̂ 1.1051 0.8882 1.0791 1.1042

H0 : d̂ = 1 0.3934 −0.4183 0.2960 0.3898

α = 0.70

d̂ 1.1607 0.7584 0.9938 1.0324

H0 : d̂ = 1 0.6819 − 1.0249∗ −0.0261 0.1377

α = 0.75

d̂ 0.9802 0.7614 0.9432 0.9779

H0 : d̂ = 1 −0.0930 −1.1193∗∗ −0.2664 −0.1035

α = 0.80

d̂ 0.9187 0.7955 1.0127 1.0305

H0 : d̂ = 1 −0.4224 −1.0626∗ 0.0660 0.1586

France

α = 0.65

d̂ 1.1982 1.2334 1.2378 1.2377

H0 : d̂ = 1 0.7416 0.8732 0.8896 0.8893

α = 0.70

d̂ 1.2489 1.2189 1.3383 1.3391

H0 : d̂ = 1 1.0559 0.9285 1.4354 1.4388

α = 0.75

d̂ 1.0806 1.0663 1.2168 1.2166

H0 : d̂ = 1 0.3780 0.3111 1.0171 1.0160

α = 0.80

d̂ 0.9945 0.9656 1.1927 1.1923

H0 : d̂ = 1 −0.0285 −0.1787 1.0011 0.9992
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Table 11 continued

LW ELW FELW FELW with de-trending

Greece

α = 0.65

d̂ 1.1777 0.7847 1.5094 1.4640

H0 : d̂ = 1 0.6650 −0.8055 1.9060 1.7362

α = 0.70

d̂ 1.1134 0.7915 1.3600 1.3434

H0 : d̂ = 1 0.4813 −0.8848 1.5272 1.4569

α = 0.75

d̂ 1.1044 0.7679 1.4101 1.3942

H0 : d̂ = 1 0.4897 − 1.0886∗∗ 1.9235 1.8490

α = 0.80

d̂ 1.0943 0.7340 1.5282 1.5104

H0 : d̂ = 1 0.4901 − 1.3821∗∗ 2.7447 2.6522

Hungary

α = 0.65

d̂ 1.1730 1.3040 1.4472 1.4437

H0 : d̂ = 1 0.6474 1.1376 1.6731 1.6601

α = 0.70

d̂ 1.2323 1.4248 1.5791 1.5727

H0 : d̂ = 1 0.9856 1.8023 2.4568 2.4297

α = 0.75

d̂ 1.1448 1.2516 1.4260 1.4214

H0 : d̂ = 1 0.6791 1.1803 1.9982 1.9767

α = 0.80

d̂ 1.0674 1.1998 1.4544 1.4496

H0 : d̂ = 1 0.3500 1.0381 2.3613 2.3364

Iceland

α = 0.65

d̂ 0.7863 0.7926 0.8755 0.9015

H0 : d̂ = 1 −0.7995 −0.7762 −0.4659 −0.3684

α = 0.70

d̂ 0.8417 0.8793 0.9844 0.9955

H0 : d̂ = 1 −0.6718 −0.5121 −0.0661 −0.0191

α = 0.75

d̂ 0.6780 0.6592 0.7825 0.8043

H0 : d̂ = 1 − 1.5102∗∗ − 1.5985∗∗∗ − 1.0203∗∗ − 0.9178∗∗
α = 0.80

d̂ 0.6796 0.6474 0.8233 0.8395

H0 : d̂ = 1 − 1.6649∗∗ − 1.8323∗∗ − 0.9180∗ − 0.8340∗∗
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Table 11 continued

LW ELW FELW FELW with de-trending

India

α = 0.65

d̂ 0.9368 1.2521 1.3781 1.3774

H0 : d̂ = 1 −0.2365 0.9431 1.4147 1.4119

α = 0.70

d̂ 0.9012 1.0409 1.2497 1.2546

H0 : d̂ = 1 −0.4194 0.1735 1.0595 1.0801

α = 0.75

d̂ 0.8905 0.9825 1.2004 1.2024

H0 : d̂ = 1 −0.5138 −0.0820 0.9401 0.9495

α = 0.80

d̂ 0.9180 1.0418 1.1987 1.2031

H0 : d̂ = 1 −0.4263 0.2174 1.0326 1.0554

Ireland

α = 0.65

d̂ 1.3600 0.8575 1.4563 1.4260

H0 : d̂ = 1 1.3471 −0.5333 1.7071 1.5940

α = 0.70

d̂ 1.1635 0.8900 1.3080 1.3025

H0 : d̂ = 1 0.6935 −0.4667 1.3069 1.2833

α = 0.75

d̂ 1.1044 0.9076 1.2851 1.2770

H0 : d̂ = 1 0.4895 −0.4334 1.3375 1.2993

α = 0.80

d̂ 1.0157 0.9174 1.2559 1.2518

H0 : d̂ = 1 0.0815 −0.4293 1.3299 1.3086

Isreal

α = 0.65

d̂ 0.9638 1.0265 1.0826 1.1463

H0 : d̂ = 1 −0.1355 0.0991 0.3090 0.5476

α = 0.70

d̂ 0.9367 0.8848 0.9301 1.0227

H0 : d̂ = 1 −0.2685 −0.4886 −0.2967 0.0964

α = 0.75

d̂ 0.8990 0.9318 1.0047 1.0639

H0 : d̂ = 1 −0.4737 −0.3197 0.0219 0.2999

α = 0.80

d̂ 0.8711 0.8583 1.0016 1.0487

H0 : d̂ = 1 −0.6697 −0.7361 0.0081 0.2533
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Table 11 continued

LW ELW FELW FELW with de-trending

Italy

α = 0.65

d̂ 1.1833 1.2319 1.6813 1.6477

H0 : d̂ = 1 0.6860 0.8679 2.5491 2.4233

α = 0.70

d̂ 1.1712 1.0975 1.5900 1.5655

H0 : d̂ = 1 0.7262 0.4137 2.5033 2.3993

α = 0.75

d̂ 1.1527 1.0347 1.5427 1.5142

H0 : d̂ = 1 0.7161 0.1629 2.5456 2.4116

α = 0.80

d̂ 1.0627 1.0469 1.5151 1.4929

H0 : d̂ = 1 0.3258 0.2439 2.6766 2.5612

Japan

α = 0.65

d̂ 1.0089 1.4297 1.4797 1.4625

H0 : d̂ = 1 0.0334 1.6079 1.7950 1.7307

α = 0.70

d̂ 1.0007 1.2623 1.3785 1.3689

H0 : d̂ = 1 0.0028 1.1129 1.6060 1.5652

α = 0.75

d̂ 0.9897 1.1551 1.3202 1.3090

H0 : d̂ = 1 −0.0483 0.7273 1.5017 1.4495

α = 0.80

d̂ 0.9316 1.1852 1.3905 1.3806

H0 : d̂ = 1 −0.3554 0.9623 2.0292 1.9775

South Korea

α = 0.65

d̂ 1.0081 0.9973 1.1479 1.1172

H0 : d̂ = 1 0.0301 −0.0102 0.5535 0.4386

α = 0.70

d̂ 1.0222 0.8035 1.0436 0.9651

H0 : d̂ = 1 0.0941 −0.8336 0.1851 −0.1481

α = 0.75

d̂ 0.9946 0.7903 1.0442 0.9719

H0 : d̂ = 1 −0.0253 −0.9837∗ 0.2073 −0.1317

α = 0.80

d̂ 0.9386 0.8345 1.0866 1.0450

H0 : d̂ = 1 −0.3191 −0.8598 0.4501 0.2339
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Table 11 continued

LW ELW FELW FELW with de-trending

Luxembourg

α = 0.65

d̂ 0.8689 0.8379 0.9699 0.9103

H0 : d̂ = 1 −0.4904 −0.6067 −0.1126 −0.3356

α = 0.70

d̂ 0.9467 0.8166 1.0313 0.9943

H0 : d̂ = 1 −0.2262 −0.7781 0.1327 −0.0242

α = 0.75

d̂ 1.0370 0.8848 1.1599 1.1450

H0 : d̂ = 1 0.1734 −0.5402 0.7499 0.6801

α = 0.80

d̂ 1.0865 0.8614 1.2550 1.2508

H0 : d̂ = 1 0.4494 −0.7200 1.3251 1.3030

Mexico

α = 0.65

d̂ 1.0236 1.2065 1.2788 1.2722

H0 : d̂ = 1 0.0884 0.7726 1.0433 1.0183

α = 0.70

d̂ 0.9905 1.0677 1.1714 1.1769

H0 : d̂ = 1 −0.0402 0.2874 0.7271 0.7504

α = 0.75

d̂ 0.9889 1.0237 1.1945 1.1998

H0 : d̂ = 1 −0.0520 0.1112 0.9124 0.9370

α = 0.80

d̂ 0.9014 0.8976 1.0765 1.0843

H0 : d̂ = 1 −0.5122 −0.5323 0.3976 0.4378

Netherlands

α = 0.65

d̂ 1.0791 1.0653 1.1219 1.1312

H0 : d̂ = 1 0.2961 0.2443 0.4560 0.4909

α = 0.70

d̂ 1.0968 1.1027 1.2005 1.2022

H0 : d̂ = 1 0.4105 0.4357 0.8504 0.8578

α = 0.75

d̂ 1.0180 1.0401 1.1786 1.1788

H0 : d̂ = 1 0.0842 0.1883 0.8378 0.8385

α = 0.80

d̂ 0.9286 0.9739 1.1759 1.1763

H0 : d̂ = 1 −0.3711 −0.1356 0.9139 0.9161
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Table 11 continued

LW ELW FELW FELW with de-trending

Norway

α = 0.65

d̂ 1.0189 0.7436 0.7088 0.6671

H0 : d̂ = 1 0.0706 −0.9594 −1.0895 −1.2458

α = 0.70

d̂ 0.8797 0.6906 0.7204 0.6905

H0 : d̂ = 1 −0.5103 −1.3127∗∗ − 1.1861∗ − 1.3131∗∗
α = 0.75

d̂ 0.7782 0.6638 0.7801 0.7734

H0 : d̂ = 1 − 1.0404∗ − 1.5768∗∗∗ − 1.0312∗∗ − 1.0629∗∗
α = 0.80

d̂ 0.6975 0.5763 0.7666 0.7496

H0 : d̂ = 1 − 1.5720∗∗ − 2.2018∗∗ − 1.2129∗∗ − 1.3013∗∗
New Zealand

α = 0.65

d̂ 1.0848 1.0153 1.2675 1.2437

H0 : d̂ = 1 0.3172 0.0571 1.0007 0.9119

α = 0.70

d̂ 0.9243 0.8821 0.9731 0.9522

H0 : d̂ = 1 −0.3212 −0.5002 −0.1141 −0.2026

α = 0.75

d̂ 0.9405 0.9512 1.0787 1.0697

H0 : d̂ = 1 −0.2792 −0.2289 0.3691 0.3271

α = 0.80

d̂ 0.9230 0.8889 1.1135 1.1037

H0 : d̂ = 1 −0.4002 −0.5771 0.5898 0.5391

Poland

α = 0.65

d̂ 1.1840 1.3110 1.4006 1.3981

H0 : d̂ = 1 0.6886 1.1636 1.4989 1.4897

α = 0.70

d̂ 1.1978 1.2762 1.3550 1.3520

H0 : d̂ = 1 0.8391 1.1719 1.5063 1.4934

α = 0.75

d̂ 1.1826 1.2824 1.3990 1.3946

H0 : d̂ = 1 0.8565 1.3247 1.8715 1.8509

α = 0.80

d̂ 1.0157 1.1110 1.3634 1.3600

H0 : d̂ = 1 0.0815 0.5770 1.8881 1.8709
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Table 11 continued

LW ELW FELW FELW with de-trending

Portugal

α = 0.65

d̂ 1.1990 0.9499 1.6441 1.6145

H0 : d̂ = 1 0.7445 −0.1873 2.4102 2.2993

α = 0.70

d̂ 1.1108 1.0664 1.6635 1.6499

H0 : d̂ = 1 0.4700 0.2819 2.8150 2.7575

α = 0.75

d̂ 1.0568 0.8579 1.2036 1.2012

H0 : d̂ = 1 0.2663 −0.6666 0.9549 0.9437

α = 0.80

d̂ 1.0331 0.8096 1.2001 1.1990

H0 : d̂ = 1 0.1719 −0.9895 1.0399 1.0339

South Africa

α = 0.65

d̂ 1.0840 0.9947 1.1175 1.1374

H0 : d̂ = 1 0.3145 −0.0197 0.4395 0.5140

α = 0.70

d̂ 1.0007 0.9893 1.1155 1.1347

H0 : d̂ = 1 0.0029 −0.0455 0.4900 0.5714

α = 0.75

d̂ 0.9215 0.9238 1.0591 1.0780

H0 : d̂ = 1 −0.3681 −0.3576 0.2774 0.3659

α = 0.80

d̂ 0.9455 0.8776 1.1080 1.1181

H0 : d̂ = 1 −0.2829 −0.6362 0.5612 0.6135

Spain

α = 0.65

d̂ 1.1225 1.2327 1.3894 1.3758

H0 : d̂ = 1 0.4582 0.8705 1.4569 1.4060

α = 0.70

d̂ 1.1771 1.0195 1.5205 1.5065

H0 : d̂ = 1 0.7514 0.0826 2.2081 2.1489

α = 0.75

d̂ 1.1570 0.9441 1.4672 1.4548

H0 : d̂ = 1 0.7363 −0.2621 2.1915 2.1332

α = 0.80

d̂ 1.1065 0.8984 1.4422 1.4318

H0 : d̂ = 1 0.5536 −0.5278 2.2977 2.2435
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Table 11 continued

LW ELW FELW FELW with de-trending

Sweden

α = 0.65

d̂ 1.2889 1.2965 1.3542 1.3566

H0 : d̂ = 1 1.0809 1.1094 1.3254 1.3342

α = 0.70

d̂ 1.1657 1.1622 1.2705 1.2702

H0 : d̂ = 1 0.7030 0.6880 1.1477 1.1464

α = 0.75

d̂ 1.0141 1.0110 1.1448 1.1430

H0 : d̂ = 1 0.0663 0.0514 0.6792 0.6706

α = 0.80

d̂ 1.0189 0.9799 1.2009 1.2006

H0 : d̂ = 1 0.0980 −0.1044 1.0438 1.0423

Switzerland

α = 0.65

d̂ 1.2534 1.1558 1.1339 1.1412

H0 : d̂ = 1 0.9482 0.5828 0.5009 0.5282

α = 0.70

d̂ 0.9735 1.0172 1.1048 1.1126

H0 : d̂ = 1 −0.1125 0.0730 0.4448 0.4778

α = 0.75

d̂ 0.9693 1.0012 1.1116 1.1184

H0 : d̂ = 1 −0.1442 0.0058 0.5234 0.5553

α = 0.80

d̂ 0.8745 0.9160 1.0991 1.1048

H0 : d̂ = 1 −0.6521 −0.4366 0.5150 0.5447

Turkey

α = 0.65

d̂ 0.9405 0.8024 1.0236 0.6443

H0 : d̂ = 1 −0.2226 −0.7394 0.0885 −1.3308

α = 0.70

d̂ 0.9954 0.6583 0.9782 0.7960

H0 : d̂ = 1 −0.0195 −1.4497∗∗ −0.0924 −0.8656

α = 0.75

d̂ 0.9868 0.7155 1.0183 0.9020

H0 : d̂ = 1 −0.0620 −1.3347∗∗ 0.0857 −0.4598

α = 0.80

d̂ 0.9454 0.7347 1.0539 0.9908

H0 : d̂ = 1 −0.2839 −1.3783∗ 0.2801 −0.0479
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Table 11 continued

LW ELW FELW FELW with de-trending

United Kingdom

α = 0.65

d̂ 0.8994 0.8807 1.0752 1.0262

H0 : d̂ = 1 −0.3764 −0.4462 0.2813 0.0979

α = 0.70

d̂ 0.9599 0.9806 1.1635 1.1423

H0 : d̂ = 1 −0.1700 −0.0824 0.6935 0.6038

α = 0.75

d̂ 0.9925 0.8768 1.1306 1.1089

H0 : d̂ = 1 −0.0350 −0.5778 0.6124 0.5109

α = 0.80

d̂ 0.9969 0.7322 1.0585 1.0312

H0 : d̂ = 1 −0.0163 −1.3915∗ 0.3040 0.1622

United States

α = 0.65

d̂ 1.1488 0.9748 1.2053 1.2043

H0 : d̂ = 1 0.5566 −0.0942 0.7681 0.7646

α = 0.70

d̂ 1.1425 1.0292 1.2384 1.2380

H0 : d̂ = 1 0.6047 0.1240 1.0113 1.0099

α = 0.75

d̂ 1.0897 0.9741 1.2169 1.2157

H0 : d̂ = 1 0.4206 −0.1215 1.0175 1.0116

α = 0.80

d̂ 1.1245 1.0268 1.3252 1.3234

H0 : d̂ = 1 0.6468 0.1392 1.6897 1.6804

Table 12 The 4 BRIC countries: testing long memory of relative emissions

LW ELW FELW FELW with de-trending

Brazil

α = 0.65

d̂ 0.8935 0.9881 1.2940 1.3187

H0 : d̂ = 1 −0.3984 −0.0445 1.1002 1.1925

α = 0.70

d̂ 0.8946 1.1161 1.4586 1.4845

H0 : d̂ = 1 −0.4471 0.4927 1.9457 2.0557

123



Fractional Integration Versus Structural Change: Testing the… 965

Table 12 continued

LW ELW FELW FELW with de-trending

α = 0.75

d̂ 0.8831 0.9751 1.2921 1.2996

H0 : d̂ = 1 −0.5485 −0.1167 1.3700 1.4054

α = 0.80

d̂ 0.8236 0.8493 1.3172 1.3236

H0 : d̂ = 1 −0.9166 −0.7833 1.6483 1.6817

China

α = 0.65

d̂ 0.8834 1.0757 1.3808 1.4018

H0 : d̂ = 1 −0.4362 0.2832 1.4248 1.5033

α = 0.70

d̂ 0.9341 1.2136 1.4255 1.4527

H0 : d̂ = 1 −0.2795 0.9063 1.8051 1.9208

α = 0.75

d̂ 0.9251 1.2023 1.5666 1.5915

H0 : d̂ = 1 −0.3512 0.9490 2.6575 2.7745

α = 0.80

d̂ 0.8988 1.1540 1.8129 1.8218

H0 : d̂ = 1 −0.5260 0.8004 4.2240 4.2700

India

α = 0.65

d̂ 0.9368 1.2521 1.3781 1.3774

H0 : d̂ = 1 −0.2365 0.9431 1.4147 1.4119

α = 0.70

d̂ 0.9012 1.0409 1.2497 1.2546

H0 : d̂ = 1 −0.4194 0.1735 1.0595 1.0801

α = 0.75

d̂ 0.8905 0.9825 1.2004 1.2024

H0 : d̂ = 1 −0.5138 −0.0820 0.9401 0.9495

α = 0.80

d̂ 0.9180 1.0418 1.1987 1.2031

H0 : d̂ = 1 −0.4263 0.2174 1.0326 1.0554
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Table 12 continued

LW ELW FELW FELW with de-trending

South Africa

α = 0.65

d̂ 1.0840 0.9947 1.1175 1.1374

H0 : d̂ = 1 0.3145 −0.0197 0.4395 0.5140

α = 0.70

d̂ 1.0007 0.9893 1.1155 1.1347

H0 : d̂ = 1 0.0029 −0.0455 0.4900 0.5714

α = 0.75

d̂ 0.9215 0.9238 1.0591 1.0780

H0 : d̂ = 1 −0.3681 −0.3576 0.2774 0.3659

α = 0.80

d̂ 0.9455 0.8776 1.1080 1.1181

H0 : d̂ = 1 −0.2829 −0.6362 0.5612 0.6135
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