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Abstract. Threats associated with the consumer Internet of Things (IoT) may 

particularly inhibit the work and wellbeing of journalists, especially because of 

the danger of technological surveillance and the imperative to protect 

confidential sources. These issues may have knock-on effects on societal stability 

and democratic processes if press freedom is eroded. Still, journalists remain 

unaware of potential IoT threats, and so are unable to incorporate them into risk 

assessments or to advise their sources. This shows a clear gap in the literature, 

requiring immediate attention. This article therefore identifies and organises 

distinctive and novel threats to journalism from the consumer IoT. The article 

presents a novel conceptualisation of threats to the press in six categories: 

regulatory gaps, legal threats, profiling threats, tracking threats, data and device 

modification threats, and networked devices threats. Each of the threats in these 

categories includes a description and hypothetical consequences that include real-

life ways in which IoT devices can be used to inhibit journalistic work, building 

on interdisciplinary literature analysis and expert interviews. In so doing, this 

article synthesises technical information about IoT device capabilities with 

human security and privacy requirements tailored to a specific at-risk population: 

journalists. It is therefore important for cyber science scholarship to address the 

contemporary and emerging risks associated with IoT devices to vulnerable 

groups such as journalists. This exploratory conceptualisation enables the 

evidence-based conceptual evolution of understandings of cyber security risks to 

journalists. 

Keywords: Internet of Things, Smart devices, Journalism, Threats, Security, 
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1 Introduction 

Often touted in the media as the next great technological trend, the consumer Internet 

of Things (IoT) market has seen rapid growth in recent years, with devices becoming 

increasingly prevalent in public spaces, private places and even on bodies [1]. The 

general security ramifications of this expansion have been widely discussed (e.g. [2–

4]); however, there are few user-specific assessments of privacy and security threats 

that can be enacted using IoT devices, and none relating to journalists. Our pilot study 

involved interviewing and surveying members of the media from around the world to 

establish the extent to which they interact with the IoT and their knowledge of 

associated threats [5]. This study determined that this community is particularly 

vulnerable to IoT threats because of a lack of understanding of how these new 

technologies could increase risk to the work and wellbeing of members of the press and 

their sources, and of what can be done to mitigate these threats [5]. Further, journalists 

merit being the focus of research into IoT threats because of the public-facing nature of 

their job, which increases their risk level [6–10], and also means that any consequences 

of successful attacks may extend far beyond an individual journalist and potentially 

destabilise other democratic infrastructure [11–13].  

Educating the press about such threats is crucial because the IoT is inherently and 

systemically insecure, demonstrated by a survey that showed both that “almost 70% of 

all IoT devices to be prone to privacy threats” and “every IoT device is responsible for 

at least one piece of personal information collection” [14]. Extensive risk assessments 

are of particular importance to the media industry, as state-affiliated cyber attackers are 

increasingly targeting journalists [15]. As journalists are already highly targeted, any 

interaction that they may have with the consumer IoT creates a concerning expansion 

of their attack surface. Comprehensive risk assessments cannot be carried out without 

accurate threat modelling that facilitates prioritisation of security strategies and 

techniques. 

As the IoT is an evolving and growing phenomenon, it is impossible to identify all 

associated risks and the threats from which they arise. Therefore, this article uses 

existing literature to propose a novel conceptualisation that explores ways in which 

these threats can manifest against the press, largely relating to surveillance [16]. 

Journalists’ understanding of their cyber security [17–19], and how IoT devices could 

present a threat remains low [5]. These new IoT threat categories explore impacts and 

implications of IoT devices for the media, to increase understanding of the societal 

effects of surveillance and kinetic threats to journalists from these technologies. 

2 Related work 

The literature in this section influenced the structure of the categorisation. The most 

relevant sources that were used for the taxonomy’s content have been cited in Section 

4. 
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2.1 IoT and journalism threat modelling 

Like Uzunov and Fernandez [20], our paper views threat modelling as useful for 

demonstrating the interlinked nature of different threats from the same system, and as 

a conceptual foundation for systematically organising emerging threats within an 

existing framework [21–23]. Xiong and Lagerström [24] discuss that articles in this 

area either introduce a new method, use an existing threat modelling approach, or 

present work on the threat modelling process; our article aims to do the first and third 

of these, i.e. to explore an IoT-related threat model that is specific to and can be used 

by members of the media. Our threat modelling relies on the creation of scenarios, 

similar to other informal threat modelling systems for conventional cyber threats to 

journalists [25–27]. However, although such materials may touch upon physical and 

legal threats, these are beyond their scope. Further, none of them consider the expanded 

threat landscape resulting from the increasing prevalence of the IoT. 

The Rory Peck Trust has an online risk assessment that journalists can use before 

they go on an assignment, but it does not mention IoT devices [28]. McGregor et al.’s 

study assessing the cyber security behaviours and needs of journalists also did not 

include the IoT [17]. However, the human-computer interaction and cyber security 

literature relating to IoT threat modelling spans academic, policy and commercial 

materials. Each sphere has produced taxonomies or risk assessment considerations with 

different classifications, according to the needs of their target audience. Our paper 

explicitly focuses on the press as our target population, in order to cater to their specific 

needs. 

McGregor and Watkins found that journalists relied on a mental model of 

information security that allowed them to operate with minimal consideration for 

security precautions (deemed ‘security by obscurity’), “unless one is involved in work 

that is sensitive enough to attract the attention of government actors” [19]. Even an 

article discussing the implications of “tech tools” used by a technology and media 

journalist did not mention IoT devices at all, but instead solely focused on smartphone 

applications and the consequences of targeted advertising [29]. Similarly, our pilot 

study found that news organisations’ cyber protection policies and strategies currently 

do not incorporate the IoT [5]. Based on this, our categories and threat titles are 

followed by hypotheticals that describe possible consequences of such threats for the 

press. 

While Gulzar and Abbas’s taxonomic structure linked aspects of the IoT with 

vulnerabilities and threats [14], it does not address the practical consequences of these 

threats. Nawir et al.’s taxonomy of attacks on IoT security is largely categorised by 

attack vector [30]; however, some of the attacks in the taxonomy are described in terms 

of consequences, rather than technique (e.g. “Denial of Service attacks”). This is similar 

to a home-based IoT security evaluation by Alrawi et al. [31]. Our article therefore 

builds on both of these taxonomies to make them directly applicable and relevant to a 

specific user population, and incorporates them especially into the networked devices 

threats category. 
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2.2 IoT privacy threats 

There are debates on the effects of the consumer IoT on users’ and bystanders’ privacy, 

as well as the potential for the IoT to include privacy-enhancing technologies. 

Perez et al.’s research addressed an important phenomenon: solutions for IoT-related 

threats to bystanders’ privacy [32]. Similar to Lopez et al. [33], Perez et al.’s paper 

focused specifically on privacy but overlooked the associated secondary effects of 

additional security implications that our article discusses. Goulden et al. also noted that 

pervasive monitoring by these technologies forces the ongoing renegotiation of 

interpersonal relationships because inhabitants cannot avoid their data being collected 

and shared in a communal smart home [34].  

Christensen et al. acknowledged the dangers of pattern of life recognition and the 

problems associated with devices’ essential functions being reliant on opting into 

surveillance features [35], which means that many such devices are unusable for 

journalists with something to hide; this is particularly relevant to our legal threats 

category. Burdon and Cohen argued that smart homes result in modulation harms and 

therefore social shaping [36]; this is particularly concerning for journalists, who have 

societal influence. Our paper draws on this literature, specifically relating to the 

profiling and tracking categories. 

Cha et al. grouped privacy-enhancing technologies into seven categories of 

protection mechanisms against IoT-related threats to privacy [37]. However, while the 

privacy issues covered are extensive, the paper did not discuss the risks and needs 

associated with different user communities. This is the gap our article fills, focusing on 

a sector that has been limited in its ability to expose the dangers of such data collection 

[38]. 

2.3 IoT material threats 

An IoT-specific element of threat modelling relates to material threats. Additionally, 

the use of scenarios by Tanczer et al. influenced the presentation of our paper’s 

descriptions of hypothetical consequences for journalists [3]. Heartfield et al. [39] and 

Blythe and Johnson [40] instead viewed these threats through the lens of external 

adversaries. Similar to Tanczer et al., Blythe and Johnson’s systematic review of 

consumer IoT-related crimes extrapolated from existing capabilities and evidence of 

the facilitation of malicious activities [40]. We used this perspective to inform our data 

and device modification and networked devices threat categories. Blythe and Johnson 

took a high-level criminological approach that seems accessible to lay readers; 

however, their review did not reference non-academic literature. This may mean that 

scenarios that are salient to specific practitioner-groups were overlooked.  

Lopez-Neira et al. cited reports from charities such as Refuge as evidence that cyber-

physical attacks are already occurring, to demonstrate the feasibility of the misuse of 

IoT technologies to facilitate abuse targeting individuals [41]. They noted the 

difficulties associated with the prevalence of IoT devices, but did not attempt to survey 

or categorise IoT threats to individuals.  
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Broadly, studies such as Chalhoub et al. [42] and Barbosa et al. [1] established how 

user experience and attitudes influence the poor security by design of the consumer IoT. 

Further, like Hoffmann’s policy proposal document on smart home policy [43], Atamli 

and Martin [44] provided recommendations for long-term changes such as IoT security 

and privacy properties by design that would address some of their identified threat 

model characteristics. The threat categories presented in our paper could educate 

journalists about IoT threats until the IoT industry implements such principles; these 

issues specifically are addressed by our regulatory gaps threat category. 

3 Methods 

3.1 Research questions 

Two research questions were developed from previous research on this topic, which 

demonstrated that journalists are not cognisant of consumer IoT threats and do not 

currently have access to relevant educational resources [5]. These questions are: (1) 

“What are the distinctive and novel threats to journalism from the consumer IoT?” and 

(2) “How can we categorise these threats in a way that is easily comprehensible by 

journalists?” 

3.2 Literature synthesis 

Curating both related work (Section 2) and the taxonomy (Section 4) drew inspiration 

from the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

guidelines [45]. Sources included academic publications (e.g. in the fields of Journalism 

Studies, Law, Computer Science and Cyber Security), news articles, websites aimed at 

journalists, and policy papers, to ensure that this research reviewed all germane 

perspectives. 

Using the research questions to guide our information-gathering method enabled us 

to find the most contemporary and salient publications available relating to consumer 

IoT threats to the press. At first, the review began by using assorted combinations of 

search terms from the research questions and these topics more broadly, such as 

“consumer Internet of Things”, “IoT”, “smart home”, “security”, “privacy”, “threat 

model” and “journalism”. Keywords later included other frequently recurring terms in 

our results, such as “journalist safety”, “surveillance”, “source confidentiality” and 

“legal threats”. 

3.3 Analysis 

The findings of the literature search were classified through thematic coding and 

analysis using NVivo. Categories and their contents were then updated through 

secondary source analysis of existing IoT threat taxonomies. Codes from literature were 

sorted into six categories: Legal, Media (codes for information regarding journalists as 

a minority population under threat), Vulnerabilities, Targets, Attacks, and Impacts. 
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While there is no hierarchy to the codes or their categories, the latter four categories 

were ordered to emulate the chronological threat process. Plurals and noun/verb 

variations of the same code were considered to be the same code (e.g. device/devices, 

access/accessing), codebook available upon request. 

3.4 Category creation 

This paper represents an initial exploratory step toward categorising and 

conceptualising threats in the context of a specific target population, rather than an 

exhaustive list of potential IoT threats to journalists. Our article categorises nineteen 

IoT-specific threats that have the potential to harm journalists’ work and wellbeing into 

six categories. Our goal is not a complete or definitive threat taxonomy, but rather to 

present six clear and relevant categories of threats: (1) regulatory gaps, (2) legal threats, 

(3) profiling threats, (4) tracking threats, (5) data and device modification threats, and 

(6) networked devices threats.  

As discussed in Section 2, these categories were created by compiling information 

on potential vulnerabilities and associated exploitation opportunities from academic 

studies into IoT threats and news sources discussing cyber-attacks on the press. The 

key inclusion criterion was that current feasibility of the threats must have been 

evidenced in academic and news materials. The categories were subsequently refined 

using thematic analysis and by eliminating any threats that were insufficiently relevant 

to the consumer IoT, then by grouping the remaining nineteen threats into overarching 

categories. 

Each category has its own description, titles and descriptions of some associated 

threats, and example consequences to illustrate how they would specifically harm press 

freedom. This last element is presented as a threat scenario that affects journalists, news 

organisations and the press more generally. Our chosen structure of method of 

categorisation is informed by the utility of communicating consequences as scenarios 

to a narrative driven audience such as the media [46], despite the difficulty of finding 

evidenced examples because IoT threats can be clandestine [47]. 

3.5 Threat modelling 

There are already established methods for threat modelling in cyber security, such as 

the MITRE ATT&CK framework [48] and STRIDE, the latter which was used by 

Hoffman for her IoT threat modelling [43]. Like STRIDE, the method of categorization 

that we outline in this paper is not designed to be as exhaustive as a taxonomy; rather, 

our categorisation is intended to be an interactive aid for journalist security training, 

built upon as members of the media engage with this threat modelling exercise, so that 

more subcategories and hypothetical consequences can be added over time. However, 

journalists generally process information in more linear and narrative forms, making 

technically-focused methods less helpful for explaining the ways in which IoT threats 

could manifest specifically against journalists.  

Our paper considers the term threat modelling to refer to curating accurate 

information on specific threats, which can then be used to create systemic risk 
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assessments with clear prioritisation at news organisations. Delineation of the clusters 

of threats was iterative, to capture emergent threats and predictively include them in the 

mapping process. The goal was to design the categories to be sustainable, robust, and 

able to include future technologies. 

4 Categorisation 

Our six categories of threat involve varying degrees of risk, with the severity of 

different threats depending on the individual circumstances and work of each journalist, 

their colleagues and their sources.  

All six categories are technically possible and ranking them in order of likelihood of 

occurrence is difficult because the IoT is currently rapidly growing and expanding in 

scope, and likely threat actors against journalists (e.g. nation-states and organised 

criminal groups) are not hindered by the cost associated with prolonged or layered 

attacks. Some of these threats are less likely than those that simply require the journalist 

to have a phone, as there are well-established threats to journalists that have similar 

consequences, such as spyware [49–51]. However, for journalists who are engaging 

with the security advice that is media-focused and relates to traditional technologies, 

the IoT may be an overlooked area of risk. For example, journalists may be aware of 

overzealous data collection by IoT devices such as voice assistants, but may not 

recognise the possibility of use of the voice recordings to activate other devices’ 

functionalities without their knowledge (see category 6). 

These categories, described in detail in this section, are: (1) regulatory gaps, (2) legal 

threats, (3) profiling threats, (4) tracking threats, (5) data and device modification 

threats, and (6) networked devices threats. There is academic and news coverage of 

such threats relating to categories 1, 2, 3, 4, and 6. The threats in categories 5 and 6 are 

characteristic of IoT capabilities that other consumer technologies largely do not share. 

Of these two categories, 5 (data and device modification threats) is an outlier as it has 

less overt and more psychological implications, so it is hard to find evidence that it has 

been enacted in practice; whereas 6 (networked devices threats) has been amply 

demonstrated by journalists, state agencies and researchers [52].  

Due to the commodification of data as integral to the technology industry, a theme 

underpinning all categories and their contents is that information collection – and, in 

some cases, leakage – is an intentional feature of IoT technologies, rather than a bug 

[53–56]. As a result, threats can occur in tandem; for example, a fitness tracker dataset 

of millions of users may allow easy isolation of a specific journalist’s account data 

(category 4), which would potentially identify their home address and the locations 

where they meet sources if usernames are cross-referenced with information found on 

the public-facing social media page of a high-profile journalist (category 3). This could 

lead to threats to the journalist’s specific device (categories 5 and 6). The complexity 

of multiple steps, as detailed in this example, may make such an attack less likely than 

a single example from one category, but the compounding potential of these threats is 

an important feature of networks such as the IoT. 

See Sections 3.3 and 3.4 for information on how the categories were created. 
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4.1 Regulatory gaps 

Poor inbuilt IoT security results from lax legal restrictions regarding security and 

privacy by design. Data is left vulnerable because, e.g. security settings are configured 

to an inadequately low default, and it is unclear how users can alter them [57]. A feature 

of this is that apps and the IoT devices on which they are hosted often have weak 

authorisation protocols that allow overreach, including downloading malware, which 

could facilitate data theft and manipulation via third party software or device layers, 

either in storage or in transit [58]. The resultant ambiguity as to whether a journalist is 

responsible for specific information, either through sharing or creation, could have 

ramifications for their credibility and public trust. 

Third party supply chain actors accessing data. For reasons such as maintenance, 

IoT device manufacturers can legally ensure that devices continually upload data to, 

e.g., peer-to-peer networks that are coordinated by the manufacturer, regardless of the 

length of the chain of components and actors within these networks [59]. Data collected 

by consumer devices is therefore made accessible to an indeterminate number of 

parties, regardless of the knowledge or active consent of device owners [60].  

Hypothetical consequences. This supply chain risk means that journalists could have 

their technology and data compromised because they – necessarily or inadvertently – 

agreed to information sharing with third party actors in this chain. 

Data manipulation as a result of consent requirements. Some apps and IoT devices 

require users to consent to all manner of data acquisition, transfer and processing, as 

well as allowing access to other device functionalities (such as cameras, microphones 

and messaging systems) in order to function [57]. Similarly, with the evolution of deep 

fake technologies, the wealth of data created by IoT devices could be used to effectively 

and potentially legally use an individual’s likeness.  

Hypothetical consequences. These consent requirements allow the problematic 

potential for access and manipulation of journalists’ data, possibly in ways that could 

dupe or reveal sources [57]. 

Data harvesting from decommissioned devices. A situation in which adversarial 

physical access to devices would be problematic relates to individual journalists or 

news organisations disposing of defunct or decommissioned IoT devices without 

appropriately wiping them of their history. This could enable “dumpster divers” to fish 

out devices and recover confidential information stored either in the device’s local 

memory or in the cloud, through the device. For many devices, there is no obvious reset 

button, and the physical device may be an easy entry-point to the user data still retained 

by the device’s managing company [61]. 

Hypothetical consequences. Adversaries viewing information on Internet of Things 

devices could leave journalists and news organisations exposed to data theft relating to 

finances, employees, security, etc. (i.e. anything that has been accessed via some 
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devices, and anything mentioned in front of other devices), which could be devastating 

for both the newsroom and the organisation as a business. 

Botnet creation. There is currently no legal or financial incentive for manufacturers to 

encrypt data or otherwise increase the security of purchased devices; this leaves 

endpoint management unsupported as devices have out of date firmware or software 

that can be exploited through well-known channels [43]. As a result, IoT devices, while 

potentially low-powered on their own, generally have such lax security that they can be 

easily co-opted into botnets, i.e. networks of (even unrelated and disparate) IoT devices 

that have been infected with malware.  

Hypothetical consequences. Host takeover resulting in botnets can execute data 

breaches, Distributed Denial of Service (DDoS) attacks on well-secured networks or 

internet infrastructure [62], and further malware delivery that can drastically affect 

services on which society relies, including news provision [59, 63, 64]. Any of these 

activities can be devastating for individual journalists and for news organisations, both 

of which might be at risk of losing access to vital devices or systems for indeterminate 

periods of time, as well as the potential that data held on those systems has been 

compromised [65]. Further, botnets could be used to launch large-scale online attacks 

on members of the press using troll armies [14, 66]. 

4.2 Legal threats 

Legal threats refer to ways in which IoT data or actions might be used either in law 

enforcement investigations, or to embroil journalists in lawsuits [67]. 

Abuse of data and privacy laws. There are a number of methods through which 

Internet of Things data can be accessed by governments, corporations, or even 

individuals, who know how to exploit ambiguous legal provisions. Journalistic data can 

therefore be too-easily accessed by third parties via these legal threats. These threats 

are due to technologically-neutral protections that do not sufficiently differentiate 

between types of data and devices, and negligent protections in data protection and 

privacy laws and regulations, all compounded by a requirement that certain kinds of 

data are retained for lengthy periods of time. 

Hypothetical consequences. Data retention laws may be vague on whether they 

consider clearly identifiable data from IoT devices to constitute metadata, which further 

risks information because metadata is often allowed to be kept by governments for 

longer than other kinds of data. For example, Australian metadata retention laws require 

metadata storage for a minimum of two years. There is already evidence that these laws 

have chilled the Australian press, as well as counteracting some of the protections of 

pre-existing source shield laws [68]. Additionally, data protection laws intended to 

protect individuals’ personal data from unwarranted collection or access and 

exploitation by third parties usually include provisions for their negation for legitimate 

interest [69], which governments and associated corporations use to justify their access 

to and use of data and metadata, including from the IoT [70]. Furthermore, the subject 
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access ("Right to Access") requests enshrined in privacy laws and regulations, such as 

the GDPR, can also be ambiguous, leaving the data vulnerable to social engineering 

attempts that enable adversaries to impersonate journalists to access their information 

[71]. 

Weaponisation of financial penalties. Criminal actors could exploit news 

organisations’ notable lack of effective security protocols and the potential for IoT 

devices that are connected to a central Wi-Fi network. They may distribute ransomware 

that locks journalists and other media staff out of their work, thereby hindering the 

progress of a story and creating more financial and legal stressors for executives [58]. 

The financial repercussions of data breaches, on top of the ransom, are significant 

threats to the normal operation of media organisations and journalists [72, 73]. 

Hypothetical consequences. A media-industry-wide culture of under-prioritisation of 

security (often due to lack of funds) increases the likelihood of security breaches, 

especially from poorly secured IoT devices. This would likely trigger devastating 

financial pressures [71], including regulatory fines, investigation costs and 

compensation payments that would force the news organisation to lay off some of its 

staff [66]. 

Warrantless bulk data purchase. Government agencies and private companies can 

legally sidestep journalistic warrant requirements by purchasing bulk user data from 

service providers, including those that are involved in the maintenance of IoT devices 

[58, 74, 75].  

Hypothetical consequences. Even if a user can purge the logs held on an old device 

after years of ownership, they may never know how many times that data was 

transmitted, accessed, consolidated or sold prior to the purge. Historical datasets are 

lucrative and there are already academic proposals for ways in which service providers 

can sell IoT datasets to advertisers and other third parties [76]. This creates a rich 

dataset from which adversaries may isolate key dates and events, in order to cross-

reference these with information gathered on suspected journalistic sources, thereby 

definitively identifying a confidential source. 

4.3 Profiling threats 

The timing of interaction with automated household and utility devices could allow 

"pattern of life" information (i.e. detailed daily routines) to be surmised and exploited 

[36, 37]. In addition to the potential for behavioural manipulation via IoT "nudging" 

[77], predictive analysis can also be used to infer more sensitive data by devices or 

attackers with analytical capabilities, such as one’s health status being recognised based 

on requests made to voice assistants [78], or wearable devices [14, 37, 79]. The IoT-

sourced data allows extrapolation to substantiate both true and false scenarios, which 

could also call into question journalists’ professional integrity. 
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Continuous surveillance. Access level attacks on IoT systems target system 

availability and can be passive or active, including monitoring and eavesdropping [14, 

30]. This ongoing access to information presents the dual issues of both identification 

of individuals and profiling, i.e. compiling and analysing data on the journalist and their 

identified sources [14, 37, 80]. 

Hypothetical consequences. There is the possibility of devices with microphones 

picking up the sounds of nearby typing patterns, to allow reconstruction of messages 

sent, which could compromise confidential communications between journalists and 

their sources and editors, even when sent through secure channels [81]. Access to the 

huge amounts of personal information gathered by IoT devices, either historic data 

(such as location information from a fitness tracker [79], or live data such as hacking 

the camera of a smart television, which may record both video and audio [82]) can 

facilitate the doxxing and stalking of journalists. In addition to the physical security, 

health and safety consequences of doxxing and stalking, they could also result in 

financial and reputational damages that harm journalist’s credibility [58]. 

Abusing health and biometric information. Journalists’ portable or wearable devices 

to track personal health information may not have the inbuilt security to prevent leaks. 

Malicious actors may use this information to cause psychological or physical distress, 

thereby influencing a journalist’s output, e.g. through blackmail [30, 37].  

Hypothetical consequences. Insecurity of wearable fitness or medical devices, 

including those that collect health information can contribute to inaccurate diagnoses 

and prescriptions, or even altered test results. These flaws could be fatal and could be 

used to put psychological, financial or physical pressure on journalists [30, 37]. A 

feasible but unlikely example is a diabetic journalist having a wearable blood sugar 

tracker that can be hacked, enabling adversaries to identify vulnerable moments [37, 

66]. 

Data linkage and aggregation. The heterogeneity of IoT devices and their capabilities 

means that data linkage and data aggregation can reveal far more than was previously 

possible. Insufficient network segregation in smart home systems comprised of varied 

consumer IoT devices can enable profiling of both users and those with whom they 

interact.   

Hypothetical consequences. This could jeopardise source confidentiality if data and 

metadata from both ambient and wearable IoT devices is cross-referenced [82]. Further, 

this can cause identity theft and financial damage [58], which could affect journalists 

by embroiling them in complex legal cases that leave little time available for them to 

focus on work and tie up resources. 

4.4 Tracking threats 

A likely category of IoT threats is the use of devices’ data collection capabilities for 

tracking purposes, generating either contemporary or retroactive movement patterns 

sold to private companies and government agencies [74]. Tracking journalists and 
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sources poses a threat to confidentiality that could ultimately chill the press. Knowledge 

of their pattern of life may also facilitate physical attacks. 

Informal additions to state surveillance networks. Consumer IoT networks can 

become informal features of smart cities, particularly when easily accessible by law 

enforcement and intelligence agencies. Many Internet of Things camera-equipped 

doorbells have built-in police access, effectively making them an extension of state 

surveillance networks [83]. 

Hypothetical consequences. This centralisation of data could easily facilitate the 

tracking of journalists by governments without transparent oversight. 

SOCMINT and IoT interrogation by law enforcement. Law enforcement’s use of 

social media analysis may be cross-referenced with interrogation of portable IoT 

devices belonging to individuals who are suspected of attending protests [84, 85]. 

Hypothetical consequences. This chills the press by creating a fear of identification and 

reprisals both among sources and journalists gathering information on the ground [85]. 

Predictive analysis of location data to facilitate physical attacks. Tracking of a 

journalist or source by accessing the real-time geographic data gathered by and 

streamed from their car, fitness tracker or smart watch could also allow an adversary to 

infer previous routes and locations, or predict future ones [79, 86, 87].  

Hypothetical consequences. This location information could be capitalised on to 

facilitate a physical attack [37, 87], or to implicate the journalist in a crime. 

4.5 Data and device modification threats 

The continued existence of a free press depends on journalists’ dissemination of 

accurate information. If this is threatened, such as through alteration of data held on or 

proliferated by journalists’ devices or accounts, it could discredit the work of entire 

news organisations and lower public trust in the news media. Additionally, sometimes 

consumer IoT devices have sufficiently intrusive intended functionalities that an 

adversary can use existing capabilities in ways that the user may not have intended, 

endangering the psychological and physical safety and security of a journalist or source. 

Sensor-level attacks on data confidentiality or integrity. Information can be changed 

via Information Damage Level attacks, which relate to the sensors in IoT devices. These 

attacks can take different forms, usually involving monitoring, intercepting, modifying, 

fabricating or replicating data collected by these sensors and sent through a network. 

They particularly affect data confidentiality and integrity, as messages can be altered 

or recorded and replayed to the wrong people or at the wrong times [30]. 

Hypothetical consequences. These attacks could prevent journalists from feeling 

confident that they can effectively protect source information and that their work is 

founded in verifiable data. 
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Altering user-facing device and data attributes. Attacks used to alter user-facing 

information displayed on IoT devices could create psychological pressures that derail 

and undermine journalistic work, compromising journalists' reputations. 

Hypothetical consequences. If an adversary overrides a photojournalist’s authentication 

on a camera-equipped drone, this could prevent footage from being accessed and used. 

Spoofing data packets would cause devices to stop, start, or modify actions [43]. As a 

result, a journalist using a smart watch, for example, could be left unaware of messages 

that have been urgently sent to their phone by a source. Journalists often receive 

threatening messages [88], which could also be delivered through their devices, such 

as a voice assistant. If these two events coincide, there is likely to be a chilling effect 

as they question the security of their professional systems and their own perceptions 

due to gaslighting [89, 90]. Another example is clock skewing: if an adversary can 

control the pulse-accurate, synchronised clocks in a broadcast station, they can stop a 

live programme from going out. Further, falsification of time stamps could make 

journalists’ task of verification of sources much more difficult, which may then allow 

their conclusions to be debunked and their reputations to suffer, for example if a faked 

timestamp is used to evidence a story that a politician knew about an action prior to its 

occurrence, the journalist breaking the story could appear biased. Finally, digital 

forensics, which is already notoriously unreliable regarding consumer IoT devices, may 

be made more challenging because, for example, monitoring when specific actions have 

been taken could be hindered if time stamps can be easily falsified by changing the time 

on the device’s clock [14].  

Hijacking connected social media and communications accounts. Some smart 

White Goods have the ability to post from users’ social media accounts or send emails 

[91], and hacking into a journalist’s fridge and accessing their social media accounts in 

order to imitate them could be used for a variety of nefarious purposes [92–94].   

Hypothetical consequences. If a consumer IoT device that has access to a journalist’s 

social media accounts is hacked and an adversary is able to publish disinformation 

under a journalist’s name from their own account [95], that would likely undermine the 

journalist’s credibility. If this process repeats, the journalist’s audience could shift or 

disappear to such an extent that the journalist no longer has a following of note or a 

sufficiently good reputation to have standing within the industry. The advent of global 

digital media platforms has created an environment with huge public influence and little 

regulation. Even democratic governments are using the disinformation crisis to pass 

more subversively restrictive laws on journalism with the pretext of inhibiting the 

spread of disinformation [96]. This could be used as evidence to invoke laws that would 

then result in the prosecution of the journalist.  

Manipulation of devices' physical activities. Malware may change device settings 

and alter the behaviour or functionality of a device without the device owner’s 

recognition. This can facilitate both clandestine surveillance and kinetic attacks in 

technologies from small consumer IoT devices to core national infrastructure, as 

happened with the Stuxnet hack [97].  
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Hypothetical consequences. Examples range from large-scale kinetic attacks against 

IoT devices that control public goods in an urban area where lots of news organisations 

are concentrated [30], to attacks on individual targets, such as remote takeovers of 

internet-connected vehicles resulting in adversaries gaining control of vital functions 

such as steering and braking [87], which could be used to physically harm journalists 

and sources [66, 98]. This kind of manipulation of the settings of devices with physical 

functionalities upon which a journalist relies, can range from these more urgently 

relevant examples, to having an indefinite timeframe, such as altering the temperature 

control function of a journalist’s smart fridge so that it overcorrects, thereby spoiling 

the contents and poisoning the journalist [99]. 

4.6 Networked devices threats 

The combination of multiple devices into IoT ecosystems presents unique challenges, 

meaning that Computer Network Exploitation (i.e. "hacking") of networks of Internet 

of Things devices can culminate in much greater harm than that posed by any single 

device [47, 100]. Smart hubs that coordinate devices can be attacked in a variety of 

ways, and can be used for Elevation of Privilege attacks, therefore giving adversaries 

high-level access to and control of connected IoT devices [43]. Due to poor encryption 

and the networked nature of the Internet of Things, an entire network of journalists’ 

devices could be compromised if an adversary has access to just one IoT device [30]. 

Representatives of intelligence agencies of democratic states have openly stated their 

intention to use poorly secured IoT devices to pivot into a network and gather data on 

users [101], including credentials that would give them access to more secure systems 

[102]; these systems could include those belonging to news organisations.  

Voice stealing. The ability to identify IoT devices present in an individual’s home 

through open-source investigations is the first step to many different attacks, including 

active access-level attacks that are specific to voice assistants, such as “voice squatting 

in which an attack skill carries a phonetically similar invocation name to that of its 

target skill” and “word squatting where the attack invocation name includes the target’s 

name and some strategically selected additional words” [4]. This was demonstrated 

when the UK's National Cyber Security Centre used a vulnerability in an IoT doll to 

unlock a smart door lock [103].   

Hypothetical consequences. Due to the poor inbuilt security of IoT devices, there have 

already been recorded instances of accidental malfunction, such as when voice 

assistants have recorded more audio data than intended and have sent this to members 

of the user’s contacts list [30, 80, 104]. If this occurs in a space where an editorial team 

is discussing an as-yet unbroken story, the subject of the story could be directly or 

indirectly alerted. Further, intentional rerouting attacks such as voice stealing 

manipulate the data received by either end of a communications channel, and would be 

particularly problematic for journalist-source communication, or even for different 

members of a newsroom team discussing a sensitive story [14, 30]. This could also be 

used to tell devices to activate functions that might endanger physical safety; for a 
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journalist who has done public interviews, manipulation of the audio from those 

interviews to record a command that can then be played when an adversary calls the 

journalist’s home phone, to activate a voice assistant, e.g. turning on ovens at night, to 

set fires in a journalist’s home.  

Denial of Service attacks. Denial of Service attacks can be effected against Internet of 

Things devices if a device’s availability is maliciously overloaded through unnecessary 

data traffic [14]. This can be particularly damaging if the device has an essential 

function, such as monitoring blood sugar or pulse [58]. DoS could be achieved by 

exploiting vulnerabilities in the hub to disrupt the entire smart home ecosystem [14, 30, 

43]. Being targeted by DoS attacks reduces a network’s capacity and can disable it, 

which could occur if an adversary exhausts the resources of a specific IoT device or 

network by overloading communications or overusing a specific functionality. This 

could then cause the device to shut down due to low power, which would be particularly 

problematic if it is a device that centrally coordinates other IoT devices thus impacting 

the wider network [30]. Given the range of functionalities that consumer IoT devices 

can possess, users may come to rely on them, triggering detrimental physical and 

psychological effects if device functionality is unexpectedly limited [58, 105]. 

Disruption of technological networks and denial of internet access are already features 

of governments’ toolboxes [106], intended to prevent communication either to, by or 

among specific groups [107], and so it stands to reason that this would be extended to 

situations involving IoT devices, making this a likely category of threats to be enacted.

  

Hypothetical consequences. If a journalist is reliant on the availability of a specific 

network or device that can be accessed through an insecure IoT device, DoS (e.g. 

through Information Damage Level attacks) could leave them vulnerable to extortion 

[14, 43]. Similarly, restriction of internet access could have a particularly negative 

impact on journalists who are using such devices to report, such as camera-equipped 

drones. Internet-access denial tactics are also used to reinforce aggressive treatment of 

journalists covering protests by preventing them from using portable IoT devices to 

report on the ground. 

5 Discussion 

Section 4 answered both research questions by identifying the distinctive and novel 

threats to journalism from the consumer IoT and categorising them in a way that is 

easily comprehensible by journalists. Section 5 is a commentary on the implications of 

answering these questions. 

5.1 What are the distinctive and novel threats to journalism from the 

consumer IoT? 

The literature review and synthesis conducted for this research determined that, 

although there is ample evidence that IoT devices are capable of these threats, this is 
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not communicated in journalist-facing publications. Rather, it remains siloed in two 

forms; in heavily technical academic papers, or in resources created by organisations 

that support survivors of intimate partner violence (IPV) [41, 108]. In the latter case, 

while the information on IoT threats is conveyed in a way that is accessible to non-

technical audiences, it is not presented to journalists as also relevant to them, nor is 

there much discussion of the potential for targeted exploitation outside IPV scenarios.  

Additionally, legal and non-legal threat categories can overlap if journalists are 

reluctant to report IoT breach issues to law enforcement. This could be due to credibility 

worries, data privacy concerns, or because police violence and indifference towards 

public violence against journalists has featured heavily in the news [109]. 

5.2 How can we categorise these threats in a way that is easily comprehensible 

by journalists? 

The specialist nature of these different research communities enables in-depth studies 

into the security and privacy flaws inherent in the consumer IoT. There are also 

transdisciplinary discussions and studies conducted that involve experts in topics such 

as privacy, surveillance, cyber security and the IoT. However, their segregation from 

non-specialist media means that not just the press, but also other highly targeted groups, 

are underserved.  

This new categorisation contributes to this area of research in two ways. First, it 

presents clear descriptions and examples of all threats, whether they’re regulatory and 

legal, threats relating to both technical manipulation, or human threats such as profiling 

and tracking. Second, it brings the IoT into journalism-specific cyber security 

considerations. These changes allow this article to be used to increase journalists’ 

awareness of potential threats, regardless of their level of technical or legal knowledge. 

5.3 Challenging areas and known unknowns 

With this categorisation, areas of ambiguity arose because scenarios involved 

converging technologies or combined attack motivations and outcomes. A limitation of 

this research is that IoT threat modelling is nascent, compounded by the fact that other 

intrusive technologies (e.g. biometrics, deep fakes, facial recognition, etc.) are 

emerging alongside the development of the consumer IoT, which all intersect to 

facilitate unforeseen threats [64]. While we mention this overlap, it remains an 

underexplored area within the broader field.  

Journalists are largely unaware of IoT threats and therefore the more clandestine 

threat scenarios that are explored in this work may go unreported, as journalists are 

gaslighted or do not realise that they are occurring [5, 90].  

Further, state actors, such as security and intelligence agencies, often do not disclose 

the full extent of their capabilities regarding computer network exploitation [64, 110]. 

There are therefore ‘unknown unknowns’ relating to IoT threat modelling which means 

there are currently gaps in this categorisation. Nevertheless, the goal of this research is 

to be iterative and thus will continue to expand as this field expands.  
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Although the objective for this IoT threat model categorisation is to accurately 

classify journalists’ IoT threat landscape, it could also highlight to IoT manufacturers 

the potential real-world impacts of their products’ vulnerabilities. This would be a 

welcome outcome, as a recent study demonstrated that the fundamental cyber security 

built into IoT products has not only not improved but also that standards are slipping 

[94]. 

5.4 Future work 

This article is also intended to inform subsequent studies by presenting threat models 

that are targeted at this specific user group. In particular, the language for discussing 

as-yet unmanifested threats tends to be aggressive, invoking fear that can be debilitating 

[111, 112]. Our paper intends to subvert that pattern by presenting threats with 

snapshots of hypothetical consequences that communicate both the device capabilities 

and the stakes involved in possible escalation of the threats. Our novel threat 

categorisation that is accessible to journalists will be operationalised to provide a 

foundation for our forthcoming recommendations for minimising and mitigating these 

threats to journalists. 

6 Conclusion 

Our research synthesised relevant literature across a range of disciplines and media to 

establish an understanding of the state of IoT and journalism threat modelling, IoT 

privacy threats and IoT material threats. This enabled the creation of exploratory threat 

scenarios in which the consumer IoT could be used to harm press freedom, mainly by 

attacking journalists’ work and wellbeing.  

These scenarios were thematically coded and analysed, to cluster and classify 

consumer IoT threats to privacy and security, as well as journalists’ concerns. This 

formed our novel work, structured into six overarching exploratory categories: (1) 

regulatory gaps, (2) legal threats, (3) profiling threats, (4) tracking threats, (5) data and 

device modification threats, and (6) networked devices threats. Each delineates a 

category of IoT threat that has the potential to hamper journalistic work, with associated 

threats and example scenarios that describe potential consequences for the press. The 

choice to present the threat models in this format was taken to demonstrate that, far 

from being conceptual black swan scenarios, these threats are clearly feasible given 

today’s IoT capabilities and the motivations of the highly resourced attackers who are 

likely to be targeting journalists. Additionally, given the prevalence and perceived 

inescapability of the consumer IoT [5], these threats against journalists are growing. 
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