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ABSTRACT
This thesis not only concerns the development of sliding mode control (SMC) design for

two-wheeled mobile robot (TWMR) systems in a rigorous mathematical manner but also

focuses on the application of the developed theoretical SMC algorithms in the practical

TWMR systems. The significant contents involve trajectory tracking control on a TWMR

with caster wheels and setpoint regulation controls for a two-wheeled inverted pendulum

(TWIP). For trajectory tracking SMC of the TWMR system, it is assumed that all the

system states are accessible for design. In contrast, both full states and partial states are

allowed to be accessible for the controls of a TWIP system. The main achievements in

this thesis are summarised as follows.

• The kinematic system is considered with matched and unmatched uncertainty in

the trajectory tracking control of a TWMR system. A new structure of the sliding

functions is proposed to help derive the reduced-order sliding mode dynamic, which

reduces conservatism in the stability analysis. In the presence of both matched

and unmatched uncertainty, the proposed SMC can track the predefined trajectories

effectively and robustly.

• A conventional SMC, based on a regular-form approach, is developed for the TWIP

system under assumption that all system state variables are accessible. The bounds

on both matched and unmatched uncertainties are assumed as known functions used

in the SMC design to reject uncertainties and improve robustness. Compared with

previous work that used constant or linear bounds on the uncertainties, the devel-

oped results allow more general nonlinear forms for the bounds on the uncertainties.

As a result, the obtained results can tolerate a broader range of uncertainties.

• A static output feedback SMC scheme is proposed to regulate the TWIP system

when only partial state information is available. Both the stabilisation and setpoint

regulation control problems of the TWIP system are addressed. A novel method is

introduced to select the feedback gains for regulating the TWIP system intuitively.

• A self-developed real-time operating system (RTOS) based software architecture is

implemented for the practical TWIP platform to improve the system performance.
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Moreover, the proposed SMC laws are demonstrated in simulation and on a practi-

cal TWMR with passive wheels for trajectory tracking control and a TWIP platform

for setpoint regulation control subject to the matched and unmatched uncertainties.

The results show the effectiveness and robustness of the designed control schemes

when implemented in practical TWIP systems.

The simulations of the SMC approaches mentioned above are conducted using Mat-

lab and Simulink tools. Moreover, the associated experimental verifications of the trajec-

tory tracking and setpoint regulation controls are demonstrated on two different TWMR

platforms assembled based on the ARM Cortex-M series microcontroller boards as the

primary central processing unit.
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NOTATION AND SYMBOLS
∀ For all

∈ Belongs to

⇒ Implies

IR The set of real numbers

IRn×m The set of n×m matrices with n rows and m columns in R

|a| The absolute value of a scaler a

‖ · ‖ The Euclidean norm or its induced norm

In The identity matrix with dimension n

Im(A) The range space of matrix A

AT The transpose of matrix A

A > 0 A is a symmetric positive definite matrix

A < 0 A is a symmetric negative definite matrix

λmin(A) The minimum eigenvalue of the square matrix A

λmax(A) The maximum eigenvalue of the square matrix A

min{a, b} The minimum value of a and b

Lf The Lipschitz constant of the function f(·)
∂f(x)
∂x

The partial derivative of the function f(x)

ẏ The first derivative of y with respect to time

A := B A is defined by B

A⇒ B A implies B

A⇔ B A is equivalent to B

A 7→ B A is mapped to B

sgn(·) The signum function

SO(n) Special Orthogonal Group n, where n = 1,2,3, etc.
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CHAPTER. 1

INTRODUCTION

Mobile robots are autonomous robots that can move from one location to another without

the assistance of external human operators. Unlike most industrial robots, which can only

move within a specific workspace, mobile robots have the unique ability to move freely

within a predefined workspace to accomplish their objectives. This mobility enables them

to be used in a wide variety of applications in both structured and unstructured environ-

ments. Wheeled mobile robots (WMRs), legged mobile robots (LMRs), unmanned aerial

vehicles (UAVs), and autonomous underwater vehicles (AUVs) are the primary types of

mobile robots [3]. Among these types, WMRs are widely used in reality, such as plan-

etary exploration, emergency rescue operations, industrial automation, medical care, and

personal service, etc due to relatively low mechanical complexity and energy consump-

tion.

WMR control is concerned with determining the forces and torques that must be applied

to the wheels in order for the robot to track a reference trajectory, regulate to a reference

point with the desired performance requirements. Due to nonlinearity, uncertainties, mod-

elling errors, and coupling reaction forces, the solution of control problems in robotics is

more complicated than usual with the performance requirements of both the transient and

1



1.1. BACKGROUND AND MOTIVATION 2

steady-state periods. In this thesis, studies on the robust tracking and regulation control

problems for the WMRs, particularly on the TWMR and TWIP systems, will be carried

out with detailed system analysis and control design.

1.1. BACKGROUND AND MOTIVATION

The differential drive mobile robot is a typical TWMR composed of two fixed pow-

ered independently driven wheels mounted on the left and right sides of the robot platform

with one or two caster wheels for balance and stability. The differential drive is the sim-

plest mechanical drive as it does not require the rotation of a driven axis. The TWMR

is driven solely based on the directions and velocities of the two wheels. For example,

the robot usually moves forward or backward in a straight line if both wheels rotate at

the same speeds in same directions. If one wheel spins faster than the other, the robot

follows a curved path along the arc of an instantaneous circle. If both wheels rotate at the

same speeds in opposite directions, the robot turns about the midpoint of the two driving

wheels.

The control of TWMR systems is a challenging topic in terms of both its theoretical

and practical matters. As a typical nonholonomic system, TWMR is a complex nonlin-

ear, coupled underactuated system, and the number of states is greater than the number

of inputs. In the past few decades, various control approaches have been developed for

TWMR systems. The Lyapunov-based method [4, 5, 6, 7] can be applied to both lin-

ear and nonlinear systems. Such a method shows that a system is stable in the sense of

Lyapunov, including the selection of a positive definite Lyapunov energy-based function

satisfying the Lyapunov properties, whose derivative decreases along the system trajec-

tories. The feedback linearisation method [8, 9, 10, 11] converts TWMR’s nonlinear

kinematics or dynamics into linear systems via static (time-invariant) state feedback or

dynamic (time-varying) state-feedback approaches. Then the controller is designed based

on the linearised systems. In practice, the TWMR systems often have slowly varying

unknown parameters, uncertainties and disturbances due to load variation, fuel consump-

tion, complex changeable environment, and other effects. Therefore, some advanced con-
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trol methods are further investigated, such as fuzzy logic, neural network, adaptive, and

SMC [12]. Fuzzy logic [13, 14, 15, 16] shows an effective method to naturally capture

the approximation, which has high intelligence. By defining a set of linguistic control

rules and its fuzzy implication and compositional rule of inference, the fuzzy logic con-

trol provides an algorithm based on expert knowledge of the dynamics rather than the

mathematical models, making it more attractive for the analysis of complex systems with

unknown uncertainties and disturbances. However, one of the disadvantages of the fuzzy

logic method is the lack of systematic procedures to establish the fuzzy rules. The neural

network is another approximation approach [17, 18, 19, 20], that is, it can approximate

any nonlinear function with desired accuracy by employing either unsupervised learning

or supervised learning or reinforcement learning with the evaluation of the system per-

formance [21]. Nevertheless, the neural network’s learning process is time-consuming

and requires enormous space for executing the control algorithm recurrently. An adaptive

control is a well-known method used in system control, which is mainly used to estimate

parameters and thus it is powerful to deal with parametric uncertainties. However, if the

considered systems have unstructured uncertainties or disturbances, the adaptive laws can

not be readily employed. In addition, model predictive control (MPC) is yet another pop-

ular control methodology for the WMR systems which is used to control a process while

satisfying a set of constraints [22]. The main advantage of MPC is the fact that it allows

the current timeslot to be optimised, while keeping future timeslots in account. This is

achieved by optimising a finite time-horizon, but only implementing the current timeslot

and then optimising repeatedly. Nevertheless, the drawback of MPC is that it requires

powerful microcontrollers with large memory space due to the fact that the optimisation

process occurs at each time step.

Among all the control approaches mentioned above, SMC has become one of the

most powerful control strategies because of its reduced-order characteristics and strong

robustness against parameter variations and insensitivity to matched uncertainty [23].

SMC is a nonlinear control paradigm that varies the dynamics of a nonlinear system

purposely by applying discontinuous control signals that force the system to "slide", as

the name suggests, on a predefined hyperplane, which is called sliding surface. This

control method is a particular variable structure control (VSC) first evolved by Russian

CHAPTER 1. INTRODUCTION



1.1. BACKGROUND AND MOTIVATION 4

researchers named Emel’yanov and Barbashin in the early 1960s. The theory did not

draw attention to the control community until the mid-1970s when Itkis and Utkin pub-

lished a book [24] and a survey paper [2], respectively. Since then, the SMC approach

has been extensively explored by many researchers in electrical and mechanical systems

[25], and several different significant methods have emerged in the past few decades,

such as the conventional SMC, the integral SMC, and the terminal SMC, etc [23, 26, 27].

Due to its high robustness against uncertainties and disturbances, SMC has been widely

combined with other approaches to provide better results in both theoretical research and

practical applications. In connection with this numerous interesting results have been pro-

posed, such as adaptive SMC [28, 29, 30], backstepping based SMC [31, 32], fuzzy SMC

[33, 34], observer-based SMC [35, 36, 37], and decentralised SMC [38, 39] with applica-

tions in broad areas such as WMR systems, UAV control, power systems, communication

networks, and biology. It can also be applied to systems with the consideration of output

information only [40], time-delay [41] and large-scale interconnected systems [38].

The popular control problems of the TWMR can be divided into three categories:

path following, trajectory tracking, and setpoint regulation. This thesis is mainly con-

cerned with trajectory tracking control of a TWMR system as well as regulation control

of a TWIP system.

1.1.1. TRAJECTORY TRACKING CONTROL OF TWMR SYSTEMS

Trajectory tracking control refers to design feedback control laws to drive the TWMR

system to follow a pre-defined time-varying trajectory from given initial conditions. Path

following control is similar to trajectory tracking control to follow a pre-defined path but

does not involve time constraints.

Conventionally, the linear control approaches might not achieve the desired perfor-

mance due to the intrinsically nonlinear nature of the nonholonomic TWMR systems.

Hence, many researchers focus on investigating the nonlinear control techniques. As

mentioned by Brockett’s theorem [42], it is infeasible to design continuous differentiable

time-invariant state-feedback control laws for stabilising nonholonomic systems. There-

fore, great effort has been expended to discover continuous time-varying control laws
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[43, 44, 45, 46, 47, 6, 48, 49] and discontinous ones [50, 51, 52, 53, 54, 55]. A few sur-

veys on motion control of nonholonomic WMR are also available in [56, 57]. Although

time-invariant smooth trajectory tracking state feedback control is unattainable [42], the

stabilisation of posture of actual TWMR to its desired virtual robot turns out to be viable

if the desired mobile robot does not have the motionless configuration [58]. Since the

nonholonomic constaints are closely related to the kinematic modelling of the TWMR,

most of the earlier papers about trajectory tracking control were based upon kinematics

[59, 60, 61, 62, 63]. In [59] and [60], Samson et al and Kanayama et al proposed two

trajectory tracking controls based on the Lyapunov approach. However, these method-

ologies are not readily apparent for practical implementation. Kim et al [61] derived an

input-output linearisation control scheme applied to a linearised robot system. However,

the system performance was affected by the modelling errors due to the linearisation pro-

cess on the nonlinear robot model and the utilisation of charge-coupled device (CCD)

camera also restricted the robot testing area. To improve the system performance, Fierro

et al [62] presented a backstepping control method with the combination of two feed-

back control laws for controlling both kinematics and dynamics of the robot to reduce the

tracking errors. Nevertheless, the proposed control only works for square systems, which

is not applicable for TWMR systems. In [63], Fierro et al proposed a neural network

(NN) based control law on the TWMR dynamics to deal with the unmodeled bounded

disturbances, and a backstepping control approach to posture of the robot. However, the

dynamic controller employs multilayer feedforward NN which is computationally com-

plex and expensive.

In general, the control inputs are chosen as linear and angular velocities in the con-

trol design of the TWMR kinematics. However, in practice, the actual control signals, fed

into the actuators, are the pulse width modulation (PWM) signals applied to both motors

[8, 64]. It is necessary to design the actuator dynamics to convert linear and angular ve-

locities of the TWMR to the corresponding angular velocities of the actuators [64, 65, 66].

As most of the trajectory tracking controls deal with driftless TWMR systems [58], the

majorities of the uncertainty issue from input channels of the actuators, which can be

categorised as matched uncertainty. As mentioned previously, SMC is one of the most su-

perior control methodologies owing to the completely invariant to matched uncertainties
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[67]. Therefore, SMC methodologies can provide an attractive solution to the problem of

trajectory tracking control in practical systems. Yang et al [68] proposed a SMC law to

stabilise a practical TWMR with consideration of both kinematics and dynamics. How-

ever, linear sliding surfaces were employed, and the localisation data are obtained only by

the vision system, which results in slow sampling rate, sluggish responses and poor track-

ing accuracy. A dynamic feedback linearisation (DFL) based SMC method was applied

to a WMR system by Belhocine et al [69]. Some decent simulated results were presented

to show the performance in both trajectory tracking and stabilisation task. Nevertheless,

this approach requires the control input to be designed as linear and angular accelera-

tions so that the non-singularity condition of the decoupling matrix can be satisfied by

the feedback linearisation process, which is infeasible from the practical implementation

point of view. Park et al [70] proposed an adaptive neural network sliding mode trajec-

tory tracking controller. The learning process is trained by self recurrent wavelet neural

networks (WNN) to attenuate the disturbances. However, WNN requires a considerable

amount of wavelet memory spaces to execute recurrently, which causes this approach

time-consuming and computationally expensive. Both Azzabi et al [71] and Koubaa et

al [72] designed SMC with adaptive capability to unknown disturbances for trajectory

tracking of WMRs. Although both the simulation results present some good robustness

against the uncertainties, the SMC law was only applied to the dynamic model, which

only guarantees the tracking performance of the desired linear and angular velocities.

Moreover, the proposed adaptive laws only work for unknown uncertainties with constant

upper bounds.

Although SMC owns the strong robustness against matched uncertainties during slid-

ing motion, the system may still be affected by unmatched uncertainties in reaching phase.

Hence, numerous techniques have been employed to reduce the time required to reach the

sliding manifold [73], such as time-varying sliding surfaces [74], gain adaptation [75], ar-

tificial neural networks [76], and fuzzy moving sliding surfaces [77]. However, applying

the time-dependent functions and online learning process to the system using time-varying

sliding surfaces and radial basis function neural network (RBFNN) methods inevitably

needs extra computation time [73]. The fuzzy logic method requires sophisticated pre-

defined fuzzy rules for designing the fuzzy moving sliding surfaces, which may not be
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readily available. Moreover, the linear sliding surface dynamics can not satisfy the global

properties of the controlled system. Therefore, nonlinear sliding surfaces can be alter-

native approaches to minimise the reaching time and achieve better system performance

[78].

1.1.2. REGULATION CONTROL OF TWIP SYSTEMS

With the development of modern technologies, the evolution of the TWMRs tends to

compact size, flexible manoeuvrability, versatility in congested urban areas, and energy-

saving. Therefore, the TWMR platform without the passive wheels, usually called the

TWIP-type vehicles, has received great attention to the researchers in recent decades

[79, 80, 81, 82, 83, 84, 85]. Conventionally, a TWIP is composed of a body of inverted

pendulum and two independently driven wheels attached on the same axle in parallel. The

control objective is to maintain the motion of the TWIP whilst regulating the attitude of

the pendulum to its equilibrium point at all times.

It is well-known that a reliable dynamic model is a prerequisite requirement for the

model-based regulation control designs of the TWIP systems [80, 82, 15, 86, 87, 88, 89,

20]. The characteristics of the TWIP systems can be studied by dynamic analysis [90],

model identification [91], and controllability analysis [92]. The dynamic modelling of

the TWIP consists of three possible methods, the Newtonian approach, the Lagrangian

approach, and Kane’s approach [93]. The Newtonian method focuses on the interac-

tive forces between the body and the wheels. It provides an intuitive understanding of the

robot’s motion by using vector relationships between forces and accelerations [94, 95, 96].

The Lagrangian approach is the most frequently used method for modelling the TWIP sys-

tem, which considers the kinetic and potential energies defined as functions of generalised

coordinates rather than utilising the constraint forces [97, 98, 92, 9, 99]. Lastly, Kane’s

method is based on vector operations similar to the Newtonian approach in this regard.

However, rather than deriving energy functions via the Lagrangian approach or examin-

ing interactive forces through the Newtonian mechanics, it is based on determining the

generalised active and inertia forces as functions of generalised coordinates [90, 100]. In

this thesis, the TWIP system is modelled based on the popular Lagrangian approach.
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A variety of controllers have been proposed for TWIP systems in the past (see [101]

and the reference therein). Several researchers have applied linear control methods to

TWIP systems in earlier stage, including LQR [102], PID [103] and H∞ [104], linear

state feedback control [94]. However, the systems were modelled without considera-

tions of uncertainties, leading to unsatisfactory results in the presence of disturbances. In

[103], Lin et al presented traditional PID controllers to a human transportation vehicle

for teaching purposes. In [105], Huang et al proposed four linear full-state feedback con-

trollers with linear matrix inequalities (LMI) to balance the wheeled mobile vehicles even

under the changes of traction environment. However, only the unmatched uncertainties

are considered in the system. Some authors have designed nonlinear control algorithms

to improve system performance, such as partial feedback linearisation [9], fuzzy control

[15, 96], adaptive control [106, 107] and neural network control [108, 89]. Pathak et

al [9] derived partial feedback linearisation equations for designing double two-level ve-

locity balancing and position controllers of a TWIP. Nevertheless, the system dynamics

do not involve matched and unmatched uncertainties, which might affect the system per-

formance due to the lack of handling uncertainties in controller design. In [15], Huang

et al presented three integrating interval type-2 fuzzy logic controllers to balance and

regulate the position and direction of the TWIP. However, the method can not deal with

uncertainties either because of the absence of uncertainty considerations in their system

dynamics. In [96], Huang et al proposed three fuzzy controllers on a TWIP system, that

is fuzzy balanced standing control, fuzzy travelling & position control and fuzzy yaw

steering control, respectively. It should be noted that all these control laws rely heavily

on sophisticated fuzzy logic rules, which are not readily obtained, and the fuzzy rules

table increases the complexity of implementation. In [106], Li et al developed an adap-

tive robust dynamic balance control on the TWIP, the results show some good regulation

performance compared to the robust non-adaptive and model-based controls. However,

the adaptation technique only deals with parametric and linear uncertainties. Lin et al

[107] designed adaptive regulators to control the attitude and yaw motion of the robot.

Although the proposed method has some advantages over the traditional state feedback

control, the controllers were applied to the Newtonian model with linear bounds on the

uncertainties, which resulted in large modelling errors and limited disturbance handling
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capability. In [89], RBFNN controllers were developed on a self-balancing two-wheeled

scooter for controlling the attitude angle and yaw motion. However, as the neural network

structure has to be established in advance, it requires extra spaces to store the information

and the computation of RBFNN is time-consuming.

Practical systems often inevitably suffer from uncertainties and disturbances which

will affect the system performance tremendously. As mentioned earlier, the SMC tech-

nique has been widely recognised as one of the most popular nonlinear control strategies

because of its strong robustness against uncertainty and insensitivity to parameter varia-

tions during the sliding motion. Although matched uncertainties are completely nullified

when sliding mode occurs, the reaching phase can still be affected by the matched and

unmatched uncertainties that can not be reduced or rejected by the control. Such uncer-

tainties could affect system performance or even devastate system stability. Numerous

SMC techniques have been developed to make classes of linear and nonlinear systems

robust against disturbances and uncertainties [87, 88, 109]. In [87], Yue et al presented a

zero dynamics based adaptive SMC to stabilise the wheeled inverted pendulum. However,

the control law is proposed based on the reference acceleration of the robot, which is dif-

ficult for controller design. Huang et al [88] proposed two terminal SMC (TSMC) laws

to regulate the velocity and braking of the TWIP whilst maintaining the body upright. Al-

though TSMC has a better convergence rate than the traditional SMC, TSMC suffers from

an unacceptable singularity issue. In [109], Xu et al proposed an integral SMC control

scheme to regulate the TWMR in the presence of both matched and unmatched uncer-

tainties. However, the dimension of the sliding mode dynamics using integral SMC is the

same order of the original system rather than a reduced-order system [110], which results

in conservatism issue in the stability analysis. For the applications of the TWIP systems,

some of the researchers tend to lump all the disturbances and/or uncertainties together

and use disturbance observers to handle them. In [37], Huang et al proposed a high-order

disturbance-observer-based SMC for a practical TWIP. Nevertheless, it is required that

the bounds on the lumped uncertainties are linear due to the limitation of the utilisation

of the LMI technique. In [111], a nonlinear disturbance observer-based SMC was devel-

oped with linear bounds on disturbances as well. It should be mentioned that augmenting

a disturbance observer through the controller design will increase the dimension of the
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system, which leads to complex implementations in practice.

The majorities of the existing literature employ full-state information to regulate

TWIP systems. However, system state variables are not always measurable, or the mea-

sured data is insufficient to meet system performance requirements. Although observers

can estimate the unavailable states [80], the system complexity will inevitably be in-

creased due to the expanded system dimensions if an extra observer is designed. As a

result, static output feedback control (SOFC) is an alternative way to control such sys-

tems. From the literature, SOFC has been applied to many different mechanical and

electrical systems, such as autonomous underwater vehicles [112], narrow tilting vehicles

[113], rotorcraft [114], stochastic hybrid systems [115], etc. In [116], Edwards et al de-

veloped a static output feedback SMC to balance an inverted pendulum cart. However,

the system model does not consider the uncertainties, which is not ideal in practice. A few

discrete output feedback controls are investigated in [117, 118]. Nevertheless, the system

stability might be degraded by converting continuous data to digital ones, and the asso-

ciated conversion causes latency. Besides, the uncertainties are not taken into account in

the inverted pendulum models. Therefore, it is necessary to consider the output feedback

control for TWIP system in the presence of uncertainties.

1.1.3. MOTIVATIONS

• From the theoretical perspective:

– It should be noted that in most of the existing work related to the trajectory

tracking control of a TWMR system, the majority of the uncertainties are con-

sidered in the dynamic models. Moreover, the associated robust control meth-

ods are designed in the dynamic layer to reject the uncertainties/disturbances,

which only guarantee the performance of the velocities tracking, not the pos-

tures tracking. For posture tracking in the kinematic layer, most of the litera-

ture employs the auxiliary control laws based on the Lyapunov backstepping

method without tackling the uncertainties [60, 62], leading to poor posture

tracking performance and raise conservatism issue of the stability analysis.

Therefore, the robust SMC design in the kinematic layer with uncertainties
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and the utilisation of reduced-order sliding mode dynamics to weaken the con-

servatism are interesting subjects to investigate.

– It can be noted from the numerous existing researches that the uncertainties

are bounded by positive scalars or linear functions, which are not ideal in prac-

tice. Moreover, the vast majority of the literature employs full-state variables

in their proposed control laws to regulate the TWIP systems. However, it

might not be able to measure all the system states in real applications. There-

fore, the SOFC design using only partial state information is significant and

full of challenges. Since many of the previous SOFC work concern the stabil-

isation problems, the setpoint regulation of SOFC is also an interesting topic

to study. Besides, another challenge mentioned from the SOFC survey paper

[119] is that it is not straightforward to find the gain of SOFC to stabilise the

system such that the poles can be placed arbitrarily. Hence, it is significant

to determine the parameters of SOFC gains in an intuitive way for the TWIP

system.

• From the practical perspective: It is challenging to bridge the gap between the

theoretical control algorithms and the associated practical implementation to sat-

isfy the desired control performance requirement on physical TWMR platforms. It

requires not only high-level understanding of advanced control theory to develop

novel rigorous results but also integrated knowledge of mechanical layout, hard-

ware and software designs to achieve the control objectives of the TWMR systems.

Moreover, the majority of the available open-source software architectures and inte-

grated development environment (IDE), such as the FreeRTOS and µC/OS, Arduino

and STM32CubeMX IDEs, are designed for general-purpose application projects.

Such software architectures inevitably contain redundant programs even after tailor-

ing the unnecessary functionalities. One of the challenges is to develop a software

architecture that is efficient, reusable, easily expandable for our application-specific

projects. For example, the WMR systems in this thesis. Moreover, the significance

of practical implementation and verification is not only to demonstrate the feasi-

bility of employing modern robust control techniques on the prototype WMR plat-

CHAPTER 1. INTRODUCTION



1.2. CONTRIBUTIONS 12

forms in the laboratory but also to gain some practical testing and parameters tuning

experience and push one step further for the future realisation in real engineering

applications in order to adapt complex environment and improve people’s quality

of life, for example, robust tracking control of TWIP-type wheelchairs for assisting

people to pass through a narrow doorway accurately and safely, etc.

1.2. CONTRIBUTIONS

This thesis contributes to the knowledge and research not only for the development

of SMC designs for the TWMR systems in a rigorous mathematical manner but also

for reducing the gap between the theoretical SMC and the practical application. The

approaches developed in this thesis have been applied to trajectory tracking control on a

TWMR system with passive wheels and setpoint regulation controls for a TWIP system.

The contributions of this thesis can be summarised as follows.

• In trajectory tracking control of a TWMR system, the kinematic system is consid-

ered with matched and unmatched uncertainties. A new structure of the sliding

functions is proposed to help to derive the reduced-order sliding mode dynamic to

facilitate the stability analysis, which reduces conservatism. The proposed SMC

law can guarantee that the controlled system track the pre-defined trajectories ef-

fectively and robustly in the presence of both matched and unmatched uncertainties.

• A regular-form based conventional SMC is developed for the TWIP system using

state feedback. The bounds on both the matched and unmatched uncertainties are

considered to be known functions, which are employed in the SMC design to re-

ject the uncertainties and enhance the robustness. The developed results allow the

bounds on the uncertainties to have more general nonlinear form when compared

with other existing work which assume bounds on uncertainties are constant or lin-

ear. Thus the obtained results are able to tolerate a broader class of uncertainties.

• Considering that some states of the TWIP system may not be accessible, static

output feedback SMC scheme is proposed to regulate the TWIP system. The utili-
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sation of the regular form SMC approach and reduced-order sliding mode dynamics

reduce the conservatism in stability analysis based on the designed sliding surface

which uses output information only. A novel method has been introduced to select

the matrix gains intuitively for regulating the TWIP system whilst satisfying the

assumption of output feedback stabilisation.

• The developed rigorous theoretical results are successfully implemented on real

TWMR platforms. This not only contributes to the area of TWMR but also brings

excellent perspectives of the methodology proposed in this thesis. Moreover, a

self-developed RTOS-based software architecture is implemented for the practical

TWIP platform to improve the system performance from the software perspective.

The proposed SMC laws are demonstrated in simulation and on a practical TWMR

with caster wheels for trajectory tracking control and a TWIP platform for setpoint

regulation control subject to matched and unmatched uncertainties. The results

show the effectiveness and robustness of the designed control schemes.

1.3. THESIS OUTLINE

This thesis is organised as seven chapters:

Chapter 1 introduces the literature reviews of the trajectory tracking and setpoint regula-

tion controls for TWMR and TWIP systems respectively. Moreover, the motivation and

contributions are described based on the theoretical and practical perspectives separately.

Chapter 2 outlines some essential mathematical preliminaries necessary for the control

analysis and design for the subsequent chapters, including the definitions and foundational

conclusions of Lyapunov stability theory and Brockett’s necessary condition.

Chapter 3 reviews fundamental concepts to help readers better understanding this thesis.

Basic knowledge of the state-space representation and the state/output feedback controls

are presented, followed by the theories and characteristics of the SMC methodology. Fi-

nally, the nonholonomic constraints, Pfaffian constraints, and nonholonomic system are

discussed with a bicycle example.
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Chapter 4 proposes a nonlinear SMC design for tracking the predefined time-based tra-

jectories on a differential-drive TWMR with passive wheels using tracking error kinemat-

ics. The proposed sliding manifold shows that the regular form-based SMC design can

apply to systems that do not even have a regular form. The simulation and experiment re-

sults demonstrate that the designed SMC law is able to control the TWMR to track given

trajectories effectively with better performance than a classical PID controller.

Chapter 5 is focused on designing a full-state feedback SMC law to regulate a TWIP dy-

namic system in the presence of matched and unmatched uncertainties. A set of sufficient

conditions is developed to guarantee that the controlled system is uniformly ultimately

bounded. The nonlinear bounds of matched and unmatched uncertainties are assumed to

be known, which are utilised in the SMC design to reduce the conservatism and enhance

robustness. The simulation and experiment results show the validity and effectiveness of

the proposed SMC law.

Chapter 6 presents a static output feedback SMC algorithm to regulate the TWIP system

when only partial system states are available compared with the one using full-state in

Chapter 5. An output-dependent sliding surface is designed, and the stability is analysed

based on the reduced-order sliding mode dynamics. The proposed output feedback SMC

law is applied to the TWIP system. Simulation related to the setpoint regulation control

on the TWIP system confirms the obtained theoretical results as expected.

Chapter 7 summarises the thesis with conclusions and includes some discussions of po-

tential future work.

Finally, Appendix shows the detailed mathematical derivations of the dynamic modelling

of the TWIP system used in the chapters 5 and 6. Moreover, the primary hardware com-

ponents and software descriptions are also elucidated for the trajectory tracking control

of a TWMR system and regulation control on a TWIP system, including the choices of

the microcontroller boards, sensors, actuators and the graphical user interface (GUI) for

simulating the trajectory tracking control of a TWMR system, orientation filter fusion

algorithm of the inertial measurement unit (IMU), parameter identification of the motors.
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CHAPTER. 2

MATHEMATICAL PRELIMINARIES

This chapter provides some fundamental mathematical definitions and lemmas to help

clarify the mathematical terms used repeatedly in the subsequent chapters.

2.1. BASIC MATHEMATICS

The set of all n-dimensional vectors x = col(x1, · · · , xn), where x1, · · · , xn are

real numbers. Define the n-dimensional Euclidean space denoted by IRn. The one-

dimensional Euclidean space consists of all real numbers and is denoted by IR. Vectors in

IRn can be augmented by adding their corresponding components. They can be multiplied

by a scalar by multiplying each component by the scalar. The inner product of two vectors

x and y is xTy =
∑n

i=1 xiyi.

Definition 2.1.1 [120]: The norm ‖x‖ of a vector x is a real valued function with the

following properties

• ‖x‖ ≥ 0, ∀ x ∈ IRn, with ‖x‖ = 0 if and only if x = 0.

• ‖βx‖ = |β| ‖x‖, ∀ β ∈ IR and x ∈ IRn.
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• ‖x+ y‖ ≤ ‖x‖ + ‖y‖, ∀ x, y ∈ IRn.

For a vector x = col(x1, · · · , xn), its p-norm can be defined as

‖x‖p =
(
|x1|p + · · ·+ |xn|p

) 1
p , 1 ≤ p <∞ (2.1)

and

‖x‖∞ = max
i
|xi| (2.2)

Throughout the thesis, the Euclidean norm (p = 2) is used frequently, which is

defined by

‖x‖2 =
(
|x1|2 + · · ·+ |xn|2

) 1
2 =
√
xTx (2.3)

Definition 2.1.2 [116]: A quadratic form is a function Q of n real variables x1, x2, · · · ,

xn such that

Q(x1, x2, · · · , xn) =
n∑

i,j=1

qijxixj qij = qji (2.4)

where the qij can be treated as the entries of a particular matrix Q and the xi can be

considered as the components of the vector x. Hence, the quadratic form (2.4) can be

alternatively described by

Q(x1, x2, · · · , xn) = xTQx (2.5)

Quadratic forms always satisfy the Rayleigh principle as follows

λmin(Q)‖x‖2 ≤ xTQx ≤ λmax(Q)‖x‖2 (2.6)

Definition 2.1.3 [116]: The quadratic form xTQx where Q is a real symmetric matrix is

said to be positive definite if

xTQx > 0 ∀ x

and positive semidefinite if

xTQx ≥ 0 x 6= 0
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and the matrix Q is said to be positive definite and positive semidefinite matrix, respec-

tively.

The following proposition describes some useful properties related to partitioned

symmetric positive definite matrices.

Proposition 2.1.1 [116]: Let P be a real symmetric matrix partitioned as

P =

P11 P12

P T
12 P22

 (2.7)

where the matrix sub-blocks P11 and P22 are square.

If the above symmetric matrix P is greater than zero, i.e., P > 0, then the following are

also satisfied

P11 > 0 and P22 > P T
12P

−1
11 P12

P22 > 0 and P11 > P12P
−1
22 P

T
12

(2.8)

Definition 2.1.4 [67]: A function f(x) : IRn 7→ IRm is said to satisfy the local Lipschitz

condition in the domain Ω ⊂ IRn if there exists a non-negative constant L such that the

inequality

‖f(x)− f(x̂)‖ ≤ L‖x− x̂‖ (2.9)

holds for any x ∈ Ω and x̂ ∈ Ω. Then L is called the Lipschitz constant and f(x) is

called a Lipschitz function in Ω. Then f(x) is said to satisfy global Lipschitz condition if

Ω = IRn.

2.2. LYAPUNOV STABILITY

Stability theory is of immense significance during the entire development of the con-

trol system analysis and design. The stability of equilibrium points, which is frequently

discussed in this thesis, is typically defined in terms of Lyapunov, named after a Russian

mathematician and engineer who laid the groundwork for the entire theory [121]. As a

result, this section discusses some of the most important results regarding the stability of

equilibrium points.

CHAPTER 2. MATHEMATICAL PRELIMINARIES
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The following Lyapunov stability criterion is defined for autonomous and non-autonomous

systems.

Consider the following autonomous system

ẋ = f(x) (2.10)

where f : D 7→ IRn is a locally Lipschitz mapping in domain D and x ∈ D ⊂ IRn.

Definition 2.2.1 (Stability and Asymptotically Stability) [121] : An equilibrium point

x = 0 of system (2.10) is said to be

• stable if, for each ε > 0, there exists δ = δ(ε) > 0 such that

‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀ t ≥ 0 (2.11)

• unstable if it is not stable.

• asymptotically stable if it is stable and δ can be chosen such that

‖x(0)‖ < δ ⇒ lim
x→∞

x(t) = 0 (2.12)

Further, consider the non-autonomous system with the Lipschitz condition defined in

Definition 2.1.4

ẋ = f(t, x) (2.13)

where f : [0,∞) × D 7→ IRn is piecewise continuous in t and locally Lipschitz in x on

f : [0,∞) ×D ⊂ IRn is a domain that contains the origin x = 0 is an equilibrium point

for (2.13) at t = 0 if

f(t, 0) = 0, ∀ t ≥ 0 (2.14)

Definition 2.2.2 (Stability and Asymptotically Stability) [121] : An equilibrium point

x = 0 of system (2.13) is said to be

• stable if, for each ε > 0, there exists δ = δ(ε) > 0 such that

‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀ t ≥ t0 ≥ 0 (2.15)
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• uniformly stable if, for each ε > 0, there exists δ = δ(ε) > 0, independent of t0

such that (2.15) is satisfied.

• unstable if it is not stable.

• asymptotically stable if it is stable and there is a positive constant c = c(t0) such

that x(t)→ 0 as t→∞, for all ‖x(t0)‖ < c.

• uniformly asymptotically stable if it is uniformly stable and there is a positive con-

stant c independent of t0 such that for all ‖x(t0)‖ < c, x(t) → 0 as t → ∞,

uniformly in t0; that is, for each η > 0, there is T = T (η) such that

‖x(t)‖ < η, ∀ t ≥ t0 + T (η), ‖x(t)‖ < c (2.16)

• globally uniformly asymptotically stable if it is uniformly stable, δ(ε) can be chosen

to satisfy limε→∞ δ(ε) =∞, and for each pair of positive numbers η and c, there is

T = T (η, c) > 0 such that

‖x(t)‖ < η, ∀ t ≥ t0 + T (η, c), ‖x(t)‖ < c (2.17)

Further, without loss of generality, consider a linear autonomous system

ẋ = Ax (2.18)

where x ∈ IRn.

Lemma 2.2.1 (Stability of Linear System) [121] : An equilibrium point x0 of system

(2.18) is said to be stable if and only if all eigenvalues λi of A satisfy Reλi ≤ 0 and for

every eigenvalue with Reλi = 0 and algebraic multiplicity qi ≥ 0, rank(A − λiI) =

n− qi, where n is the dimension of x. The equilibrium point is said to be asymptotically

stable if and only if all eigenvalues of A satisfy Reλi < 0.

Definition 2.2.3 (Hurwitz Matrix and Lyapunov Equation) [121] : A matrix A ∈

IRn×n of system (2.18) is said to be Hurwitz if and only if for any given positive definite

symmetric matrix Q, there exists a positive definite symmetric matrix P satisfying

PA+ ATP = −Q (2.19)
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Moreover, equation (2.19) is called the Lyapunov function. And ifA is Hurwitz, then

P is the unique solution of (2.19).

Definition 2.2.4 (Boundedness and Ultimate Boundedness) [121] : Consider the non-

autonomous system (2.13). The solutions of (2.13) are

• uniformly bounded if there exists a positive constant c, independent of t0 ≥ 0, and

for every a ∈ (0, c), there is β = β(a) > 0, independent of t0, such that

‖x(t0)‖ ≤ a⇒ ‖x(t)‖ ≤ β, ∀ t ≥ t0 (2.20)

• globally uniformly bounded if (2.20) holds for arbitrarily large a.

• uniformly ultimately bounded (UUB) with ultimate bound b if there exist positive

constants b and c, independent of t0 ≥ 0, and for every a ∈ (0, c), there is T =

T (a, b) ≥ 0, independent of t0, such that

‖x(t0)‖ ≤ a⇒ ‖x(t)‖ ≤ b, ∀ t ≥ t0 + T (2.21)

• globally uniformly ultimately bounded if (2.21) holds for arbitrarily large a.

For the case of autonomous systems, Definition 2.2.4 can be redefined without the

word "uniformly" as the solution depends only on t− t0.

2.3. OTHERS

The following definition and lemma provide some necessary background for analysis

and design of trajectory tracking control of the TWMR system in Chapter 4.

Definition 2.3.1 (Class Ck function) [122] : Let D ⊂ IRd be open, and let f : D 7→ IR.

For k a non-negative integer, if the partial derivatives ∂αf
∂rα

exist and are continuous on D

for [α] ≤ k. f is said to be differentiable of class Ck on D (or simply that f is Ck). In

particular, f is C0 if f is continuous. If f : D 7→ IRn, then f is said to be differentiable of

class Ck if each of the component function fi = ri ◦ f is Ck. Moreover, f is said to be C∞

if it is Ck for all k ≥ 0.
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Consider a system

ẋ = f(x, u) (2.22)

where x ∈ IRn is the system states, u ∈ IRm is the control input. The vector field

f : IRn 7→ IRn is C1.

Given a point x0 ∈ IRn, and a C1 feedback control law

u = u(x) (2.23)

such that the system is locally asymptotically stable at the equilibrium point x0 and with-

out loss of generality, assume x0 = 0.

Lemma 2.3.1 (Brockett’s necessary condition) [42] : A necessary condition for the

existence of a class C1 feedback control scheme (2.23) rendering x0 ∈ IRn locally asymp-

totically stability for the closed-loop system (2.22) is that for all ‖y‖ is sufficiently small,

the vector field f̃ : IRn 7→ IRn defined by

f̃(x) = f(x, u)− y (2.24)

where f is defined in (2.22), which has an equilibrium point.

CHAPTER 2. MATHEMATICAL PRELIMINARIES



CHAPTER. 3

REVIEW OF CONTROL THEORIES AND

BASIC CONCEPT

The previous chapter has introduced some mathematical background for controlling TWMR

systems. Before diving into the main contents, it is necessary to review some basic con-

cepts related to this thesis. Section 3.1 presents the fundamental control concepts, involv-

ing state-space representation and the state and output feedback controls. The background

knowledge of the SMC will be introduced in Section 3.2. Specifically, the existence of

sliding motion and solution of discontinuous systems is going to be discussed in Section

3.2.1 and 3.2.2, respectively. Section 3.2.3 will deliver two approaches for the derivation

of the reduced-order sliding mode dynamics to facilitate the stability analysis during the

sliding phase. The condition of the reaching phase will be studied in Section 3.2.4 to

guarantee the reachability of the system trajectory. Then, Section 3.2.5 summarises the

characteristics of the conventional SMC methodology. Before concluding this chapter,

the nonholonomic and Pfaffian constraints with a nonholonomic bicycle example will be

reviewed in Section 3.3.

22



3.1. FUNDAMENTAL CONTROL CONCEPTS 23

3.1. FUNDAMENTAL CONTROL CONCEPTS

3.1.1. STATE SPACE REPRESENTATION

The term "state-space" refers to a collection of coupled first-order differential equa-

tions with a set of internal variables, which is the fundamental concept of modern control

theory. State variables represent a minimal set of variables that can fully describe the

system with its response to any given set of inputs. Moreover, the outputs describe a

collection of algebraic equations with the relationship between the state variables and

the physical output variables. Figure 3.1 illustrates the n-th order system in state-space

representation with m input and p outputs.

Figure 3.1: Diagram of system in state-space representation

As mentioned previously, the system dynamics in Figure 3.1 can be described as a

series of first-order differential equations by

ẋ1(t) = f1(t, x, u)

ẋ2(t) = f2(t, x, u)

· · ·

ẋn(t) = fn(t, x, u)

(3.1)

where ẋi = dx/dt for i = 1, 2, · · · , n. t ∈ IR+ is the time variable. x(t) = [x1(t), x2(t), · · · , xn(t)]T

∈ IRn represents the system states. u(t) = [u1(t), u2(t), · · · , um(t)]T ∈ IRm denotes the

system input vector. Moreover, f(t, x, u) = [f1(t, x, u), f2(t, x, u), · · · , fn(t, x, u)]T cor-

responds to the system dynamics in terms of the time t, state variables x, and input vector
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u.

Further, the associated output vector can be described as

y1(t) = h1(t, x)

y2(t) = h2(t, x)

· · ·

yp(t) = hp(t, x)

(3.2)

where y(t) = [y1(t), y2(t), · · · , yp(t)]T ∈ IRp represents the system outputs. hi(t, x) is

the output dynamics for i = 1, 2, · · · , p.

Based on (3.1) and (3.2), the corresponding system dynamics can be rewritten by

ẋ(t) = f(t, x, u) (3.3)

y(t) = h(t, x) (3.4)

Now, a system is called single-input single-output (SISO) if the input and output

dimensions are configured to one, i.e., m = 1, p = 1 of (3.1)-(3.2) and the system is

called multi-input multi-output (MIMO) if m and p are greater than one.

To further elucidate the concepts of feedback control, consider the time-invariant

linear system as follows [1].

ẋ(t) = Ax(t) +Bu(t) (3.5)

y(t) = Cx(t) (3.6)

where A ∈ IRn×n, B ∈ IRn×m, and C ∈ IRp×n represent the constant matrices. Moreover,

assume the pairs (A,B) and (A,C) are controllable and observable, respectively. The

block diagram of the system (3.5) and (3.6) can be illustrated in Figure 3.2.

3.1.2. TYPES OF FEEDBACK CONTROL

Feedback control has been one of the most rigorously research topics in recent

decades, and it has evolved into the fundamental mechanism for regulating equilibrium

or homeostasis for mechanical, electrical, biological systems, etc. According to the math-

ematical and control theories, the appropriate feedback control law is designed to deter-

mine control signals based on the difference between the actual system states variables
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Figure 3.2: Block diagram of the time-invariant linear system

and their desired states. Thus, the closed-loop control schemes ensure that the system will

always make adjustments towards the desired equilibrium. Furthermore, it is consensus

that the controlled system may fail to satisfy the desired performance or even result in

instability for practical systems due to modelling errors and external disturbances. As a

result, the effect of these uncertainties on the control design process should be carefully

considered to ensure that the system can still be adequately controlled in the worst-case

scenarios.

From the control theory perspective, the types of feedback controls can be cate-

gorised as state feedback control and output feedback control [67]. For output feedback

controls, there are two primary interesting research fields, the former is the static output

feedback control, and the latter is the dynamic output feedback control [116].

The state feedback control is relevant to the control design that employs the entire

system state for utilisation of controller u(t). The system output matrix C is configured

to be the identity matrix for state feedback control. Because the state at time t contains

all of the information necessary to predict the system’s future behaviour, the most general

time-invariant control law is a function of the state, i.e., u(t) = u(x(t)). If a linear state

feedback is applied to the system (3.5)-(3.6), the control law u(t) can be written as

u(t) = −Ksx(t) (3.7)

where Ks ∈ IRm×n is a designed constant matrix, the negative sign indicates that the

negative feedback is considered in this case.

The associated closed-loop system obtained when the feedback control (3.7) is ap-
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Figure 3.3: Block diagram of the state feedback control for system (3.5)

plied to the system (3.5)-(3.6) can be described by

ẋ(t) = (A−BKs)x(t) (3.8)

Then, the state feedback control design problem is to determine an appropriate feed-

back gain matrix Ks such that the (A − BKs) matrix of the closed-loop system is Hur-

witz stable. This control problem is called the eigenvalue assignment problem or the pole

placement problem. Moreover, it is well-known from the linear control theory that the

poles of a linear time-invariant controllable and observable system can be assigned arbi-

trarily by state feedback. The corresponding block diagram of a state feedback control is

depicted in Figure 3.3 and r(t) is the reference signal of the system.

From the practical perspective, however, it may not be feasible to access all the state

information for system (3.5) and (3.6). If only a subset of state variables is available,

the dimension of the output matrix C of (3.6) would be less than the dimension of the

system states, i.e., p < n and p denotes the dimension for the numbers of accessible

states. The control law, in this case, utilises only the output information y(t) represented

as u(t) = u(y(t)) and u(y(t)) is known as static output feedback control scheme and the

corresponding output control law can be described as

u(t) = −KoCx(t) = −Koy(t) (3.9)

whereKo ∈ IRm×p is the designed gain matrix. It should be mentioned that the dimension

of matrix Ko is different from the dimension of matrix Ks in which Ks is dependent on

the full-state variables, whereas Ko is subjected to the output information.
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Figure 3.4: Block diagram of the static output feedback control for systems (3.5) and (3.6)

Applying the static output feedback control law (3.9) to system (3.5) and (3.6), the

associated closed-loop dynamics can be described by

ẋ(t) = (A−BKoC)x(t) (3.10)

Further, the static output feedback control problem aims to find a suitable gain matrix

Ko such that (A − BKoC) is Hurwitz stable. Figure 3.4 illustrates the block diagram of

the static output feedback control.

In contrast to the process of finding the gain matrix Ks of the state feedback con-

trol, it is not straightforward to obtain the gain Ko of the static output feedback control

such that the poles can be placed arbitrarily as mentioned in [119]. Although several

methodologies have been introduced in [119] to acquire a gain Ko for stabilisation of

SISO systems, such as Youla parameterization method, inverse linear-quadratic approach,

covariance assignability by output feedback, output structural constraint approach, cou-

pled linear matrix inequality formulation, nonlinear programming methods, and decision

methods. The detailed descriptions of these methods can be discovered in [119]. Nev-

ertheless, all the proposed methods mentioned above cannot be readily applied to the

MIMO systems. For the pole placement problem, it has been shown that if the sys-

tem is minimal (i.e., controllable and observable) and the matrices B and C have full

ranks, then for almost all the pairs (B,C), an output feedback gain can be found so that

A−BKoC has min(n,m+p−1) poles can be assigned arbitrarily using output feedback

[123, 124, 125, 126]. Moreover, it is also shown from [126, 127, 128] that the "Kimura-
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Davison" sufficient condition for the existence of gain Ko is provided as follow.

m+ p− 1 ≥ n (3.11)

Although there exists above-mentioned approaches to determine the gain Ko, the

static output feedback problems are still an open unsolved problem due to the computa-

tional complexity issue [129, 130, 131].

For the situations where the condition (3.11) fail to satisfy or the solution set of

obtaining gain matrices Ko is restricted. In this case, the dynamic output feedback control

is necessary. In essence, the dynamic output feedback control is a state feedback control

in conjunction with a dynamical system whose objective is to estimate the system state

and the resulting estimated state is denoted as x̂(t). Such the dynamical system is called

a compensator or an observer, which can be defined by

˙̂x(t) = (A+ LC)x̂(t) +Bu(t)− Ly(t) (3.12)

where L is a designed constant matrix to guarantee the matrix A + LC has negative real

parts. Further, if the error between the real state and the estimated state is defined as

e(t) = x(t)− x̂(t) (3.13)

Then the associated error dynamics can be described by

ė(t) = (A+ LC)e(t) (3.14)

It is noticeable from (3.14) that the matrix (A + LC) is stable from chosen L in

(3.12). The error e(t) will converge to zero as t goes to infinity. Hence, the estimated

state x̂(t) will converge to the real state x(t) [1].

From a real engineering perspective, it is impractical to neglect the uncertainties in

the nominal systems (3.5) and (3.6). Without loss of generality, systems (3.5)-(3.6) with

considerations of uncertainties can be described as

ẋ(t) = Ax+B(u(t) + Φ(t, x)) + Ψ(t, x) (3.15)

y(t) = Cx(t) (3.16)
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where Φ(t, x) ∈ IRm represents the uncertainty acting in the input channels, which refers

to the matched uncertainty. Ψ(t, x) ∈ IRn denotes the unmatched uncertainty, which does

not act in the input channels.

Applying the state feedback control (3.7) and static output feedback control (3.9) to

the systems (3.15)-(3.16), the corresponding closed-loop dynamics can be written as

ẋ(t) = (A−BKs)x(t) +BΦ(t, x) + Ψ(t, x) (3.17)

ẋ(t) = (A−BKoC)x(t) +BΦ(t, x) + Ψ(t, x) (3.18)

It can be seen from (3.17) and (3.18) that both systems are affected by the matched

and unmatched uncertainties. Therefore, it is paramount to design robust state/output

feedback control schemes to attenuate such uncertainties. Furthermore, this thesis con-

siders the design of both state and static output feedback control laws.

3.2. SLIDING MODE CONTROL

By utilising a discontinuous control signal, sliding mode control modifies the system

dynamics. This approach has been extensively developed and applied with other control

approaches in theoretical research and engineering design to solve a variety of control

problems [30, 31, 33, 35]. The following example will be provided to gain an intuitive

understanding of the subsequent SMC concepts.

Consider a simple stick balancing example [1] illustrated in Figure 3.5. Assuming

the stick is nearly at the equilibrium point in the vertical position with small θ. Define

the state as x(t) = [x1(t), x2(t)]T = [xs(t), ẋs(t)]
T where xs(t) and ẋs(t) denote the

displacement and velocity of the stick, respectively. The associated linear system can be

represented in state-space asẋ1(t)

ẋ2(t)

 =

0 1

g
L

0


x1(t)

x2(t)

+

 0

− g
L

u(t) (3.19)

where L is the length of the stick, g is the gravitational acceleration.
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Figure 3.5: Stick balancing example referenced from [1]

Further, employ a traditional linear switching function as

σ(x(t)) = $x1(t) + x2(t) (3.20)

where $ denotes a designed parameter. And the state feedback discontinuous SMC law

can be presented by

u(t) =


L
g

(
$x2 + g

L
x1 − δ

)
, if σ(x(t)) < 0.

L
g

(
$x2 + g

L
x1 + δ

)
, if σ(x(t)) > 0.

(3.21)

where δ is a positive constant.

By configuringL = 1, g = 9.81 and choosing$ = 2, δ = 4 with the initial condition

x0 = [x10, x20]T = [1, 0]T , the corresponding time responses of the system states and the

phase portrait are illustrated in Figures 3.6 and 3.7, respectively.

In Figure 3.7, the sliding surface is presented by the red dotted-dashed line and the

system trajectory is illustrated in blue color. It is obvious to see from Figure 3.7 that

the system motion of the SMC methodology can be divided into two phases: the sliding

phase and reaching phase [116].
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Figure 3.6: State responses of the stick balancing example
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Figure 3.7: Phase portrait of the stick balancing example
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• Sliding Phase refers to the motion when the system trajectory moves along the

sliding surface which is designed by a predefined switching function, such as (3.20)

in the stick balancing example.

• Reaching Phase denotes the motion when the system trajectory drives from the

initial point towards the sliding surface.

Therefore, the design process of SMC can now be described in the following two

steps.

Step 1: The design of a sliding surface such that the system achieves the desired perfor-

mance when it is limited to the sliding hyperplane.

Step 2: The design of a sliding mode control law that drives the system to the sliding surface

in finite time and maintains a sliding motion on it thereafter.

3.2.1. EXISTENCE OF THE SLIDING MOTION

The conditions for the existence of the sliding motion can be treated as a generic

stability problem which requires the convergence of system states to the vicinity of the

predefined sliding surface [2].

Consider the system as follows.

ẋ(t) = F (t, x) +G(t, x)u(t) (3.22)

where x(t) ∈ IRn, F (t, x) ∈ IRn, G(t, x) ∈ IRn×m and u(t) is the discontinuous control

law defined by

u(t) =


u+(t, x), if σ(x(t)) > 0.

u−(t, x), if σ(x(t)) < 0.

(3.23)

and the sliding surface with (n−m)-dimension is defined by

σ(x(t)) =
[
σ1(x(t)), σ2(x(t)), · · · , σm(x(t))

]
= 0 (3.24)

Definition 3.1 (Domain of the Sliding Motion) [2]: A domain S in the manifold σ(x(t)) =

0 is said to be a sliding mode domain if for each ε > 0, a δ > 0 exists such that any motion
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Figure 3.8: Domain of the sliding motion modified from [2]

starting in the n-dimensional δ-vicinity of S may leave the n-dimensional ε-vicinity of S

only through the n-dimensional ε-vicinity of the boundaries of S (See Figure 3.8).

Having defined the definition of the sliding mode domain, the existence of the sliding

motion can be presented in the following Theorem.

Theorem 3.1 (Existence of the Sliding Motion) [2]: For the (n −m)-dimensional do-

main S to be the domain of sliding mode, it is sufficient that in some n-dimensional

domain Ω, S ⊂ Ω, there exists a C1 (Definition 2.3.1 in Section 2.3) function V (t, x, σ),

satisfying the following conditions.

• V is positive definite with respect to σ(x(t)) and for any x ∈ S and t

inf
‖σ‖=β

V = hβ, sup
‖σ‖=β

V = Hβ (3.25)

where β is a positive constant, hβ 6= 0, hβ and Hβ depend only on β.

• Time derivative of V for system (3.22) has negative supremum on small enough

sphere ‖σ‖ = β with removed points on the discontinuity surfaces where this

derivative does not exist.

The dynamics of the sliding motion (3.24) can be written as

σ̇(x(t)) =
∂σ

∂x
F (t, x) +

∂σ

∂x
G(t, x)u(t) (3.26)
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where σ is defined in (3.24), F (t, x), G(t, x) and u(t) are specified in (3.22), respectively.

Moreover, the domain S, illustrated in Figure 3.8, is a set of x for which the origin in

subspace [σ1, σ2, · · · , σm] is an asymptotically stable equilibrium point for the dynamics

(3.26). For the positive definite function V mentioned in (3.25), there is no systematic

approaches to generate such Lyapunov function V for system (3.26).

3.2.2. EXISTENCE OF SOLUTION FOR DISCONTINUOUS SYSTEMS

Figure 3.9: Ideas of the Filippov approach for solving discontinuous right-hand side dy-

namical equations

From (3.23), it is obvious to see that the controller is discontinuous. When (3.23) is

applied to the system (3.22), the closed-loop system will contain a set of ordinary differ-

ential equations with discontinuous right hand side, which can be described as follows.

ẋ(t) = F(t, x) (3.27)

where F : IR× IRn 7→ IRn is discontinuous with respect to the state vector.

For system (3.27), it may not be feasible to obtain the solutions using the classi-

cal method of differential equations as Lipschitz conditions (Definition 2.1.4 of Section

2.1) are usually involved to ensure the existence of a unique solution and any function

satisfying Lipschitz conditions is necessarily continuous. Therefore, as mentioned in

[116, 67, 132], an alternative approach has been proposed by Filippov [133, 134] for

system (3.27) by producing the ’average’ of the solutions obtained from approaching the
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point of discontinuity with two different solution vectors. Define x0 is a point of dis-

continuity on the surface S and F−(t, x0) and F+(t, x0) denote the limits of F(t, x) as

the point x0 is approached from opposite sides of the tangent plane to S at x0, then the

solution of (3.27) can be retrieved from the following equation [116, 133]

ẋ(t) = Favg(t, x) = (1− γ)F−(t, x) + γF+(t, x) (3.28)

where γ is a constant satisfying 0 < γ < 1, Favg is tangent to the surface S as illustrated

in Figure 3.9.

3.2.3. EQUIVALENT CONTROL AND REGULAR FORM APPROACHES

OF THE SLIDING PHASE

The advantage of the conventional SMC methodology is to employ the reduced-order

sliding mode dynamics to facilitate the stability analysis.

Reconsider the system (3.22) with the following sliding surface

σ(t) = σ(x(t)) (3.29)

such that the resulting sliding motion satisfies the desired system performance.

In SMC theory, there are two approaches commonly used to obtain the sliding mode

dynamics, namely the equivalent control and the regular form, which transform the sta-

bility of the sliding motion to the problem of guaranteeing the stability of an unforced

system.

• Equivalent Control: When the system (3.22) is restricted to the sliding surface, it

follows that

σ(x(t)) = 0, and σ̇(x(t)) = 0 (3.30)

The time derivative of σ(x(t)) along the system (3.22) is described by

σ̇(x(t)) =
∂σ

∂x
ẋ(t) =

∂σ

∂x

(
F (t, x) +G(t, x)u(t)

)
(3.31)
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During the sliding motion and from (3.30), it follows that

∂σ

∂x

(
F (t, x) +G(t, x)u(t)

)
= 0 (3.32)

Further, assume a solution u(t) in (3.32) can be defined as

u(t) = ueq(t, x) (3.33)

where ueq represents the equivalent control [132].

Then the reduced-order sliding mode dynamics governed by the sliding motion can

be described by

ẋ(t) = F (t, x) +G(t, x)ueq(t, x) when σ(x(t)) = 0 (3.34)

According to (3.30), the associated equivalent control is derived as

ueq(t) = −
[
σ(x(t))G(t, x)

]−1
σ(x(t))F (t, x) (3.35)

where σ(x(t))G(t, x) must be non-singular for the chosen switching function σ(x(t)).

Applying the equivalent control (3.35) to the system (3.22), the corresponding

reduced-order sliding mode dynamics can be described by

ẋ(t) = F (t, x)−G(t, x)
[
σ(x(t))G(t, x)

]−1
σ(x(t))F (t, x) (3.36)

It is worth noting that the equivalent control (3.35) is used solely to analyse the

stability of the sliding motion. Although this is not the actual control law applied

to the system (3.22), it can be thought of as the control signal that must be applied

"on average" to maintain the sliding motion [132, 2].

• Regular Form: Another technique to obtain the sliding mode dynamics associated

with the sliding surface (3.30) is the well-known regular form approach. To elu-

cidate this method, reconsider the time-invariant linear system of (3.5) in Section

3.1.1.

Assume the matrix B is full rank, i.e., rank(B) = m. There exists a coordinate

transformation with an invertible matrix Tr ∈ IRn×n such that the matrixB in the
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new coordinate can be decomposed as follows.

B = TrB =

 0

B2

 (3.37)

whereB2 ∈ IRm×m.

By using the transformation ω(t) = Trx(t), the system (3.5) can be derived as

ω̇1(t) =A1ω1(t) +A2ω2(t) (3.38)

ω̇2(t) =A3ω1(t) +A4ω2(t) +B2u(t) (3.39)

where ω(t) = [ω1(t), ω2(t)]T ∈ IRn, ω1(t) ∈ IRn−m, ω2(t) ∈ IRm, and

A= TrAT
−1
r =

A1 A2

A3 A4

 (3.40)

Lemma 3.1 [116]: The matrix pair (A1,A2) of system (3.38) is controllable if and

only if the pair (A,B) of system (3.5) is controllable.

The systems (3.38) and (3.39) are referred to as regular form or canonical form. It

is noticeable that dynamics (3.38) is an unforced system which can be described as

the null space dynamics whereas the system (3.39) is related to the control law u(t),

which is described as the range space dynamics [116].

Further, define a linear switching manifold

σ(ω(t)) = Sω(t) = S1ω1(t) + S2ω2(t) (3.41)

where S = [S1 S2] ∈ IRm×n denotes a constant matrix with S1 ∈ IRm×(n−m) and

S2 ∈ IRm×m.

And the associated sliding surface is defined by

σ(ω(t)) = S1ω1(t) + S2ω2(t) = 0 (3.42)

When the systems (3.38) and (3.39) are limited to the sliding surface (3.42), it

follows that

ω2(t) = −S1

S2

ω1(t) (3.43)
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Hence, the sliding mode dynamics can be derived from (3.38) and (3.43)

ω̇1(t) =

(
A1 −A2

S1

S2

)
ω1(t) (3.44)

It can be seen that (3.44) is a reduced-order dynamics compared to the system (3.5).

Moreover, based on Lemma 3.1, since the pair (A1,A2) is controllable, the reduced-

order sliding mode dynamics are asymptotically stable if the matrix
(
A1 −A2

S1

S2

)
is Hurwitz with suitable selections of the parameters S1 and S2.

Now, reconsider the system (3.15) with matched and unmatched uncertainties in

Section 3.1.2. By applying the same coordinate transformation using the matrix Tr,

the system (3.15) can be transformed into the following regular form

ω̇1(t) =A1ω1(t) +A2ω2(t) + Ψ1(t, T−1
r ω) (3.45)

ω̇2(t) =A3ω1(t) +A4ω2(t) +B2

(
u(t) + Φ(t, T−1

r ω)
)

+ Ψ2(t, T−1
r ω) (3.46)

where Ψ1(·) ∈ IRn−m and Ψ2(·) ∈ IRm are the subset of the unmatched uncertainty

Ψ(·).

The associated reduced-order sliding mode dynamics is described by

ω̇1(t) =

(
A1 −A2

S1

S2

)
ω1(t) + Ψ1

(
t, ω1,−

S1

S2

ω1

)
(3.47)

By comparing the reduced-order sliding mode dynamics (3.47) with the closed-

loop systems (3.17) and (3.18), it can be seen that the sliding mode dynamics are

completely insensitive to matched uncertainty Φ(·) and are only partially affected

by the unmatched one Ψ1(·). However, the systems (3.17)-(3.18) contain both the

matched and unmatched uncertainties with the utilisation of the full-state variable

after applying the state and static output feedback controls. Therefore, The particu-

lar structure of the sliding mode dynamics reduces the conservatism of the stability

analysis, which is an excellent advantage of employing the sliding mode dynamics

of the SMC paradigm [116, 67].

3.2.4. CONDITIONS OF THE REACHING PHASE

Having described the approaches of the sliding phase for deriving the reduced-order

sliding mode dynamics to underpin the stability analysis. This section will introduce the
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control design and the conditions to guarantee the system trajectories to reach the sliding

surface (3.42) in finite time and maintain on it afterwards.

For the nominal system (3.22), the discontinuous control signal u(t) can be defined

by [116]

u(t) = ueq(t) + usw(t) (3.48)

where ueq(t) represents the equivalent control component to maintain the ideal sliding

motion, and usw(t) denotes the discontinuous switching component.

ueq(t) = −
(
SB
)−1

SAω(t) (3.49)

usw(t) = −
(
S2B2

)−1

ρ
σ(ω(t))

‖σ(ω(t))‖
(3.50)

where ρ is a positive scalar and SB = S2B2 from (3.37) and (3.41).

From the switching function (3.41) and applying control law (3.48) using (3.49)-

(3.50) yields

σ̇(t) = Sω̇(t) = S
(
Aω(t) +Bu(t)

)
= SAω(t) + SB

(
ueq(t) + usw(t)

)
= −ρ σ(ω(t))

‖σ(ω(t))‖

(3.51)

Then, it follows that

σT (t)σ̇(t) = −ρσ
T (t)σ(ω(t))

‖σ(ω(t))‖
≤ −ρ‖σ(ω(t))‖ (3.52)

The inequality (3.52) is the so-called reachability condition and ρ is called the reach-

ability constant [116, 132]. It is worth mentioning that (3.52) guarantees the system tra-

jectories reach the sliding surface in finite time (i.e., stability of the sliding surface is

better than asymptotic convergence behaviour) as the reaching time can be adjusted based

on the changes of the designed parameter ρ.

Moreover, the unit vector σ(ω(t))/‖σ(ω(t))‖ in control (3.48) with (3.50) can also

be written as

σ(ω(t))

‖σ(ω(t))‖
= sgn(σ(ω(t))) (3.53)
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Figure 3.10: The example of chattering phenomenon

where sgn(σ(ω(t))) is a discontinuous term defined by

sgn(σ(ω(t))) =


1, if sgn(σ(ω)) > 0.

0, if sgn(σ(ω)) = 0.

−1, if sgn(σ(ω)) < 0.

(3.54)

It can be seen that sgn(·) function is discontinuous, which results in high frequency

oscillations when the system trajectories repeatedly cross the sliding surface σ(ω(t)) = 0.

This high frequency motion is referred as chattering which is illustrated in Figure 3.10.

Recap the above-mentioned stick balancing example, the control scheme (3.21) can

be rewritten using the sgn(·) function as

u(t) =
L

g
$x2(t) + x1(t)︸ ︷︷ ︸

ueq(t)

+
L

g
δsgn(σ(x(t)))︸ ︷︷ ︸

usw(t)

(3.55)

Figure 3.11 shows the time responses of the control law (3.55) for the stick balancing

system (3.19). It is obvious to see that the control signal suffers from considerable amount

of chattering. Moreover, from the practical engineering perspective, such high frequency

oscillations may wear and tear the physical devices, such as motors. For this reason,

several chattering-free methods have been proposed to address this issue [135, 136, 137,

138, 139, 116, 140]. The most common approach is to employ a boundary layer which

approximates the discontinuous sgn function (3.54) by augmenting a positive scalar in
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Figure 3.11: The control signal of the stick balancing example with chattering
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Figure 3.12: The chattering-free control signal of the stick balancing example using

smoothing constant η = 0.05 in (3.56)

the denominator of the unit vector of (3.53), which is defined by

sgn(σ(·)) =
σ(·)

‖σ(·)‖+ η
(3.56)

where η > 0 is called the smoothing constant.

By replacing the sgn function of the control law (3.55) with (3.56) and choosing
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η = 0.05, the corresponding time response of the chattering-free control signal for the

stick balancing example is illustrated in Figure 3.12. It can be seen from Figure 3.12 that

the chattering has been significantly reduced.

It is worth mentioning that the smoothing constant η can be selected based on the trial

and error technique. Moreover, there is a trade-off between the chattering attenuation and

the system performance by the chosen constant η. The larger the value of η is selected, the

more the system performance will deteriorate. Therefore, η can be fine tuned for different

applications to maximise the performance whilst attenuate chattering as much as possible.

3.2.5. CHARACTERISTICS OF THE CONVENTIONAL SMC

From all the background knowledge of SMC described in this section, it is observed

that SMC embraces the following characteristics.

• The sliding mode dynamics are a reduced-order system compared to the original

system. From the system (3.5), the associated reduced-order sliding mode dynam-

ics using regular form approach is described by (3.44). It can be seen that the di-

mension of the original system is n, whereas the order of the sliding mode dynamics

is n−m. Hence, when the sliding motion occurs, the system performance is based

solely on the reduced-order sliding mode dynamics, which reduces conservatism

from the theoretical point of view.

• In terms of the robustness, the sliding motion is completely insensitive to the matched

uncertainty Φ(·) from the reduced-order sliding mode dynamics (3.47), which is an

excellent feature for dealing with the internal vibrations and noises of the DC mo-

tors since the motors can be categorised as the input channels. Moreover, it can

be seen from (3.46) that both matched and unmatched uncertainties will affect the

reaching phase. Therefore, it is crucial to design robust SMC laws to suppress both

uncertainties whilst minimise the time to reach the sliding surface.

• The stability analysis and the design of SMC law comply with the "separation prin-

ciple". The stability analysis aims to employ the unforced (i.e., independent of

control signal) reduced-order sliding mode dynamics to guarantee the performance
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when the system moves on the sliding surface. However, the objective of the control

design is to drive the system trajectory to the sliding surface in finite time. There-

fore, the switching manifold design in sliding phase is usually not dependent on

the control scheme. This has advantages when compared to other control methods,

such as PID, state and output feedback controls of (3.7) and (3.9). For example, the

time responses of the system states are only affected by the reduced-order sliding

mode dynamics, which is independent of the control signal. Hence, the perfor-

mance of the system states can be improved by tuning the parameters of the sliding

surface only with the consideration of the sliding mode dynamics rather than the

original system. For the reaching phase, the reaching time can be reduced, and the

robustness can be enhanced by solely adjusting the design parameters of the SMC

law.

3.3. NONHOLONOMIC SYSTEMS

This section provides some fundamental knowledge of the nonholonomic systems

necessary for the trajectory tracking control in Chapter 4, including the nonholonomic

constraint, Pfaffian constraints, and simple example of practical nonholonomic system.

3.3.1. NONHOLONOMIC AND PFAFFIAN CONSTRAINTS

Consider a general electrical or mechanical system as follows.

ṗ(t) = f(t, p, u) (3.57)

where p ∈ IRn and u ∈ IRm represent the vectors of n-dimensional generalised coordi-

nates and m-dimensional control input, respectively, which are defined by

p = [p1, p2, · · · , pn]T (3.58)

u = [u1, u2, · · · , um]T (3.59)

The corresponding motions of such a system can be expressed as the vector of the
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generalised velocities by

ṗ = [ṗ1, ṗ2, · · · , ṗn]T (3.60)

Suppose the following form of constraint can be imposed on the system (3.57).

gi(t, p, ṗ) = 0, for i = 1, 2, · · · ,m (3.61)

The constraint (3.61) is said to be integrable if (3.61) can be converted to the follow-

ing form.

Gi(t, p) = 0, for i = 1, 2, · · · ,m (3.62)

Definition 3.2 (Nonholonomic Constraints and Nonholonomic Systems) [141]: A set

of constraints of (3.61) is said to be nonholonomic constraints if (3.61) cannot be rendered

to (3.62). Otherwise, it is called holonomic constraints. Moreover, systems are subject to

nonholonomic constraints are said to be nonholonomic systems.

The nonholonomicity [142] of the system (3.57) arises in several different ways.

For example, the number of actuators (control inputs) is less than the number of robot

states, i.e., m < n, or the robot has redundant degrees of freedom. Moreover, the num-

ber of nonholonomicity can be determined from the difference n − m. For example, a

differential-drive TWMR has two motors acting as the control inputs, that is, m = 2, and

three degrees of freedom, that is, n = 3. Hence, the number of nonholonomic constraints

will be n−m = 1.

Definition 3.3 (Pfaffian constraints) [141]: A nonholonomic constraint is called a Pfaf-

fian constraint if it is linear in ṗ, that is, if it can be written as

ζi(p)ṗ = 0, for i = 1, 2, · · · ,m (3.63)

where ζi(p) are linearly independent row vectors and p is defined in (3.58).

Moreover, the Pfaffian constraint (3.63) can be described in compact matrix form as

M(p)ṗ = 0, with M(p) =

[
ζ1(p) ζ2(p) · · · ζm(p)

]
(3.64)
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Although it has been demonstrated that the nonholonomic systems are controllable

[143, 144, 145], the motion control of nonholonomic systems is still challenging. Partic-

ularly for the driftless nonholonomic system described below.

ṗ(t) =
m∑
i=1

hi(t, x)ui(t) (3.65)

where hi(t, x)IRn is a set of continuously differentiable functions.

Based on Brockett’s necessary condition from Lemma 2.3.1, there exists a contin-

uous time-invariant state feedback control scheme for system (3.65) if and only if the

numbers of states and inputs are identical (See Theorem 1 in [7]). For the TWMR sys-

tem, however, the dimension of degrees of freedom is greater than the dimension of the

inputs. Hence, the continuous time-invariant state feedback controller is infeasible for

the motion control of the driftless system. Therefore, alternative methods have been enor-

mously investigated by employing time-varying, and discontinuous time-invariant control

methodologies [56].

3.3.2. PRACTICAL EXAMPLE

Having defined the nonholonomic constraints and nonholonimic systems in Section

3.3.1, this section will present a simple bicycle example to illustrate the concepts in details

[146].

Bicycle

Define the coordinates of the bicycle as p = [x, y, β, θf ]
T in Figure 3.13. Since the

bicycle system has two control inputs and four degrees of freedom, the number of no-

holonomic constraints can be calculated as n−m = 2. Hence, the non-sliding constraints

restrict the vehicle motion at the contact points of the posterior and anterior wheels, which

can be written as

ẋsin(β + θf )− ẏcos(β + θf )− Lβ̇cosθf = 0 (3.66)

ẋsinβ − ẏcosβ = 0 (3.67)
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Figure 3.13: The geometry of a bicycle

The corresponding Pfaffian constraint can be described by

M(p)ṗ = 0 (3.68)

where M(p) is defined in (3.64) as

M(p) =

sin(β + θf ) −cos(β + θf ) −Lcosθf 0

sinβ −cosβ 0 0

 (3.69)

Further, the kinematics of the bicycle can be described as

ṗ = Γ(p)u (3.70)

where u = [v, ω]T denotes the control input with linear and angular velocities. Γ(p) is

written as

Γ(p) =


cosβ 0

sinβ 0

tanθf
L

0

0 1


(3.71)
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3.4. SUMMARY

In this chapter, the fundamental knowledge of the feedback control concepts, SMC

and nonholonomic systems has been reviewed. The state and output feedback controls are

discussed with and without the considerations of uncertainties. Moreover, a simple bicy-

cle example has been provided to elucidate nonholonomic constraints and nonholonomic

systems. Based on Brockett’s necessary condition, it is well-known that the nonholonomic

systems cannot be stabilised by the continuous differentiable state feedback time-invariant

control law. Therefore, the discontinuous controller, such as SMC, is a decent alternative

approach to address this issue. It has been studied that the SMC is an effective method to

stabilise the mechanical systems due to the reduced-order property and strong robustness.

As a result, the SMC technique is considered the primary methodology for the control

design in the rest of the thesis.
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CHAPTER. 4

TRAJECTORY TRACKING CONTROL

FOR A TWO-WHEELED MOBILE

ROBOT

This chapter presents a trajectory tracking SMC design for a TWMR system. The kine-

matic model of the robot is first derived with the consideration of the nonholonomic

constraint. Then the corresponding tracking dynamics are described in Section 4.1. In

Section 4.2, a new switching manifold is designed and the reduced-order sliding mode

dynamics is generated based on a similar regular form approach of the nonlinear track-

ing error system, which shows that the resulting sliding motion is asymptotically stable.

Further, a SMC law is proposed in Section 4.3 such that the system trajectory is driven

to the sliding surface in finite time and maintain on it thereafter. Section 4.4 describes

the trajectory tracking control architecture in details. In Section 4.5, both simulation and

experiment results demonstrate that the robot is able to track the predefined straight line,

circle and lemniscate curve trajectories effectively and robustly in the presence of uncer-

tainties. Lastly, Section 4.6 draws some conclusions.
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4.1. SYSTEM DESCRIPTION

Figure 4.1: Nonholonomic system of a two-wheeled mobile robot

The description of a nonholonomic TWMR is illustrated in Figure 4.1 and its posture

q ∈ IR2 × SO(1) can be defined with a three degrees of freedom generalised vector

coordinates.

q(t) = [xG(t), yG(t), θ(t)]T (4.1)

where (xG(t), yG(t)) represents the position of the TWMR in the x-y Cartesian plane,

θ(t) denotes the orientation angle.

The pure non-slippage rolling assumption states that the TWMR can only drive in the

direction perpendicular to the axial of the wheels, which subject to the following Pfaffian

nonholonomic constraint (See Section 3.3.1 for more details).

Λ(q(t))q̇(t) = −ẋG(t)sinθ(t) + ẏG(t)cosθ(t) = 0 (4.2)
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where

Λ(q(t)) = [−sinθ(t) cosθ(t) 0] (4.3)

Under assumption from (4.2), the kinematic modelling of the robot can be described

by

ẋG(t) = v(t) cosθ(t)

ẏG(t) = v(t) sinθ(t)

θ̇(t) = ω(t)

(4.4)

where v(t), ω(t) are the linear and angular velocities of the TWMR respectively.

The equations (4.4) can be rewritten as the first-order kinematic model of the TWMR

as follows, which is a linear combination of a matrix J(q(t)) spanning the null space of

the matrix Λ(q(t)).

q̇(t) = J(q(t))
(
u(t) + Φ(t, q)

)
+ Ψ(t, q) (4.5)

where u(t) = [v(t), ω(t)]T is the control input. Φ(t, q) ∈ IR2 represents the matched

uncertainty caused by the internal vibrations or noises of the motors and Ψ(t, q) ∈ IR3

denotes the unmatched uncertainties due to the slippage caused by the translational move-

ment of the robot.

J(q(t)) =


cosθ(t) 0

sinθ(t) 0

0 1

 (4.6)

Assumption 4.1. There exist known continuous non-negative functions$(t, q) and γ(t, q)

such that the matched uncertainty Φ(t, q) and unmatched uncertainty Ψ(t, q) in system

(4.5) satisfy

‖Φ(t, q)‖ ≤ $(t, q) (4.7)

‖Ψ(t, q)‖ ≤ γ(t, q) (4.8)
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According to Figure 4.1, the linear and angular velocities of the TWMR are described

by

v(t) =
vR(t) + vL(t)

2
(4.9)

ω(t) =
vR(t)− vL(t)

W
(4.10)

vL and vR represents the linear velocities of the left and right wheels. W is the robot

width.

Further, vL(t) and vR(t) can be written in terms of the angular velocities of the left

and right wheels as

vL(t) =
d

2
ϕ̇L (4.11)

vR(t) =
d

2
ϕ̇R (4.12)

where d is the diameter of both driving wheels.

Then, the linear and angular velocities of the TWMR in terms of the angular velocties

of the wheels are derived by

v(t) =
vR(t) + vL(t)

2
=

d
2
ϕ̇R + d

2
ϕ̇L

2
=
d(ϕ̇R + ϕ̇L)

4
(4.13)

ω(t) =
vR(t)− vL(t)

W
=

d
2
ϕ̇R − d

2
ϕ̇L

W
=
d(ϕ̇R − ϕ̇L)

2W
(4.14)

Hence, based on (4.13) and (4.14), there exists a non-singular coordinate transforma-

tion matrix TS such that the relationship between the control input u of the TWMR and

the control input ua of the motors can be described by the following actuator dynamics.

u(t) = TS ua(t) (4.15)

where

TS =

 d
4

d
4

− d
2W

d
2W

 (4.16)

u is defined in (4.5) and ua(t) = [ϕ̇L(t), ϕ̇R(t)]T is the control input consists of the angular

velocities of the left and right actuators respectively.
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Remark 4.1. It is obvious to notice from (4.16) that TS is non-singular and the transfor-

mation (4.15) converts the angular velocities ϕ̇L(t) and ϕ̇R(t) of the wheels to the control

input u(t) represented by the linear and angular velocities v(t) and ω(t) of the TWMR.

However, from a practical perspective, v(t), ω(t) are designed from the control algorithm

and ϕ̇L(t), ϕ̇R(t) act as the real control signals of the actuators. Therefore, the actuator

dynamics (4.15) can be rewritten as follows for practical implementation purpose.

ua(t) = T−1
S u(t) (4.17)

Figure 4.2: Tracking motion of a two-wheeled mobile robot

Consider a desired virtual TWMR with coordinate

qd(t) = [xGd(t), yGd(t), θd(t)]
T (4.18)

and desired linear and angular velocities vd(t), ωd(t). A similar kinematic model of the

desired TWMR can be described by

q̇d(t) =


ẋGd(t)

ẏGd(t)

θ̇d(t)

 =


cosθd(t) 0

sinθd(t) 0

0 1

ud(t) (4.19)

where ud(t) = [vd(t), ωd(t)]
T represents the desired control input.
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Remark 4.2. The desired signals of (4.18) are generated by the dynamics (4.19) using

the desired control input ud which is given from predefined trajectories.

In order to achieve trajectory tracking control task, the following assumption is im-

posed on system (4.19).

Assumption 4.2. The desired linear velocity vd(t) is nonzero and vd(t), ωd(t) are both

bounded by known constants vdmax and ωdmax , respectively. i.e., ‖vd(t)‖ ≤ vdmax , ‖ωd(t)‖ ≤

ωdmax .

Remark 4.3. Assumption 4.2 implies that the reference TWMR does not include motion-

less configuration due to vd 6= 0, similar assumption has been applied in [58] and [59].

Thus, the tracking control can be divided into forward tracking (vd(t) > 0) and backward

tracking (vd(t) < 0). In this chapter, without loss of generality, only the forward tracking

is considered.

The objective of the trajectory tracking control of the TWMR is to design a control

input u(t) for system (4.5) such that the following equation is satisfied.

lim
t→∞
‖qd(t)− q(t)‖ = 0 (4.20)

where qd(t) and q(t) are the desired and actual states in (4.19) and (4.1), respectively.

Further, consider the local coordinate with respect to the body of the TWMR in

Figure 4.2 and introduce a non-singular coordinate transformation matrix TR as follows

TR =


cosθ(t) sinθ(t) 0

−sinθ(t) cosθ(t) 0

0 0 1

 (4.21)

Then the tracking error states qe(t) = [xGe(t), yGe(t), θe(t)]
T can be described by

qe(t) =


xGe(t)

yGe(t)

θe(t)

 = TR


xGd(t)− xG(t)

yGd(t)− yG(t)

θd(t)− θ(t)

 (4.22)

where (xGe(t), yGe(t)) and θe(t) are the position and orientation errors of the TWMR

respectively.
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From (4.5), (4.6), (4.19), (4.21), and (4.22), the dynamics of the tracking error system

can be rewritten as

q̇e(t) = M(qe(t)) +N(qe(t))
(
u(t) + Φ(t, qe)

)
+ Ψ̂(t, qe) (4.23)

where qe(t) and u(t) are defined in (4.22) and (4.5) accordingly and

M(qe(t)) =


vd(t) cosθe(t)

vd(t) sinθe(t)

ωd(t)

 , N(qe(t)) =


−1 yGe(t)

0 −xGe(t)

0 −1

 (4.24)

Φ(t, qe) := Φ(t, q)
∣∣
q=qd−T−1

R qe
(4.25)

Ψ̂(t, qe) := −TRΨ(t, q)
∣∣
q=qd−T−1

R qe
(4.26)

For further analysis, introduce the following partitions of (4.25) and (4.26).

Φ(t, qe) =

Φ1(t, qe)

Φ2(t, qe)

 (4.27)

Ψ̂(t, qe) =

Ψ̂1(t, qe)

Ψ̂2(t, qe)

 =


Ψ̂11(t, qe)

Ψ̂12(t, qe)

Ψ̂2(t, qe)

 (4.28)

where Φ1(·) ∈ IR, Φ2(·) ∈ IR, Ψ̂1(·) ∈ IR2, and Ψ̂11(·) ∈ IR.

From Assumption 4.1 and (4.25)-(4.26), it follows that

‖Φ(t, qe)‖ ≤ $(t, qe) (4.29)

‖Ψ̂(t, qe)‖ ≤ γ(t, qe) (4.30)

It is worth mentioning that the tracking control problem based on the kinematic sys-

tems (4.5) and (4.19) is equivalent to the problem of designing a control u(t) such that the

controlled system (4.23) is asymptotically stable.
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4.2. STABILITY ANALYSIS OF THE SLIDING

MOTION

Since the tracking error dynamics (4.23) and (4.24) are nonlinear and strong coupled,

the regular form approach, introduced in Section 3.2.3 to derive the sliding mode dynam-

ics and further analysize the stability of the sliding motion, cannot be readily obtained.

Consider the switching function

σ(qe(t)) =

σ1(qe(t))

σ2(qe(t))

 =

 xGe(t)

K1θe(t) +K2tan
−1(yGe(t))

 (4.31)

where K1 and K2 are the design parameters satisfying K1 > 0, K2 > 0.

Then the corresponding sliding surface is described by

σ(qe(t)) =

σ1(qe(t))

σ2(qe(t))

 =

 xGe(t)

K1θe(t) +K2tan
−1(yGe(t))

 =

0

0

 (4.32)

When the system trajectory is restricted to the sliding surface (4.32), it follows that

xGe(t) = 0 (4.33)

θe(t) = −K2

K1

tan−1(yGe(t)) (4.34)

Based on (4.23)-(4.26), (4.33)-(4.34), by direct computation, the reduced-order slid-

ing mode dynamic when limited to the sliding surface σ(t) = 0 can be described by

ẏGe(t) = vdsin

(
− K2

K1

tan−1(yGe(t))

)
+ ΘΨ̂1(t, qe) (4.35)

where Ψ̂1(·) is given in (4.28) and Θ ∈ IR1×2 is defined by

Θ =

[
sin (θd − θe) −cos (θd − θe)

]
(4.36)

The following result is ready to be presented.

Theorem 4.1. Suppose Assumptions 4.1 and 4.2 are satisfied, the sliding mode dynamic

(4.35) corresponding to the sliding surface (4.33)-(4.34) is asymptotically stable if vd > 0
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and the following condition is satisfied

vd −‖Θ‖ γ(t, qe) > 0 (4.37)

Proof. For system (4.35), consider the Lyapunov candidate function

V (yGe(t)) =
1

2
y2
Ge(t) (4.38)

Based on (4.30), the time derivative of V along the trajectories of sliding mode dy-

namic (4.35) is given by

V̇ |(4.35) = yGe ẏGe

= −

(
vdsin

(
K2

K1

tan−1(yGe(t))

)
−ΘΨ̂1(t, qe)

)
yGe(t)

≤ −

vd
∣∣∣∣∣sin

(
K2

K1

tan−1(yGe(t))

)∣∣∣∣∣−‖Θ‖∥∥∥Ψ̂1(t, qe)
∥∥∥
∣∣yGe(t)∣∣

≤ −
(
vd −‖Θ‖ γ(t, qe)

) ∣∣yGe(t)∣∣
(4.39)

Consequently, the derivative of the selected Lyapunov function (4.38) is negative

definite if (4.37) is satisfied and yGe 6= 0. Moreover, the equality is held if and only if

yGe = 0.

Therefore, the conclusion follows.

4.3. REACHABILITY ANALYSIS

The aim now is to design a SMC law such that the reachability condition mentioned

in Section 3.2.4

σT (t)σ̇(t) ≤ −η‖σ(t)‖ (4.40)

is satisfied for the positive reaching gain η and σ(t) is the switching function given in

(4.31).
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Based on the error states (4.22) and the desired control input in (4.19), the following

SMC law is proposed

u(t) = −Λ−1(qe)

Γ(qe)


vdcosθe

vdsinθe

ωd

+
(
‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ

)
sgn(σ(qe))


(4.41)

where ρ is a positive constant and σ is given in (4.31)

Γ(qe(t)) =

1 0 0

0 K2

1+y2Ge
K1

 (4.42)

Λ(qe(t)) =

−1 yGe

0 −
(
K1 +

K2xGe
1+y2Ge

)
 (4.43)

Ξ(qe(t)) =

 −cos(θd − θe) −sin(θd − θe) 0

K2

1+y2Ge
sin(θd − θe) − K2

1+y2Ge
cos(θd − θe) −K1

 (4.44)

Theorem 4.2. Consider the error dynamics (4.23) in the domain Π where

Π =


(xGe , yGe , θe)

∣∣∣∣∣∣∣∣∣∣
xGe 6= −K1

K2
(1 + y2

Ge
)

yGe ∈ IR

|θe| ≤ π


(4.45)

Suppose Assumptions 4.1 and 4.2 are satisfied. Then the control law (4.41) is able to

drive the system (4.23) to the sliding surface (4.32) in finite time and maintain a sliding

motion on it thereafter.

Proof. From the switching manifold (4.31) and error dynamics (4.23), (4.24), it follows

that

σ̇ =

σ̇1

σ̇2

 = Γ(qe)


vdcosθe

vdsinθe

ωd

+ Λ(qe)
(
u(t) + Φ(t, qe)

)
+ Ξ(t, qe)Ψ̂(t, qe) (4.46)
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where u = [v, ω]T is given in (4.5) and Γ(·), Λ(·), and Ξ(·) are defined in (4.42)-(4.44).

Ψ̂(·) is defined in (4.26).

Applying the control law (4.41) in (4.46) yields

σ̇(qe) = −
(
‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ

)
sgn(σ(qe(t)))

+ Λ(qe)Φ(t, qe) + Ξ(qe)Ψ(t, qe)
(4.47)

Hence

σT σ̇ = σT
[
−
(
‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ

)
sgn(σ(qe(t)))

+ Λ(qe)Φ(t, qe) + Ξ(qe)Ψ(t, qe)

]
≤ −

∥∥σ(qe)
∥∥ [‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ− Λ(qe)Φ(t, qe)− Ξ(qe)Ψ(t, qe)

]
≤ −

∥∥σ(qe)
∥∥ [‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ−

∥∥Λ(qe)
∥∥∥∥Φ(t, qe)

∥∥
−
∥∥Ξ(qe)

∥∥∥∥Ψ(t, qe)
∥∥ ]

≤ −
∥∥σ(qe)

∥∥ [‖Λ(qe)‖$(t, qe) + ‖Ξ(qe)‖γ(t, qe) + ρ−
∥∥Λ(qe)

∥∥$(t, qe)

−
∥∥Ξ(qe)

∥∥ γ(t, qe)

]
≤ −ρ

∥∥σ(qe)
∥∥

(4.48)

where ρ is defined in (4.41).

Therefore, it follows that the reachability condition (4.40) is satisfied.

Remark 4.4. The condition of xGe in the domain Π from (4.45) guarantees the existence

of the invertible matrix Λ(·) in (4.41). Moreover, since
∣∣tan−1(yGe)

∣∣ < 0.5π, from (4.34),

|θe| =
∣∣∣K2

K1
tan−1(yGe)

∣∣∣ < 0.5K2

K1
π. Therefore, the condition K1 ≥ 0.5K2 must be held to

satisfy |θe| ≤ π of the domain Π.

Remark 4.5. It is worth noting that the limitation of vd(t) > 0 in Theorem 4.1 indicates

that the robot only moves forward during the entire trajectory tracking control. For the

case of driving backwards (i.e., vd(t) < 0), the similar design can be achieved by slightly

modifying the sliding function (4.31) and the control law (4.41), respectively.
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Remark 4.6. It should be mentioned that chattering may appear in the SMC because

of the discontinuity characteristic in control (4.41). To attenuate this high frequency os-

cillation, a smoothing constant (δ > 0) is normally augmented as a continuous term

σ/(‖σ‖ + δ) to replace σ/‖σ‖ of (4.41) both in simulation and practical implementation

[116]. The detailed explanation of the chattering effect can be referred to Section 3.2.4.

Remark 4.7. It is obvious to see from (4.41) that the control law employs the known

bounds of matched and unmatched uncertainties $(·) and γ(·) to reduce the system dis-

turbances.

Remark 4.8. According to the SMC concept, Theorems 4.1 and 4.2 together show that

the closed-loop system formed by employing the control law (4.41) to the error system

(4.23) is asymptotically stable and thus qe(t)→ 0 as t→∞. It follows from (4.22) that

qd(t)− q(t) =


xGd(t)− xG(t)

yGd(t)− yG(t)

θd(t)− θ(t)

 = T−1
R qe(t) (4.49)

where TR is defined in (4.21).

Hence, the objective of the trajectory tracking control (4.20) is achieved.

4.4. DESCRIPTION OF CONTROL ARCHITEC-

TURE

This section describes the trajectory tracking SMC architecture illustrated in Figure

4.5 which consists of two main sections, namely the software section on the left and the

hardware section to the right.

• Software section: The software section, illustrated in the control architecture of

Figure 4.5, involves two separate parts, the one-time off-line pre-configuration and

the recurrently real-time trajectory tracking controls. Further, four sub-modules

are enumerated to briefly elucidate the processes of the overall trajectory tracking
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Figure 4.3: Prototype of the two-wheeled mobile robot for sliding mode trajectory track-

ing control

Figure 4.4: Hardware architecture of the two-wheeled mobile robot
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Table 4.1: Parameters of the TWMR, sliding surfaces and control law

Symbols with units Definitions Values

d [m] Diameter of the wheel 0.12

W [m] Distance between the two wheels 0.23

vdmax [m/s] Maximum desired linear velocity 0.5

ωdmax [rad/s] Maximum desired angular velocity 1

K1 [N/A] Design parameter 1 of the sliding surface 7

K2 [N/A] Design parameter 2 of the sliding surface 10

ρ [N/A] Reaching gain 4

δ [N/A] Smoothing constant 0.6

Kp [N/A] Proportional gain of the PID controller 30

Ki [N/A] Integral gain of the PID controller 5

Kd [N/A] Derivative gain of the PID controller 2.5

control task. In addition, the software-related descriptions are detailed in Appendix

C. The four sub-modules are explained below

1. Off-line initial configuration: It is crucial to pre-configure the initial posture

qd(t0) in (4.18) and q(t0) in (4.1) of the desired and actual TWMRs along

with the desired linear and angular velocities (vd, ωd) prior to the real-time

trajectory tracking control. It is worth mentioning that once the initial posture

of the desired robot is configured properly, the initial posture of the actual

robot cannot be placed arbitrarily due to the consideration of forward tracking

described in Remark 4.3 and the local condition of |θe| ≤ π in (4.45).

2. Real-time desired and actual posture generators: As described in Remark

4.2, the desired posture is generated from (4.19) with the predefined vd and ωd.

However, the posture of the actual robot is computed from the triad data (v, ω

and θ) based on the TWMR dynamics (4.4). It can be seen from Figure 4.5

that v is calculated from the left and right encoders data. The angular velocity

ω is obtained after the calibration and filtration processes of the original IMU
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Figure 4.5: Trajectory Tracking Sliding Mode Control Architecture of a Two-wheeled

Mobile Robot

raw data. Lastly, the heading angle of the TWMR is determined based on a

Mahony filter fusion algorithm. Moreover, the detailed IMU calibration, filtra-

tion procedures and Mahony filter fusion algorithm with results are described

in Appendix C.2.1.

3. Real-time trajectory tracking SMC: Having collected all the information

from the desired and actual robots. The aim of the trajectory tracking SMC

is to stabilise the error posture in (4.22), which is equivalent to achieve the

objective in (4.20). It should be noted that the outputs of the trajectory tracking

SMC laws u1 and u2 in Figure 4.5 and (4.41) act as the desired linear and

angular velocities of the actual robot to chase the posture of the reference

robot, which cannot be applied directly as control inputs to the DC motors in

practice.

4. Real-time motor PID controls: To tackle the above-mentioned issue and

once the trajectory tracking SMC laws are generated from part 3, two PID

controllers are applied to the DC motors to regulate the real-time angular ve-
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locities (data from two encoder sensors) of the motors to the reference angular

velocities converted based on the actuator dynamics (4.17) of the trajectory

tracking SMC laws in Remark 4.1. In addition, the appropriate PID parameter

values KP , KI and KD are provided in Table 4.1.

Further, having finished all the processes of part 1 to 4, the procedure will be re-

peated from part 2 to generate the desired and actual postures of the robots then

execute the trajectory tracking SMC and PID controllers of the motors recurrently

to achieve the objective of (4.20).

• Hardware section: The prototype wheeled robot has been built and assembled,

which has two differentially driven wheels from both sides and two caster wheels

mounted on the front and rear of the robot, respectively, as depicted in Figure 4.3.

The dimension of this TWMR is 0.22m length × 0.23m width x 0.17m height,

and it weighs 0.674 kg in total. The detailed parameters of this robot are provided

in Table 4.1. Moreover, the primary hardware components involved in the physical

TWMR system design are illustrated in Figure 4.4. The central microcontroller unit

is employed by a prevalent ARM Cortex-M3 Arduino DUE board. The board is pri-

marily for collecting the sensors data from IMU and quadrature encoders, executing

the proposed SMC law, sending the corresponding PWM commands to the motor

driver board for actuators control and transmitting the real-time postures data of the

desired and actual robots to PC MATLAB via the wireless module. Moreover, the

IMU consists of a 3-axis gyroscope and a 3-axis accelerometer, which outputs the

required orientation (heading) angular rate and the non-gravitational force per unit

mass of the TWMR. Further, the raw angular velocity and accelerometer data are

calibrated and filtered, then feed into a Mahony filter fusion algorithm [147] (See

also Appendix C.2.1) to retrieve the heading (Euler yaw) angle of the robot. It is

worth mentioning that the calibration and filtration processes significantly reduce

the misalignment errors, offsets of both triads and noises from the raw outputs of

the gyroscope and accelerometer sensors. The filter fusion algorithm [147] also

addresses the zero drifting issue caused by the gyroscope sensor for better tracking

performance. In terms of actuators of the TWMR, two 12V brushed DC motors,
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with a 30:1 metal speed reduction gearbox and two quadrature encoders attached

on the rear protrusion of the motors, are driven by a dual motor driver module using

PWM signals. The detailed hardware descriptions are provided in Appendix B.

4.5. SIMULATION AND EXPERIMENTAL RESULTS

In this section, three different trajectories are employed to demonstrate the feasibility

and effectiveness of the proposed SMC scheme (4.41) in simulation and practice with the

comparison to a conventional PID control law [148]. The design parameters of the sliding

surfaces and SMC law are listed in Table 4.1, which are tuned based on the trial and error

technique. Moreover, three cases of predefined reference trajectories are configured as

follows.

Case 1: Line (
xGd(t), yGd(t)

)
=
(
fl t− 0.5, fl t− 0.5

)
(4.50)

Case 2: Circle(
xGd(t), yGd(t)

)
=
(

0.25cos
(
fc t
)
− 0.25, 0.25sin

(
fc t
))

(4.51)

Case 3: Lemniscate curve(
xGd(t), yGd(t)

)
=

(
flc sin

( t
5

)
, flc sin

( t

10

))
(4.52)

where fl, fc and flc represent the linear velocity tuning factors of the line, circle and

lemniscate curve trajectories, respectively.

Further, the desired control input ud(t) = [vd(t), ωd(t)] in (4.19) can be generated

based on the following commands [8].

vd(t) =
√
ẋ2
Gd

(t) + ẏ2
Gd

(t) (4.53)

ωd(t) =
−ẍGd(t)ẏGd(t) + ÿGd(t)ẋGd(t)

ẋ2
Gd

(t) + ẏ2
Gd

(t)
(4.54)

Remark 4.9. It is worth mentioning that the robot tracking speed can be adjusted by

increasing or decreasing the linear velocity tuning factors fl, fc and flc in (4.50)-(4.52)
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on conditions from Assumption 4.2 that ‖vd(t)‖ ≤ vdmax , ‖ωd(t)‖ ≤ ωdmax where vdmax

and ωdmax are configured in Table 4.1. From the practical implementation perspective,

however, it should be pointed out that there is a trade-off between the tracking speed and

the tracking accuracy in which the higher the configured speed, the lower the tracking pre-

cision might be. Hence, to achieve decent tracking performance with relatively accepted

robot velocity, the factors fl, fc and flc can be fine tuned according to the trial and error

method.

Based on Assumption 4.1 and (4.29)-(4.30), the matched and unmatched uncertain-

ties of (4.7) and (4.8) satisfy

‖Φ(t, qe)‖ ≤ 0.8‖qe‖+ 0.5 |vdωd|︸ ︷︷ ︸
$(t,qe)

(4.55)

‖Ψ(t, qe)‖ ≤ 0.1sin2(θe)︸ ︷︷ ︸
γ(t,qe)

(4.56)

4.5.1. SIMULATION RESULTS

Case 1: The initial postures of the desired and actual TWMR, red and cyan triangles illus-

trated in Figure 4.6, are configured as qd = [0, 0, 0.7854]T and q = [−0.2, −0.2, 1.5708]T

where the reference robot is located at (0, 0) with the orientation angle 0.7854 radian (45

degrees) facing northeast. The actual robot begins at (-0.2, -0.2) heading north with the

orientation angle 1.5708 radian (90 degrees). From (4.50) with fl = 0.1414, by direct

calculation using (4.53)-(4.54), the reference linear and angular velocities can be com-

puted as vd = 0.2 m/s and ωd = 0 rad/s, respectively. Since vd = 0.2 is greater than zero,

the forward tracking is performed as mentioned in Remark 4.3. The simulation results

of line tracking are showed in Figures 4.6, 4.8, and 4.10. Figure 4.6 demonstrates the

simulated motion of the line trajectory in xG-yG plane via PID and proposed SMC laws.

As noticed from Figure 4.6, the proposed SMC has better tracking precision compared

to the PID counterpart. In Figure 4.8, the comparisons of tracking errors show that both

control methods are able to drive the error signals to zero asymptotically. However, the

proposed SMC scheme has preferable tracking convergence time, which is approximately

4 seconds compared to 8 seconds using PID control. Lastly, the corresponding linear and

angular velocities of control signals are illustrated in Figure 4.10.

CHAPTER 4. TRAJECTORY TRACKING CONTROL FOR A TWO-WHEELED
MOBILE ROBOT



4.5. SIMULATION AND EXPERIMENTAL RESULTS 66

Case 2: The initial postures of the reference and actual robots are configured as qd =

[0, 0, 1.5708]T and q = [0.28, −0.25, 2.18]T where the reference TWMR resides at (0,

0) heading north with 90 degrees whereas the actual robot starts outside the trajectory at

coordinate (0.28, -0.25) towards northwest with the orientation angle 2.18 radian (approx-

imately 125 degrees). From (4.51) and commands (4.53)-(4.54) with fc = 0.8, the desired

linear and angular velocities can be calculated as vd = 0.2 m/s and ωd = 0.8 rad/s, re-

spectively. It can be seen from (4.51) that the radius and centre coordinate of the circular

trajectory is 0.25 metre and (−0.25, 0) accordingly. Figures 4.12, 4.14, and 4.16 illustrate

the simulation results of circular trajectory tracking. Figure 4.12 shows that the proposed

SMC is able to track the circle trajectory slightly accurate in contrast to PID one. From

Figure 4.14, it can be seen that the tracking errors are converged to the equilibrium points

within 2 seconds using proposed SMC algorithm as opposed to the PID method which

takes roughly 7 seconds. In Figure 4.16, the actual control signals also demonstrate the

velocities tracking rate using proposed SMC outperform the ones via PID control.

Case 3: The desired robot starts from the origin with θd = 1.3963 rad (80 degrees)

and the actual robot begins at (−0.6, −0.5) heading 0.7854 rad (45 degrees) towards the

direction of northeast. From (4.52), (4.53) and (4.54) with the configuration of velocity

tuning factor flc = 0.6, the reference linear and angular velocities for generating lemnis-

cate curve can be described by

vd(t) = 0.6
√

0.04cos2(0.2t) + 0.01cos2(0.1t) (4.57)

ωd(t) =
4sin(0.2t)cos(0.1t)− 2sin(0.1t)cos(0.2t)

40cos2(0.2t) + 10cos2(0.1t)
(4.58)

The initial velocities when t = 0 are vd(0) = 0.1342 m/s and ωd(0) = 0 rad/s. A complete

cycle of tracking the lemniscate curve is finished in roughly 2π×10 = 63 seconds. Figure

4.18 shows the tracking motion of the lemniscate curve. Similar to the simulation results

of line and circular trajectories, this type of trajectory can be tracked more precisely by

applying the proposed SMC law against the PID method, even around the smooth cor-

ners. Moreover, the tracking errors illustrated in Figure 4.20 also demonstrates that the

proposed SMC law is superior in terms of the errors convergence rate. It can be seen that

the settling time of designed SMC is approximately 3 seconds, whereas nearly 20 seconds

to reach the steady-state via PID controller.
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Overall, since‖Θ‖ = 1 from (4.36), with the configured vd from three different tra-

jectories and the uncertainty satisfying the bound γ(t, qe) in (4.56), it is straightforward

to verify that the condition (4.37) is satisfied in Theorem 4.1. Moreover, the proposed

SMC methodology achieves better trajectory tracking performance than the PID counter-

part in terms of the accuracy, convergence rate and settling time among all three different

trajectory types under simulation environment.

4.5.2. EXPERIMENTAL RESULTS

Having verified the effectiveness of the proposed SMC law in simulation, the track-

ing control of reference trajectories (4.50)-(4.52) are going to be demonstrated on a phys-

ical TWMR platform as well. The experiment configurations of line, circle, and lemnis-

cate curve tracking scenarios are identical to the simulation’s counterparts. Figures 4.7,

4.9 and 4.11 show the experiment results of line trajectory tracking. The performance

of proposed SMC and PID laws of circular tracking is demonstrated in Figures 4.13,

4.15, and 4.17. Moreover, Figures 4.19, 4.21, and 4.23 illustrate the comparison results

on a lemniscate curve between PID and proposed SMC scheme. It is noticeable from

experimentally tracking motions of Figures 4.7, 4.13 and 4.19 that the designed SMC

law achieves better tracking performance with minimum deviations compared to the PID

control under the tracking of line and lemniscate curve trajectories and the results are con-

siderably similar on circular tracking. As concerns the convergence rate and settling time,

Figure 4.9 shows comparable tracking error results by employing these two controllers

with improved convergence rate and less settling time using the proposed SMC method.

Furthermore, it can be seen from Figures 4.15 and 4.21 that the time responses of circular

and lemniscate curve trajectories tracking errors are sluggish by applying PID loop com-

pared to the proposed SMC law. Lastly, although the tracking control signals are similar

under line and lemniscate curve trajectory tracking in Figures 4.11 and 4.23. It can be

noticed from Figure 4.17 of circular tracking that there exists a roughly 60% overshoot of

the linear velocity tracking signal via PID algorithm, and the convergence rates of linear

and angular velocities are improved significantly by using the proposed SMC law.

In summary, the experiment results, obtained from the validation on a physical TWMR
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Figure 4.6: Simulation results of trajectory

motion under line tracking in xG-yG plane
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Figure 4.7: Experiment results of trajectory

motion under line tracking in xG-yG plane
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Figure 4.8: Simulation results of error sig-

nals (xGd−xG, yGd−yG, θd−θ) under line

tracking
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Figure 4.9: Experiment results of error sig-

nals (xGd−xG, yGd−yG, θd−θ) under line

tracking
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Figure 4.10: Simulation results of control

signals (v, ω) under line tracking
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Figure 4.11: Experiment results of control

signals (v, ω) under line tracking
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Figure 4.12: Simulation results of trajec-

tory motion under circular tracking in xG-

yG plane
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Figure 4.13: Experiment results of trajec-

tory motion under circular tracking in xG-

yG plane
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Figure 4.14: Simulation results of error sig-

nals (xGd − xG, yGd − yG, θd − θ) under

circular tracking
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Figure 4.15: Experiment results of error sig-

nals (xGd − xG, yGd − yG, θd − θ) under

circular tracking
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Figure 4.16: Simulation results of control

signals (v, ω) under circular tracking
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Figure 4.17: Experiment results of control

signals (v, ω) under circular tracking
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motion under lemniscate tracking in xG-yG

plane
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tory motion under lemniscate tracking in
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Figure 4.20: Simulation results of error sig-

nals (xGd − xG, yGd − yG, θd − θ) under

lemniscate tracking

0 10 20 30 40 50 60
-0.2

0
0.2
0.4
0.6

E
rr

o
r 

(m
)

x
G

d

 -
 x

G

The PID law

The proposed SMC law

0 10 20 30 40 50 60
-0.2

0
0.2
0.4
0.6

E
rr

o
r 

(m
)

y
G

d

 -
 y

G The PID law

The proposed SMC law

0 10 20 30 40 50 60

Time [sec]

-0.2
0

0.2
0.4
0.6

E
rr

o
r 

(r
ad

)

d
 -

 

The PID law

The proposed SMC law

Figure 4.21: Experiment results of error sig-

nals (xGd − xG, yGd − yG, θd − θ) under

lemniscate tracking
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Figure 4.22: Simulation results of control

signals (v, ω) under lemniscate tracking
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Figure 4.23: Experiment results of control

signals (v, ω) under lemniscate tracking
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platform, also demonstrate the feasibility and effectiveness of the proposed SMC scheme.

The designed SMC achieves better tracking performance than the PID one, consistent

with the simulation results.

4.6. CONCLUSION

In this chapter, a nonlinear SMC law is proposed for the trajectory tracking of a

TWMR system. A particular structure of a sliding surface is designed to help deriving

the sliding mode reduced-order dynamic to facilitate the stability analysis. It shows that

the tracking errors are asymptotically stable both in simulation and experiment. Finally,

the results demonstrate the effectiveness and robustness of the designed SMC law in the

presence of the matched and unmatched uncertainties and the tracking performance is

better than the PID control method.
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CHAPTER. 5

STATE FEEDBACK CONTROL OF A

TWO-WHEELED INVERTED

PENDULUM

In this chapter, a regular-form based state feedback SMC law is proposed to stabilise a

TWIP dynamic system under assumption that all system states are available in the con-

trol design. In Section 5.1, A Lagrangian-based dynamics are employed for a TWIP

system with the consideration of unknown matched and unmatched uncertainties which

are bounded by known nonlinllear functions. Then the model is linearised and further

transformed into a regular form to facilitate the analysis and design. A sliding surface is

designed and the stability and reachability analyses are carried out in Section 5.2. Sec-

tion 5.3 presents the control architecture for regulating the TWIP system, followed by the

designed description of a RTOS-based software architecture implemented for the TWIP

platform. Finally, Section 5.5 verifies the designed control scheme on the TWIP sys-

tem both in simulation and experiment and the results demonstrate the effectiveness and

robustness of the regulation control. Finally, some conclusions are drawn in Section 5.6.

72
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5.1. SYSTEM DESCRIPTION AND PRELIMINAR-

IES

Figure 5.1: Model of a two-wheeled inverted pendulum

The longitudinal motion analysis of the TWIP is considered in this chapter, which is

illustrated in Figure 5.1.

The dynamics of the system is described based on the derivations of the TWIP mod-

elling from Appendix A by simply configuring the inclination angle of the ramp α to

zero.  n1θ̈p + n2cosθpΨ̈W − n3sinθp = −u− τB
n4Ψ̈W + n2cosθpθ̈p − n2sinθpθ̇

2
p = u+ τB − τW

(5.1)

where ni for i = 1, 2, 3, 4 are constants and defined by n1 = MBL
2 + Jθp , n2 = 2MBLR, n3 = MBgL

n4 = 4(MB +MW )R2 + Jw
(5.2)
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θp is the attitude pitch angle of the TWIP body, L is the length between the wheel axis

and the centre of gravity (CoG) of the body, R is the radius of the wheel, ΨW is the

angular displacement of the wheel, MB, MW are the masses of the TWIP body and wheel

respectively, Jθp is the moment of inertia of the body w.r.t y-axis, and Jw is the moment of

inertia of the wheel. Moreover, τB, τW are the friction torque forces related to the TWIP

body and the ground, u represents the total torque (control input) applied to the wheels.

The nonlinear system (5.1) can be further rewritten in state-space representation (See

Section 3.1.1) as follows

ẋ(t) = F(x(t)) + G(x(t))(u(t) + fm(t, x)) + fu1(t, x) (5.3)

where

F(x) =


x2

− n2n3cosx3sinx3
n1n4−n2

2cos
2(x3)

+ n1n2sinx3
n1n4−n2

2cos
2(x3)

x2
4

x4

n3n4sinx3
n1n4−n2

2cos
2(x3)
− n2

2sinx3cosx3
n1n4−n2

2cos
2(x3)

x2
4



G(x) =


0

n1+n2cosx3
n1n4−n2

2cos
2(x3)

0

− n2cosx3+n4

n1n4−n2
2cos

2(x3)


, fu1 =


0

− n1

n1n4−n2
2cos

2(x3)

0

n2cosx3
n1n4−n2

2cos
2(x3)


τW

fm = τB

(5.4)

x(t) = [x1, x2, x3, x4]T = [ΨW , Ψ̇W , θp, θ̇p]
T is defined as the state vector, fm represents

the internal joint friction which can be treated as the input channel of the control signal

and categorised to the unknown matched uncertainty. fu1 is the unknown unmatched un-

certainty which is the correlation between the ground and the wheels, such as the slippage

caused by the translational movement of the robot.

For given desired signals xd(t) = [x1d , x2d , x3d , x4d ]
T . The problem considered in

this chapter is to design a SMC law such that the system (5.3) is able to track the desired

signals, that is

lim
t→∞

∣∣∣∣xi(t)− xid(t)∣∣∣∣ = 0 for i = 1, 2, 3, 4 (5.5)
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For simplification purpose, system (5.3) can be linearised around the desired signals

xd(t) as

ẋ(t) = Ax(t) + B(u(t) + fm(t, x)) + fu2(t, x) (5.6)

where A and B are constant matrices defined by

A =
∂F(x)

∂x

∣∣∣∣
x=xd

=


0 1 0 0

0 0 −n2n3

n1n4−n2
2

0

0 0 0 1

0 0 n3n4

n1n4−n2
2

0



B =
∂G(x)

∂u

∣∣∣∣
x=xd

=


0

n1+n2

n1n4−n2
2

0

− n2+n4

n1n4−n2
2



(5.7)

fm is defined in (5.4) and fu2 is given by

fu2 =


0

− n1

n1n4−n2
2

0

n2

n1n4−n2
2


τW (5.8)

Further, the following assumptions are imposed on system (5.6).

Assumption 5.1. For this model, the matrix pair (A,B) is controllable.

Assumption 5.2. There exist known continuous nonlinear functions β(t, x) and γ(t, x)

such that the unknown matched and unmatched uncertainties fm(t, x), fu2(t, x) are bounded

and satisfy ( See [149] ) ∥∥fm(t, x)
∥∥ ≤ β(t, x)∥∥fu2(t, x)
∥∥ ≤ γ(t, x)

(5.9)

Remark 5.1. In this chapter, the upper bounds of
∥∥fm(t, x)

∥∥ and
∥∥fu2(t, x)

∥∥ in Assump-

tion 5.2 are required to be known functions, which will be employed in the control design

to reduce or reject the system uncertainties.

CHAPTER 5. STATE FEEDBACK CONTROL OF A TWO-WHEELED INVERTED
PENDULUM



5.2. SLIDING MODE ANALYSIS AND CONTROL DESIGN 76

According to the objective from (5.5), define the error states to be e = [e1, e2, e3, e4]T =

[x1 − x1d , x2 − x2d , x3 − x3d , x4 − x4d ]
T and error dynamics of the longitudinal system

based on (5.6) can be described by

ė(t) = Ae(t) + B(u(t) + fm(t, e+ xd)) + fu3(t, e+ xd) (5.10)

where fm,A, B are defined in (5.4) and (5.7), the unmatched uncertainty fu3(t, e+xd) =

fu2(t, e+ xd) +Axd − ẋd.

From Assumption 5.2, fm(t, e+ xd) and fu3(t, e+ xd) satisfy∥∥fm(t, e+ xd)
∥∥ ≤ β(t, e+ xd)∥∥fu3(t, e+ xd)
∥∥ ≤ γ

(
t, e+ xd

)
+
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥ (5.11)

5.2. SLIDING MODE ANALYSIS AND CONTROL

DESIGN

Since the error dynamics (5.10) is not constructed in a well-known regular form,

which is not readily apparent for stability analysis of SMC. Introduce a new coordinate

transformation.

ω(t) = [ω1, ω2, ω3, ω4]T = Tre(t) (5.12)

Tr =


1 0 0 0

0 1 0 n1+n2

n2+n4

0 0 1 0

0 0 0 1


(5.13)

It is clear that Tr is non-singular.

Hence, system (5.10) can be described in regular form in terms of the new coordi-

nates ω(t) as

ω̇(t) = Āω(t) + B̄
(
u(t) + fm(t, ω)

)
+ fu4(t, ω) (5.14)
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where

Ā =


0 1 0 −n1+n2

n2+n4

0 0 n3

n2+n4
0

0 0 0 1

0 0 n3n4

n1n4−n2
2

0


, B̄ =

 0

B2

 =


0

0

0

− n2+n4

n1n4−n2
2


(5.15)

fm(t, ω) and fu4(t, ω) are the matched and unmatched uncertainties in ω-system.

The following assumption is imposed on system (5.14).

Assumption 5.3. The term B2 is non-zero.

Based on Assumption 5.2 and (5.11), (5.12),∥∥fm(t, ω)
∥∥ ≤ β(t, T−1

r ω + xd)∥∥fu4(t, ω)
∥∥ ≤ γ(t, T−1

r ω + xd) +
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥ (5.16)

For further analysis, partition fu4(t, ω) into

fu4(t, ω) =


0

fu41(t, ω)

0

fu42(t, ω)


(5.17)

Consider the switching function

σ(t) = δ1ω1(t) + δ2ω2(t) + δ3ω3(t) + ω4(t) (5.18)

where δ1, δ2, δ3 are design parameters.

Then, the sliding surface is described by

σ(t) = δ1ω1(t) + δ2ω2(t) + δ3ω3(t) + ω4(t) = 0 (5.19)

Hence, when sliding motion occurs, ω4(t) can be expressed in terms of ω1(t), ω2(t),

and ω3(t) as

ω4(t) = −δ1ω1(t)− δ2ω2(t)− δ3ω3(t) (5.20)
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5.2.1. STABILITY ANALYSIS OF SLIDING MOTION

From (5.14), (5.15), and (5.20), it is straightforward to see that the reduced-order

sliding mode system when confined to the sliding surface σ(t) = 0 can be derived as

ω̇s(t) =


(
n1+n2

n2+n4

)
δ1

(
n1+n2

n2+n4

)
δ2 + 1

(
n1+n2

n2+n4

)
δ3

0 0 n3

n2+n4

−δ1 −δ2 −δ3


︸ ︷︷ ︸

Ãs11

ωs(t) +


0

fu41

0


︸ ︷︷ ︸
f̃u41

(5.21)

where ωs(t) = [ω1(t), ω2(t), ω3(t)]T .

The following assumption is imposed on system (5.21).

Assumption 5.4. n3

n2+n4
of Ãs11 is a non-zero constant.

Lemma 5.1. Consider the reduced-order sliding mode dynamics (5.21), and suppose As-

sumptions 5.1, 5.2 and 5.4 are satisfied, Ãs11 is Hurwitz stable if the following inequalities

hold for δ1, δ2 and δ3.

δ1 > 0, δ2 >
δ1

δ3 −
(
n1+n2

n2+n4

)
δ1

, δ3 >

(
n1 + n2

n2 + n4

)
δ1 (5.22)

Proof. The characteristic equation of Ãs11 can be described by

z3 +

[
δ3 −

(n1 + n2

n2 + n4

)
δ1

]
z2 +

n3

n2 + n4

δ2z +
n3

n2 + n4

δ1 = 0 (5.23)

The corresponding coefficients of the first column of the Routh-hurwitz array are

determined as

a0 = 1, a1 = δ3 −
(n1 + n2

n2 + n4

)
δ1

b1 =

n3δ2
n2+n4

[
δ3 −

(
n1+n2

n2+n4

)
δ1

]
− n3

n2+n4
δ1

δ3 −
(
n1+n2

n2+n4

)
δ1

c1 =
n3

n2 + n4

δ1

(5.24)

By direct calculation, it follows that a0, a1, b1 and c1 in (5.24) are positive if the

inequalities in (5.22) hold. Then under Assumption 5.4 and based on the Routh-Hurwitz

stability criterion, the matrix Ãs11 is stable. �
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From Lemma 5.1, if δ1, δ2 and δ3 satisfy (5.22), Ãs11 is stable, which implies that

for any symmetric positive definite matrix Q ∈ IR3×3, there exists a unique symmetric

positive definite matrix P ∈ IR3×3 satisfying the Lyapunov equation

ÃsT11P + P Ãs11 = −Q (5.25)

Theorem 5.1. Under the conditions of Lemma 5.1, the state ωs(t) of the sliding mode

dynamics (5.21) is uniformly ultimately bounded.

Proof. For system (5.21), consider a candidate Lyapunov function

V (ωs) = ωTs Pωs

Then, the time derivative of V along the trajectories of sliding mode dynamics (5.21)

is given by

V̇ = ω̇Ts Pωs + ωTs Pω̇s

=
(
Ãs11ωs + f̃u41(t, ω)

)T
Pωs + ωTs P

(
Ãs11ωs + f̃u41(t, ω)

)
= ωTs Ãs

T

11Pωs + f̃u41(t, ω)TPωs + ωTs P Ãs11ωs + ωTs P f̃u41(t, ω)

= ωTs

(
ÃsT11P + P Ãs11

)
ωs + 2ωTs P f̃u41(t, ω)

(5.26)

From (5.25), it follows that

V̇ = −ωTs Qωs + 2ωTs P f̃u41(t, ω)

≤ −ωTs Qωs + 2
∥∥Pωs∥∥∥∥f̃u41(t, ω)

∥∥
≤ −λmin(Q)

∥∥ωs∥∥2
+ 2λmax(P )

∥∥ωs∥∥∥∥f̃u41(t, ω)
∥∥

≤ −λmax(P )
∥∥ωs∥∥(λmin(Q)

λmax(P )

∥∥ωs∥∥− 2
(
γ(t, T−1

r ω + xd)

+
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥))
(5.27)

where the condition (5.16) is used above.

Consequently, V̇ ≤ 0 if

∥∥ωs∥∥ ≥ 2
(
γ(t, T−1

r ω + xd) +
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)
λmin(Q)/λmax(P )
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Hence, the conclusion follows. �

Remark 5.2. It is obvious to notice from (5.21) that the sliding motion is only affected

by the unmatched uncertainty f̃u41(t, ω), which is mentioned in the SMC’s characteristics

of Section 3.2.5.

5.2.2. SLIDING MODE CONTROL DESIGN

The objective of this section is to design a controller such that the reachability con-

dition described in Section 3.2.4

σT (t)σ̇(t) ≤ −ρ
∥∥σ(t)

∥∥ (5.28)

is satisfied for some positive constant ρ, where σ(t) is the switching function defined in

(5.18).

The following SMC law is proposed

u(t) = −B−1
2

{
δ1ω2 +

(
n3n4

n1n4 − n2
2

+
n3

n2 + n4

δ2

)
ω3

+

[
δ3 −

(n1 + n2

n2 + n4

)
δ1

]
ω4 +

[∣∣B2

∣∣β(t, T−1
r ω + xd)

+
(∣∣δ2

∣∣+ 1
)(

γ(t, T−1
r ω + xd) +

∥∥A∥∥∥∥xd∥∥+
∥∥ẋd∥∥)

+ ρ

]
σ(t)∥∥σ(t)

∥∥
}

(5.29)

where β(·) and γ(·) are given in (5.16).

Theorem 5.2. Consider the system in (5.14), the control (5.29) is able to drive system

(5.14) to the sliding surface (5.19) in finite time and maintain a sliding motion on it there-

after.

Proof. From the definition of σ(t) in (5.18), it follows that

σ̇(t) = δ1ω2 +

(
n3n4

n1n4 − n2
2

+
n3

n2 + n4

δ2

)
ω3

+

[
δ3 −

(n1 + n2

n2 + n4

)
δ1

]
ω4 + B2

(
u(t) + fm(t, ω)

)
+ δ2fu41(t, ω) + fu42(t, ω)

(5.30)
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Substituting the designed control law (5.29) into (5.30) yields

σ̇(t) = −

[∣∣B2

∣∣β(t, T−1
r ω + xd) +

(∣∣δ2

∣∣+ 1
)

×
(
γ(t, T−1

r ω + xd) +
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)+ ρ

]

× σ(t)∥∥σ(t)
∥∥ + B2fm(t, ω) + δ2fu41(t, ω) + fu42(t, ω)

(5.31)

Therefore,

σT (t)σ̇(t) ≤ −
∥∥σ∥∥{[∣∣B2

∣∣β(t, T−1
r ω + xd) +

(∣∣δ2

∣∣+ 1
)

×
(
γ(t, T−1

r ω + xd) +
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)+ ρ

]
−
∣∣B2

∣∣∥∥fm(t, ω)
∥∥− ∣∣δ2

∣∣∥∥fu41(t, ω)
∥∥

−
∥∥fu42(t, ω)

∥∥}

≤ −
∥∥σ∥∥{[∣∣B2

∣∣β(t, T−1
r ω + xd) +

(∣∣δ2

∣∣+ 1
)

×
(
γ(t, T−1

r ω + xd) +
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)+ ρ

]
−
∣∣B2

∣∣β(t, T−1
r ω + xd)−

∣∣δ2

∣∣(γ(t, T−1
r ω + xd)

+
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)− (γ(t, T−1
r ω + xd)

+
∥∥A∥∥∥∥xd∥∥+

∥∥ẋd∥∥)}
≤ −ρ

∥∥σ(t)
∥∥

(5.32)

where ρ is defined in (5.28). Inequality (5.32) shows that the reaching condition (5.28) is

satisfied. Hence the result follows. �

Remark 5.3. Based on SMC theory, Theorems 5.1 and 5.2 together show that the

closed-loop system formed by applying the control (5.29) to the system (5.14) is uni-

formly ultimately bounded. From (5.12), it follows that

e(t) = T−1
r ω(t) (5.33)
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Figure 5.2: State Feedback Sliding Mode Control Architecture of a Two-wheeled Inverted

Pendulum

where Tr is defined in (5.13).

Therefore, the tracking error e(t) is also uniformly ultimately bounded.

5.3. DESCRIPTION OF CONTROL ARCHITEC-

TURE

This section describes the state feedback SMC architecture illustrated in Figure 5.2

similar to the one presented in Section 4.4, which also contains the software and hardware

sections.
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Figure 5.3: The prototype of the TWIP platform

Figure 5.4: Hardware architecture of the Two-wheeled Inverted Pendulum

• Software section: The software section involves two features, the former is an

standalone off-line pre-configuration process, and the latter is the combination of a

current states generator and a state feedback SMC, which are implemented based

on a self-developed light-weight cooperative RTOS framework. The detailed archi-

tecture is elucidated in Section 5.4.
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Table 5.1: Model parameters for the TWIP

Symbols with units Definitions Values

MB [kg] Mass of body 1.008

MW [kg] Mass of wheel 0.179

R [m] Radius of wheel 0.06

L [m] Length to CoG 0.09

JW [kg.m2] Inertial of wheel 0.001032

JPθ [kg.m2] y-axis inertial of body 0.0027

1. Off-line pre-configuration of desired states: The desired states are often

configured prior to the execution of control law to indicate that at what equi-

librium points the TWIP system is supposed to be controlled.

2. Real-time current states generator: Having configured the desired states in

part 1, the objective of this chapter in (5.5) can be achieved by determining

the actual states of the TWIP system in real time. In Figure 5.2, the state of

angular displacement of the robot can be directly computed from the angular

positions αΨL and αΨR of the two encoders. The corresponding angular ve-

locity state of the TWIP system is obtained from the derivatives of encoder

outputs. Because of the noises occurring from the differentiation of the an-

gular position signals of the encoders, a low pass filter is augmented to the

system to eliminate as much noises as possible for better performance. To

obtain the attitude states, the same IMU sensor is employed as in Chapter 4 to

retrieve the self-balancing pitch angle and angular rate respectively using the

filter fusion algorithm described in Appendix C.2.1. Then all the state vari-

ables are to be compared to the desired states and the associated error state

e(t) is fed into the coordinate transformation block ω(t) = Tre(t) of (5.12)

for the execution of control law.

3. Real-time state feedback SMC: The SMC law in (5.29) employs the output

ω states to generate the necessary control signal for regulating the ω state
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uniformly ultimately bounded based on Theorem 5.1. Further, from Remark

5.3, the inverse coordinate transformation e(t) = T−1
r ω(t) indicates that the

control objective (5.5) is achieved.

The procedures of aforecited part 2 and 3 will be performed repeatedly in real time

to satisfy the control goal of (5.5) for the TWIP system.

• Hardware section: A prototype TWIP platform has been fabricated as illustrated

in Figure 5.3, which is designed in three layers, namely Control System Layer

(CSL), Power Distribution Layer (PDL), and Actuators Layer (AL) from top to

bottom. The dimension of this TWIP is 0.29m x 0.153m x 0.192m (width x depth

x height), and it weighs 1.366 kg in total, including the body and two wheels. The

parameters of the TWIP is provided in Table 5.1. It is worth mentioning that the

process of retrieving the moment of inertia JW is described in Appendix C.2.2.

Moreover, the general hardware architecture is depicted in Figure 5.4. The raw

attitude data and the proposed control scheme are sampled and executed in CSL,

the former are collected using a 9-axis IMU, which is further filtered by a Mahony

algorithm [147] to retrieve the Euler angles (See Figure C.7 in Section C.2.1) and

the latter is implemented based on the presented control law (5.29). All data are

transmitted to both PC MATLAB and mobile phone via wireless Bluetooth modules

for validity and performance analysis. Moreover, PDL consists of a LiPo 4S battery

as the primary external power source and a power distribution module for allocating

different voltages to actuators and microcontroller board. In addition, Two 12V DC

motors with two 1920 counts per revolution quadrature encoders are attached in the

AL. It should be noted that the motors are driven independently by two motor driver

carriers with the function of supporting up to 20 kHz PWM signals generated from

an ARM-based STM32F407 microcontroller board. Finally, the primary sampling

period for data collection, filtration and control execution is 10 ms within a light-

weight cooperative RTOS. The detailed hardware specifications and RTOS software

architecture are described in Appendix B and Section 5.4, respectively.
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5.4. REAL-TIME OPERATING SYSTEM BASED

EMBEDDED ARCHITECTURE DESIGN FOR

CONTROL OF THE TWO-WHEELED INVERTED

PENDULUM

Figure 5.5: Real-time Operating System Based Software Architecture of the TWIP Sys-

tem

This section introduces an embedded architecture for controlling the TWIP system

based on a self-developed lightweight cooperative time-driven RTOS. RTOS is a software

program that rapidly switches between pre-allocated tasks, giving the illusion that multi-

ple missions are being executed simultaneously on a single processing unit. RTOS is pre-

vailing in robotics because it provides a deterministic hard real-time response than the soft

response of distributed operating systems, for example, Linux, Windows. Figure 5.5 il-

lustrates the software architecture implemented on the STM32F407 microcontroller board
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(See Figure B.1 (b) in Appendix B.1) of the TWIP robot, which consists of five different

layers, namely STM32F407 board support package layer (BSPL), Bottom Drivers Layer

(BDL), Intermediate Drivers Layer (IDL), Real-time Operating System Layer (RTOSL),

and Application Layer (AL).

• STM32F407 board support package layer (BSPL) provides the low-level register-

based hardware-specific drivers by the ST company that allow upper layer routines

to exchange the data information with the onboard hardware peripherals. It should

be pointed out that BSPL is customisable based on different hardware resources

of the embedded board. In this thesis, for the STM32F407 board of the TWIP

platform, the minimum required BSP drivers are the general-purpose input/output

(GPIO), Universal Synchronous/Asynchronous Receiver/Transmitter (USART), Se-

rial Peripheral Interface (SPI), Timer, and External Interrupt as illustrated in Figure

5.5.

• Bottom Drivers Layer (BDL) is a self-developed generic hardware abstraction

layer (HAL) above the BSPL, primary for managing and allocating different hard-

ware related resources whilst invoking the application programming interface (API)

of BSPL to communicate with the onboard hardware. For example, BDL employs

the ’struct’ data type of ’ioPortDefs’ variable to bundle all the GPIO ports together,

such as GPIOA up to GPIOF and the ’struct’ of ’uartDevice_t’ to deal with all avail-

able USART resources. Moreover, this layer also provides useful APIs for its upper

layer, for example, the getIOByPinNum(uint8_t pinNum) API returns all the I/O in-

formation related to an input specific I/O pin number. The serialWrite(serialPort_t

*instance, uint8_t ch) transmit a particular character ’ch’ to a configured serial port.

It should be emphasised that the purpose of designing a BDL as a universal layer is

for code reusability, which is implemented not only for the TWIP system but also

for all other applications using the STM32F407 board.

• Intermediate Drivers Layer (IDL) is another self-developed platform-specific

driver layer which is designed solely for the TWIP system of this thesis. IDL

contains the necessary drivers for control and data communication of the TWIP,

including IMU driver, motor driver, encoder driver, bluetooth driver, etc.
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• Real-time Operating System Layer (RTOSL) is yet another self-developed core

layer consisting of multiple predefined tasks which can be executed simultaneously

by a cooperative time-driven scheduler to improve system performance. The details

of each task, illustrated in Figure 5.5, with the corresponding task execution period

are described as follows.

– taskSystem, running at 100 ms, calculates the CPU and tasks utilisations of

the overall system.

– taskGyro, running at 125 µs, uses the SPI interface to retrieve the raw gyro-

scope data using the maximum potential output data rate, which is mentioned

in Appendix B.3.

– taskAccelerometer, running at 1 ms, obtains the raw accelerometer data.

– taskIMUAttitude, running at 10 ms, employs the raw data from the gyroscope

and accelerometer tasks and feed into the Mahony filter fusion algorithm [147]

to retrieve the Euler angles (See Appendix C.2.1) for the control implementa-

tion.

– taskMotorEncoder, running at 10 ms, requests the data from gyroscope and

IMU attitude tasks, then executes the SMC law to regulate the TWIP system.

– taskOLEDDisplay, running at 50 ms, displays pitch and yaw angle informa-

tion, the angular displacement of both wheels, etc on an onboard OLED device

for debugging purposes. Moreover, this task also transmits the real-time data

to the PC Matlab for data display and logging.

• Application Layer (AL) is the self-developed top layer for initialising the required

hardware resources and RTOS tasks of the TWIP system, for example, the initial-

isations of the numbers of allocated GPIO pins, gyroscope, accelerometer, timer,

PWM for motor control, SPI for IMU data transmission, etc. After initialising all

the compulsory processes, most importantly, AL invokes the RTOS scheduler algo-

rithm to start running the pre-allocated tasks concurrently.
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5.5. SIMULATION AND EXPERIMENT RESEARCH

The verification of the proposed control law is conducted under both simulation and

experiment, which will be elaborated in this section.

5.5.1. NUMERICAL SIMULATION

The simulation is tested under the scenario with which the TWIP is driven on a

flat surface. The control aim is to balance the TWIP to the desired equilibrium xd =

[0, 0, 0, 0]T . By using the data from Table 5.1, the corresponding system can be described

based on (5.6), (5.7) and (5.8) as

ẋ(t) =


0 1 0 0

0 0 −137.0893 0

0 0 0 1

0 0 219.2744 0


︸ ︷︷ ︸

A

x(t)

+


0

307.7729

0

−400.4251


︸ ︷︷ ︸

B

(u(t) + fm(t, x)) +


0

−153.7336

0

154.0393


τW

︸ ︷︷ ︸
fu2 (t,x)

(5.34)

It can be verified that the matrix pair (A,B) is controllable. Therefore, Assumption

5.1 is satisfied.

Based on Assumption 5.2 and system (5.34), the unknown signals fm(t, x) and
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fu2(t, x), defined in (5.4) and (5.8), satisfy∥∥fm(t, x)
∥∥ =

∥∥τB∥∥ ≤ 1

40

∣∣x4

∣∣+
7

200
sin2(x4)︸ ︷︷ ︸

β(t,x)

∥∥fu2(t, x)
∥∥ =

∥∥∥∥∥∥∥∥∥∥∥∥∥


0

−153.7336

0

154.0393



∥∥∥∥∥∥∥∥∥∥∥∥∥
∥∥τW∥∥

≤ 217.6284

(
11

200

∣∣x2

∣∣+
6

125
sin2(x2)

)
+ 5.0︸ ︷︷ ︸

γ(t,x)

(5.35)

Choose δ1 = 6.9, δ2 = 2.2 and δ3 = 13.7 satisfying the conditions (5.22) of Lemma

5.1. The corresponding switching function is determined as

σ(t) = 6.9ω1(t) + 2.2ω2(t) + 13.7ω3(t) + ω4(t) (5.36)

Further, based on the system in (5.14), it follows that the regular form of (5.34) can

be described by

ω̇(t) =


5.3034 2.6910 10.53 0

0 0 31.4484 0

−6.9 −2.2 −13.7 0

0 0 219.2744 0


︸ ︷︷ ︸

Ā

ω(t)

+


0

0

0

−400.4251


︸ ︷︷ ︸

B̄

(
u(t) + fm(t, ω)

)
+


0

fu41(t, ω)

0

fu42(t, ω)


︸ ︷︷ ︸

fu4 (t,ω)

(5.37)

It is noticeable from (5.37) that B2 = −400.4251 6= 0. Hence, Assumption 5.3 is

held.
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According to the coordinate transformation (5.12) and the conditions of (5.11), (5.16),

(5.35), it follows that fm(t, ω) and fu4(t, ω) in (5.37) satisfy∥∥fm(t, ω)
∥∥ ≤ 1

40

∣∣ω4(t) + x4d(t)
∣∣+

7

200
sin2(ω4(t) + x4d(t))︸ ︷︷ ︸

β(t,T−1
r ω+xd)

∥∥fu4(t, ω)
∥∥ ≤ 217.6284

(
11

200

∣∣ω2 − 0.7686ω4 + x2d

∣∣
+

6

125
sin2(ω2 − 0.7686ω4 + x2d)

)
+ 5.0︸ ︷︷ ︸

γ(t,T−1
r ω+xd)

(5.38)

From the system matrix Ā in (5.37) and the matrix Ãs11 defined in (5.21), it follows

that

Ãs11 =


5.3034 2.6910 10.53

0 0 31.4484

−6.9 −2.2 −13.7

 (5.39)

It is straightforward to check that n3

n2+n4
= 31.4484 6= 0. Hence, Assumption 5.4 is

satisfied, and Ãs11 is Hurwitz stable.

Therefore, for Q = I3, the solution of Lyapunov equation (5.25) is

P =


2.9859 0.4012 2.3675

0.4012 0.2210 0.7180

2.3675 0.7180 3.5043

 (5.40)

The designed SMC control law is

u(t) = 0.0025

{
6.9ω2 + 288.4607ω3 + 8.3966ω4 +

[
400.4251

(
1

40

∣∣ω4(t) + x4d(t)
∣∣

+
7

200
sin2

(
ω4(t) + x4d(t)

))
+ 3.2

(
217.6284

( 11

200

∣∣ω2(t) + x2d(t)− 0.7686ω4(t)
∣∣

+
6

125
sin2

(
ω2(t)− 0.7686ω4(t) + x2d(t)

))
+ 5.0

)
+ ρ

]
σ(t)∥∥σ(t)

∥∥
}

(5.41)

For simulation purpose, the initial condition is chosen as x0 = [0.02, 0, 0.4363,

0]T , which implies that the initial position is 0.02 metre and the initial attitude angle is
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0.4363 in radian. Moreover, the control design parameter ρ = 5.0. The time responses

of the system states and errors are shown in Figure 5.6 and Figure 5.7, respectively, and

the control signal, described in PWM signal under 12V, is shown in Figure 5.8. The

results demonstrate the effectiveness and robustness of the controller, which are uniformly

ultimately bounded as proved in Theorem 5.1.
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Figure 5.6: The responses of the system states under simulation

5.5.2. EXPERIMENTAL RESULTS

In this section, the TWIP is placed stationary on a flat surface and tilted with initial

attitude angle x3 = 0.4363 rad and the initial position at x1 = 0.02 metre. Figures 5.9

and 5.10 show the time responses of the system states and errors, respectively. Figure

5.11 illustrates the control signal to balance the TWIP to the equilibrium status. The

experimentation demonstrates that the obtained practical results are in consistence with

the corresponding simulation ones.

Remark 5.4. From engineering perspective, it is worth mentioning that the majorities of

the noises for a TWIP system come from the motor vibrations. Moreover, the backlash,

caused by the gearboxes, might also influence the robustness of the control. However,
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Figure 5.7: The responses of the error system under simulation

0 5 10 15

time [sec]

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

u
 [

P
W

M
 (

1
2
V

)]

Figure 5.8: The response of the control under simulation

the negative effects of motor noises and backlash are all be able to classified as matched

uncertainties, which can be completely nullified by the SMC during sliding motion to

improve the system performance.

Remark 5.5. For the practical implementation of the TWIP, the SMC law (5.29), de-
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Figure 5.9: The responses of the system states on a practical TWI platform
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Figure 5.10: The responses of the error system on a practical TWIP platform

signed based on the linearised model (5.6), is applied to the nonlinear system model (5.3)

rather than the linearised dynamics (5.6) to demonstrate the effectiveness and robustness

of the control. The results in Figures 5.9, 5.10 and 5.11 show that the proposed control
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Figure 5.11: The response of the control on a practical TWIP platform

scheme is able to stabilise the TWIP properly even in the presence of the matched and un-

matched uncertainties. In addition, both the simulation and experiment indicate that the

results are uniformly ultimately bounded. These confirm the theoretical results obtained

in Theorems 5.1 and 5.2.

5.6. CONCLUSION

In this chapter, the proposed SMC scheme employs the full-state vector to control

the TWIP system. However, state variables are not always available due to the absence of

transducers, imprecise measurement of the sensing devices, unaffordable equipment, etc.

Therefore, the next chapter will present a static output feedback SMC law to regulate the

TWIP system using only output information.
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STATIC OUTPUT FEEDBACK CONTROL

OF A TWO-WHEELED INVERTED

PENDULUM

This chapter presents a static output feedback SMC scheme to regulate the TWIP sys-

tem using partial state information. Section 6.1 describes the TWIP system based on the

Lagrangian approach with the considerations of unknown matched and unmatched un-

certainties. Then the model is linearised and further transformed into a regular form to

facilitate the stability analysis and control design. Next, a sliding surface is designed and

the stability and reachability analyses are carried out in Section 6.2. Section 6.3 verifies

the designed control scheme on the TWIP system under simulation. Finally, Section 6.4

draws some conclusions.
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6.1. PROBLEM FORMULATION AND PRELIMI-

NARIES

6.1.1. SYSTEM DESCRIPTIONS

Figure 6.1: Description of a two-wheeled inverted pendulum

Consider the longitudinal Lagrangian dynamics of the TWIP system [109].
c1θ̈p + c2cos(θp + α)Ω̈W − c3sinθp = −u− cbθ̇p − τM
c4Ω̈W + c2cos(θp + α)θ̈p − c2sin(θp + α)θ̇2

p + c5

= u+ cbθ̇p − crΩ̇W + τM − τW

(6.1)

where c1, c2, c3, c4, c5 are constants and defined by

c1 = MBL
2 + Jθp , c2 = 2MBLR

c3 = MBgL, c4 = 4(MB +MW )R2 + Jw

c5 = 2gR(MB +MW )sinα

(6.2)
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L is the length between the wheel axis and the centre of gravity (CoG) of the body, θp

represents the attitude pitch angle, R and ΩW denote the radius and angular displacement

of the wheels, respectively, MB, MW are the masses of the TWIP body and wheel ac-

cordingly, α is a positive known constant, which denotes the inclination angle of a slope.

Jθp is the moment of inertia of the body w.r.t y axis, and Jw is the moment of inertia of

the wheel. In addition, cb and cr correspond to the driving and rolling friction coefficients

of the body and wheels, respectively. u is defined as the control input applied to the ac-

tuators. Moreover, τM denotes the matched uncertainties caused by the internal frictions

of the motors. τW is the unmatched uncertainties which are the correlation between the

ground and the wheels, such as the slippage caused by the translational movement of the

TWIP system.

Remark 6.1. The TWIP system in [109] is modelled based on the kinetic energy and

potential energy of the Lagrangian method. However, it is inevitable to involve the dissi-

pation energy in real systems [150]. Hence, the dynamics (6.1) is an improvement of the

modelling in [109] by considering the dissipation energy caused by the frictions of TWIP

body and rolling wheels.

The nonlinear dynamics (6.1) can be further derived as

ẋ(t) = F (t, x) +G(t, x)(u(t) + Φ(t, x)) + Ψ(t, x) (6.3)
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where

F (·) =


x3

x4

f1
c1c4−c22cos2(x2+α)

f2
c1c4−c22cos2(x2+α)


, G(·) =


0

0

c1+c2cos(x2+α)

c1c4−c22cos2(x2+α)

− c4+c2cos(x2+α)

c1c4−c22cos2(x2+α)


, Ψ(·) =


0

0

− c1
c1c4−c22cos2(x2+α)

c2cos(x2+α)

c1c4−c22cos2(x2+α)


τW

Φ(·) = τM

f1 = −c2c3cos(x2 + α)sinx2 − c1c5 − c1crx3

+ cb(c1 + c2cos(x2 + α))x4 + c1c2sin(x2 + α)x2
4

f2 = c3c4sinx2 − c2
2sin(x2 + α)cos(x2 + α)x2

4

− cb(c4 + c2cos(x2 + α))x4 + c2c5cos(x2 + α)

+ c2crcos(x2 + α)x3

(6.4)

x(t) = [x1, x2, x3, x4]T = [ΩW , θp, Ω̇W , θ̇p]
T represents the state vector. The uncertain-

ties Φ(·) and Ψ(·) are used to denote matched and unmatched nonlinear disturbances,

respectively.

Based on the approximate linearisation approach, dynamics (6.3) can be linearised

around the desired signals xd(t) = [x1d , x2d , x3d , x4d ]
T = [ΩWd

, θpd , Ω̇Wd
, θ̇pd ]

T as

ẋ(t) = Ax(t) +B(u(t) + Φ(t, x)) + E∆Ψ(t, x) (6.5)

y(t) = Cx(t) (6.6)

CHAPTER 6. STATIC OUTPUT FEEDBACK CONTROL OF A TWO-WHEELED
INVERTED PENDULUM



6.1. PROBLEM FORMULATION AND PRELIMINARIES 100

where A, B, C and E are constant matrices defined by

A =


0 0 1 0

0 0 0 1

0 A32 A33 A34

0 A42 A43 A44


, B =


0

0
c1+c2(cosα−x2dsinα)

c1c4−c22cos2(x2d+α)

− c4+c2(cosα−x2dsinα)

c1c4−c22cos2(x2d+α)



C =


1 0 0 0

0 1 0 0

0 0 0 1

 , E =

E1

E2

 =



0

0

− c1
c1c4−c22cos2(x2d+α)

c2(cosα−x2dsinα)

c1c4−c22cos2(x2d+α)


A32 =

−c2c3cosα + 2c2c3x2dsinα

c1c4 − c2
2cos

2(x2d + α)
, A33 =

−c1cr
c1c4 − c2

2cos
2(x2d + α)

A34 =
cb(c1 + c2cosα)− c2cdx2dsinα

c1c4 − c2
2cos

2(x2d + α)
, A42 =

c3c4 − c2c5sinα− c2crx3dsinα

c1c4 − c2
2cos

2(x2d + α)

A43 =
crc2(cosα− x2dsinα)

c1c4 − c2
2cos

2(x2d + α)
, A44 =

−cb(c4 + c2cosα− c2x2dsinα)

c1c4 − c2
2cos

2(x2d + α)

(6.7)

Suppose the angular velocity Ω̇W of the wheels are not available. Then, the output state

can be represented as y = [y1, y2, y3]T = [ΩW , θp, θ̇p]
T . Moreover, ∆Ψ(·) = τW denote

the unmatched uncertainties. E is employed to describe the structural characteristics of

the unmatched uncertainty ∆Ψ(·).

6.1.2. ANALYSIS OF THE ATTITUDE EQUILIBRIUM

When systems (6.5)-(6.6) reach the equilibrium point, the linear velocity, linear ac-

celeration, the attitude angular velocity, acceleration and the friction torque related to the

ground τW are all zero. i.e., x3 = Ω̇W = 0, ẋ3 = Ω̈W = 0, x4 = θ̇p = 0, ẋ4 = θ̈p = 0,

and τW = 0. Hence, system (6.1) can be reduced as follows

−c3sinx2d = −u− τM

c5 = u+ τM

(6.8)

By simplifying (6.8), the desired attitude x2d can be derived as

x2d = arcsin

[
2R
(
MB +MW

)
MBL

sinα

]
(6.9)
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Remark 6.2. It is worth mentioning that when the TWIP is travelled on a flat surface,

i.e., α = 0, the desired attitude equilibrium is configured to zero (i.e., x2d = 0) in despite

of the configurations of other parameters in (6.9). However, when the TWIP is driven on

a slanted surface, i.e., α > 0, x2d is not only dependent on the nominal parameters of the

TWIP but also the inclined slope angle α.

6.1.3. BASIC ASSUMPTIONS

The following assumptions are imposed on the system (6.5)-(6.6).

Assumption 6.1. The matrix pair (A,B) is completely controllable. Hence, according to

[116], there exists a non-singular coordinate transformation x̃ = T̃ x such that the system

triple (A,B,C) with respect to the new coordinates has the following structure matrices

Ã =

Ã11 Ã12

Ã21 Ã22

 , B̃ =

 0

B̃2


C̃ =

[
0 C̃2

]
, Ẽ =

Ẽ1

Ẽ2


(6.10)

where Ã11 ∈ IR3×3, B̃2 ∈ IR, C̃2 ∈ IR3×3 and Ẽ1 ∈ IR3.

Assumption 6.2. For the triple (Ã11, Ã12,C2) withC2 = [02×1 I2], there exists a positive

constant matrix K =

[
K1 K2

]
∈ IR1×2 such that Ã11 + Ã12KC2 is stable.

Remark 6.3. Assumptions 6.1 and 6.2 together guarantee the existence of an output

sliding surface for the triple (A,B,C) [116].

Further, consider a coordinate transformation z = T̂ x̃ with the matrix T̂ defined by

T̂ =

 I3 0

KC2 I

 (6.11)

And let

T = T̂ T̃ (6.12)

be a composite nonsingular matrix.
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It follows from above analysis that in the new coordinate transformation z = Tx,

systems (6.5)-(6.6) with the triple (A,B,C) has the following regular form

ż =

Â11 Â12

Â21 Â22

 z +

 0

B̂2

(u+ Φ(t, T−1z)
)

(6.13)

+

 Ẽ1

KC2Ẽ1 + Ẽ2

∆Ψ(t, T−1z)

y =

[
0 Ĉ2

]
z (6.14)

where Â11 = Ã11 + Ã12KC2 is Hurwitz stable, B̂2 ∈ IR and Ĉ2 ∈ IR3×3 is nonsingular.Â11 Â12

Â21 Â22

 = TAT−1,

 0

B̂2

 = TB (6.15)

[
0 Ĉ2

]
= CT−1,

 Ẽ1

KC2Ẽ1 + Ẽ2

 = TE (6.16)

Remark 6.4. According to the results of the preceding analysis, systems (6.5)-(6.6) can

be transformed into systems (6.13)-(6.14) using a linear non-singular transformation z =

Tx. It can be seen that systems (6.13) and (6.14) are in well-known canonical form,

which will be employed subsequently for generating regular form based error dynamics

to underpin the designs of sliding surface and control law.

For further system analysis, partition Ĉ2 and T−1 as

Ĉ2 =

[
Ĉ21 Ĉ22

]
(6.17)

T−1 =

[
Λ1 Λ2

]
(6.18)

where Ĉ21 ∈ IR3×2 and Λ1 ∈ IR4×3.

Then, systems (6.13) and (6.14) can be rewritten as

ż1 = Â11z1 + Â12z2 + Ẽ1∆Ψ(t, T−1z) (6.19)

ż2 = Â21z1 + Â22z2 + B̂2

(
u+ Φ(t, T−1z)

)
(6.20)

+ (KC2Ẽ1 + Ẽ2)∆Ψ(t, T−1z)

y = Ĉ21z12 + Ĉ22z2 (6.21)
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where z = [z1 z2]T with z1 ∈ IR3 and z1 = [z11 z12]T with z11 ∈ IR.

Assumption 6.3. There exist known nonlinear C1 functions (See Definition 2.3.1 in Sec-

tion 2.3) ζ1, ξ1, ζ2 and ξ2 such that in the vicinity of the origin, the unknown matched and

unmatched uncertainties Φ, ∆Ψ are bounded by

‖Φ(t, x)‖ ≤ ζ1(t, x) + ζ2(t, y) (6.22)

‖∆Ψ(t, x)‖ ≤ ξ1(t, x) + ξ2(t, y) (6.23)

where ζ1 and ξ1 are Lipshitz with respect to x in the vicinity of the origin.

Remark 6.5. Assumption 6.3 states that the bounds on the matched and mismatched

uncertainties are nonlinear and required to be known in order to reject the disturbances in

the control design.

6.1.4. CONTROL OBJECTIVE

The objective of this chapter is, for a given output signal yd(t) = [y1d(t), y2d(t), y3d(t)]
T =

[ΩWd
, θpd , θ̇pd ]

T , to design a SMC scheme such that the system outputs of y(t) can track

the desired signals yd(t)

lim
t→∞

∣∣∣∣yi(t)− yid(t)∣∣∣∣ = 0 for i = 1, 2, 3 (6.24)

From the system and desired states x(t) and xd(t) mentioned above, define the error

states to be

ex(t) = x(t)− xd(t) (6.25)

and the corresponding error outputs ey(t) = [ey1 , ey2 , ey3 ]
T can be represented as

ey(t) = y(t)− yd(t) = Cex(t) (6.26)

Then, the dynamics of the error states can be described by

ėx(t) = Aex +B(u+ Φ(t, ex + xd)) + Axd − ẋd (6.27)

+ E∆Ψ(t, ex + xd)

y = Cex + Cxd (6.28)
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It follows from Assumption 6.3 that Φ(t, ex + xd) and Ψ(t, ex + xd) satisfy

‖Φ(t, ex + xd)‖ ≤ ζ1(t, ex + xd) + ζ2(t, y) (6.29)

‖∆Ψ(t, ex + xd)‖ ≤ ξ1(t, ex + xd) + ξ2(t, y) (6.30)

6.2. SLIDING MODE ANALYSIS AND CONTROL

DESIGN

Section 6.1 shows that there exists coordinate transformations z = Tx such that the

TWIP system (6.5)-(6.6) can be described in (6.13)-(6.14) in the new coordinate z. In this

section, a sliding surface will be designed and the corresponding stability will be analysed

based on the reduced-order sliding mode dynamics.

Under Assumptions 6.1 and 6.2, consider an output dependent switching function

σ(ey) = Γey (6.31)

where Γ ∈ IR1×3 is a design matrix, which can be obtained from [116].

Hence, the corresponding sliding surface is described by

σ(ey) = Γey = 0 (6.32)

Based on the transformation matrix (6.12), it follows from (6.19)-(6.21) and (6.27)

that the error systems

ez = Tex = z − zd (6.33)

in z coordinate can be described by

ėz1 = Â11ez1 + Â12ez2 + Ẽ1∆Ψ(t, T−1(ez + zd)) (6.34)

+ Â11z1d + Â12z2d − ż1d

ėz2 = Â21ez1 + Â22ez2 + B̂2

(
u+ Φ(t, T−1(ez + zd))

)
(6.35)

+ (KC2Ẽ1 + Ẽ2)∆Ψ(t, T−1(ez + zd)) + Â21z1d

+ Â22z2d − ż2d

y = Ĉ21ez12 + Ĉ22ez2 + Ĉ21z12d + Ĉ22z2d (6.36)
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where ez = [ez1 ez2 ]
T with ez1 ∈ IR3 and ez1 = [ez11 ez12 ]

T with ez11 ∈ IR. Moreover,

zd = [z1d z2d ]
T and z1d = [z11d z12d ]

T are the desired signals of z and z1d , respectively.

According to (6.31), the new switching manifold in terms of the ez dynamics be-

comes

Γey = ΓCex = ΓCT−1Tex = Γ

[
0 Ĉ2

]
︸ ︷︷ ︸
CT−1

ez︸︷︷︸
Tex

= ΓĈ2ez2 (6.37)

Therefore, the associated sliding surface (6.32) can be rewritten as

σ(ez) = ez2 = 0 (6.38)

6.2.1. STABILITY ANALYSIS OF THE SLIDING MODE

Based on the structure of system (6.34)-(6.36), the sliding motion of system (6.27)-

(6.28) based on the sliding surface (6.38) is dominated by system (6.34). When (6.34) is

restricted to the sliding surface (6.38), it follows that

ėz1 = Â11ez1 + Ẽ1∆Ψ
(
t,Λ1(ez1 + z1d) + Λ2z2d

)
+ Â11z1d

+ Â12z2d − ż1d

(6.39)

Remark 6.6. System (6.39) represents the reduced-order sliding mode dynamics of sys-

tems (6.27)-(6.28) associated with the sliding surface (6.38). It is worth noting that the

matched uncertainty Φ(·) has no effect on the stability of the sliding mode system. More-

over, the sliding mode dynamics (6.39) and unmatched uncertainty ∆Ψ(·) only depend

on partial error state ez1 rather than ez. Therefore, the conservatism is reduced compared

to other existing works [37, 109] which utilise full-state variables in stability analyses.

Since Â11 of (6.34) is stable, for any symmetric positive definite matrix Qz1 , there

exists a symmetric positive definite matrix Pz1 satisfying the Lyapunov equation

ÂT11Pz1 + Pz1Â11 = −Qz1 (6.40)

The following theorem can now be presented.

Theorem 6.1. Under Assumptions 6.1-6.3. The sliding motion of systems (6.34)-(6.36)

associated with the sliding surface (6.38), governed by the sliding mode dynamics (6.39)
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is uniformly ultimately bounded if the following condition is satisfied

1

2
λ
(
Qz1

)
‖ez1‖2 > ‖Pz1ez1‖

(
‖Ẽ1‖

(
ξ1(t,Λ1(ez1 + z1d)

+ Λ2z2d) + ξ2(t, Ĉ21(ez12 + z12d)

+ Ĉ22z2d)
)

+ ‖Â11z1d + Â12z2d − ż1d‖
) (6.41)

where λ(Qz1) is the minimum eigenvalue of matrix Qz1 .

Proof: For the reduced-order sliding mode dynamics (6.39), consider the Lyapunov

function candidate

V (ez1) = eTz1Pz1ez1 (6.42)

Based on (6.40), the time derivative of V along the trajectories of sliding mode dy-

namics (6.39) is given by

V̇ |(6.39) = −eTz1Qz1ez1 + 2eTz1Pz1
(
Ẽ1∆Ψ(Λ1(ez1 + z1d)

+ Λ2z2d) + Â11z1d + Â12z2d − ż1d

)
≤ −λ

(
Qz1

)
‖ez1‖2 + 2‖Pz1ez1‖

(
‖Ẽ1‖

× ‖∆Ψ(Λ1(ez1 + z1d) + Λ2z2d)‖+ ‖Â11z1d

+ Â12z2d − ż1d‖
)

(6.43)

From (6.18), (6.23), (6.30), (6.33) and (6.36)

V̇ |(6.39) ≤ −λ
(
Qz1

)
‖ez1‖2 + 2‖Pz1ez1‖

(
‖Ẽ1‖

× (ξ1(t,Λ1(ez1 + z1d) + Λ2z2d) + ξ2(t, Ĉ21(ez12

+ z12d) + Ĉ22z2d)) + ‖Â11z1d + Â12z2d − ż1d‖
) (6.44)

It follows from (6.41) that the time derivative of V (ez1) along the trajectories of

systems (6.39) is negative definite. Therefore, the conclusion follows. �

6.2.2. REACHABILITY ANALYSIS

The aim now is to design an output feedback SMC such that the system states of

ex(t) are driven to the sliding surface (6.31) in finite time.

CHAPTER 6. STATIC OUTPUT FEEDBACK CONTROL OF A TWO-WHEELED
INVERTED PENDULUM



6.2. SLIDING MODE ANALYSIS AND CONTROL DESIGN 107

In order to design the control law, the following partitions are introduced

ez = Tex =

(Tex)1

(Tex)2

 (6.45)

T−1 =

[
Θ1 Θ2

]
(6.46)

where (Tex)1 ∈ IR and Θ1 ∈ IR4×1.

Remark 6.7. It is worth mentioning that the partition in (6.46) is different from the one

showed in (6.18). The partition in (6.18) is related to the design of the sliding surface

to facilitate the stability analysis of the sliding motion whereas the partition of (6.46) is

correlated with the dimension of the output matrix for control design and reachability

analysis.

From (6.14), (6.25) and (6.45), it follows that

(Tex)2 = Ĉ−1
2 y − (Txd)2 (6.47)

From (6.33), (6.45)-(6.47) that

ex = T−1ez = T−1

 (Tex)1

Ĉ−1
2 y − (Txd)2


= Θ1(Tex)1 + Θ2

(
Ĉ−1

2 y − (Txd)2

) (6.48)

Further, assuming ‖Θ1(Tex)1‖ ≤ δ is bounded in the vicinity of the origin. Then the

control scheme can now be proposed

u(t) = −(ΓCB)−1

{
ΓCAΘ2Ĉ

−1
2 y − ΓCAΘ2(Txd)2

+ ΓCAxd − ΓCẋd +
σ(ey)

‖σ(ey)‖

[
‖ΓCB‖

(
ζ1(t,Θ2(Ĉ−1

2 y

− (Txd)2) + xd) + ζ2(t, y)
)

+ ‖ΓCE‖
(
ξ1(t,Θ2(Ĉ−1

2 y

− (Txd)2) + xd) + ξ2(t, y)
)

+ (‖ΓCB‖Lζ1

+ ‖ΓCE‖Lξ1 + ‖ΓCA‖)δ + ρ
]}

(6.49)

where Lζ1 and Lξ1 denote the Lipschitz constants of function ζ1 and ξ1 of (6.22)-(6.23) in

the vicinity of the origin, respectively. ρ is a positive scalar.
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Remark 6.8. It is obvious to note from (6.49) that the control law contains the known

bounds of the uncertainties described from Assumption 6.3. However, if the uncertainty

bounds are unknown, a neural network approach [151] can be applied to approximate the

unknown nonlinear bounds and utilised in the control design.

The following conclusion is ready to be presented.

Theorem 6.2. Consider systems (6.34)-(6.36), under Assumptions 6.1-6.3 and the bound-

edness condition ‖Θ1(Tex)1‖ ≤ δ in the vicinity of the origin, the control law (6.49) is

able to drive the system (6.34)-(6.36) to the sliding surface (6.32) in finite time and main-

tains motion on it afterwards.

Proof: From (6.26), (6.27), (6.31) and (6.48), it follows that

σ̇ = ΓCAΘ1(Tex)1 + ΓCAΘ2(Ĉ−1
2 y − (Txd)2) (6.50)

+ ΓCBu+ ΓCBΦ(t, ex + xd) + ΓCE∆Ψ(t, ex + xd)

+ ΓCAxd − ΓCẋd

Applying control law (6.49) to (6.50) yields

σ̇ = ΓCAΘ1(Tex)1 −
σ(ey)

‖σ(ey)‖

[
‖ΓCB‖

(
ζ1(t,Θ2(Ĉ−1

2 y − (Txd)2) + xd) + ζ2(t, y)
)

+ ‖ΓCE‖
(
ξ1(t,Θ2(Ĉ−1

2 y − (Txd)2) + xd) + ξ2(t, y)
)

+ (‖ΓCB‖Lζ1 + ‖ΓCE‖Lξ1

+ ‖ΓCA‖)δ + ρ
]

+ +ΓCE∆Ψ(t, ex + xd) + ΓCBΦ(t, ex + xd)

(6.51)
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It follows from (6.29), (6.30), (6.48) and (6.51) that

σT σ̇ ≤ ‖σ‖
[
‖ΓCA‖‖Θ1(Tex)1‖+ ‖ΓCB‖‖Φ(t, ex + xd)‖+ ‖ΓCE‖‖∆Ψ(t, ex + xd)‖

− ‖ΓCB‖
(
ζ1(t,Θ2(Ĉ−1

2 y − (Txd)2) + xd) + ζ2(t, y)
)
− ‖ΓCE‖

(
ξ1(t,Θ2(Ĉ−1

2 y

− (Txd)2) + xd) + ξ2(t, y)
)
− ‖ΓCB‖Lζ1δ − ‖ΓCE‖Lξ1δ − ‖ΓCA‖δ − ρ

]
≤ ‖σ‖

[
‖ΓCB‖

(
ζ1(t, ex + xd) + ζ2(t, y)

)
+ ‖ΓCE‖

(
ξ1(t, ex + xd) + ξ2(t, y)

)
− ‖ΓCB‖

×
(
ζ1(t,Θ2(Ĉ−1

2 y − (Txd)2) + xd) + ζ2(t, y)
)
− ‖ΓCE‖

(
ξ1(t,Θ2(Ĉ−1

2 y − (Txd)2)

+ xd) + ξ2(t, y)
)
− ‖ΓCB‖Lζ1δ − ‖ΓCE‖Lξ1δ − ρ

]
≤ ‖σ‖

[
‖ΓCB‖

(
ζ1(t, ex + xd)− ζ1(t,Θ2(Ĉ−1

2 y − (Txd)2) + xd)
)

+ ‖ΓCE‖
(
ξ1(t, ex + xd)

− ξ1(t,Θ2(Ĉ−1
2 y − (Txd)2) + xd)

)
− ‖ΓCB‖Lζ1δ − ‖ΓCE‖Lξ1δ − ρ

]
≤ ‖σ‖

[
‖ΓCB‖Lζ1

(
ex −Θ2(Ĉ−1

2 y − (Txd)2)
)

+ ‖ΓCE‖Lξ1
(
ex −Θ2(Ĉ−1

2 y − (Txd)2)
)

− ‖ΓCB‖Lζ1δ − ‖ΓCE‖Lξ1δ − ρ
]

≤ ‖σ‖
[
− ‖ΓCB‖Lζ1δ − ‖ΓCE‖Lξ1δ − ρ+ ‖ΓCB‖Lζ1‖Θ1(Tex)1‖

+ ‖ΓCE‖Lξ1‖Θ1(Tex)1‖
]

≤ −ρ‖σ‖

(6.52)

Therefore, the reachability condition, described in Section 3.2.4, is satisfied and the

result follows. �

Remark 6.9. The combination of Theorems 6.1 and 6.2 show that the states in the

closed-loop system generated from (6.34)-(6.36) of ez dynamics are uniformly ultimately

bounded. Since ez(t) = Tex(t) is a nonsingular coordinate transformation, it is straight-

forward to see from (6.26) that ey(t) = Cex(t) = CT−1ez(t) is also uniformly ultimately

bounded. Thus, the control objective (6.24) is achieved.

6.3. SIMULATION STUDY

This section demonstrates the static output feedback SMC to balance a TWIP system

under simulation. The parameters of the robot are provided in Table 6.1. The TWIP
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is tested on an inclined surface with the slope angle α = 5◦. According to (6.9), the

desired attitude angle x2d can be calculated as x2d = 0.1368 rad. Then, the initial and

desired output states are configured as y0 = [0.2, 0.3142, 0]T and xd = [0, 0.1368, 0]T ,

respectively. The matrices of dynamics (6.5)-(6.6) can be described by

A =


0 0 1 0

0 0 0 1

0 −113.12 −63.612 50.483

0 190.91 62.595 −67.085


, B =


0

0

252.41

−335.42



C =


1 0 0 0

0 1 0 0

0 0 0 1

 , E =


0

0

−127.22

125.19



(6.53)

Table 6.1: Model parameters for the TWIP

Symbols with units Definitions Values

MB [kg] Mass of body 1.036

MW [kg] Mass of wheel 0.18

R [m] Radius of wheel 0.06

L [m] Length to CoG 0.09

JW [kg.m2] Inertial of wheel 0.001032

JPθ [kg.m2] y-axis inertial of body 0.0027

cb [N/A] Driving friction coefficient of the body 0.2

cr [N/A] Rolling friction coefficient of the

wheels

0.5

Further, the matched and unmatched uncertainties Φ(t, x) and ∆Ψ(t, x) satisfy the
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conditions

‖Φ(t, x)‖ ≤ 0.25sinx4︸ ︷︷ ︸
ζ1(t,x)

+ 0.4‖y‖︸ ︷︷ ︸
ζ2(t,y)

(6.54)

‖∆Ψ(t, x)‖ ≤ 0.005sin2x4︸ ︷︷ ︸
ξ1(t,x)

+ 0.001sin2y3‖y1‖︸ ︷︷ ︸
ξ2(t,y)

(6.55)

From Assumption 6.2, although there are several methods mentioned in [119] for

determining the matrix K, such as output feedback pole placement method, etc. It is

still not intuitive to choose gains to stabilise the TWIP system. Therefore, Figure 6.2

illustrates an admissible stable region in the shaded open set for selecting appropriate

design parameters K1 and K2.

Figure 6.2: The admissible region of gains K1 and K2 to satisfy Assumption 6.2

Remark 6.10. In Figure 6.2, it is worth mentioning that increasing K1 and decreasing

K2 simultaneously will generate system oscillations. The larger K1 and the lower K2 are

chosen, the higher chance system will lead to instability. On the contrary, reducing K1

and boosting K2 together result in extended convergence time. Hence, to achieve decent

control performance, the values of K1 and K2 should be selected as close as possible

within the shaded area whilst satisfying the sufficient condition (6.41).

Therefore, choosing K1 = 9.9, K2 = 7.6 and applying the algorithm in [116], the

CHAPTER 6. STATIC OUTPUT FEEDBACK CONTROL OF A TWO-WHEELED
INVERTED PENDULUM



6.3. SIMULATION STUDY 112

coordinate transformation matrix T in (6.12) can be defined as

T =


0 0 −1 −0.75252

1 0 0 0

0 1 0 0

9.9 7.6 0 1


(6.56)

Then the corresponding matrices of ez systems in (6.34)-(6.36) can be described by

Â11 Â12

Â21 Â22

 =


−16.507 122.98 63.863 −12.422

−1 7.45 5.7192 −0.75252

0 −9.9 −7.6 1

−72.495 1129.8 1057.6 −114.04


 Ẽ1

KC2Ẽ1 + Ẽ2

 =


33.014

0

0

125.19


,

 0

B̂2

 =


0

0

0

−335.42


[
0 Ĉ2

]
=

[
0 Ĉ21 Ĉ22

]
=


0 1 0 0

0 0 1 0

0 −9.9 −7.6 1



(6.57)

Since Â11 in (6.57) is stable, for Qz1 = I3, the solution of Lyapunov function (6.40)

is calculated as

Pz1 =


0.0378 −0.1237 −0.0689

−0.1237 6.4488 3.3671

−0.0689 3.3671 2.0205

 (6.58)

By direct computation, ‖Ẽ1‖ = 33.014, ξ1(·) ≤ 0.005 and ξ2(·) ≤ 0.001‖y1‖.

When the system is restricted to the sliding surface, ‖ez1‖ = 33.744, ‖Pz1ez1‖ = 117.75

and ‖y1‖ = 16.324, it is straightforward to verify that the condition in Theorem 6.1

is satisfied. Hence, the sliding motion associated with the sliding surface is uniformly

ultimately bounded. Then, choosing Lζ1 = 0.5, Lξ1 = 0.01, δ = 7.7626 and ρ =
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Figure 6.3: Time responses of the system outputs y(t) under matched and unmatched

uncertainties of the TWIP system driven on an inclined surface α = 5◦
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Figure 6.4: Time responses of the error outputs ey(t) under matched and unmatched un-

certainties of the TWIP system driven on an inclined surface α = 5◦
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Figure 6.5: Time responses of the control signal of the TWIP system driven on an inclined

surface α = 5◦

10. From Theorem 6.2 and reachability analysis in Section 6.2.2, the following output

feedback SMC is designed to ensure that the system can be driven to the sliding surface

in finite time.

u = 0.00298

[
206.83y2 − 124.43y3 +

σ(ey)

‖σ(ey)‖

(
83.855siny2 + 134.17‖y‖+ 0.62595sin2y3

+ 0.1252sin2y2‖y1‖+ 2972.7
)]

(6.59)

Figures 6.3, 6.4 and 6.5 show the time responses of the simulated output states, er-

ror outputs, and control signal in the presence of matched uncertainty τM = 0.6x2 +

0.3sgn(y1) and unmatched uncertainty τW = 0.1x2 + 0.2sgn(y2), similar friction repre-

sentations can be referred in [152, 153]. The results demonstrate the effectiveness of the

proposed control law in (6.59).
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6.4. CONCLUSION

In this chapter, a static output feedback SMC has been proposed for regulating a

TWIP system using the output variables. Matched and unmatched uncertainties are con-

sidered in the system design and the reduced-order sliding mode dynamics are utilised

to underpin the stability analysis. By taking advantage of the nonlinear bounds on the

uncertainties in both the sliding motion analysis and the control design, the system is

less conservative and the robustness is enhanced. The simulation results demonstrate the

performance of the proposed control method on a TWIP system.
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CHAPTER. 7

CONCLUSIONS AND FUTURE WORK

7.1. SUMMARY AND CONCLUSIONS

This thesis has presented control designs for TWMRs using sliding mode techniques,

mainly focusing on the trajectory tracking SMC on a TWMR system and setpoint regu-

lation SMC on a TWIP system based on full-state feedback and static output feedback

approaches. Before diving into the main contents, some background knowledge of math-

ematics and control theories has been reviewed in Chapters 2 and 3.

This thesis has drawn the following conclusions.

• A nonlinear SMC law has been proposed to track the predefined trajectories on a

TWMR with caster wheels. By employing a new structure of the sliding function,

the original nonlinear tracking error system can be transformed to a reduced-order

sliding mode dynamic to facilitate stability analysis of tracking error dynamics,

which reduces conservatism. Moreover, the tracking results for the ideal trajecto-

ries, such as line, circle and lemniscate curve, have demonstrated the more effec-

tiveness and better tracking performance of the proposed SMC scheme than a PID
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approach in the presence of matched and unmatched uncertainties.

• A SMC law has been designed to regulate a TWIP system using full-state variables.

The system was modelled based on the Lagrangian dynamics considering unknown

matched and unmatched uncertainties bounded by known nonlinear functions. Then

the model was linearised and further transformed into a regular form to facilitate the

stability analysis and design. Finally, both simulation and experiment results have

been presented to demonstrate the feasibility and effectiveness of the developed

method.

• A static output feedback SMC has been presented for regulating a TWIP system

when only the partial state variables are accessible. Matched and unmatched un-

certainties have been considered in the control design and the reduced-order sliding

mode dynamics are utilised to underpin the stability analysis. By taking advantage

of the nonlinear bounds on the uncertainties in both the sliding motion analysis and

the control design, the results are less conservative and the robustness is enhanced.

The simulation results have demonstrated the effectiveness of the proposed SMC

scheme.

7.2. IDEAS FOR FUTURE RESEARCH

There are some possible ideas for future research.

For the trajectory tracking control of the TWMR system, although the tracking per-

formance is achieved in both simulation and experiment, the thesis only considers the

kinematic layer of the system, which is not ideal for the situations where uncertainties

and disturbances are encountered. Therefore, one of the further researches is to study

both the dynamic and kinematic layers of the TWMR system with the consideration of

unknown matched and unmatched uncertainties. A few other possible approaches can be

combined with SMC design to further enhance robustness and achieve better performance

to deal with uncertainties and disturbances specifically when the considered system in-

volves parametric uncertainties, for example, adaptive, neural network with intelligence,
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etc. However, from the existing literature, many researchers focus on the robust con-

trol designs, adaptive SMC and neural network SMC, only on the dynamic layer of the

TWMR system, which only guarantee the robustness and performance of the linear and

angular velocities of TWMR tracking control, not the posture of the robot. Therefore, a

possible solution is to apply one SMC law with an adaptive or neural network method for

robustly tracking the posture of the TWMR system on the kinematic layer whilst control-

ling the robot velocities on the dynamic layer using another adaptive or neural network

SMC under the presence of uncertainties and disturbances. Moreover, the other possible

improvement of the proposed trajectory tracking control is to design a nonlinear SMC law

with a novel nonlinear sliding surface to globally stabilise the system so that the forward

and backward tracking can be performed simultaneously without modifying the switching

function in advance, as mentioned in Remark 4.5 of Chapter 4.

In the case of control designs of the TWIP system, the approximate linearisation

approach for original nonlinear TWIP dynamics is applied, which makes the designed

controller may not work well or even result in unstable closed-loop system in imple-

mentation. Hence, a novel nonlinear SMC design becomes crucial for TWIP systems

considering partial linearisation or full nonlinear. Furthermore, the control robustness of

the TWIP system can be further enhanced by introducing the disturbance observer-based

SMC approach to estimate the unmatched uncertainties caused by the drift of the robot.

Lastly, in Chapter 6, the proposed static output feedback SMC law may not be applicable

by using a different output matrix C, which means that the selected output information

of the TWIP system can be restricted case by case. Therefore, the reduced-order state

observers can be a solution at the cost of increased system dimensions to tackle this issue.

Finally, since this thesis presents the trajectory tracking control on a TWMR with

caster wheels and stabilisation of a TWIP system, the research of trajectory tracking SMC

on a TWIP system, which is the combination of the works as mentioned earlier, is also

an exciting and challenging area. As the TWIP systems are only considered longitudinal

modelling in this thesis, it might be an interesting but challenging research topic to com-

bine longitudinal and lateral models together to obtain better description for the TWIP

system and further to improve the control performance from all aspects.
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APPENDIX. A

DYNAMIC MODELLING OF A

TWO-WHEELED INVERTED

PENDULUM

In Figure A.1, the positions and velocities of the body and wheel are described by

xB = Lsinθp +RΨlcosα +RΨrcosα

yB = Lcosθp +RΨlsinα +RΨrsinα

xW = RΨlcosα +RΨrcosα

yW = RΨlsinα +RΨrsinα

ΨW = Ψl+Ψr
2

(A.1)

where (xB, yB) and (xW , yW ) represents the coordinates of the TWIP body and wheel,

respectively. θp is the attitude pitch angle of the TWIP body, L is the length between the

wheel axis and the centre of gravity (CoG) of the body, R is the radius of the wheels,

Ψl, Ψr and ΨW denote the angular displacements of the left, right and the TWIP wheels

respectively, α is the inclination angle of a ramp.
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Figure A.1: Modelling of a two-wheeled inverted pendulum

Then, (A.1) can be rewritten as follows

xB = Lsinθp +Rcosα(Ψl + Ψr) = Lsinθp + 2RcosαΨW

yB = Lcosθp +Rsinα(Ψl + Ψr) = Lcosθp + 2RsinαΨW

xW = Rcosα(Ψl + Ψr) = 2RcosαΨW

yW = Rsinα(Ψl + Ψr) = 2RsinαΨW

(A.2)

The derivatives of (A.2) can be described by

ẋB = Lθ̇pcosθp + 2RcosαΨ̇W

ẏB = −Lθ̇psinθp + 2RsinαΨ̇W

ẋW = 2RcosαΨ̇W

ẏW = 2RsinαΨ̇W

(A.3)

The Lagrangian L for the TWIP system can be defined as

L = VB + VW − UB − UW (A.4)

where VB, VW , UB, and UW represent the kinetic and potential energies of the body and

wheel, respectively.
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Further, the kinetic energies of the TWIP body VB and the wheels VW are described

by

VB =
1

2
MB(ẋ2

B + ẏ2
B) +

1

2
Jθp θ̇

2
p

=
1

2
MB

[(
Lθ̇pcosθp + 2RcosαΨ̇W

)2

+
(
− Lθ̇psinθp + 2RsinαΨ̇W

)2
]

+
1

2
Jθp θ̇

2
p

=
1

2
MB

(
L2θ̇2

pcos
2θp + 4LRθ̇pΨ̇W cosθpcosα + 4R2cos2αΨ̇2

W + L2θ̇2
psin

2θp

− 4LRθ̇pΨ̇W sinθpsinα + 4R2sin2αΨ̇2
W

)
+

1

2
Jθp θ̇

2
p

=
1

2
MB

(
L2θ̇2

p + 4LRθ̇pΨ̇W

(
cosθpcosα− sinθpsinα

)
+ 4R2Ψ̇2

W

)
+

1

2
Jθp θ̇

2
p

=
1

2
MB

(
L2θ̇2

p + 4LRθ̇pΨ̇W cos(θp + α) + 4R2Ψ̇2
W

)
+

1

2
Jθp θ̇

2
p

VW =
1

2
MW (ẋ2

W + ẏ2
W ) +

1

2
JW Ψ̇2

W

=
1

2
MW

[(
2RcosαΨ̇W

)2

+
(

2RsinαΨ̇W

)2
]

+
1

2
JW Ψ̇2

W

=
1

2
MW

[
4R2cos2αΨ̇2

W + 4R2sin2αΨ̇2
W

]
+

1

2
JW Ψ̇2

W

=
1

2
MW4R2Ψ̇2

W +
1

2
JW Ψ̇2

W

= 2MWR
2Ψ̇2

W +
1

2
JW Ψ̇2

W

(A.5)

where MB and MW are the masses of the TWIP body and wheel, respectively. Jθp and

JW represents the moment of inertias of the body w.r.t y-axis and the wheels, accordingly.

Next, the potential energies of the TWIP body UB and the wheels UW can be given

as

UB = MBg
(
Lcosθp +RΨlsinα +RΨrsinα

)
= MBg

(
Lcosθp + 2RsinαΨW

)
UW = MWgRΨlsinα +MWgRΨrsinα

= 2MWgRsinαΨW

(A.6)

From (A.4), (A.5) and (A.6), the Lagrangian L for the TWIP system can be ex-
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panded by

L =
1

2
MB

(
L2θ̇2

p + 4LRθ̇pΨ̇W cos(θp + α) + 4R2Ψ̇2
W

)
+

1

2
Jθp θ̇

2
p + 2MWR

2Ψ̇2
W +

1

2
JW Ψ̇2

W

−MBg
(
Lcosθp + 2RsinαΨW

)
− 2MWgRsinαΨW

=
1

2
MBL

2θ̇2
p + 2MBLRθ̇pΨ̇W cos(θp + α) + 2MBR

2Ψ̇2
W +

1

2
Jθp θ̇

2
p + 2MWR

2Ψ̇2
W

+
1

2
JW Ψ̇2

W −MBgLcosθp − 2MBgRsinαΨW − 2MWgRsinαΨW

(A.7)

Further, the Lagrangian dynamic modelling of the TWIP system can be described by

d

dt

(
∂L

∂θ̇p

)
− ∂L

∂θp
= −u− τB

d

dt

(
∂L

∂Ψ̇W

)
− ∂L

∂ΨW

= u+ τB − τW

(A.8)

where τB, τW represent the friction torque forces related to the TWIP body and the ground,

respectively. u denotes the total torque (control input) applied to the wheels of the TWIP.

Substituting the Lagrangian motion equation (A.7) into (A.8) and taking the deriva-

tives, it follows that

d

dt

(
∂L

∂θ̇p

)
− ∂L

∂θp
=
(
MBL

2θ̈p + 2MBLRcos(θp + α)Ψ̈W + Jθp θ̈p

)
−MBgLsinθp

d

dt

(
∂L

∂Ψ̇W

)
− ∂L

∂ΨW

=
(

4
(
MB +MW

)
R2 + JW

)
Ψ̈W + 2MBLRcos(θp + α)θ̈p

− 2MBLRsin(θp + α)θ̇2
p + 2gR

(
MB +MW

)
sinα

(A.9)

Therefore, the final Lagrangian dynamic model of the TWIP system can be described

by

c1θ̈p + c2cos(θp + α)Ψ̈W − c3sinθp = −u− τB

c4Ψ̈W + c2cos(θp + α)θ̈p − c2sin(θp + α)θ̇2
p + c5sinα = u+ τB − τW

(A.10)
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where ci for i = 1, 2, 3, 4, 5 are constants and defined as

c1 = MBL
2 + Jθp

c2 = 2MBLR

c3 = MBgL

c4 = 4
(
MB +MW

)
R2 + JW

c5 = 2gR
(
MB +MW

)
(A.11)
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APPENDIX. B

HARDWARE DESCRIPTIONS FOR

TWO-WHEELED MOBILE ROBOTS

B.1. CHOICE OF MICROCONTROLLER BOARDS

It is well-known that robotic microcontroller boards are the core processing units for

sensors data acquisition, control laws execution and data communication between robots

and PC terminals. When selecting the microcontroller boards, researchers often consider

(a) (b)

Figure B.1: Microcontroller boards. (a) Arduino Due. (b) STM32F407
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the specifications in terms of the processors’ performance, power consumptions, prices,

sizes of the boards, etc. Among all the different types of embedded chips for microcon-

troller boards, such as ARM, DSP and FPGA, ARM boards own relatively robust tasks

management functionality, which can be used to run interfaces and control applications

more conveniently. Therefore, in this thesis, two different ARM microcontroller boards

have been chosen to demonstrate the TWMR controls. The former is the Arduino Due

in Figure B.1(a) for trajectory tracking control of a TWMR system and the latter is the

STM32F407 in Figure B.1(b) for regulation controls on a TWIP system. Both of these

two boards have the advantages of low power consumption, small sizes, low prices with

twice the processing capacity of STM32F407 (168 MHz operating frequency) compared

to Arduino Due (84 MHz).

It is worth mentioning that the reason for employing Arduino Due for the earlier

research related to the trajectory tracking control is to utilise the Arduino user-friendly

open-source software libraries and its IDE for easy implementation and demonstration.

However, the drawbacks of using Arduino related software are the slow compilation time

and low code efficiency due to the heavy dependency of the built-in libraries. Therefore,

the utilisation of STM32F407, for the TWIP system with the software architecture de-

signed in Section 5.4, is an upgrade version of the Arduino Due board for better control

performance.

B.2. OPTION OF ACTUATORS AND MOTOR DRIVERS

The selected gear motor is a powerful 12V brushed DC motor with a 30:1 metal gear-

box, which is illustrated in Figure B.2(b). The detailed specifications are listed in Table

B.1. It is worth mentioning that the values of the friction constant BM and the moment

of inertia JM of this motor are retrieved based on the parameter identification processes

described in Section C.2.2. Moreover, the motor drive, depicted in Figure B.2(c), is a

fully integrated H-bridge high current motor driver for bidirectional speed control of the

DC brushed motor along with a hall effect current sensing module for motor current mea-

surement.
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Table B.1: Specifications of DC Brushed Motor

DC Brushed Motor

No-load speed @ 12V 350 RPM

No-load current @ 12V 0.3 A

Stall current @ 12V 5 A

Stall torque @ 12V 0.7768 N.m

Resistance (RM ) 3.4 Ω

Inductance (LM ) 1.78x10−3 H

Torque constant (Kt) 0.1653 N.m/A

Back EMF (Ke) 0.2996 V.s/rad

Friction constant (BM ) 0.000585 N.m.sec/rad

Moment of inertia (JM ) 0.001032 N.m.sec2/rad

Gear ratio 30:1

B.3. SELECTION OF SENSORS

This section describes two primary sensors employed in the TWMR and TWIP sys-

tems: the IMU and the quadrature encoder attached at the back of the motor.

• The MPU9250, illustrated in Figure B.2(a), is a popular lightweight and cost-

effective nine-axis micro-electromechanical system (MEMS) motion tracking de-

vice, which consists of a three-axis of gyroscope, three-axis of accelerometer and

three-axis magnetometer. It is worth mentioning that only the gyroscope and ac-

celerometer are utilised in the trajectory tracking and regulation controls of the

TWMR and TWIP systems. It is widely known that the gyroscope measures the

angular velocity, and the accelerometer is used to sense the total acceleration elim-

inating gravity or the non-gravitational force per unit mass. The specifications of

the gyroscope and accelerometer are listed in Table B.2, which are allowed to mea-

sure up to±2000 degrees per second and±16 non-gravitational force per unit mass

according to the full-scale range. Moreover, the sensitivity scale factor is a number
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(a) (b) (c)

Figure B.2: (a) IMU. (b) DC brushed motor with encoder. (c) High power dual motor

driver

to convert the IMU raw data in the LSB unit to the actual angular rate of gyroscope

and non-gravitational force per unit mass of the accelerometer.

In this thesis, the full-scale range of the gyroscope and accelerometer have been

configured to ±2000 ◦/s and ±8 g and the corresponding sensitivity scale factors

are set up to 16.4 LSB/(◦/s) and 4096 LSB/g for the applications of trajectory

tracking and setpoint regulation controls of the TWMR and TWIP systems, respec-

tively. A simple example is provided as follows to demonstrate the conversion

between the IMU raw data and the actual angular velocity with non-gravitational

force per unit mass.

For example: suppose the raw gyroscope and accelerometer outputs of the y-axis

are 5.9434 LSB and 115.4287 LSB, accordingly. Based on the previously con-

figured sensitivity scale factor, the corresponding angular velocity of the gyroscope

is 5.9434/16.4 = 0.3624 ◦/s and the non-gravitational force per unit mass of the

accelerometer is 115.4287/4096 = 0.0282 g. In terms of communications, the IMU

has two transmission protocols, namely, Inter-Integrated Circuit (I2C) and SPI, re-

spectively. It is worth mentioning that the sampling frequency is limited to 1000 Hz

for using I2C, whereas a maximum of 8000 Hz is allowed to be configured using

SPI protocol. Therefore, the SPI is chosen in this thesis to maximise the data rate

to achieve better system performance.

• The quadrature encoder, attached on the rear protrusion of the motor in Figure

APPENDIX B. HARDWARE DESCRIPTIONS FOR TWO-WHEELED MOBILE
ROBOTS



B.3. SELECTION OF SENSORS 129

Table B.2: Specifications of gyroscope and accelerometer

Inertial Measurement Unit (MPU9250)

Gyroscope Accelerometer

±250 [◦/s] ±2 [g]

Full-Scale Range ±500 [◦/s] ±4 [g]

±1000 [◦/s] ±8 [g]

±2000 [◦/s] ±16 [g]

131 [LSB/(◦/s)] 16384 [LSB/g]

Sensitivity Scale Factor 65.5 [LSB/(◦/s)] 8192 [LSB/g]

32.8 [LSB/(◦/s)] 4096 [LSB/g]

16.4 [LSB/(◦/s)] 2048 [LSB/g]

Figure B.3: Outputs of encoder channel A and B when the motor runs at 12V

B.2(b), is a two-channel (A and B) Hall effect encoder, which is used to sense

the rotation of a magnetic disk of the motor shaft. The quadrature encoder provides

a resolution of 64 counts per revolution (CPR) of the motor shaft when counting

both rising and falling edges of both channels. To compute the CPR of the gearbox

output, multiply the gear ratio by 64. Based on the abovementioned DC brushed
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motor with gear ratio 30:1, the gearbox output of the motor is 64 ∗ 30 = 1920 CPR.

Moreover, the A and B outputs are square waves approximately 90◦ out of phase.

The frequency of the transitions represents the speed of the motor, and the order

of the transitions indicates the motor direction. Figure B.3 shows the channels A

and B (yellow and cyan) of encoder outputs when the motor runs at 12 volts. It is

worth noting that the encoder is not only to measure the angular displacement of

the motor but also an important device to output data for calculating the position

coordinate of the TWMR system in trajectory tracking control.
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APPENDIX. C

SOFTWARE DESCRIPTIONS FOR

TWO-WHEELED MOBILE ROBOTS

The appendix will describe the software related to the trajectory tracking and regulation

controls of TWMR and TWIP systems.

C.1. MATLAB SIMULATION

C.1.1. GRAPHICAL USER INTERFACE FOR TRAJECTORY TRACK-

ING CONTROL OF A TWO-WHEELED MOBILE ROBOT

Figure C.1 shows an intuitive approach to testify the trajectory tracking control on

a TWMR system by using a self-developed Matlab GUI, which is able to configure the

initial postures of the desired and actual robots, the design parameters of the SMC law, and

the trajectory types, such as line, circle. Once all the information are configured properly,

the corresponding tracking motion can be seen on the right axes with the initial desired
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and actual robots plotted in red and green colours, respectively. The time responses of

the tracking errors, sliding surfaces, and control signals can be displayed by clicking the

’Detail Results’ button, which is illustrated in Figure C.2.

Figure C.1: Graphical user interface for the trajectory tracking control of a TWMR system

under Matlab simulation

Figure C.2: Details information of the trajectory tracking control on a TWMR system

under Matlab simulation
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C.2. PRACTICAL EXPERIMENTATION

C.2.1. ORIENTATION FILTER FUSION USING MAHONY ALGORITHM

FOR INERTIAL MEASUREMENT UNIT

With the utilisation of IMU described in Section B.3 and before the gyroscope and

accelerometer are to be used in the implementation of feedback control laws, it is nec-

essary to perform the calibration processes due to the manufactured misalignment errors,

etc. A typical IMU calibration process usually estimates scale-factors, orthogonality or

misalignment errors and offsets of both triads with a so-called sensor error model (SEM)

[154] [155]. Based on the SEM and referenced calibration method, the calibration results

of accelerometer and gyroscope are illustrated in Figures C.3 and C.4, respectively. In

Figure C.3, the black dotted graphs represent the uncalibrated accelerometer data of x,

y, z axes, and the blue dash-dotted plots correspond to the calibrated ones. Similar to

Figures C.3, the red lines in Figure C.4 depict the calibrated gyroscope data whereas the

blue dotted graphs indicate the uncalibrated counterparts.
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Figure C.3: Results of calibration and filtration of three-axis accelerometer data
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Figure C.4: Calibration results of three-axis gyroscope data
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Figure C.5: Filtration results of three-axis gyroscope data
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Figure C.6: Drift-free results of three-axis gyroscope data
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Figure C.7: Roll, pitch, and yaw Euler angles computed by Mahony algorithm

Further, it can be noticed from Figures C.3 and C.4 that there exist a large amount

of measurement Gaussian white noises in the gyroscope and accelerometer, which could

result in wear and tear of the actuators. Therefore, it is vital to carry out some filtration

processes for the IMU sensor. In [156] and the references therein, there are several filtra-

tion methods, such as first-order low pass filter, second-order biquadratic filter, bandpass
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filter, notch filter, etc. In this thesis, the second-order biquadratic filter is employed to

filter the measurement noises of the gyroscope and accelerometer, and the corresponding

results are depicted in Figures C.3 and C.5. The filtered accelerometer and gyroscope data

of the three-axis are illustrated in red lines in both diagrams. It is obvious to see that the

magnitudes of both white Gaussian noises are reduced significantly.

Lastly, a Mahony data fusion algorithm [147] is applied to resolve the drift over

time issues caused by the gyroscope using an internal PI controller and transform the

output quaternion data to the roll, pitch and yaw Euler angles for the implementation

of trajectory tracking and setpoint regulation controls. Figure C.6 shows the results of

calibrated filtered drift-free three-axis gyroscope data in red lines, and the Euler angles are

illustrated in Figure C.7 with a series of rolling to the left, followed by pitching backwards

then a yawing to the left maneuvres.

C.2.2. PARAMETER IDENTIFICATION OF DC BRUSHED MOTORS

Some of the factories provide all the specification information for their motors, which

eliminate numerous inconvenience for practical implementation of the motor control. Un-

fortunately, the motors employed in this thesis, illustrated in Figure B.2 (b), do not have

the full parameters data with unavailable information of the friction constant and the mo-

ment of inertia. Although some of the existing literature neglect the friction constant of

the motor by configuring it to zero [116], the motor parameters are required to be mea-

sured relatively accurate to achieve better control performance. This section studies the

parameter identification in practical processes for obtaining the friction constant and mo-

ment of inertia of the wheels provided in Tables 5.1, 6.1, and B.1, respectively.
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The DC motor can be modelled as follows.

TM(t) = KT iM(t) (C.1)

TL(t) = BMωM(t) + TW (t) (C.2)

TTotal(t) = TM(t)− TL(t) (C.3)

ω̇M(t) =
1

JM
TM(t)− 1

JM
TL(t) =

KT

JM
iM(t)− BM

JM
ωM(t)− 1

JM
TW (t) (C.4)

i̇M(t) = −RM

LM
iM(t)− KE

LM
ωM(t) +

1

LM
VS(t) (C.5)

where TM(t) is the motor torque, TL(t) is the load torque, TTotal is the total torque. ωM(t)

and iM(t) represent the motor’s angular velocity and current value, respectively. TW (t)

and VS(t) denote the wheel torque and voltage of the motor. KT is the torque constant,

KE is the electromotive force (e.m.f) constant, RM is the motor resistance, LM is the

internal inductance of the motor, BM and JM denote the friction constant and moment of

inertia of the motor.

Define the state vector x(t) = [x1(t), x2(t), x3(t)]T = [θM(t), ωM(t), iM(t)]T , θM(t)

is the angular position of the motor. The motor system can be described in state-space

representation by

ẋ(t) = Ax(t) +Bu(t) (C.6)

where x(t) = [x1, x2, x3]T = [θM , ωM , iM ]T denotes the state vector. u(t) = [u1(t), u2(t)]T =

[TW (t), VS(t)]T is the control input. The corresponding matrices A and B are defined by

A =


0 1 0

0 −BM
JM

KT
JM

0 −KE
LM

−RM
LM

 , B =


0 0

− 1
JM

0

0 1
LM

 (C.7)

It should be mentioned that the parameters of KT , KE can be calculated from the

stall and no-load current and torque values provided in Table B.1 using the following

equations.

KT =
TStall

IStall − INo-load
(C.8)

KE =
VMax − INo-load ×RM

ωNo-load
(C.9)
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Figure C.8: The motor testing rig for obtaining the friction constant BM and the moment

of inertia JM

where TStall is the stall torque, IStall and INo-load are the stall and no-load current values.

VMax is the maximum voltage allowed to be applied on the motor, which is 12 V in this

case. ωNo-load is the no-load velocity. Moreover, the motor resistance and inductance can

be directly measured from two terminals of the motor.

Further, the processes of obtaining the friction constant BM and the moment of iner-

tia JM can be described as follows.

Friction constant BM

From (C.4), it is straightforward to see that the friction constant can be determined

when the angular acceleration of the motor ω̇(t) is set to zero, i.e. when the motor spins at

constant velocities. Since the current value can be measured in real-time using multimeter

as illustrated in Figure C.8 and the angular velocity can be computed based on the angular

position data and the central difference method at time t−1, t0, and t1 by

ωM(t) = θ̇M ≈
θM(t1)− θM(t−1)

2∆t
+O(∆t2) (C.10)
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Figure C.9: The results of obtaining the friction constant BM of the motor using linear

and parabolic fitting methods

where ∆t is the time interval between two sampled data. Since the central difference

method is an approximation approach, it should be noted that the angular velocity may

not be calculated accurately. Therefore, the results of the friction constant and the moment

of inertia can be subject to computational bias.

The experiment is conducted under nine different configurations of the PWM duty

cycles, from 5 % to 80 %. Moreover, the testing process collects ten measurements of

current and velocity data for each PWM duty cycle. Figure C.9 shows the results of two

different fitting methods for retrieving the friction constant BM based on the load torque

equation of (C.2). The linear and parabolic fitting equations can be described by

TLlinear = BMω(t) + TW (t) = BMω(t) + Ti(t) = 0.000325ω(t) + 0.0328 (C.11)

TLparabola = BMω(t) + TW (t) = BMω(t) + Ti(t) + CMω
2(t) (C.12)

= 0.000585ω(t) + 0.03144− 0.000008295ω2(t)

where Ti(t) is the intrinsic torque to counteract the motor resistance to barely spin the
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wheel.

It can be seen from Figure C.9 that the parabolic fitting results are more accurate than

the linear one. Hence, the friction constant is chosen to beBM = 0.000585N.m.sec/rad.

Moment of Inertia JM

The moment of inertial of the motor can be computed from (C.1)-(C.3) and (C.12)

as follows.

JM =
TTotal

dω(t)/dt
=
KT iM(t)− Ti(t)−BMω(t)− CMω2(t)

dω(t)/dt
(C.13)
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Figure C.10: The results of the total torque TTotal and the velocity difference (ω2 − ω1)

during the acceleration stage

By re-arranging (C.13) and taking the integration from both sides, it follows that

JMdω(t) = TTotaldt

=⇒
∫ ω2

ω1

JMdω(t) =

∫ t2

t1

TTotaldt

=⇒ JM (ω2 − ω1) =

∫ t2

t1

TTotaldt

=⇒ JM =

∫ t2
t1
TTotaldt

(ω2 − ω1)

(C.14)
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Figure C.11: The results of the moment of inertia JM under 45 repetitive experiment

The angular velocities of ω1 and ω2 in (C.14) can be computed based on (C.10).

Figure C.10 illustrate the total torque TTotal in red region and the velocity difference

(ω2−ω1) between the time 2.81 second to 2.9 second during the motor acceleration stage

under a single experimentation. The corresponding moment of inertia can be computed

based on (C.14).

The final value of JM is obtained by fitting with 45 experiment data depicted in

Figure C.11 as follows.

JM = 1.032× 10−3 ± 4.86× 10−5 N.m.sec2 / rad (C.15)
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