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ABSTRACT 

 

Animal survival profoundly depends on the ability to detect stimuli in the environment, process 

them and respond accordingly. In this respect, motor responses to a sensory stimulation evolved 

into a variety of coordinated movements, which involve the control of brain centres over spinal 

locomotor circuits. The hatchling Xenopus tadpole, even in its embryonic stage, is able to detect 

external sensory information and to swim away if the stimulus is considered noxious. To do so, 

the tadpole relies on well-known ascending sensory pathway, which carries the sensory 

information to the brain. When the stimulus is strong enough, descending interneurons are 

activated, leading to the excitation of spinal CPG neurons, which causes the undulatory 

movement of swimming. 

However, the activation of descending interneurons that marks the initiation of motor response 

appears after a long delay from the sensory stimulation. Furthermore, the long-latency response 

is variable in time, as observed in the slow-summating excitation measured in descending 

interneurons. These two features, i.e. long-latency and variability, cannot be explained by the 

firing time and pattern of the ascending sensory pathway of the Xenopus tadpole. Therefore, a 

novel neuronal population has been proposed to lie in the hindbrain of the tadpole, and being 

able to ‘hold’ the sensory information, thus accounting for the long and variable delay of swim 

initiation. In this work, the role of the hindbrain in the maintenance of the long and variable 

response to trunk skin stimulation is investigated in the Xenopus tadpole at developmental stage 

37/38. A multifaceted approach has been used to unravel the neuronal mechanisms underlying 

the delayed motor response, including behavioural experiments, electrophysiology analysis of 

fictive swimming, hindbrain extracellular recordings and imaging experiments. 

Two novel neuronal populations have been identified in the tadpole’s hindbrain, which exhibit 

activation patterns compatible with the role of delaying the excitation of the spinal locomotor 

circuit. Future work on cellular properties and synaptic connections of these newly discovered 

populations might shed light on the mechanism of descending control active at embryonic stage. 

Identifying supraspinal neuronal populations in an embryonic organism could aid in 

understanding mechanisms of descending motor control in more complex vertebrates. 
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1 Locomotion in Vertebrates 
 

Locomotion is one of the fundamental features of the animal kingdom. It appeared early during 

the evolution and can lead to very different final outputs, from the interminable migrations of 

whales and birds around the globe, to the slow crawling of snails and slugs in our gardens, to 

the humans’ walk to grab a coffee. 

Indeed, even the more ancient animals are able to move in order to satisfy their needs, with the 

necessities of food, shelter and breeding above all. Some of these simpler animals still survive 

nowadays, as they have evolved to perfectly fit in their ecological niche. This has allowed 

researchers to study the locomotion mechanisms of a variety of animals, including nudibranchs 

(Sakurai and Katz, 2015, Sakurai and Katz, 2016), the lamprey (Grillner et al., 2008, Dubuc et al., 

2008), the embryonic stages of newts and frogs (Roberts et al., 2010, Roberts et al., 2019) and 

fish (Fetcho et al., 2008, Berg et al., 2018). Experiments on mammals have been carried out on 

cats (Shik et al., 1968, Noga et al., 1988, Opris et al., 2019), and mice (Kiehn, 2006, Arber, 2012) 

(Kiehn, 2016). Intuitively, the type of locomotion one animal can perform is strictly linked to its 

body characteristics, like shape, weight and the kind of appendices it has, if there are 

appendices. Nevertheless, the building blocks of the locomotor circuit are conserved among 

animals, especially among vertebrates (Jung and Dasen, 2015, Katz, 2016, Kiehn, 2006). 

Locomotion, and movements in general, are the physical actions that animals, including humans, 

take to perform behaviours. These can be innate behaviours, for example escaping from a 

predator, or goal directed behaviours, such as searching for food. In both cases, the motor 

output rises from the interaction between neuronal activity at a central level (both in the brain 

and in the spinal cord), and the activation of motor neurons, that ultimately cause muscle 

contraction. Indeed, the ultimate physiological cause of locomotion in all vertebrates is the 

contraction of specific muscles, for a certain amount of time and in a particular sequence, which 

allows the displacement of the whole body. 

1.1 Central Pattern Generator 
 

From a neural circuit point of view, locomotion is maintained by neurons in the spinal cord 

forming the so-called Central Pattern Generator (CPG), a neuronal network that was firstly 
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identified in invertebrates, and that is able to organize rhythmic movement if sufficient 

excitation is provided (Wilson and Wyman, 1965, Grillner, 2006). Indeed, early experiments in 

the spinalized cat demonstrated the capability of the spinal cord circuit to elicit coordinated 

movements without the input of brain centres, and this was later proven to be true for the 

lamprey, the Xenopus tadpole, and the zebrafish (Orlovskiĭ, 1970, Buchanan James and Grillner, 

1987, Roberts et al., 2010, Eklöf-Ljunggren et al., 2012). The CPG of vertebrates consists of motor 

neurons, which directly elicit muscles contraction, and of diverse classes of interneurons, both 

excitatory and inhibitory (Goulding, 2009, Grillner and El Manira, 2020). Overall, the rhythmicity 

of the locomotion circuit can be summarized by the alternation of in-phase excitation and mid-

cycle inhibition (Goulding, 2009, Grillner and El Manira, 2020). 

Because the architecture of the CPG is formed by local neuronal circuits repeated along the 

spinal cord, it has been proposed that this circuit is formed by segmental neuronal pools, that 

can drive locomotion in distinct sectors of the spinal cord (Grillner, 2006, Dougherty and Kiehn, 

2010b). More recent evidence from the zebrafish and mice challenged this model and led to 

accept the view of the CPG as a continuous circuit, with rostral and caudal segments 

concatenated to each other. In fact, if the rhythmic aspect of the zebrafish locomotion is 

retained in disconnected spinal segments, this is not true for the overall coordination of the 

movement, which is lost when rostral and caudal portion of the spinal cord are severed (Wiggin 

et al., 2014). Spinal neurons in mice provide anatomical evidence for the importance of a globally 

patterned locomotion, with interneurons sending projections to distant segments, and 

conversely, motor neurons receiving connections from distant interneurons (Stepien and Arber, 

2008, Tripodi et al., 2011). 

The excitatory and inhibitory CPG neurons that drive swimming in the lamprey (Grillner and 

Matsushima, 1991) and in the Xenopus tadpole (Roberts, 2000) also run across multiple 

segments of the animal’s body, favouring the idea of a linked circuit along the spinal cord even 

in simpler organisms. It is now widely accepted that the overarching locomotor circuit is formed 

by long-ranging connections and local modules, and the coordination across all these elements 

is needed in order to achieve a functional motor output. 

1.1.1 Swimming 

Swimming is one type of locomotion that has been studied in depth because of its relatively 

simpler features if compared to movements in limbed animals. Although experiments on 
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nudibranchs shed light on the mollusks’ motor circuits (Sakurai and Katz, 2015, Sakurai and Katz, 

2016), the three swimming animals that have been, and still are, instrumental to understand 

how locomotion is initiated and sustained in vertebrates are the lamprey, the Xenopus laevis 

tadpole, and more recently, the zebrafish (Danio rerio). These three animal models swim by 

bending their elongated bodies in a rhythmic fashion, with waves of side-to-side alternating 

contractions that propagate from the head to the tail (Fetcho, 1992). The resulting undulatory 

movement opposes to the lateral pressure of water against the body, making the animal swim 

forward. Both the lamprey and the Xenopus tadpole show continuous movement during 

swimming episodes, with muscles on the opposite sides of the body contracting rhythmically 

and alternatively (Grillner and Matsushima, 1991, Roberts et al., 2010). The larval zebrafish 

instead, swims in a ‘beat and glide’ manner, with short episodes of active swimming followed 

by brief periods of inactivity (Saint-Amant and Drapeau, 1998, Buss and Drapeau, 2001). The 

adult zebrafish instead, swims continuously and stops by decreasing the undulatory movements 

instead of stopping abruptly (Gabriel et al., 2008). 

The CPG circuit that is active during swimming has been described first in the lamprey and in the 

tadpole, and it consists of excitatory and inhibitory premotor neurons, and motor neurons. 

Glutamatergic premotor neurons have descending axons, which run ipsilaterally in the spinal 

cord and rhythmically excite motor neurons. Glycinergic inhibitory commissural interneurons 

ensure rhythmic activation of the excitatory components on the two sides of the spinal cord, 

and thus they coordinate the opposing contractions that ultimately cause movement (Grillner 

and Matsushima, 1991, Roberts et al., 2010). As the Xenopus laevis tadpole is the model 

organism used in this work, its swimming behaviour and the CPG neurons underlying it are 

further explained in chapter 2. 

1.1.2 Locomotion in Limbed Animals 

Terrestrial limbed animals display a great variety of locomotor behaviours, among which are 

walking, running but also jumping or galloping. Each of these movements involves precise 

coordination both between the left and right limbs, as well as between the forelimbs and the 

hindlimbs, as different patterns in their movement give rise to different locomotion modalities. 

For example, while walking a cat’s limbs coordination is different from the limbs coordination 

observed during running. The mammalian locomotor system is much more complex than the 

one controlling swimming in fish and tadpoles, as it has to maintain the activity of four limbs, 
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which also need to be coordinated among each other depending on the environmental 

necessities. Furthermore, the coordinated contraction of muscles around the joints within each 

limb adds another level of complexity to the mammalian locomotor system. Early studies 

demonstrated that the CPG that controls the forelimbs is located in the cervical spinal cord and 

similarly, the CPG that controls the hindlimb is found in the lumbar spinal cord (Grillner and 

Zangger, 1979, Andersson and Grillner, 1981). These delocalized centres are connected to each 

other by long projections of genetically diverse neuronal populations, namely the V0v 

population, which provides the excitatory commissural connections and the V2a population, 

which instead provides the ipsilateral projections (Goulding, 2009, Kiehn, 2006, Kiehn, 2016). 

 

Figure 1.1 Locomotor rhythm in swimming and 

walking. 

A) Example of electrical activity recorded in the 

left and right muscles of the lamprey during 

swimming. 

B) Example of electrical activity recorded in the 

cat hindlimb during walking. In both recordings, 

rhythmic muscle contraction is alternate to 

produce locomotion. Adapted from (Orlovsky et 

al., 1999) in (Goulding, 2009). 

 

 

 

1.2 Brain Circuits for Locomotor Control 
 

Although the spinal circuits that sustain locomotion have been largely unravelled at least in 

simpler organisms as the lamprey and the tadpole, the brain circuits that exert control over the 

spinal circuits are still under investigation. A vast portion of the early and recent work on brain 

control of locomotion has been carried out on mammals, mostly cats and mice, but it was quickly 

observed that the basic mechanisms are shared also with non-mammal vertebrates (Grillner and 

Robertson, 2016, Katz, 2016). In the following paragraphs, a description of the mammalian 
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motor control circuit is reported, followed by a parallel description of motor control mechanisms 

in two swimming animals, lamprey and zebrafish. 

 

1.2.1 Locomotor Control in Mammals 

1.2.1.1 The Mesencephalic Locomotor Region 

Early experiments on cats allowed the identification of a midbrain area that, when electrically 

stimulated could elicit coordinated locomotion, which was also functional in adapting speed and 

gait (Shik Ml Fau - Severin et al., 1966, Shik and Orlovsky, 1976). This brain region was named 

MLR (Mesencephalic Locomotor Region), and it integrates incoming signals from different brain 

areas in order to coordinate movements which are suitable for the external environment 

(Ryczko and Dubuc, 2013, Jordan, 1998). More recent studies on mice identified a glutamatergic 

neuronal population in the MLR, which expresses the vesicular transported for glutamate 

VGluT2 and that is responsible for eliciting locomotion (Roseberry et al., 2016, Caggiano et al., 

2018). Indeed, optogenetic activation of these neurons led to locomotion, whilst their inhibition 

prevented motor activity in mice (Roseberry et al., 2016). Furthermore, the VGluT2-positive 

population in the MLR is divided into two sub-categories, which drive quick and slow locomotion 

respectively. Both the CnF (Cuneiform nucleus) and the PPT (prepontine nucleus) are anatomical 

regions that encompass the MLR and where VGluT2 neurons are present. When these 

glutamatergic neurons were selectively activated with optogenetics in one or the other area of 

the MLR, two different outcomes were recorded. After the activation of CnF neurons, quick 

locomotion that adapted to increasing stimulation frequency was elicited. On the contrary, 

when the PPT was activated, slow locomotor response was recorded, which failed to initiate at 

low frequency stimulation (Caggiano et al., 2018). The latter response was also shown to drive 

slow explorative behaviour in a hole-board test (File and Wardill, 1975, Kliethermes and Crabbe, 

2006), thus linking one neuronal population to a specific behaviour in mice (Caggiano et al., 

2018). 

1.2.1.2 Basal Ganglia  

Upstream of the MLR in the motor control pathway of mammals, lie the basal ganglia. Although 

the motor cortex sends projections to the MLR, experiments on several animals, including cats 

and rodents, demonstrated that removing the motor cortex does not impair the ability of the 

animal to move (Schaltenbrand and Cobb, 1931, Bjursten et al.). Nevertheless, this locomotor 
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ability is retained only if the basal ganglia are intact (Schaltenbrand and Cobb, 1931, Bjursten et 

al.). The mammals’ basal ganglia are a forebrain structure, formed by the striatum, the globus 

pallidus (divided in pars externa and pars interna, GPe and GPi, respectively), the substantia 

nigra pars reticulata (SNr) and the subthalamic nucleus (STN) (Grillner and El Manira, 2020). 

Experimental work over the years has proven that the basal ganglia is a brain region that can 

determine motor selection and whether locomotion happens or not (Albin et al., 1989, DeLong, 

1990{Grillner, 2016 #156). 

The output projections of the basal ganglia depart from the SNr and GPi and consist in GABAergic 

neurons which are tonically active in resting conditions (Hikosaka and Wurtz, 1983, Stephenson-

Jones et al., 2011, Surmeier et al., 2011). These neurons provide continuous inhibition to the 

brain motor centres, including the MLR (Garcia-Rill et al., 1983, Grillner et al., 2005), thus also 

silencing the VGluT2 neurons responsible for locomotion (Roseberry et al., 2016, Caggiano et 

al., 2018).  

The striatum is the input area of the basal ganglia (Gerfen and Surmeier, 2011, Grillner et al., 

2005, Kreitzer and Malenka, 2008), where another GABAergic population lies, namely the 

medium spiny neurons (MSNs) (Albin et al., 1989, Kreitzer and Malenka, 2008). Contrary to 

GABAergic neurons in the SNr and GPi, striatal MSNs are hyperpolarised at rest, and they are 

activated only following strong excitation (Surmeier et al., 2011). This population expresses two 

types of dopamine receptors (DR), either DR1 or DR2, which in turn define two neuronal 

pathways in the basal ganglia (Gerfen Charles et al., 1990, Surmeier et al., 1996, Gerfen and 

Surmeier, 2011). The neurons expressing DR1 run directly from the striatum to the GPi and the 

SNr, thus forming the so-called direct pathway. Conversely, the indirect pathway consists in DR2-

positive neurons, which connect the striatum to the GPe and the STN, from where projections 

reach the GPi and SNr (Mogenson et al., 1985, Wu et al., 1993). 

Both the direct and the indirect pathway neurons are active at locomotor initiation, and they 

activate heterogeneously the MLR neurons via the SNr, resulting in a combination of excitation 

and inhibition (Cui et al., 2013, Freeze et al., 2013, Jin et al., 2014, Barbera et al., 2016, Klaus et 

al., 2017). Among the SNr neurons that receive synaptic inputs from MSNs, only the cells that 

are silenced by the optogenetic activation of DR1 neurons were shown to be correlated to motor 

initiation. On the contrary, neurons in the SNr that were excited by the activation of DR2 neurons 

were correlated to movement arrest (Freeze et al., 2013). It was further demonstrated that DR1 
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and DR2 show opposite responses to dopamine, affecting the probability of activation of MSNs 

in the direct or indirect pathway (Parker et al., 2018).  

Dopaminergic neurons in the SNc (Substantia Nigra pars compacta) reach the striatal MSNs 

neurons and they have been shown to fire not only tonically, but also in phasic bursts prior to 

locomotion (da Silva et al., 2018, Howe and Dombeck, 2016). Indeed, the optogenetic activation 

of dopaminergic SNc neurons increased the probability of movement initiation in mice, but their 

inhibition was not sufficient to stop locomotion (da Silva et al., 2018). Instead, the inhibition of 

dopaminergic neurons makes animals at rest less prone to initiate movement (da Silva et al., 

2018, Howe and Dombeck, 2016). 

 

Figure 1.2 The basal ganglia circuit in mammals 

GABAergic MSNs in the striatum are activated by strong 

depolarization and control the MLR via a direct or indirect 

pathway, depending on the dopamine receptor expressed 

by MSNs. Neurons expressing the D1 receptor project 

directly to the GPi and SNr, inhibiting them. This will in turn 

remove the inhibition on the MLR. Conversely, neurons 

expressing the D2 receptor inhibit the GPe, which in turn 

release the GPI and the SNr from its own inhibition, 

ultimately silencing the MLR. (MSNs= medium spiny 

neurons; GPe= globus pallidum pars externa; STN= 

subthalamic nucleus; GPi= globus pallidum pars interna; 

SNr= substantia nigra pars reticulata). Adapted from 

(Ferreira-Pinto et al., 2018). 

 

  



1. Introduction 

 

8 
 

1.2.2 Locomotor Control in the Lamprey 

The lamprey is the most ancient vertebrate specie alive, and it has been, and still is, an 

instrumental animal model to decipher the neuronal mechanism of locomotion (Rovainen, 1979, 

Buchanan James and Grillner, 1987). Even in this animal, brain regions with the same 

functionality of the MLR and the basal ganglia are present, supporting the idea that locomotor 

behaviours and locomotor control have developed early on during evolution. 

Although the lamprey reticulospinal (RS) neurons that excite spinal CPG, including motor 

neurons, have been long known (Brodin et al., Buchanan James and Grillner, 1987), it was only 

more than ten years later that the MLR was identified in the lamprey (Sirota et al., 2000, Brocard 

and Dubuc, 2003). As it happens with mammalian locomotion, electrical stimulation of the 

lamprey’s MLR elicits coordinated swimming. In this ancient vertebrate, the MLR is a very small 

brain region, located in the caudal mesencephalon, which was shown to be able to start 

swimming after AMPA microinjection, leading to propose that the descending connections were 

glutamate mediated (Sirota et al., 2000). Intracellular recordings of RS neurons following MLR 

stimulation, together with backfilling staining of projections, provided evidence for a direct 

connection from the MLR to RS neurons (Sirota et al., 2000, Brocard and Dubuc, 2003), thus for 

a direct control of the MLR on locomotor behaviour in the lamprey. 

GABAergic neurons have been identified in the lamprey forebrain, which sends GABAergic 

projections that reach the MLR (Robertson et al., 2006, Ménard et al., 2007). The forebrain 

region where these GABAergic neurons lie has been proposed to serve as the input layer (the 

striatum in mammals) of the basal ganglia in the lamprey (Robertson et al., 2006, Ménard et al., 

2007, Grillner et al., 2008). Similar to mammals, the dopaminergic system plays an important 

role in the mechanism of motor control in lamprey (Ryczko and Dubuc, 2017). Indeed, 

dopaminergic projections from the posterium tuberculum (PT), homologous of the SNc and the 

VTA (ventral tegmental area) in mammals, were found to be both ascending to the striatum 

(Ryczko and Dubuc, 2013), as well as descending to the MLR (Ryczko and Dubuc, 2013, Pérez-

Fernández et al., 2014, Ryczko and Dubuc, 2017). When this dopaminergic region was 

stimulated, a dopamine release was detected in the MLR, followed by the activation of RS 

neurons (Ryczko and Dubuc, 2013). Furthermore, the microinjection of DR1 antagonist in the 

MLR reduced the locomotor output, while bath applied dopamine had the opposite results 

(Ryczko and Dubuc, 2013). Recently, a novel dopamine-mediated pathway has been unveiled in 
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the lamprey, with dopaminergic projections that run from the PPT directly to RS neurons (Ryczko 

et al., 2020). Also in this pathway, the blockade of DR1 caused the RS neurons to be less active 

and it impaired locomotion (Ryczko et al., 2020). So far, the lamprey is the only organism where 

this ‘short’ pathway has been documented, even if dopaminergic projections have been found 

around Mauthner cells in zebrafish (McLean and Fetcho, 2004b, McLean and Fetcho, 2004a). 

1.2.2.1 Sensorimotor control 

The lamprey model organism has also been exploited to study mechanism of sensorimotor 

control, i.e. the motor output that the animal produces in response to a sensory stimulation to 

the skin (Dubuc et al., 1993a, Di Prisco et al., 1995, Viana Di Prisco et al., 2000). Cutaneous 

stimulation is detected by sensory neurons and the sensory information enters the CNS either 

via the dorsal roots, in the case of stimulation to the skin that covers the body of the animal 

(Dubuc et al., 1993b), or via the trigeminal nerve, in case of stimulation to the head skin (Glenn 

Northcutt, 1979, Viana Di Prisco et al., 2005).  

When the cutaneous stimulation is delivered to the body, a disynaptic pathway is activated to 

achieve the excitation of motor circuit in the spinal cord of the lamprey. The  afferent fibers of 

the dorsal roots reach the brainstem to the level of the dorsal column nucleus (Dubuc et al., 

1993b), with a few fibers running more rostral and reaching the octavolateralis area (Ronan and 

Northcutt, 1990, Dubuc et al., 1993b) . In the dorsal column nucleus and in the octavolateralis 

area alar plate neurons are activated by the afferent fibers, and in turn excite the RS neurons 

(Dubuc et al., 1993b, Pflieger and Dubuc, 2004), by glutamatergic synapses (Dubuc et al., 1993b, 

Viana Di Prisco et al., 2005). In turn, RS project caudally into the spinal cord and drive the spinal 

CPG neurons (Brodin et al., Buchanan James and Grillner, 1987). Similar to the neuronal pathway 

for body stimulation, when the cutaneous stimulation is delivered to the head the pathway that 

activate spinal CPG neurons is disynatpic. In this case, the trigeminal afferent fibers form the 

descending root of the trigeminal nerve, which in turn excite the RS neurons in the brainstem 

(Glenn Northcutt, 1979, Viana Di Prisco et al., 2005). In the locomotor response to a cutaneous 

stimulus, both via the excitation of alar plate neurons (in case of stimulation of the body), or via 

the descending root of the trigeminal nerve (in case of stimulation of the head), the synapses 

from relay neurons to RS neurons are of dual nature, glutamatergic and glycinergic (Dubuc et 

al., 1993b, Viana Di Prisco et al., 2005). 
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1.2.3 Locomotor Control in Zebrafish 

1.2.3.1 Escape response 

One of the best studied mechanisms of motor control in vertebrates is the startle response in 

zebrafish. Differently from the execution of the basal ganglia-driven planned movement in 

mammals, the startle response is triggered by external stimulation, and consists in an escape 

response. One pair of large neurons, the Mauthner cells (Mauthner, 1859, Eaton and Emberley, 

1991), was identified as the primary responsible for one typical response in zebrafish, called C-

start response. Once stimulated, the fish bends its head towards the side opposite to 

stimulation, followed by one bend on the stimulated side, which will eventually become 

rhythmic swimming (Hale et al., 2016). This typical response is fast and has the purpose of 

escaping a predator. Indeed, Mauthner cells are anatomically positioned in the fourth 

rhombomere (Mauthner, 1859, Eaton and Emberley, 1991), an area where they can receive 

multiple sensory information, i.e. inputs from the ipsilateral vestibulococlear cranial nerve, from 

somatosensory neurons, from the visual system and from the lateral line system (Hale et al., 

2016). Mauthner neurons have large commissural axons that run caudally into the spinal cord, 

on the side opposite to their respective somata (Mauthner, 1859, Eaton and Emberley, 1991). 

When one of the Mauthner neuron fires one action potential, the animal quickly bends to the 

opposite side, thanks to direct synaptic contact between Mauthner cells and motor neurons in 

the spinal cord (Fetcho and Faber, 1988, Kimura et al., 2006). The spinal motor neurons can also 

be activated by Mauthner cells indirectly, via the excitatory CiD (Circumferential Descending) 

and the inhibitory CoLo (Commissural Local) interneurons. CiD axons run ipsilaterally and 

caudally for several segments into the spinal cord, where they have synaptic connections with 

motor neurons (Fetcho and Faber, 1988, Hale et al., 2001). At the same time, CoLo interneurons 

inhibit motor neurons on the non-bending side of the body (Fetcho and Faber, 1988, Liao and 

Fetcho, 2008). In order to allow the first bend to happen quickly and reliably, Mauthner cells 

need to be prevented from firing multiple action potentials. This is achieved with their inhibition 

by several types of interneurons, i.e. CNR (Cranial Relay) neurons (Koyama et al., 2011) and PHP 

(Passive Hyperpolarizing Potential) collateral neurons, together with PHP commissural neurons 

and SFNs (Spiral Fibers Neurons) (Koyama et al., 2011). 

Additionally, two other pairs of interneurons that drive the startle response are present in the 

fifth and sixth rhombomeres, just caudally to Mauthner neurons (Lee et al., 1993). These cells, 
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named MiD2cm and MiD3cm, together with Mauthner neurons, have been shown to be 

activated on the same side after head stimulation. On the contrary, when stimulation was given 

to the zebrafish tail, only Mauthner neurons were activated (O'Malley et al., 1996, Liu and 

Fetcho, 1999). Confirmation that Mauthner cells, MiD2cm and MiD3cm neurons are 

differentially responsible for motor response to stimulation at different body sites came from 

ablation experiments. Indeed, when Mauthner neurons were ablated, response to tail 

stimulation was impaired, whilst head stimulation response was normal. Conversely, ablation of 

MiD2cm and MiD3cm cells caused impaired motor response after head stimulation (Liu and 

Fetcho, 1999). 

Recently, it has been shown that neurons lying in the nMLF (nucleus of the Medial Longitudinal 

Fasciculus) are responsible for the transition from the first contralateral bend, mediated by 

Mauthner cells, into forward swimming (Xu et al., 2021). 

The nMLF is a rostral cluster of reticulospinal neurons, which lie in the midbrain of the zebrafish 

and whose cells send axons, both ipsilateral and contralateral, into the spinal cord (Gahtan and 

O'Malley, 2003, Gahtan et al., 2005, Wang and McLean, 2014). The nMLF is implicated in various 

behaviours of the zebrafish, from escape response to prey capture, with different nMLF neurons 

relaying sensory information into the brainstem and ultimately into the spinal cord. For 

example, prey capture, which is driven by visual information (Bianco et al., 2011, Antinucci et 

al., 2019), fails if certain neurons in the nMLF are ablated, namely the MeLr and MeLc cells 

(Gahtan et al., 2005). 

As mentioned above, the nMLF is also involved in escape response. In fact, after stimulation of 

one Mauthner cell, neurons in the ipsilateral and contralateral nMLF were activated. This is 

achieved by the synaptic connection between Mauthner cells and the CNR neurons, which 

project rostrally reaching the nMLF (Xu et al., 2021). Additional evidence for the importance of 

this circuit came from the laser ablation of CNR neurons, which led to the failing of swimming, 

both in an ex vivo preparation and in the freely moving animal. Laser ablation of the bilateral 

nMFL cells activated by CNR neurons also caused the animals to fail the swimming response (Xu 

et al., 2021). 

In addition to the quick response to stimulation mediated by Mauthner neurons system, the 

zebrafish responds to weaker stimulation by bending preferentially on the same side of 
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stimulation, and this response is slower than the one mediated by Mauthner neurons (Eaton et 

al., 1984, Gahtan et al., 2002, Burgess and Granato, 2007, Koyama et al., 2016). A bilateral 

population of ipsilaterally projecting neurons has been identified, which lie in the hindbrain and 

preferentially activate swimming on the same side of stimulation and with longer latency 

(Marquart et al., 2019). Although slower than the startle response mediated by Mauthner cells, 

this ipsilateral response is still fast, and falls into the category of escape responses, which are 

different from the planned motor execution that has been studied in mammals (Marquart et al., 

2019). 

1.2.3.2 Role of dopaminergic System 

Based on the evidence that the mechanisms found in the mammals’ basal ganglia are conserved 

(Lemon, 2008, Grillner and Robertson, 2016), the dopaminergic system has been under 

investigation for its role in the motor control of the zebrafish. Evidence for a dopaminergic role 

in motor control came from pharmacological studies on freely moving larvae, which decreased 

their spontaneous swimming activity after incubation of toxins that bind to dopamine receptors 

(Farrell et al., 2011, Irons et al., 2013). Further experiments identified hypothalamic neurons 

that express th2 (tyrosine hydroxylase 2, used as a marker for dopaminergic neurons). When 

theses dopaminergic neurons were ablated, the spontaneous swimming in zebrafish larvae 

decreased (McPherson et al., 2016, Barrios et al., 2020). The hypothalamic th2-positive 

population was found to be heterogeneously activated in correlation to both spontaneous and 

stimulus-evoked locomotion, and four subgroups were identified based on anatomical and 

functional features. Three of these groups (cells lying in the posterior tuberculum and in the 

intermediate and caudal hypothalamus) showed shorter projections and were proposed to have 

sensory-motor features, as they are activated by sensory stimulation and/or motor activity 

(Barrios et al., 2020). Instead, the fourth dopaminergic population, residing in the preoptic 

nucleus, has longer projections that reach the nMLF. The latter, indeed, gets activated when the 

preoptic nucleus is stimulated. Additional confirmation of this connections came from 

intracellular recording from MeLr neurons (in the nMLF), which showed activation following the 

stimulation of th2 expressing neurons (Barrios et al., 2020). Moreover, because th2-positive 

neurons are generated till adulthood in the zebrafish, it was possible to observe that the 

regeneration of these dopaminergic neurons can reinstate a normal locomotor activity in fishes 

where th2-positive neurons were previously ablated (Barrios et al., 2020).  
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2 The Xenopus laevis tadpole 
 

2.1 Behaviour of the Xenopus tadpole 
 

Just after the time of hatching (at developmental stage 37/378), tadpoles spend 99% of their 

time remaining still. Either they hang from the water surface or from solid object thanks to the 

mucus secreted by the cement gland (Lambert et al., 2004a), or they lie on the bottom of ponds 

(or tanks, when held in captivity in the lab). This behaviour allows energy conservation, which is 

a feature of major importance for the Xenopus embryos, as they do not feed until stage 45. In 

fact, during the first days of their life, tadpoles take their nutrients from the yolk, which is stored 

in all cells in the form of yolk platelets (Jorgensen et al., 2009). Yolk platelets are membrane-

bound organelles containing vitellogenin (Brooks and Wessel, 2002, Smolenaars et al., 2007), 

whose intracellular proteolysis provides amino acids, lipids and ions to the developing cells 

(Ohlendorf et al., 1977, Wiley and Wallace, 1981, Montorzi et al., 1995, Thompson and 

Banaszak, 2002). 

Even though the tadpole does not need to look for food, it needs to avoid predators, which in 

nature are the adults of its own species, and big insects such as damselflies and dragonflies. 

Adult individuals of the Xenopus laevis are mostly nocturnal predators, which move on pond 

floors. On the contrary, predator insects are diurnal, and they will reach the tadpoles from above 

the water surface. In this scenario, it is clear that, as early as the time of hatching, the tadpole 

needs to be able to detect sensory stimuli and react to them in order to survive. In freely moving 

tadpoles, their swimming response to stimulation seems to be advantageous for escaping both 

predators moving on the bottom of ponds, as well as flying insects coming from outside the 

water. In fact, when a tadpole lying at the bottom of a tank is stimulated on one side of its body, 

it swims upwards in a very reliable spiralling movement (Roberts, 2000). On the contrary, when 

the tadpole is hanging on the water surface and it is touched on the head, it flexes and swims 

downwards (Roberts, 2000). On either case, the tadpole’s behaviour is functional for escaping 

predators, as it swims away from the source of stimulation. 

After the sensory information is detected, it is taken to the CNS and the swimming response is 

activated when a noxious stimulus is detected. The tadpole’s swimming consists of an 
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undulatory movement of the body along its longitudinal axis, with the two sides contracting in 

a perfectly rhythmically manner.  

When the sensory stimulation received by the tadpole is strong and repetitive, a different 

behaviour is initiated. This has been called ‘struggling behaviour’ (Kahn et al., 1982b) and it is 

performed by the tadpole when it is grabbed by a predator. Struggling is a more turbulent 

movement than swimming (Kahn et al., 1982b, Green and Soffe, 1996), as the aim of this 

behaviour is to set the tadpole free from the predator grasp. 

Both swimming and struggling movements are driven and sustained by spinal neurons, which 

form a well-known CPG circuit stretching from the caudal brain to the tail. Thanks to its simplicity 

and amenability, the anatomy of the spinal cord of the Xenopus embryo has been described in 

detail, and only eight types of neurons have been found. These are part of the CPG circuit (motor 

neurons, descending interneurons, ascending and commissural inhibitory neurons) or take part 

in the sensory pathway (Rohon-Beard neurons, dorsolateral ascending and dorsolateral 

commissural neurons). The last neuronal population consists in a population of GABA-positive 

neurons, named Kolmer-Agduhr cells, which reside on the spinal cord floor and contact the 

spinal fluid in the neurocoele with fine cilia (Roberts and Clarke, 1982). 

 

 

Figure 2.1 Anatomy of the Xenopus laevis 

tadpole. 

A) Picture of a Xenopus laevis tadpole lying 

on one side; B) schematic of the Xenopus 

tadpole with annotation of the most 

important anatomical hallmarks. Scale bar is 

the same for A and B. 
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2.2 The Tadpole’s Central Pattern Generator 
 

The Xenopus tadpole swims in a series of rhythmic bends that propagate along its longitudinal 

axis, allowing the undulatory body movement that propels the animal in the water. Although 

the experiments focusing more on the ethological importance of the tadpole locomotion have 

been carried out in freely swimming animals (Jamieson and Roberts, 2000), the identities of 

neurons involved in swimming and how they are organized into the CPG spinal circuit have been 

unveiled in immobilized tadpoles. Indeed, most of the studies on locomotor circuit in the tadpole 

rely on experimental preparations that allow electrophysiology extracellular recording of ventral 

root (VR) bursts from the sides of the animal’s trunk. In this preparation, one or more suction 

electrodes are attached to the trunk muscle at the intermyotomal cleft, where motor neurons 

axons exit the spinal cord and innervate the muscle fibers (Roberts and Clarke, 1982). In such 

preparation, the recorded VR bursts are a very reliable indication of the so called ‘fictive 

swimming’, i.e. swimming in a immobilized animal (fig. 2.2). Moreover, VR can be monitored 

simultaneously on both sides of the body when two suction recording electrodes are placed one 

facing the other at the same longitudinal level on the trunk muscles. Thanks to this simple 

preparation, the rhythmic and phasic features of the tadpole’s swimming were identified early 

on, and anatomical studies on fixed samples and intracellular recording coupled with 

pharmacological studies were carried out to disentangle the spinal locomotor circuit in the 

tadpole. 

In the next paragraphs, a description of the spinal CPG 

neurons is reported, and how they regulate each other 

to sustain swimming and struggling is described in detail. 

Following, detailed explanations of the different sensory 

pathways and sensory neurons present in the hatchling 

tadpole are reported. 

 

Figure 2.2 Fictive swimming in the Xenopus tadpole. 

Two recording electrodes are attached at the myotomal 

cleft on the opposite side of the tadpole’s body. Left and 

right VR electrical activities show the rhythmic and 

alternating bursts of fictive swimming. 

left VR
right VR

right VR 

left VR 
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2.2.1 Motor Neurons 

Motor neurons are the cells directly responsible for the contraction of trunk muscles in the 

Xenopus tadpole, and thus they effectively sustain the undulatory movement of its swimming. 

Motor neurons lie in the ventral sector of the spinal cord, where they form a continuous 

longitudinal column of cells, which sometime can be stacked in dorso-ventral direction (Roberts 

and Clarke, 1982, Soffe and Roberts, 1982a). The dendrites of motor neurons spread laterally 

into the marginal zone of the spinal cord, without reaching the dorsal areas (Roberts and Clarke, 

1982). Motor neurons’ axons run ipsilaterally to the somata and caudally into the marginal zone 

without giving rise to secondary branches (Soffe and Roberts, 1982b). Axons then turn sideways, 

leaving the spinal cord in tight bundles, and innervate the myotomes by entering at the 

intermyotomal cleft (Roberts and Clarke, 1982). 

Motor neurons do not show spontaneous activity, and they fire one action potential at each 

swim cycle, in phase with ipsilateral VR burst (Soffe and Roberts, 1982b, Soffe and Roberts, 

1982a, Dale and Roberts, 1984, Soffe, 1987, Soffe, 1990). When motor neurons are activated 

intracellularly by depolarizing current injection, they fire only one action potential, but if the 

current is injected repetitively, they fire one action potential at each pulse (Soffe, 1990). During 

fictive swimming, motor neurons receive 1) rhythmic EPSPs in phase with VR bursts on the same 

side of the tadpole’s body, 2) mid-cycle inhibition from commissural neurons and 3) tonic, 

background excitation (Soffe and Roberts, 1982a, Soffe and Roberts, 1982b, Dale and Roberts, 

1984, Soffe, 1987). 

EPSPs recorded from motor neurons are largely due to glutamate excitation delivered from 

descending interneurons (dINs, see paragraph 2.2.2). This glutamate-mediated excitation was 

shown to have a slow NMDA component, and a faster AMPA and kainate component (Dale and 

Roberts, 1984, Perrins and Roberts, 1995a, Perrins and Roberts, 1995b), with AMPA receptors 

contributing to a minimum extent (Perrins and Roberts, 1995b, Perrins and Roberts, 1995a). 

Indeed, early pharmacological experiments demonstrated that when NMDA and kainate 

receptors were activated by their respective agonists, motor neurons were depolarized and a 

motor output similar to fictive swimming was recorded (Dale and Roberts, 1984). On the 

contrary, when AMPA agonist was applied to the spinal cord, no reliable motor output was 

detected, although motor neurons were depolarized (Dale and Roberts, 1984). 
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Later studies provided evidence for a strong cholinergic component of the excitation recorded 

in motor neurons. Pharmacological experiments demonstrated that acetylcholine application 

depolarize motor neurons via muscarinic (mAch) receptors (Perrins and Roberts, 1994), and that 

this component makes up the 20% of the excitation received by motor neurons. This cholinergic 

element is due to reciprocal excitation among motor neurons, which are the only cholinergic 

cells in the spinal cord of the tadpole. In fact, motor neurons provide cholinergic rhythmic 

excitation to other motor neurons on the same side of the spinal cord (Perrins and Roberts, 

1994, Perrins and Roberts, 1995a, Perrins and Roberts, 1995b). Moreover, motor neurons are 

electrically coupled to other ipsilateral motor neurons within 70 µm of distance, and this 

electrical component constitute the 50% of the excitation they receive (Perrins and Roberts, 

1995a, Perrins and Roberts, 1995b). 

Motor neurons also receive mid-cycle inhibition from commissural glycinergic interneurons 

(cINs, see paragraph 2.2.3) (Roberts and Clarke, 1982, Soffe and Roberts, 1982b, Perrins and 

Roberts, 1995a). Experiments with strychnine and bicuculline (glycine and GABA antagonists 

respectively) showed that, although motor neurons have both glycine and GABA receptors, the 

inhibition they receive is mediated by glycine only (Soffe, 1987). Indeed, glycine antagonist 

eliminated the mid-cycle IPSPs recorded in motor neurons, while GABA antagonist application 

did not have any effect on motor neurons inhibition or on fictive swimming (Soffe, 1987).  

2.2.2 Descending Interneurons 

In the Xenopus tadpole, descending interneurons (dINs) are a population of interneurons that 

form a longitudinal column in the ventral spinal cord and continues rostrally into the hindbrain 

(Dale and Roberts, 1985, Roberts and Alford, 1986). They were firstly identified as the cells 

providing excitation to motor neurons in the spinal cord during locomotion (Dale and Roberts, 

1985), and they were described as part of the spinal CPG for swimming. Indeed, they fire one 

long action potential in every swim cycle in phase with the ipsilateral VR burst (Dale and Roberts, 

1985, Roberts and Alford, 1986, Li et al., 2006), they are tonically depolarized, and they receive 

mid-cycle inhibition (Li et al., 2006).  

They have long ipsilaterally descending axons, and a population of the dINs found in the 

hindbrain (Roberts and Alford, 1986), which can be called reticulospinal interneurons (hdINs, 

hindbrain dINs), also have ipsilaterally ascending axons (Li et al., 2006, Soffe et al., 2009). The 

anatomical features of dINs allow them to provide excitation to spinal CPG neurons, which is 
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needed to sustain swimming. Indeed, thanks to their long descending axons running along the 

spinal cord, they contact all classes of spinal interneurons (commissural IN, ascending INs and 

other dINs), as well as they make synapses onto motor neurons (Roberts and Alford, 1986, Li et 

al., 2006, Li et al., 2009). Intracellular recordings from these classes of spinal neurons have 

revealed that they receive both glutamatergic excitation, as well as multi components EPSPs (Li 

et al., 2004c).  The multi component feature of the EPSPs is caused by dINs excitation and has 

been studied by means of agonists and antagonists of AMPA, NMDA and nAch receptors, and it 

has been shown to be the result of a corelease of glutamate and acetylcholine from the same 

vesicles in dINs post synaptic compartments (Li et al., 2004c). Hence, it was proposed that 

glutamate and acetylcholine receptors are colocalized on synaptic sites of spinal neurons post 

synaptic to dINs (Li et al., 2004c). 

In addition of making synapses with spinal interneurons and motor neurons, dINs contact each 

other multiple times, on their somata and along their dendrites and axons (Li et al., 2006, Li et 

al., 2009). On these contact sites, dINs have gap junctions that make them an electrically coupled 

population (Li et al., 2009). The electrical coupling on dINs is bidirectional, just slightly stronger 

in the rostro-caudal direction, and it weakens as distance between two dINs increases (Li et al., 

2009). In the hatchling tadpole, electrical coupling in dINs is of extreme importance for the 

maintenance of swimming. When blockers of gap junctions were perfused on the spinal cord, 

the dINs population was still able to fire action potentials, but their activation during locomotion 

was less reliable, with almost half of the dINs investigated that failed to fire in a few swimming 

cycles (Li et al., 2009). Electrical coupling has also proven to be essential for the maintenance of 

rhythmicity during swimming, as when gap junctions were blocked, dINs lying in proximity of 

each other did not show synchronous firing. This prevented the coordinated activation of other 

spinal CPG neurons, resulting in shorter and unreliable episodes of fictive swimming (Li et al., 

2009).  

Another important feature of the tadpole’s dINs is their ability to provide feedback excitation 

onto other dINs (Li et al., 2006). This depends crucially on the fact that a population of dINs lying 

in the hindbrain has an ascending axon (Roberts and Alford, 1986, Li et al., 2006, Soffe et al., 

2009) in addition to the descending axon present in all dINs. These ascending projections allow 

the dINs to receive positive feedback excitation via NMDA receptors. This feedback excitation 
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provides background depolarization, which in turn allows dINs’ rebound firing (Li et al., 2006, Li 

et al., 2009). 

The reticulospinal dINs population that resides in the hindbrain (hdINs) has been shown to be 

the first to be activated as swimming starts (Soffe et al., 2009). Latency was measured for dINs 

and non-dINs activation at the start of locomotion, and it was found that, in a portion of hdINs, 

spikes were discharged before EPSPs could be recorded in the same neurons. This led the 

authors (Soffe et al., 2009) to propose that this portion of hdINs is activated first at locomotor 

initiation, probably not always the same cells, and that they can excite and drive the rhythmic 

activation of other dINs and of spinal CPG neurons during swimming. 

Although it is difficult to obtain genetic information on the Xenopus tadpole neurons, dINs 

express the transcription factor Chx10 (Li and Soffe, 2019, Roberts et al., 2012). Staining with 

antibody against Chx10 revealed a population of spinal neurons that extended longitudinally 

into the hindbrain, and when neurons occupying the same location were recorded 

intracellularly, they were shown to have dINs features (Li and Soffe, 2019). Despite of the fact 

that direct evidence of dINs to be chx10 positive is lacking, it is plausible that the tadpole’s dINs 

are homologous to the excitatory V2a neurons in zebrafish (see paragraph 2.3.1.) 

2.2.3 Premotor Inhibitory Interneurons 

Two inhibitory classes of interneurons are present in the tadpole’s spinal cord: the commissural 

interneurons (cINs) and the ascending interneurons (aINs). 

Commissural INs have unipolar somata, which lie in the dorso-medial portion of the spinal cord, 

and they extend caudally into the tail. Their axons grow ventrally before crossing contralaterally 

and branching both in rostral and caudal direction (Soffe et al., 1984, Dale and Roberts, 1985, 

Dale et al., 1986, Roberts et al., 1988, Yoshida et al., 1998). Early recordings from cINs showed 

they have rhythmic firing during swimming, in phase with ipsilateral motor neurons activation 

(Soffe et al., 1984, Dale and Roberts, 1985). For this reason, and because they were stained with 

antibodies against glycine (Dale et al., 1986, Roberts et al., 1988), they were proposed to be 

inhibitory interneurons, which could regulate swimming rhythm (Soffe et al., 1984, Dale et al., 

1986, Roberts et al., 1988). Indeed, they have the typical firing pattern of CPG neurons, firing 

one action potential every swim cycle and receiving mid-cycle inhibition. Thanks to their 

commissural axons, they provide mid-cycle inhibition to CPG neurons on the opposite side of 
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the spinal cord, producing reciprocal left-right inhibition which will ultimately lead to the rhythm 

of undulatory swimming (Soffe et al., 1984, Yoshida et al., 1998). When cINs were stained in 

whole-mount preparations using antibody against glycine (Yoshida et al., 1998), varicosities 

along the axons were reported very frequently. These are synaptic sites, and as the cINs axons 

run rostrally and caudally, they come in contact with spinal neurons active during swimming, 

which then receive mid-cycle inhibition. One important evidence in favour of cINs providing 

inhibition to the opposite side came from experiments on tadpole preparation where the spinal 

cord was cut longitudinally along the midline (Soffe, 1989). In doing so, all commissural sources 

of inhibition were deleted, and indeed, although swimming episodes started after stimulation, 

no mid-cycle inhibition was recorded on CPG neurons (Soffe, 1989). Moreover, the two sides of 

the spinal cord were not coupled anymore, i.e. they were still able to give rise to VR burst but 

they were not rhythmically coupled (Soffe, 1989). A similar result was achieved by 

microperfusion of the glycine antagonist strychnine (Perrins and Soffe, 1996). Following local 

strychnine administration on the spinal cord, mid-cycle inhibition could not be recorded from 

neurons active during swimming, although the swim episode was not disrupted (Perrins and 

Soffe, 1996). Although none of the spinal CPG neurons fire on post-inhibitory rebound, the 

population of dINs in the caudal hindbrain and rostral spinal cord does (Soffe, 1990, Li et al., 

2006). This dINs population receives strong mid-cycle inhibition from cINs during swimming, 

providing the conditions for post-inhibitory firing (Li et al., 2006). This mechanism can help dINs 

to sustain the rhythmic excitation needed by CPG neurons, and to maintain their own rhythmic 

firing (Roberts et al., 2008). 

Their anatomy, as well as functional studies on cINs, point to the fact that functional 

commissural inhibitory connections are key to maintain the swimming pattern in the Xenopus 

tadpole  (Soffe et al., 2001, Li et al., 2001, Roberts et al., 2008). 

The second class of spinal inhibitory interneurons in the tadpoles consists of aINs. As for cINs, 

aINs also have unipolar cell bodies lying in the medial portion of the spinal cord, but contrary to 

cINs, they have only ipsilateral axons which run both rostrally and caudally (Li et al., 2001). 

Recordings from dlc neurons have shown that they are inhibited during the early phase of a 

swimming episode, and this inhibition is provided by aINs (Li et al., 2001, Li et al., 2002). 

Anatomically, aINs axons contact dlc somata, and the latencies of the IPSPs recorded in dlc are 

short and constant; these features indicate that the connection aINs-dlc is monosynaptic (Li et 
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al., 2002). Differently from cINs, aINs firing is less reliable. During swimming, aINs receive mid-

cycle inhibition from cINs, and they fire on-cycle, but later than the activation of motor neurons 

(Li et al., 2002). As a population, aINs are active at high swimming frequencies (as it happens at 

the beginning of swimming), but the majority of these neurons turn silent after a few swim 

cycles (Li et al., 2002, Roberts et al., 2008). This leads to a greater inhibition of dlc neurons during 

the early phases of a swimming episode, and it has been explained as a mechanism to turn off 

the sensory pathway (dlc cells in this case) whilst motor response is being established (Seki et 

al., 2003). This will limit the effect of a possible second stimulation to act on the just-established 

motor output. Once swimming becomes sustained, aINs inhibition on dlc is released, allowing 

the tadpole to receive a second sensory stimulation (Roberts et al., 2008).  

CPG neurons in the spinal cord also receive glycinergic inhibition from aINs (Li et al., 2004a). 

IPSPs were recorded in CPG neurons with variable latency during swimming, but always during 

the so called ‘early-cycle’ (Li et al., 2004a), which is the first part of swim cycle, from the start 

(when CPG neurons are activated) until before the appearance of mid-cycle inhibition. Thanks 

to paired recordings, it has been shown that these early IPSPs are produced by aINs (Li et al., 

2004a). This is also supported by aINs anatomy, with their axons running in the marginal zone 

and contacting all classes of spinal interneurons (Li et al., 2004a, Roberts et al., 2008). Lastly, 

aINs express the transcription factor engrailed. Immunohistochemical analysis (Li et al., 2004a) 

using serum against the proteins En-1 and En-2 revealed the same characteristic anatomy of 

aINs. AINs are probably homologous to the inhibitory CiAs neurons in zebrafish (see paragraph 

2.3.1), although no direct genetic evidence of aINs expressing engrailed is present in the tadpole. 

2.2.4 Kolmer-Agdhur Cells 

Kolmer-Agdhur (KA) cells are a population of highly conserved neurons, which lie on the floor of 

the spinal cord and contact the spinal fluid in the neurocoele with fine cilia (Kolmer, 1921, 

Kolmer, 1925, Agduhr, 1922). In the tadpole, these neurons were found as GABA-positive cells, 

and they have ipsilateral ascending axons (Roberts and Clarke, 1982, Dale et al., 1987), as 

observed in other vertebrates (Yang et al., 2020). From early staining, KA cells were found to lie 

in a bilateral column, usually one-cell thick, that runs from the tail to the rostral spinal cord. No 

cell bodies of KA cells were found rostrally to the spinal cord, but a few of their axons could 

reach the hindbrain (Roberts and Clarke, 1982, Dale et al., 1987).  
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In the larval zebrafish, KA cells have been shown to initiate spontaneous swimming without the 

involvement of brain descending mechanisms. In fact, the optical activation of KA neurons alone 

was enough to elicit swimming, even in the spinalized animal (Wyart et al., 2009). It was later 

demonstrated that KA cells contact motor neurons, thus eliciting swimming in the spinal cord 

(Fidelin et al., 2015, Hubbard et al., 2016, Djenoune and Wyart, 2017). Being KA cells GABAergic, 

this is a further confirmation that GABA, at early developmental stages, has indeed an excitatory 

function (Brustein and Drapeau, 2005, Ben-Ari, 2002). 

In the Xenopus tadpole, KA cells have not been investigated beside the initial work on their 

anatomy (Roberts and Clarke, 1982, Dale et al., 1987). Even if it is possible that they could play 

a role in eliciting swimming, giving the early embryonic stage of the tadpole and the fact that 

they have been stained for GABA (Dale et al., 1987, Roberts and Clarke, 1982), this has not been 

tested so far. KA cells thus, are not included among the sensory neurons of the tadpole.  

 

 

Figure 2.3 Anatomy of CPG neurons in the spinal cord of the Xenopus tadpole. 

Schematic of the CPG neurons in the spinal cord of the tadpole with axonal and dendritic 

projections. In dorso-ventral direction: aINs (violet) have ipsilateral ascending axons that inhibit 

CPG neurons on the same side of the spinal cord; cINs (blue) have commissural ascending and 

descending axons that inhibit CPG neurons on the opposite side of the opposite side of the spinal 

cord; dINs (brown) have ipsilateral descending axons that excite motor neurons(mn); motor 
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neurons (green) exit the spinal cord and excite muscle fibers; KA cells (grey) have dendritic cilia 

in the neurocoele and an ascending axon. Note, KA cells are not CPG neurons and they have been 

included for anatomy illustration purposes. Grey band covering the side of the spinal cord 

represents the marginal zone, where ascending and descending projections run. Adapted from 

(Roberts, 2000). 

 

2.3 The tadpole swimming behaviour 
 

In the Xenopus tadpole, when a strong enough sensory stimulation is detected and transferred 

to the CNS, the swimming circuit in its spinal cord is activated. The spinal CPG neurons of the 

tadpole have three main common features: 1) they are silent when the animal is at rest, and are 

active only during swimming; 2) they fire one action potential in each swim cycle (with the 

exception of aINs) and 3) they receive mid-cycle inhibition. Motor neurons, inhibitory 

interneurons and dINs all show these features (Roberts et al., 2010). As described in paragraph 

2.2.3, aINs can fire more than once per cycle. These interneurons provide inhibition to the 

secondary sensory neurons (dla and dlc) during the initial phases of a swimming episode, but 

they also inhibit motor neurons on the same side of the spinal cord (Li et al., 2004a). The 

inhibition of sensory neurons secures a functional swim initiation, preventing secondary 

stimulation to interfere with the stabilization of swim cycles (Roberts et al., 2008). On the other 

hand, aINs inhibition on ipsilateral motor neurons prevents them from firing more than once 

per cycle (Li et al., 2004a), aiding their synchronous firing. 

Every CPG neuron on the same side of the spinal cord fires one action potential in phase with 

the VR burst, thus in phase with muscle contraction. Because cINs also fire in such manner, they 

can provide mid-cycle inhibition to the CPG neurons on the opposite side of the spinal cord 

(Soffe et al., 1984, Yoshida et al., 1998). By looking at the two sides of the spinal cord together 

(fig. 2.4), one can appreciate how rhythmicity is achieved during swimming in the Xenopus 

embryo. In fact, as the CPG circuit on one side fire, the CPG neurons on the opposite side are 

inhibited (mid-cycle inhibition). Altogether these phasic excitation and inhibition lead to a 

rhythmic VR burst and muscle contraction, which enables the undulatory propulsive movement 

of the tadpole in the water. 

When the tadpole starts to swim, its body contractions appear firstly on the rostral segments 

and then propagate towards the caudal portions of the body (Kahn et al., 1982b, Kahn et al., 
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1982a, Tunstall and Roberts, 1991). This rostro-caudal delay increases linearly with distance 

along the longitudinal axis of the tadpole’s body (Tunstall and Roberts, 1991). Calculations 

considering the distance covered by descending axons, the number of synapses made and 

neurons conductance (Tunstall and Roberts, 1991) revealed that the mathematically calculated 

delay is much higher than the rostro-caudal delay recorded in fictive swimming experiments (17 

ms vs 4-10 ms, (Tunstall and Roberts, 1991)). A longitudinal gradient of both excitation and 

inhibition in motor neurons has been recorded during swimming (Tunstall and Roberts, 1991). 

Indeed, two features of major importance for coordinated swimming are the fast AMPARs-

mediated excitation and the glycinergic mid-cycle inhibition of CPG neurons. Both these features 

were found to decline in the more caudal segments, with the glycinergic inhibition that seemed 

not to be present after the 12th myotomal segment (Tunstall and Roberts, 1994). The NMDA 

component of CPG excitation is also involved in the rostro-caudal delay; when NMDA was 

applied to the caudal portion of the spinal cord, a decrease in the delay was reported. On the 

contrary, when NMDA was delivered globally to the spinal cord, no effect was detected (Tunstall 

and Roberts, 1991). Experiments on tadpoles where the spinal cord was transected at 

progressively more caudal segments (Tunstall and Roberts, 1994) showed that the portion of 

spinal cord till the 5th segment has itself enough oscillatory properties to sustain CPG activation, 

possibly because of a drive that it receives from the brain. The spinal cord portion comprised 

between the 5th and the 10th segment also has shown enough tonic drive and mid-cycle 

inhibition to actively sustain swimming, but external drive is necessary, otherwise swimming 

cannot be evoked (Tunstall and Roberts, 1994). Lastly, the portion of spinal cord caudal to the 

10th segment does not show IPSPs (Tunstall and Roberts, 1994). For this reason, spinal CPG 

neurons in the more caudal area have been proposed to act as passive elements in the sustaining 

of swimming, as they would fire only when driven by the more rostral regions (Tunstall and 

Roberts, 1994). 

One likely explanation for the rostro-caudal delay recorded in the swimming of the Xenopus 

tadpole comes from neurons anatomy and morphology. In fact, early anatomical studies showed 

that the number of both inhibitory and excitatory neurons decreases in the caudal spinal cord 

(Roberts and Alford, 1986, Dale et al., 1986, Roberts et al., 1988). Moreover, caudal CPG 

interneurons have shorter axons (Roberts and Alford, 1986, Dale et al., 1986, Roberts et al., 

1988), thus providing less opportunities for synaptic contacts among them. Another possibility 

is that a developmental gradient is present at this embryonic stage. As observed in muscles and 
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pigmentation (Nieuwkoop and Faber, 1956), neuronal cells also show a spatial gradient in 

differentiation (Dale et al., 1986, Roberts et al., 1988). This feature might account for a non-self-

sustaining caudal CPG population (Tunstall and Roberts, 1994).  

 

 

 

Figure 2.4 In-phase excitation and mid-cycle inhibition alternation drive swimming in the 

tadpole. 

Scheme depicting the activation/inhibition mechanism of CPG neurons in the spinal cord of the 

tadpole. dINs (brown) are electrically coupled and sustain the excitation of other CPG neurons 

on the same side of the spinal cord (in-phase excitation); aINs (violet) inhibit CPG neurons on the 

same side, while cINs (blue) inhibit the CPG circuit on the opposite side providing mid-cycle 

inhibition; motor neurons (mn, green) excite muscles. While one VR burst is detected on the left 

side (left VR), the CPG circuit on the left side of the spinal cord (left SC) is excited (green, in phase-

excitation). At the same time the right side of the spinal cord (right SC) receives mid cycle 

inhibition (red). On the contrary, when a VR burst is detected on the right VR, CPG neurons on 

the right side of the spinal cord receive in-phase excitation (green), while the left side CPG 

neurons receive mid-cycle inhibition (red). 
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2.3.1 The CPG and swimming behaviour in the zebrafish 

  
Like the tadpole, the zebrafish swims by alternating left-right movements (Fetcho, 1992) with a 

rostro-caudal delay present from the larval stages to adults (Saint-Amant and Drapeau, 1998, 

Buss and Drapeau, 2001, Masino and Fetcho, 2005). In the adult zebrafish, swimming frequency 

decreases if compared to the swimming in larvae (frequency in adults 1-21 Hz versus 20-60 Hz 

in larvae; (Kyriakatos et al., 2011, Ampatzis et al., 2013, Saint-Amant and Drapeau, 1998, Buss 

and Drapeau, 2001, Masino and Fetcho, 2005)). This is due to the developmental changes that 

occur in the zebrafish musculature, which transitions from the red slow and white fast fibres in 

the embryo, to the red slow, pink intermediate and white fast fibres in the adult (van Raamsdonk 

et al., 1982, Devoto et al., 1996, Jackson and Ingham, 2013). Accordingly, motor neurons and 

premotor excitatory neurons develop to connect to the different muscle fibres. 

As it happens in the Xenopus tadpole spinal cord, where the ventral areas are occupied by motor 

neurons and other CPG cells (aINs, cINs and dINs), the ventral domain of the zebrafish spinal 

cord also gives rise to neurons that sustain locomotion (Bernhardt et al., 1990, Hale et al., 2001). 

Five ventral domains are detectable in the zebrafish spinal cord, of which one gives rise to two 

types of motor neurons, and the remaining four (named V0 to V3) to other eight classes of 

interneurons (Bernhardt et al., 1990, Hale et al., 2001, Drapeau et al., 2002). Two motor neuron 

types appear at different stages, both rising from the same ventral domain (Myers, 1985, Myers 

et al., 1986, Menelaou and McLean, 2012): the primary early born motor neurons and the 

secondary late born motor neurons. Contrary to the Xenopus embryo, whose motor neurons 

are not differentiated in more than one type, the larval zebrafish activates one or the other type 

according to the type of swimming. Indeed, primary motor neurons are active in fast swimming 

and escape response, while secondary motor neurons are active during slow swimming (Myers, 

1985, Myers et al., 1986, Kimura et al., 2006, McLean et al., 2007, McLean et al., 2008, McLean 

and Fetcho, 2009). 

The neuronal population that differentiates from the V1 domain (Circumferential Ascending 

neurons, CiAs) is formed by inhibitory glycinergic neurons homologue to aINs in the tadpole. 

Indeed, they share the cellular anatomy, both CiAs and aINs use glycine as a neurotransmitter, 

and both express the transcription factor engrailed (Li et al., 2004a, Higashijima et al., 2004, 

Kimura et al., 2006).  
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Excitatory V2a neurons (Circumferential Descending neurons, CiDs) express the transcription 

factor chx10 (Higashijima et al., 2004) (Kimura et al., 2006)), as dINs do in the Xenopus tadpole 

(Li and Soffe, 2019). The V2a population also shares other important features with the tadpole’s 

dINs. In fact, V2a neurons have direct synapses to motor neurons (dINs also connect directly to 

motor neurons, (Dale and Roberts, 1985, Soffe et al., 2009)) and they are necessary and 

sufficient to drive swimming in the zebrafish (Eklöf-Ljunggren et al., 2012, Ljunggren et al., 

2014). V2a interneurons ca be further divided into two sub-categories: ventral and dorsal V2a 

neurons. The dorsal V2a population is only able to maintain swimming at high frequency, while 

the ventral V2a population can initiate and maintain swimming at all speeds (Eklöf-Ljunggren et 

al., 2012, Ljunggren et al., 2014, Sternberg et al., 2016, Menelaou and McLean, 2019). This 

functional distinction is reflected by the different connections the two V2a populations have 

with motor neurons. Indeed, ventral V2a neurons have synapses with both primary and 

secondary motor neurons, while dorsal V2a neurons only connect to primary motor neurons 

(Svara et al., 2018). 

The zebrafish spinal V0 domain gives rise to both excitatory (ventral, V0v) and inhibitory neurons 

(dorsal, V0d) (Satou et al., 2012, Juárez-Morales et al., 2016, Björnfors and El Manira, 2016). 

The V0d inhibitory neurons all share the same anatomy, i.e. they all have bifurcating projections  

(Satou et al., 2012, Juárez-Morales et al., 2016, Björnfors and El Manira, 2016). One population 

of inhibitory interneurons is formed by the glycinergic V0d (CoBL, Commissural Bifurcating 

Longitudinal) neurons that maintain the left-right alternation during swimming (McLean et al., 

2007, Hale et al., 2001, Satou et al., 2012, Satou et al., 2020). Recently, another neuronal 

population has been unveiled in the larval zebrafish for the maintenance of left-right 

alternation: the dI6 (interneurons that rise from the sixth dorsal domain of the spinal cord) 

neurons that express the transcription factor dmrt3a. These interneurons also have commissural 

projections and, together with V0d neurons, fire rhythmically inhibiting the CPG and motor 

neurons on the opposite side of the spinal cord (Satou et al., 2020). Both V0d and dI6/dmrt3a 

zebrafish neurons have the same role played by cINs in the Xenopus tadpole, where the axons 

of these glycinergic neurons cross the spinal cord and rhythmically inhibit CPG inteneurons and 

motor neurons that lie contralaterally (Soffe et al., 1984, Yoshida et al., 1998).  

V0v excitatory neurons can be divided into three classes based on their anatomy, which also 

corresponds to different timing of differentiation, as well as involvement in swimming at 
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different speed in the adult animal. V0v ascending neurons are the first to appear and they are 

active during fast swimming, V0v bifurcating neurons are involved in swimming at intermediate 

speed, and V0v descending, which are the last to appear, are active during slow swimming 

(Satou et al., 2012). These three categories are already present at the larval stage, but they lack 

the different anatomy of their adult counterparts (Satou et al., 2012, Björnfors and El Manira, 

2016). 

Overall, the Xenopus tadpole at stage 37/38 shares some distinctive features with the zebrafish 

regarding their respective locomotor systems, implying that the basic mechanisms of CPG are 

the same. However, the spinal motor neurons and interneurons of the zebrafish, even in its 

larval stage, are more complex and diversified. This entails the more abundant behaviours that 

the zebrafish can perform to satisfy its needs, such as preying. The hatchling tadpole is still a 

young embryo and its neuronal circuits are developed just enough to sustain a few basic 

behaviours like swimming or struggling (see below). Nevertheless, it offers the possibility to 

study mechanisms conserved in vertebrates at a very early stage of development. 

2.4 The struggling behaviour 
 

In the unfortunate event of being grasped by a predator, the hatchling tadpole responds with a 

series of strong bendings aimed at setting itself free. This behaviour, named struggling, was 

initially observed when strong mechanical stimulation was given to the head of tadpole (Kahn 

et al., 1982b). After this stimulation, animals started strong alternating movements, similarly to 

swimming contractions, but slower and of greater amplitude (Kahn et al., 1982b). Even if this 

was a rare event, coiled movements were also observed, with the tail of the tadpole touching 

the head (Kahn et al., 1982b). Other features of struggling are the long bursts observed in VR 

discharges, and the caudal-rostral phase delay. Differently from swimming initiation, the 

sensory stimulation able to start struggling is stronger and repetitive, and can be delivered to 

the head (Kahn et al., 1982b) or to the trunk skin (Soffe, 1991, Soffe, 1993, Green and Soffe, 

1996, Soffe, 1996, Soffe, 1997, Li et al., 2007). Also differently to swimming, struggling is 

maintained only during the time of repetitive stimulation: when the stimulus is stopped, the 

pattern of contractions transition, more smoothly than abruptly, to the well-known rhythmic 

swimming (Kahn et al., 1982b, Soffe, 1993). The same repetitive skin stimulation can start 

struggling both at the start of an episode, when the stimulus is delivered to an animal at rest, as 

well as during ongoing swimming (Soffe, 1991). The caudo-rostral delay is inverse compared to 
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the rostro-caudal delay present in swimming, as struggling waves of movement start at the level 

of the anus, then propagate rostrally (Green and Soffe, 1996). The caudo-rostral delay is affected 

by the cycle duration, and it has been defined ‘phase delay’ (Green and Soffe, 1996). This feature 

is different from the constant rostro-caudal delay measured during swimming, which is not 

affected by changes in the cycle period (Green and Soffe, 1996). Considering all these 

preliminary information, it seemed clear that struggling was a behaviour per se, probably sharing 

some neuronal underpinnings with swimming, but completely different from the swimming 

behaviour initiated by the tadpole in response to a brief stimulation. 

Applications of both AMPA and NMDA antagonists showed that struggling is driven by 

glutamatergic excitation, and that NMDA receptors activation is neither sufficient nor necessary 

to start struggling (Soffe, 1996). When AMPA agonist was locally applied on segments of the 

spinal cord, struggling was evoked at the level of drug application, but failed to be evoked in 

more rostrally segments (Soffe, 1996). Conversely, swimming could be recorded in rostral 

segments following the same procedure with lower concentration of drug (Soffe, 1996). These 

experiments suggested that possible ascending connections are not enough to drive struggling 

following the caudo-rostral pattern (Soffe, 1996). Experiments using different concentration of 

the AMPA agonist also demonstrated that the behavioural output (swimming or struggling) is 

linked to a different agonist concentration, thus to a different level of excitation of the system 

(Soffe, 1996). In fact, for lower concentration, thus low excitation level, tadpoles displayed 

coordinated swimming. On the contrary, for higher AMPA agonist concentration, struggling was 

evoked (Soffe, 1996). Because of the different type of stimulation leading to swimming or 

struggling (brief vs repetitive stimulation), and because the secondary sensory dlc neurons (see 

paragraph 2.5.2) were never found to fire during struggling (Soffe, 1993), Rohon-Beard neurons 

(RB; see paragraph 2.5.2) firing was investigated. RB neurons are primary sensory neurons, 

which detect skin stimulation and fire one or two action potential in response to the brief 

stimulus that leads to swimming (Roberts and Clarke, 1982). When struggling was evoked after 

repetitive skin stimulation, single RB neurons showed a maintained discharge of action 

potentials, and more than two RB neurons with multiple firing were needed to reliably initiate 

struggling (Soffe, 1997). 
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Although the main players of the spinal CPG circuit are the same active in swimming (motor 

neurons, cINs and aINs), two additional neuronal classes have been discovered to drive the 

struggling response in the Xenopus tadpole (Li et al., 2007). 

The first class, named ecINs (excitatory commissural interneurons), were found to fire 

repetitively when a 40 Hz electrical stimulation was delivered to the skin (Li et al., 2007). These 

neurons have somata placed dorsally in the spinal cord, and axons that run ventrally and cross 

to the opposite side of the spinal cord, where they give rise to an ascending and descending 

branch (Li et al., 2007). When a 40 Hz skin stimulation was used, ecINs received a summation of 

excitation from RB neurons, and the majority of them fired multiple rhythmic action potentials, 

while others were more tonically active. Because the same neurons were not activated after 

brief stimulation that led to swimming, it was suggested that ecINs are secondary sensory 

neurons, selectively recruited in the struggling behaviour (Li et al., 2007). 

The second neuronal class found to account for the initiation of struggling is dINrs (repetitive 

firing dINs; (Li et al., 2007)). These are not anatomically different from ‘regular’ dINs, but they 

are never active during swimming. Instead, they fire more than three action potentials at every 

cycle during struggling (Li et al., 2007). Their action potentials are shorter, and when a 

depolarizing current is injected, they sustain high frequency firing, contrarily to dINs, which in 

the same conditions never fire more than once (Li et al., 2007). Whilst during struggling dINrs 

are strongly active, they are silent during swimming, with only a few weakly activated (Li et al., 

2007). After single stimulation, dINrs are not activated, but when repetitive stimulation is 

provided, they receive summating excitation from RB neurons via ecINs (Li et al., 2007). As for 

dINs, dINrs also excite CPG neurons on the same side of the spinal cord, but they do so by 

releasing of glutamate on AMPA and NMDA receptors only, whilst dINs co-release glutamate 

and Ach (Li et al., 2004c). The multipolar somata of dINrs lie in the caudal hindbrain and rostral 

spinal cord, and they only project descending axons (never ascending, which instead is the case 

for hdINs (Soffe et al., 2009)). Although it does not happen in swimming because of the brief 

EPSPs they receive, CPG neurons have the ability to fire repetitively if they are kept under 

continuous depolarization. Indeed, when dINrs provide longer excitation to CPG neurons during 

struggling, they fire more spikes per cycle, giving rise to the long bursts recorded in the VR (Li et 

al., 2007). 
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In light of the discovery of these novel populations, ecINs and dINrs, it is now clear that both are 

selectively recruited when a repetitive and strong stimulation is given to the tadpole, leading to 

struggling. These findings ruled out an early possibility of modulation of the swimming circuit, 

which would have caused the transition from swimming into struggling (Soffe, 1991, Soffe, 

1993). On the contrary, even if the same neurons of the CPG spinal circuit are active in both 

behaviours, the two neuronal populations that act presynaptically to CPG are immediately and 

selectively activated depending on the strong and repetitive stimulation, and the motor output 

is directly struggling (Li et al., 2007). 

2.5 Sensory Pathways for Swimming Initiation 
 

The hatchling tadpole relies on a simple, yet very functional sensory system, which enables it to 

respond to different stimuli from the environment. For its survival in nature, this embryo needs 

to escape predators, which are mainly the adult individuals of its own species and big insects 

such as dragonflies. In this context, it appears clear that tadpoles need to have a sensory system 

in place so that they can detect whether predators are approaching and quickly swim off.  

Despite having lateral eyes, at stage 37/38 those are not yet connected to the brain (Grant et 

al., 1980, Holt and Harris, 1983 ), so that the tadpole cannot rely on sight for detecting potential 

predators. Nevertheless, this animal possesses receptors on the skin and one light sensitive 

organ, which are designated to enable the detection of external sensory stimuli. 

In the next paragraphs, the pineal eye, and the sensory pathways in the trunk and head skin of 

the Xenopus tadpole are described. As the aim of this thesis is to study descending control on 

motor initiation after stimulation on the trunk skin, major interest has been given to neuronal 

processes of sensory detection lying in the skin, and a detailed explanation is given in paragraph 

2.5.2. Lastly, the skin of the Xenopus embryo is electrically excitable, providing a primitive 

sensory mechanism. The excitatory properties of the skin and how they communicate with the 

CNS in the developing tadpole is discussed in paragraph 2.5.4. 
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2.5.1 The Pineal Eye Pathway 
 

The pineal eye, or pineal organ, is indeed an organ present in the larval stages of several 

vertebrates such as newts, salamanders and frogs. In all these animals, the pineal eye is formed 

by extraretinal photoreceptors, which are responsive to changes in light intensity.  

When the light is dimmed above a tadpole, the pineal eye mediates the start of swimming. This 

mechanism for the start of locomotion was initially proposed to serve as an escape response 

(Roberts, 1978, Foster and Roberts, 1982), but later studies on large groups of tadpoles 

suggested that the initiation of swimming mediated by the pineal eye responds to a different 

ecological need. In fact, by recording the behaviour of large numbers of Xenopus embryos, freely 

moving in a 20 cm deep volume of water, it was shown that the tadpoles respond to light 

dimming by swimming upwards (Jamieson and Roberts, 2000), attaching to the water surface 

with their cement gland. In the same work (Jamieson and Roberts, 2000), it was demonstrated 

that tadpoles prefer to attach on the bottom surface of an object which casts shadow on the 

water. Because ecological studies on the Xenopus tadpoles are missing, only suggestions can be 

made to explain the behaviour observed in laboratory experimental conditions. Jamieson and 

colleagues (Jamieson and Roberts, 2000) proposed that, because one of the main predators of 

tadpoles are adult frogs, which are nocturnal predators and move at the bottom of ponds, the 

embryos would escape them by swimming upwards and attaching to the water surface. 

Moreover, because attaching with the cement gland to a solid object is more stable than 

attaching to the water surface, the tadpoles might prefer to attach under objects which cast 

shadow, as leaves of aquatic plants would do in natural environments. 

In the Xenopus tadpole, the pineal eye is present from developmental stage 33 (Roberts, 1978) 

until stage 44 (Jamieson and Roberts, 2000). At stage 45 the lateral eyes become functional 

(Beazley et al., 1972), and the pineal eye disappears. At developmental stage 37/38, the pineal 

eye is a flatten vesicle that lies dorsally at the border between forebrain and midbrain; it joins 

the brain via a thin stalk and its cavity is connected ventrally to the brain ventricles (Roberts, 

1978). Pineal eye activity has been studied by means of multi-unit extracellular recordings; it 

produces a background activity, which increases to burst activity when light is dimmed, and 

drops when light intensity is raised (Roberts, 1978).  
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Immunohistochemistry and pharmacological experiments showed that the photoreceptors in 

the pineal eye of the tadpole use glutamate as a neurotransmitter, and that both NMDA and 

AMPA receptors are present (Jamieson and Roberts, 2000). These photoreceptors project into 

the lumen of the organ, where they make synapse with ganglion cells (Foster and Roberts, 1982). 

Ganglion cells send tightly bundled lateral axons out of the caudal sector of the pineal eye, which 

then branch and project to an area around the border of the midbrain and the forebrain (Foster 

and Roberts, 1982, Jamieson and Roberts, 1999). The same activity recorded on the pineal eye, 

was recorded in cells that lie in the most rostral area of the midbrain, the 

diencephalic/mesencephalic descending (D/MD) neurons (Jamieson and Roberts, 1999). These 

are small cells that mostly lie in one cluster in the ventral midbrain, but a few sparse cells have 

been reported to spread in the caudal forebrain (Jamieson and Roberts, 1999). The location of 

D/MD neurons is the same anatomical position where pineal ganglion axons stop (Foster and 

Roberts, 1982, Jamieson and Roberts, 1999) so, considering that their electrical activity mirrors 

the activity of the pineal eye both at rest and when swimming starts following light dimming 

(Jamieson and Roberts, 1999, Roberts, 2000), it is plausible that 

the D/MD neurons act postsynaptically to the pineal ganglion 

cells. Because D/MD neurons do not project caudally past the 

fifth myotomal cleft (Nordlander et al., 1985), it has been 

proposed they have synaptic contact with cells in the hindbrain, 

which in turn will excite the swimming centre in the spinal cord 

(Jamieson and Roberts, 1999, Roberts, 2000). To unveil this, 

more anatomical and functional studies are still needed. 

 

Figure 2.5 The pineal eye pathway for swimming initiation. 

Pineal ganglion cells (in yellow) are activated by photoreceptors 

in the pineal eye (pe) and send axons caudally. D/MD neurons (in 

purple) in the ventral midbrain and caudal forebrain are excited 

by ganglion cells and in turn excite CPG in the hindbrain (dINs, in 

brown). e=eye, oc=otic capsule.  
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2.5.2 The Trunk Skin Sensory Pathway 

The tadpole’s body is wholly covered in a thin layer of epidermal cells, which in the trunk host 

among them sensory projections coming from neurons that lie in the superficial layer of the 

spinal cord. These are Rohon-Beard (RB) cells, which have been firstly identified by means of 

immunohistochemistry, and whose anatomy and function have been largely studied (Clarke et 

al., 1984). The cell bodies of RB neurons lie in a double longitudinal column in the most dorsal 

layer of the spinal cord and, rostrally, they reach the hindbrain till the level of the second 

myotomal cleft (Clarke et al., 1984). Each RB neuron has neurites that exit from the spinal cord, 

branch into smaller projections, and penetrate the skin running in between the external and 

internal layer of epidermal cells. These projections are unmyelinated ‘free nerve-endings’ (Sillar 

and Roberts, 1988), and they provide each RB neuron with a receptive field of around 1200 µm2 

on the skin surface (Clarke et al., 1984). RB cells have long axons that run longitudinally in the 

marginal zone of the spinal cord, both in rostral and caudal direction (Clarke et al., 1984). RB 

neurons are excited by touch on the skin, for example a manually delivered stroke or poke with 

a fine hair, and are also excited by electrical stimulation delivered to the skin with an electrode 

(Clarke et al., 1984). In both cases, RB cells respond to stimulation in a ‘rapid transient’ manner, 

i.e. by firing one or few impulses during the stimulation, but without maintaining their firing 

response. Indeed, repetitive stimulation of these neurons is ineffective, unless a recovery time 

of at least one minute is given to the animal (Roberts et al., 1987). When RB neurons are 

stimulated by a depolarizing intracellular current (Clarke et al., 1984), a single spike is evoked 

and this is sufficient to initiate fictive swimming in the immobilized tadpole. During ongoing 

swimming, RB neurons are silent and they do not show inhibition (Clarke et al., 1984). Initially, 

RB cells were found to be positive for substance P staining (Clarke et al., 1984), but later studies 

unveiled the glutamatergic nature of their synaptic connections to interneurons in the spinal 

cord. Indeed, by means of pharmacological experiments using agonists of glutamate receptors, 

it was shown that RB cells use glutamate as neurotransmitter (Sillar and Roberts, 1988). 

The interneurons that act postsynaptically to RB cells have been initially defined based on their 

anatomy and position in the spinal cord (Clarke and Roberts, 1984). Two types of these 

interneurons are present in the hatchling tadpole, both lying dorso-laterally in the more 

superficial layer of the spinal cord. The first class is defined as dorsolateral commissural (dlc) 

interneurons and the second class consists of dorsolateral ascending (dla) interneurons. Both 

these classes of spinal neurons have dendrites that run in the dorsal half of the marginal zone 
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(Li et al., 2001), where they can make contact with RB axons running both rostrally and caudally 

(Clarke and Roberts, 1984). Dorsolateral commissural interneurons have axons that proceed 

ventrally towards the spinal cord floor, where they cross contralaterally (Roberts and Clarke, 

1982). Backfilling with neurobiotin of these neurons showed that their axons, once reached the 

contralateral side of the spinal cord, branch to give rise to a rostrally projecting axon and to a 

shorter caudal one (Li et al., 2001). Rostrally projecting axons from dlc interneurons reach the 

hindbrain, but can also proceed further to the midbrain and forebrain (Li et al., 2001). 

Dorsolateral ascending interneurons have axons that run ipsilaterally to the soma and project 

rostrally to the hindbrain, and can also reach the midbrain and the forebrain (Li et al., 2001). 

Contrary to RB cells, when dlc interneurons were stimulated intracellularly to produce a few 

action potentials (Clarke and Roberts, 1984), swimming was never initiated in the immobilized 

tadpole.  

Both dlc and dla interneurons have dendrites running in the dorsal part of the marginal zone, 

where they come in contact with the long rostrally and caudally projecting axons of RB primary 

sensory neurons. Indeed, intracellular recordings on dlc cells showed EPSPs summating to reach 

an action potential after electrical stimulation of the skin within the receptive field of one RB 

neuron (Clarke and Roberts, 1984). The latency of EPSPs was measured in the range of 5-10 ms 

(Roberts and Sillar, 1990), which is compatible with the conductance of the very fine and non-

myelinated free ends of RB neurons lying in the skin. Conversely, when the electrical stimulus 

was applied to an area of the skin where RB neurons were surgically removed, neither action 

potentials nor EPSPs were recorded in dlc neurons (Clarke and Roberts, 1984). In dla 

interneurons, the latency of response from the delivery of an electrical stimulation to the skin 

was measured at 3-8 ms (Li et al., 2004b), again in accordance with the anatomy and the 

physiological properties of RB neurons afferent projections. Direct evidence is present for RB-

dla connections, as pair recordings were made on these two classes of neurons (Li et al., 2004b). 

Current injection in RB cells produced EPSPs in dla neurons at a latency indicative of 

monosynaptic interaction (~1.5 ms, (Li et al., 2004b)). Intracellular recordings from dlc and dla 

interneurons (Clarke and Roberts, 1984, Roberts and Sillar, 1990, Li et al., 2004b) showed that 

both classes receive summating EPSPs, which will in turn lead to the firing of one or a few action 

potentials at short latency from skin stimulation. 
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EPSPSs recorded in dlc are of dual component type, with a fast rise and slow fall (Sillar and 

Roberts, 1988), due to the activation of different receptors by the release of glutamate from RB 

presynaptic compartment. Pharmacological studies using broad antagonists for glutamate 

receptors, as well as NMDA, AMPA and kainate-specific antagonists, demonstrated that dlc 

neurons express all three types of glutamate receptors, and that the different kinematic of the 

three receptor types allows the temporal summation of EPSPs (Roberts and Sillar, 1990). 

Moreover, dlc cells receive synaptic inputs along their dendrites from more than one RB neuron, 

which have small receptive field in the skin but long axons that run rostrally and caudally along 

the spinal cord. Vice versa, RB neurons will excite more than one dlc cell as they project long 

axons in the marginal zone. As a result, thanks to the anatomical position of both RB axons and 

dlc dendrites running longitudinally in dorsal part of the marginal zone, the sensory information 

coming from skin stimulation will be detected by RB free ends, amplified by the several RB-dlc 

connections, and then conveyed to the opposite side of the spinal cord via dlc interneurons 

(Roberts and Sillar, 1990). 

EPSPs recorded in dla interneurons are also of a dual component type, comparably to EPSPs 

recorded in dlc (Clarke Jd Fau Hayes and Roberts, 1984, Li et al., 2004b). As in pharmacological 

experiments on dlc, the application of NMDA and AMPA antagonists abolished the summation 

of EPSPs in dla interneurons, preventing the firing of action potentials (Li et al., 2004b). In this 

case, specific NMDA or AMPA antagonists were used (D-AP5 and NBQX, respectively) so that it 

was possible to identify an early rising component due to the activation of AMPA receptors, and 

a slower and longer component due to NMDA receptors activation (Li et al., 2004b). Dla 

dendrites run ipsilaterally to the soma, and longitudinally in the same area of the marginal zone 

where RB axons and dlc dendrites also lie (Clarke Jd Fau Hayes and Roberts, 1984, Li et al., 

2004b). This layout, as for RB-dlc connections, allows dla cells to be contacted by several RB 

projections, and conversely one RB neuron makes synaptic contact with more than one dla, 

creating the basis for a simple sensory pathway in the skin, ipsilateral to stimulation (Li et al., 

2004b). 

Both dlc and dla interneurons receive IPSPs during ongoing fictive swimming (Roberts and Sillar, 

1990, Li et al., 2004b). This inhibition originates from aINs and it is stronger at the beginning of 

a swim episode, when swimming frequency is higher (Li et al., 2002, Li et al., 2004b). Dla and dlc 

are excited by RB neurons to fire only one or two action potential at short latency from 
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stimulation, and the glycinergic inhibition they receive has been firstly proposed as a sensory 

gating mechanism (Roberts and Sillar, 1990, Li et al., 2004b). In fact, it is beneficial during 

ongoing locomotion to gate the access of sensory stimulation so that the behavioural motor 

output is not affected. On the other hand, if stimulation is delivered to the skin during later 

phases of fictive swimming (i.e. not at the start of the swimming episode), dla are activated and 

swim frequency increases (Li et al., 2004b), showing that these neurons can contribute to the 

increase of speed of swimming in the freely moving animal. 

Altogether, RB primary sensory neurons, dla and dlc sensory interneurons constitute a simple 

mechanism that detects stimulation in the skin, transfer the sensory information into the spinal 

cord both ipsilaterally (via dla) and contralaterally (via dlc). Dla and dlc finally convey the sensory 

input to higher brain centres, as their axons project rostrally to the hindbrain, but also to the 

midbrain and the forebrain (Clarke Jd Fau Hayes and Roberts, 1984, Li et al., 2004b). 

 

Figure 2.6 The trunk skin pathway for swimming initiation. 

RB cells (in yellow) innervate the trunk skin, and get activated by 

sensory stimulation. In the spinal cord, RB axons excite dlc 

neurons (in light red), which have commissural axons that reach 

the brain. RB axons also excite dla neurons (in dark red), which 

have ipsilateral axons that reach the brain. Here, the dINs (in 

brown) are activated and start firing rhythmically to sustain 

swimming.  
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Figure 2.7 Anatomy of CPG and sensory neurons in the spinal cord of the Xenopus tadpole. 

Schematic of the CPG neurons in the spinal cord of the tadpole with axonal and dendritic 

projections. Sensory pathway neurons are the more dorsally located: RB neurons (in yellow) have 

sensory projections that innervate the skin and long axons that excite dla and dlc (in red). Dla 

axons project directly to the hindbrain, and dlc cross to the opposite side of the spinal cord and 

then run to the hindbrain. More medially and ventrally located are CPG neurons: aINs (violet) 

have ipsilateral ascending axons that inhibit CPG neurons on the same side of the spinal cord; 

cINs (blue) have commissural ascending and descending axons that inhibit CPG neurons on the 

opposite side of the opposite side of the spinal cord; dINs (brown) have ipsilateral descending 

axons that excite motor neurons(mn); motor neurons (green) exit the spinal cord and excite 

muscle fibers; Grey band covering the side of the spinal cord represents the marginal zone, where 

ascending and descending projections run. Adapted from (Roberts, 2000).  

RB

dlc

dla

cIN

aIN

mn

mn

dlN

to hindbrain

to muscles

to skin

rostral

caudal

left

right



2. Introduction 

 

39 
 

2.5.3 The Head Skin Sensory Pathway 

As it happens with the trunk, the head of the Xenopus laevis tadpole is also covered in skin that 

hosts sensory projections. This allows the embryo to be responsive to external stimulation 

encountered anywhere on its body, providing a reliable aid towards its survival. 

Early anatomical studies (Roberts, 1980, Davies et al., 1982) revealed dense trigeminal ganglion 

nerves in the head of the tadpole, which were described as two anatomically and functionally 

different classes (Hayes et al., 1983). The so called ‘type I’ projections run ipsilaterally to their 

soma in the trigeminal ganglion, and they branch in the skin (Roberts, 1980, Davies et al., 1982). 

In the more superficial layer of the skin, they often nearly encircle skin cells, with almost every 

skin cell to be in contact with type I projections (Hayes et al., 1983). ‘Type II’ projections were 

stained contralaterally to their originating trigeminal ganglion, but they also showed ipsilateral 

elongations (Hayes et al., 1983). Differently from type I, type II projections run more deeply into 

the skin and they never reach the most superficial layers. Usually, they lie and terminate in the 

extracellular space in the deep skin layer (Hayes et al., 1983). Both type I and type II projections 

are unmyelinated and they present varicosities with mitochondria (Hayes et al., 1983).  

Because of their anatomy, and thanks to extracellular recordings following stimulation (Roberts, 

1980, Davies et al., 1982), these two types of projections have been linked to functionally 

different sensory receptors. Type I have been proposed to work as movement detectors, as they 

largely innervate the superficial layer of the skin and respond to any small disturbance delivered 

to the skin, such as a light persistent stroke with a hair; these units are active as long as the 

mechanical stimulation moves along the skin (Roberts, 1980). Conversely, type II afferents run 

more deeply in the skin of the head, and they respond to local and rapid poke of the skin 

(Roberts, 1980). 

More recently, a short direct pathway from the trigeminal sensory neurons to the spinal CPG 

circuit has been unveiled (Buhl et al., 2012). A consistent group of 14-23 unipolar neurons lying 

in the second and fourth rhombomeres was found to fire in response to head stimulation, but 

not to skin stimulation on the trunk or on the tail skin (Buhl et al., 2012). These cells have been 

named trigeminal interneurons (tINs), and they have axons which run ipsilaterally into the 

caudal hindbrain and reach the rostral sectors of the spinal cord (Buhl et al., 2012). Trigeminal 

interneurons (tINs) are silent at rest and fire in response to head stimulation which can be strong 

enough to lead to swimming, but they also fire at weaker stimulation. When a weak electrical 
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stimulation is delivered to the head, only a few tINs fire, and they fire only one action potential. 

As the stimulation increases, more units are activated and some units fire more action potential, 

occasionally giving rise to bursts (Buhl et al., 2012). Thus, tINs can also fire when swimming is 

not initiated after head stimulation, but they fire more reliably when the stimulus delivered is 

at threshold for swimming. Trigeminal interneurons have dendrites running in the same portion 

of the tadpole’s head reached by the axons of trigeminal sensory neurons, and tINs activation 

has short latency after stimulation; for this reason it was proposed that tINs are 

monosynaptically activated by trigeminal sensory neurons (Buhl et al., 2012), whose afferents 

lie in the skin (Roberts, 1980, Davies et al., 1982, Hayes et al., 1983). Because perfusion with the 

AMPA antagonist NBQX led to the block of the larger rapid rise component of tINs activation, it 

was concluded that their excitation is glutamate mediated, mainly via AMPA receptors (Buhl et 

al., 2012). A smaller component of tINs excitation was visible whit NBQX perfusion, which led to 

propose that a second smaller portion of excitation can occur via NMDA receptors (Buhl et al., 

2012). Thanks to paired recording from couples of tINs, it has been shown that these neurons 

do not excite each other, and they are not electrically coupled (Buhl et al., 2012). Nevertheless, 

different tINs can receive excitation from the same sensory afferent but, because single tINs 

have slightly different spike thresholds, some tINs fire after a certain stimulus, whilst others do 

not (Buhl et al., 2012). During ongoing swimming, tINs are not excited, instead they can receive 

IPSPs at variable swim phases. On-cycle and mid-cycle inhibition has been reported, as well as 

occasional IPSPs not coupled to swimming. Other tINs did not show inhibition at all during 

swimming (Buhl et al., 2012). 

Paired recordings have also been instrumental in proving direct tINs-dINs connections (Buhl et 

al., 2012). As the tINs axons run caudally into the hindbrain and rostral spinal cord, they make 

synaptic contact with dINs, which are responsible for the activation of the spinal CPG circuit. As 

reported above, single tINs firing in response to head stimulation is unreliable, but they can fire 

more than one action potential after stimulus delivery. Moreover, at stronger stimulation, more 

tINs are recruited to fire. Therefore, because a few tINs make synapse on the same dIN, their 

EPSPs can sum in the dINs, both 1) spatially and 2) temporally. In fact, 1) different tINs receive 

sensory input from several sensory afferents innervating large portion of the head skin and 2) 

different tINs fire more than one action potential after stimulation (Buhl et al., 2012). This 

summation of excitation leads to a very reliable excitation in the dINs, which exciting each other 
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and being electrically coupled as a population (Li et al., 2009), can lead to a steady activation of 

spinal CPG neurons. 

In conclusion, in the Xenopus laevis tadpole, swimming can be initiated by mechanical or 

electrical stimulation on the head. Sensory neurons have afferents lying in the head’s skin, and 

contact a small group of ~20 tINs located on both sides at the level of the second/fourth 

rhombomeres. These tINs are excited variably depending on stimulus strength, and their EPSPs 

eventually sum in dINs. Ultimately, the activation of dINs marks the start of swimming, as they 

excited spinal CPG neurons. 

 

 

 Figure 2.8 The head skin pathway for swimming initiation. 

Trigeminal ganglion afferents (in yellow) lie in the skin on the 

tadpole’s head and are activated by touch stimulation. They 

project caudally into the hindbrain, where they excite tINs (in pink). 

In turn, tINs axons run into the rostral spinal cord where they 

activate dINs (in brown), initiating the swimming response. 
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2.5.4 Skin Excitability Properties 

Evidence of the excitable properties of the Xenopus tadpole skin have been long known 

(Roberts, 1969), but how and where this parallel sensory system enters the CNS was only more 

recently discovered (James and Soffe, 2011). 

The tadpole skin is formed by two layers of epithelial cells and a basal lamina (Roberts, 1969). 

Initial experiments on skin preparation showed that all the skin cells are able to generate an 

electrical all-or-none impulse after a manual poke was delivered to the preparation (Roberts 

and Stirling, 1971). When the experiments were performed on tadpoles at stages where their 

muscles were developed enough to sustain movement, and if stimulation was strong enough, 

the stimulation caused swimming to start (Roberts, 1969, Roberts and Stirling, 1971). The skin 

impulse was not affected by changings in the stimulation strength and did not decrease during 

propagation (Roberts and Stirling, 1971). Impressively, the skin covering the whole body of 

embryos of developmental stages 26 to 38 was able to generate this impulse, including the 

epithelia of eyes, cement gland and dorsal fin (Roberts and Stirling, 1971). Considering that 

tadpoles hatch at developmental stage 37/38, the presence of such a sensory system at very 

early stages appeared unexpected. Nevertheless, it is worth noting that under adverse 

conditions, such as high temperature, overcrowding or high concentration of CO2, the tadpoles 

can hatch earlier than stage 37/38. Thus, the skin impulse propagation was suggested to work 

as a primitive sensory system, in place during a time when the neuronal projections are still too 

short to reach peripheral areas (Roberts and Stirling, 1971, James and Soffe, 2011). 

Further studies have shown that, as the brain and the spinal neurons develop, the skin impulse 

gains access to the CNS through different paths (James and Soffe, 2011). Because earlier 

evidence suggested that at stage 37/38 the skin impulse enters the brain via the trigeminal nerve 

(Roberts, 1996), brains of tadpoles from developmental stage 28 to stage 38 were severed just 

caudally to the otic capsule. Stimulation was delivered to an area of the tail, which was deprived 

from RB innervation by means of a horizontal cut (James and Soffe, 2011). Embryos of stage 28-

31 responded very reliably to stimulation on the un-innervated skin, whilst tadpoles at stage 

37/38 did not respond to stimulation. The number of reliable responses in tadpoles of stages 32 

to 36 decreased sharply as the age increased (James and Soffe, 2011). This confirmed that at 

stage 37/38 the skin impulse access to the CNS is cranial, specifically via the trigeminal nerve 

(Roberts, 1996). 
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Because RB neurons were considered strong candidates for conveying the impulse into the CNS, 

single RB neurons were recorded in the same experimental conditions, in all developmental 

stages. RB neurons in early stages embryos (28-31) fired reliably with skin impulse, whilst RB 

cells in stage 37/38 tadpoles did not fire if the stimulation was delivered outside their receptive 

field; nevertheless swimming was initiated also in the latter case (James and Soffe, 2011). RB 

neurons in stage 32-36 tadpoles showed the same behaviour of RB cells in older animals if the 

recording was done on the soma, but they had opposite performance if the axonal activity was 

recorded. The authors proposed that in the ‘in-between’ stages, both immature and mature RB 

neurons can be present in the spinal cord, thus they will be still able (if immature) or not able 

anymore (if mature) to let the skin impulse into the spinal cord (James and Soffe, 2011). 

 

2.6 The stopping Pathway 
 

When the freely moving tadpole bumps with its head into a solid surface, it stops swimming. 

The same stopping response is observed if a short poke to the tadpole’s head is delivered, both 

during free swimming, as well as during fictive swimming in immobilized tadpoles.  

This implies a descending connection from the sensory neurons that lie in the head skin to the 

spinal CPG neurons responsible for swimming. Indeed, when a gentle pressure was delivered to 

the head, or the mucus was gently pulled from the cement gland, a burst of activity was recorded 

in the trigeminal ganglion, and after 1-2 swim cycles, VR activity consistently stopped (Boothby 

and Roberts, 1992). To confirm the involvement of trigeminal neurons in the stopping response, 

trigeminal nerves were severed on one or both sides (Boothby and Roberts, 1992, Lambert et 

al., 2004a). When only one side was lesioned, stimulation on the head was able to stop fictive 

swimming, but when trigeminal projections were cut on both sides, the tadpoles failed to stop 

after pressure on the head (Boothby and Roberts, 1992, Lambert et al., 2004a). In the tadpole, 

trigeminal neurons have caudal projections, which end in the hindbrain without reaching the 

spinal cord (Hayes et al., 1983). Also, trigeminal neurons are excitatory (Buhl et al., 2012), so it 

seemed plausible that a population of interneurons in the hindbrain would have an inhibitory 

effect on the spinal circuit to stop swimming activity. 
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Anatomical analysis revealed two hindbrain neuronal populations, which were stained for GABA 

(Boothby and Roberts, 1992). Both populations consist in two symmetrical clusters in the left 

and right hindbrain: the most rostral population lies in the second and third rhombomeres and 

has ipsilateral and contralateral descending axons, whilst the caudal cluster of GABAergic 

neurons reside caudally to the otic capsule and have only ipsilateral projections (Boothby and 

Roberts, 1992). Combinations of different lesions in the hindbrain confirmed that the neuronal 

pathway that leads to the stop of swimming can take both ipsilateral and contralateral path, 

referred to the side of the trigeminal nerve investigated (Boothby and Roberts, 1992, Lambert 

et al., 2004a). Both populations of these GABAergic hindbrain neurons (called midhindbrain 

neurons, MHRs; (Roberts et al., 1987, Boothby and Roberts, 1992)) respond to pressure on the 

head by increasing their firing, and have been proposed to act as inhibitory interneurons in the 

stopping pathway (Lambert et al., 2004a). Biotin filling of MHRs responding to pressure on the 

head, shed further light on their anatomy (Perrins 2002). MHRs have elongated multipolar 

somata and commissural and ipsilateral projections, which run caudally into the spinal cord 

(Roberts et al., 1987, Boothby and Roberts, 1992).  

When pressure is delivered to the tadpole’s head, MHR interneurons receive monosynaptic 

excitation from the trigeminal sensory neurons, and they fire one or a few action potentials 

(Perrins et al., 2002). Conversely, motor neurons and dINs receive IPSPs when the head or the 

cement gland receive pressure (Perrins et al., 2002, Li et al., 2003). Differently, inhibitory spinal 

interneurons (cINs and aINs) also receive IPSPs, but less reliably than dINs and motor neurons 

(Li et al., 2003). The direct evidence for MHRs being responsible for the stop of swimming came 

from their intracellular activation. In fact, when MHRs were activated by current injection 

(Perrins et al., 2002), swim stopped in 1-2 cycles, confirming that these GABAergic interneurons 

act postsynaptically to the trigeminal sensory neurons in the descending stopping pathway. 

Further evidence of MHRs’ GABAergic transmission was reported in pharmacological studies 

using GABA and glycine antagonists (Perrins et al., 2002, Li et al., 2003). Indeed, when glycine-

based transmission was blocked by strychnine, IPSPs were still recorded in spinal CPG neurons 

(Li et al., 2003). On the contrary, inhibition of spinal interneurons was not reported after the 

GABA antagonist bicuculline was perfused on the tadpole preparation (Perrins et al., 2002, Li et 

al., 2003). 
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During ongoing swimming, MHRs receive mid-cycle IPSPs (Perrins et al., 2002), which are most 

likely due to the ascending projections of spinal glycinergic cINs reaching the hindbrain (Yoshida 

et al., 1998). Although the function of this inhibition remains unclear, it has been proposed that 

it would diminish the probability of MHRs to fire an action potential while the animal is moving 

(Perrins et al., 2002). Nevertheless, if the tadpole encounters a strong enough stimulation, such 

as bumping into a solid object while swimming, excitation from the trigeminal sensory neurons 

will be conveyed to MHRs, they will be activated, and movement will stop. 

 

 

Figure 2.9 The stopping pathway. 

The sensory projections of trigeminal ganglion neurons (in yellow) 

lie in the head skin and are activated by a strong manual poke, or 

when the tadpole bumps against a solid surface. Trigeminal 

neurons project into the hindbrain and activate the GABAergic 

MHR neurons (in lilac). MHR project caudally into the spinal cord 

and they inhibit dINs, causing the stop of swimming. 
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2.7 Tonic Inhibition of Locomotion 
 

The stage 37/38 Xenopus laevis tadpole does not feed, and where the mouth will later develop, 

it has a dark pigmented gland secreting mucus: the cement gland. Thanks to the mucus it 

produces, the tadpole can hang to the water surface or to solid objects and remain still. The 

cement gland is anatomically formed by a pigmented columnar epithelium, with mucus-

secreting cells in the superficial layer, and it is innervated by the unencapsulated terminals of 

the mandibular trigeminal nerve (Roberts et al., 1975). These sensory afferents reach the 

superficial layer of the gland and run for about 400 µm to the ventral lobe of the trigeminal 

ganglion (Roberts et al., 1975, Lambert et al., 2004b). Recordings from cell bodies lying in the 

ventral lobe of the trigeminal ganglion after pressure of the cement gland showed that these 

projections are unmyelinated, and that their receptive fields are confined in the cement gland, 

as stimulation on other area of the head did not evoke activity in the ventral area of the 

trigeminal ganglion (Roberts et al., 1975). These sensory receptors are not activated by electrical 

stimulation delivered directly to the cement gland, neither they work as chemical synapses as 

they still respond to pressure on the cement gland in high Mg++/low Ca++ concentrations in 

perfusion saline (Roberts et al., 1975). Nevertheless, all the units investigated in early studies 

(Roberts et al., 1975) were activated by light pressure on the cement gland, and the majority of 

them also responded to the pulling of the mucus strand away from the animal’s head. For these 

reasons, it has been proposed that the trigeminal afferents in the cement gland work as 

mechanosensory receptors, responding to mechanical distortion of the gland (Roberts et al., 

1975). These units are also spontaneously active, and they increase their firing following 

stimulation. Specifically, the spontaneous activity recorded arise at the level of the afferent 

terminals, as localised microperfusion of anesthetic in the ventral lobe of the trigeminal ganglion 

did not eliminate spontaneous firing, but it did when it was applied to the terminals (Lambert et 

al., 2004b). 

During stimulation of the cement gland, the tadpole is less responsive to other stimuli (Roberts 

et al., 1975, Boothby and Roberts, 1992, Lambert et al., 2004b). Behavioural observations 

(Boothby and Roberts, 1992) showed that when tadpoles are attached, the stimulation 

delivered to initiate swimming has to be stronger than when not attached. This was confirmed 

by multi-unit recording experiments carried out on a set up where a light weight could be 

attached (or detached) to the cement gland of the tadpole (Lambert et al., 2004b), thus 
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mimicking the animal’s behaviour of attaching to the water surface or to solid objects with its 

mucus strand. The increased activity in cement gland units was sustained for the time of weight 

attachment (up to 60 minutes), and so was the reduced responsiveness to light dimming and 

trunk skin stimulation (Roberts et al., 1975, Lambert et al., 2004b). When fictive swimming was 

evoked after trunk skin stimulation or light dimming, no difference in the spontaneous activity 

of the units innervating the cement gland was reported (Lambert et al., 2004b). When the 

trigeminal nerve was severed on one side only, the reduced responsiveness during attachment 

was maintained, but it was lost when trigeminal nerves were cut on both sides of the tadpole 

(Lambert et al., 2004b).  

MHRs, the hindbrain GABAergic interneurons responsible for the stop of swimming, have been 

found to be also responsible for the reduced responsiveness to stimulation following the 

tadpole’s attachment through the cement gland (Roberts et al., 2008). Indeed, when the cement 

gland is stimulated with a light pressure, MHRs are excited (Perrins et al., 2002, Li et al., 2003). 

In the same conditions, motor neurons and dINs are inhibited, but no IPSPs have been recorded 

in dla sensory neurons (Li et al., 2003). Although it is possible that single MHR are involved in 

the stopping pathway caused by pressure on the head and other MHRs act towards the tonic 

inhibition observed during cement gland stimulation, the same hindbrain GABAergic population 

is responsible for both mechanisms (Roberts et al., 2008). 

In order to understand the ecological advantages of the reduced responsiveness to stimulation 

during periods of attachment to the water or solid surfaces, behavioural experiments were 

carried out with one of the tadpoles’ natural predators, the damselfly nymph (Zygoptera) 

(Lambert et al., 2004b). Tadpoles with both trigeminal nerves severed were predated more than 

control animals (Lambert et al., 2004b), pointing to the fact that the ability to remain still and 

attached to the water surface or solid objects provides ecological advantages to the Xenopus 

embryo. 

 

2.8 Locomotor Control in the Tadpole 
 

Differently from zebrafish larvae and other model organisms used in research on motor control, 

the tadpole at stage 37/38 does not swim spontaneously, so the activation of the spinal CPG 
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circuit is always caused by an external stimulus. Different pathways of sensory stimulation have 

been described in detail in this chapter; they include the initiation of swimming by stimulation 

of the skin on the trunk or head, and motor response to light dimming mediated by the pineal 

eye. Also differently from other model organisms, the hatchling tadpole does not need to feed, 

thus it does not perform hunting behaviour. This matches with the still undeveloped eyes and 

optic tectum, which do not allow visual information to be neither acquired, nor integrated with 

other sensory stimulation (Beazley et al., 1972). Indeed, the initiation of swimming caused by 

light dimming does not involve tectal neurons, and activates directly CPG neurons in the 

hindbrain and spinal cord via D/MD neurons (Jamieson and Roberts, 1999). 

Although it has been abundantly reported that the tadpole can perform C-startle responses 

when stimulated mechanically (Sillar, 2009), and although Mauthner neurons are present in the 

stage 37/38 tadpole used in this work, their involvement in the escape response has never been 

reported in almost four decades of research on this organism’s swimming behaviour. Mauthner 

neurons are present in the Xenopus at pre-hatching stages (30/31, (Nieuwkoop and Faber, 

1956)), they then enlarge and their axons reach the spinal cord at stage 35/36 (van Mier and ten 

Donkelaar, 1984). Furthermore, Mauthner neurons remain even in the adult individuals of the 

Xenopus laevis (Cioni et al., 1989). In the tadpole, neuronal projections are unmyelinated 

(Yoshida, 1997) but the larger size of Mauthner neurons’ axons could explain the fast C-response 

seen in the tadpole (Sillar, 2009, Sillar and Robertson, 2009). As now, no direct evidence for a 

role of Mauthner neurons in driving fast escape response has been shown in the tadpole. 

Nevertheless, their presence and features suggest that they could be responsible for a C-start 

response in the tadpole as they do in various other animals (Hale et al., 2016). 

The dopaminergic system has been demonstrated to play an important role in the mechanism 

of locomotor control of mammals, lamprey and zebrafish (see paragraphs 1.2.2 and 1.2.3). At 

the very early stage of tadpole’s development used in this work, dopaminergic neurons have 

never been reported, so it is reasonable to assume that the dopamine system does not have a 

role in the initiation of swimming in the stage 37/38 tadpole. 

A population of reticulospinal neurons in the caudal hindbrain (hdINS) has been shown to fire 

first at swimming initiation, before the activation of other CPG neurons (Soffe et al., 2009, 

Koutsikou et al., 2018). Once swimming has started, hdINs fire one action potential at every 

swim cycle, together with the more caudally located dINs, providing the excitation needed to 
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the spinal CPG circuit (Roberts et al., 2010). Because these neurons are the first to fire at the 

start of locomotion, their activation has been investigated in detail. When the tadpole is 

stimulated electrically on the skin, hdINs receive EPSPs, which can summate and give rise to an 

action potential. If the summating effect is enough to lead to a first action potential, the hdINs 

will then continue to fire rhythmically, sustaining the CPG circuit. EPSPs recorded in hdINs are 

very variable, both in their amplitude and in their latency from stimulation (Koutsikou et al., 

2018). Because hdINs, and dINs in general, are silent in resting conditions (Soffe et al., 2009, Li 

et al., 2006), it is very unlikely that background synaptic inputs contribute to the summation of 

these variable EPSPs. Interestingly, even when the skin stimulation failed to initiate a motor 

response (i.e. stimulation below threshold for swimming), EPSPs were recorded in hdINs. These 

EPSPs though, failed to depolarize the neurons to threshold for an action potential, thus 

swimming did not start (Koutsikou et al., 2018). 

From an anatomical, temporal, and functional point of view, after skin stimulation and before 

hdINs activation, lies the sensory pathway. The ascending pathway that carries the sensory 

information from the tadpole’s trunk skin to its brain is well known. It consists in primary sensory 

Rohon-Beard cells and secondary sensory dla and dlc neurons, which reach the brain (Buhl et 

al., 2012, Li et al., 2003). Although previous work failed to prove direct connections between the 

sensory pathway and hdINs (Buhl et al., 2015), it might be possible that the excitatory firing of 

dla and dlc can explain the EPSPs recorded in hdINs. This possibility has been tested (Koutsikou 

et al., 2018) and it has been shown that the firing latency and pattern of dla and dlc cannot 

sustain the variable and delayed EPSPs observed in hdINs. In fact, both dla and dlc fire only one, 

or two, action potentials following skin stimulation, at a constant and short latency from 

simulation (4-15 ms in (Koutsikou et al., 2018)). The summation of EPSPs recorded in hdINs 

occurs over a much longer time, which can last for ~100 ms (Koutsikou et al., 2018). 

Because the known cellular populations in the Xenopus tadpole cannot explain the variable and 

delayed activation of hdINs, a new neuronal population was proposed to act between the 

sensory pathway and the hdINs; this population has been called extension neurons (ExNs), as it 

would extend the sensory stimulation in the time prior motor response (Koutsikou et al., 2018). 

So far, no direct evidence for the presence of the ExNs population has been shown. 

Nevertheless, a computational model suggests that ExNs could sustain the variable and delayed 

excitation recorded in hdINs prior to swim initiation (Koutsikou et al., 2018). The model was built 
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on previously published computational models for the tadpole’s various neurons and synapses 

(Sautois et al., 2007, Hull et al., 2016), to which a population of ExNs with recurrent excitation 

was added (Koutsikou et al., 2018). Briefly, a population of dlc excites the ExNs population, 

whose neurons are interconnected via AMPA and NMDA-mediated synapses. The ExNs have 

postsynaptic glutamatergic connections with hdINs, which will start to fire rhythmically if the 

threshold for activation is met. Thanks to the introduction of recurrent excitation in the ExNs 

population, the modelled hdINs were able to sustain their own firing, as it happens during 

swimming. Crucially, in order to reproduce the variability recorded in the hdINs EPSPs, only 

some ExNs in the model receive direct excitation from dlc neurons, whilst the excitation of the 

other ExNs is driven by the recurrent network they form across the ExNs population. In this 

scenario, ExNs act as ‘procrastinators’ in the process of swim initiation caused by skin 

stimulation, as they hold the sensory information within their recurrent network, allowing the 

summation of EPSPs in hdINs (Koutsikou et al., 2018). 

The premises on which the computational model is built appear strong enough to investigate 

further the existence of ExNs, which is the overall aim of the experiments reported in this thesis.
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3 Aim of the work 

 

The overall aim of this work is to study the neural mechanisms of locomotor control in a simple 

vertebrate, the embryo of the Xenopus laevis. Specifically, the involvement of the caudal region 

of the brain of the tadpole, namely the hindbrain, will be investigated. The role played by 

hindbrain neuronal substrates in the activation of locomotor circuit will be studied in response 

to an external stimulation delivered to the skin of the Xenopus tadpole. 

As illustrated in the previous chapter, both the spinal CPG circuit that sustains swimming, as well 

as the ascending sensory pathway that is activated by trunk skin stimulation, have been 

described in detail (Roberts et al., 2019). Nevertheless, a time gap exists in the activation of the 

descending pathway (dINs), after the firing of sensory neurons (fig. 3.1). Importantly, none of 

the already-known neuronal populations in the tadpole can account for this delayed swimming 

initiation (Koutsikou et al., 2018). A novel population, named extension neurons (ExNs), has 

been proposed to cover the role of ‘holding’ and ‘extending’ the sensory information in the 

tadpole’s hindbrain, thus allowing the procrastination of the motor response. Accordingly, the 

hypothesis that has driven this work is that a novel neuronal population, namely the ExNs, 

resides in the hindbrain of the hatchling tadpole and a) fires in response to trunk skin 

stimulation, either at threshold for swimming or below the threshold for motor response; b) is 

activated after the sensory neurons but before swimming initiation; c) fires over a time long 

enough to activate dINs (Koutsikou et al., 2018, Ferrario et al., 2021). 

Based on these premises, the main objectives of this thesis are: 

1. to confirm the existence of the ExNs population in the hindbrain of stage 37/38 Xenopus 

tadpole 

2. to characterise ExNs firing pattern at the initiation of swimming 

3. to locate the ExNs population in the hindbrain of the tadpole 

Behavioural and electrophysiology in vivo experiments were performed on lesioned tadpoles to 

analyse the pattern of swimming initiation, and thus confirm the presence of putative ExNs in 

the hindbrain. This would also help to restrict the anatomical location of ExNs to discrete areas 

of the hindbrain (results presented in chapter 4). An extracellular, hindbrain-wide analysis of 
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firing activity in relation to motor response after trunk stimulation was carried out to identify 

putative ExNs units, and subsequently chracterise their activation patterns (results presented in 

chapter 5). In vivo calcium imaging and IHC on fixed samples were used to localize areas where 

putative ExNs can lie in the hindbrain of the Xenopus tadpole (results presented in chapter 6 and 

7, respectively). 

Completing the neuronal circuit that takes the sensory information to the tadpole’s brain, and 

in turn sets the animal in motion, would bridge the gap in the knowledge available on embryonic 

descending motor control. On a larger scale, identifying the neurons responsible for the 

locomotor response in the Xenopus embryo will serve as a springboard to unravel how the 

building blocks of motor decision-making process develop and become integrate with the 

multiple sensory pathways in more complex vertebrates. 

 

 

 

 

 

 

 

 

 

Figure 3.1 Aim of the work 

A) Example of whole-cell traces for known cell types depicted in 

B. RB neuron (in yellow) and dlc neuron (in red) are sensory 

pathway neurons, which fire one action potential at short 

latency after stimulation (black triangle). After a long delay, 

dINs (in brown) start firing rhythmically, exciting motor neurons 

(mn, in green), which will make muscle contract alternately on 

the right and left side of the body (shown here as VR bursts, right 

-rVR- and left -lVR-, respectively). 

B) Schematic anatomy for sensory neurons (RB and dlc cells), 

dINs and motor neurons (mNs). ExNs are represented in the 

hindbrain forming a interconnected network, which receive 

sensory information from dlc neuron, and in turn activates dINs.
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4 Results: Hindbrain areas involved in motor 
response to skin stimulation 

 

The experiments reported in this chapter were aimed to study the role of the hindbrain in the 

control of swimming initiation caused by an external stimulation to the trunk skin. The goal of 

these experiments was to identify anatomical areas in the hindbrain that might be ‘hot spots’ in 

the mechanism that regulate the start of swimming. These hypothetical hot spots would be the 

anatomical location of ExNs, the cellular populations proposed to be responsible for the 

descending motor control in the Xenopus embryo (Koutsikou et al., 2018). 

The rationale of this study relies on the assumption that by lesioning different hindbrain areas, 

i.e. disconnecting certain neuronal populations from the swim-sustaining CPG circuit in the 

spinal cord, swim initiation would be controlled only by neurons and neuronal connections in 

the non-lesioned hindbrain. Conversely, failures in different aspects of swim initiation could be 

attributed to neurons lying in the hindbrain areas that were disconnected from the spinal CPG 

circuit. 

Hence, the hindbrain was severed at different levels and behavioural experiments, as well as 

electrophysiology recordings, were carried out. Swim initiation was studied in freely moving 

animals, whilst fictive swimming was analysed with VR recordings in immobilized animals. In 

behavioural experiments, mechanical stimulation was manually delivered to the trunk skin of 

control and lesioned tadpoles, and slow-motion videos of the start of swimming were recorded. 

In extracellular recordings of fictive swimming, an electrical stimulus was delivered to the trunk 

skin, and ventral root activity was recorded on both sides of the tadpole’s body. Two features 

of the initiation of movement were analysed in both experimental procedures: 1) the latency 

from stimulation to the first body movement, and 2) the side of the body where the first muscle 

contraction appeared. In fictive swimming recordings, latency was considered from stimulation 

to first ventral root burst, and the side of the body where the same first burst appeared was 

considered as the side of first muscle contraction. Both latency and side of first contractions 

were recorded and compared among control and lesioned animals. 
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The overall conclusion that could be drawn from the above-mentioned experiments is that 

putative neural populations involved in swim initiation are dispersed in the hindbrain. Indeed, it 

was not possible to define a discrete area in the hindbrain in which such neurons might lie. 

Nevertheless, the hindbrain was shown to be implicated in the mechanisms regulating the long 

and variable latency to the start of movement in the tadpole, as well as in processes that control 

the first asymmetrical activation of spinal CPG circuit. 

4.1 Materials and Methods 
 

Animal care 

Experiments were performed on the South African clawed toad Xenopus laevis tadpoles at 

developmental stage 37/38, according to Nieuwkoop and Faber (Nieuwkoop and Faber, 1956). 

Fertilized eggs were purchased from the European Xenopus Resource Centre (EXRC, Portsmouth 

UK) and kept at 16-19° C in tap water treated with commercially available aquarium conditioner. 

Embryos were sorted according to the developmental stages and only healthy tadpoles were 

kept for subsequent experiments. Animal care and all experimental procedures on Xenopus 

laevis tadpoles were approved by the University of Kent Animal Welfare and Ethical Review Body 

(AWERB) committee (reference: 0037-SK-17, University of Kent AWERB). 

Brain surgery 

After being briefly anesthetized with MS-222 (ethyl 3-aminobenzoate methanesulfonate, Sigma-

Aldrich; see Appendix 1 for solution details), tadpoles were pinned to a rotating Sylgard block in 

a saline-filled dish (see Appendix 1 for saline solution recipe, and pinning of the tadpole is 

illustrated in fig. 4.1B). The head skin was removed using handmade tungsten tools, and the 

trigeminal nerves were cut on both sides at the otic capsule level (fig. 4.1C); this precaution was 

taken to prevent the sensory stimulus to reach the brain via electrical conductance properties 

of the skin (Roberts and Stirling, 1971, James and Soffe, 2011). Further lesions were made with 

fine home-made tungsten tools as depicted in figure 4.1C. Specifically, lesions made were: 

1) one longitudinal cut along the midline from the MHB to the obex, separating the left from the 

right side of the hindbrain; 

2) one transversal cut along the MHB, leaving the hindbrain intact; 

3) one transversal cut in the hindbrain at the first myotomal cleft, named zero cleft (0 cleft) level; 
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4) one transversal cut in the hindbrain at the second myotomal cleft, named second cleft (2nd 

cleft) level; 

5) two staggered transversal partial cuts; the cut on left side was made at the MHB while the cut 

on the right side was at the 0 cleft level. 

After surgery, all animals were allowed to recover for 10 minutes in saline at RT and were 

subsequently tested to ensure robust swimming before being used in further experiments. 

Behavioural experiments 

Following recovery after surgery, tadpoles were placed in a small Petri dish lined with Sylgard, 

in which a groove was made (fig. 4.2). The groove was shaped to accommodate the tadpole in 

upright position, with the yolk sac positioned into the groove and the tail hanging free without 

touching the Sylgard lining. During experiments, tadpoles were accurately positioned into the 

groove and a manual mechanical stimulus was given with a fine hair on the trunk skin at the 

level of the anus (fig. 4.2C). Tadpoles were stimulated on both sides of the trunk to minimize the 

effect of human error when touching the animal. Videos were recorded with a commercially 

available digital camera (Casio EX-FH100) at 420 fps in black and white mode. An LED light source 

was positioned beneath the Petri dish to enhance the contrast of the tadpole shape in single 

video frames. Video analysis was carried out on ImageJ software. Latency time (ms) from the 

touch of the hair to the first head’s movement was calculated and the side of the first head’s 

bend (ipsilateral or contralateral in respect to the given stimulus) was also assessed. 

Electrophysiology 

In addition to the brain lesions procedure described above, the skin covering muscles on both 

sides of the tadpole’s body was removed to get access to the myotomal clefts. After surgery, 

animals were allowed to recover and tested for robust swimming. They were then immobilized 

in α-bungarotoxin (Invitrogen) for 50 minutes at room temperature (see Appendix 1 for details 

of α-bungarotoxin solution). Animals were pinned on a rotating Sylgard block in a small 

recording dish filled with saline. Two borosilicate glass suction electrodes (tip diameter 

approximately 70 µm) were attached to both sides of the tadpole’s body approximately at the 

level of the 4th cleft to record ventral root activity. A third glass suction electrode was attached 

to the trunk skin on the right side of the body at the level of the anus to deliver electrical stimuli 

to the animal. A schematic view of electrodes positions can be seen in figure 4.3 Aii/Aiii. All 

electrodes were made from borosilicate glass capillaries (outer diameter 1 mm, inner diameter 
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0.58 mm; Clark Electromedical Instruments, UK), which were pulled in a micropipette puller (P-

97, Sutter Instrument, USA) and cut at the desired length.  

For staggered lesions, the position of the transversal cuts (MHB and 0 cleft level) was inverted 

in one group to allow the transfer of stimulation in the specular situations (referred to as L-R 

when the lesion at MHB was done on the left side and lesion at 0 cleft was on the right side; 

referred to as R-L lesion when the two transversal cuts were inverted). In the behavioural 

experiments, this was achieved by changing the side of manual stimulation. In electrophysiology 

experiments, electrical stimulation was given via a custom-made TTL pulse generator 

automatically driven through the software used for recording (Signal 7, CED, UK). Threshold 

stimulation was set as the smallest stimulus (both in intensity -V- and duration -ms-) which led 

to swimming initiation. Suprathreshold stimulation was defined as the intensity of threshold 

stimulus + 1V, with the same duration. Threshold intensity of the stimulus was tested in each 

animal prior experiments recording, and suprathreshold stimulus was calculated accordingly for 

each animal. All the animals started swimming with a threshold stimulus in the range of 3.5-4.5 

V and 0.25-0.4 ms. Electrical signal from left and right VR was amplified, 50/60Hz noise was 

eliminated via a noise eliminator (HumBug, Digitimer, UK), and data were acquired in Signal 7 

software, through a Power 1401 mkII (CED, UK) at a sample rate of 20000 Hz.  

Data analysis 

Slow motion videos were analysed in ImageJ and latency time for motor response was calculated 

in Microsoft Excel using the following equation: latency (ms) = (Nframes/420 fps) x 1000ms. 

Electrophysiology experiments were analysed in Signal 7 (CED, UK). Following statistical analysis 

and graphs were made in Prism 9 (GraphPad Software, USA). Data were tested for normality 

with Shapiro-Wilk test and when normality criteria were not met, non-parametric analysis was 

used. Significance level was set at p<0.05 for all tests used. 
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Figure 4.1 Anatomical schematic of brain surgery carried out on tadpoles for behavioural and 

electrophysiology experiments. 

A) Side (Ai) and top (Aii) view of the tadpole with anatomical hallmarks. Orange dashed lines on 

the head indicate skin removal to get access to the brain. 

Bi) Picture of a tadpole pinned to the Sylgard block during experimental procedures. The skin was 

removed from the head to get access to the brain. Bii) Zoomed-in view of red dashed square in 

Bi. Midbrain and hindbrain are visible; midline and MHB are indicated by grey dashed lines. 

C) Schematic of different brain lesions carried out on tadpoles for behavioural and 

electrophysiology experiments. Coloured dashed lines indicate where the tissue was severed. 

Grey pointed triangles in the animals with staggered lesions represent side of stimulation in 

behavioural experiments. 
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 Figure 4.2 Behavioural experiments setup. 

A) The tadpole was placed in the middle of a 

round dish, whose floor was lined with Sylgard 

for half of the surface. B) Enlarged view of the 

red dashed square in A. The tadpole was 

positioned upright, with its tails hanging in the 

water. 

C) Manual stimulation of the trunk skin of the 

tadpole on its left side. D) Example of an 

ipsilateral start: the first head bend is towards 

the same side of stimulation. E) Example of a 

contralateral start: the first head bend is 

towards the opposite side of stimulation. 

 

 

 

Figure 4.3 Fictive swimming 

experimental setup. 

Ai) Side view of the tadpole with 

anatomical hallmarks. Orange 

dashed lines indicate skin removal 

to get access to the brain and to the 

muscle clefts. Aii) Top view of the 

tadpole with electrodes positioned 

as in experimental conditions. Left 

and right VR electrodes were 

positioned facing each other 

approximately at the 4th myotomal 
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cleft. Stimulating electrode was positioned on the right side at the level of the anus. Orange 

dashed line indicates skin removal; red dashed square area is replicated in panel B. 

B) Picture of the trunk of a tadpole pinned to the Sylgard block during experimental procedures. 

Right and left VR electrodes, as well as stimulating electrodes, are positioned as in Aii. 

C) Example of an ipsilateral start (black arrow) of fictive swimming. The first VR burst is recorded 

on the right side of the body (right VR). 

D) Example of a contralateral start (black arrow) of fictive swimming. The first VR burst is 

recorded on the left side of the body (left VR). In all experiments stimulation was delivered on 

the right side of the tadpole’s body. 

 

4.2 Behavioural experiments 

4.2.1 Results 

Behavioural experiments (see 4.1 and 4.2 for schematic of experimental setup) confirmed that 

swim initiation is achievable in freely moving tadpoles even if the hindbrain is lesioned in various 

manners. All animals (total animals N=85) were able to initiate movement after touch 

stimulation was manually delivered to the trunk skin (fig. 4.4). Indeed, even tadpoles where 

most of the hindbrain was severed (2nd cleft lesion in fig. 4.4) still showed swim response to 

touch, in accordance with published results (Li et al., 2006). 

Overall, lesions in the hindbrain caused a change in the latency from touch stimulation to the 

first head bend (fig. 4.4A, Kruskal-Wallis test p=0.0055). Lesion at the MHB and staggered lesion 

with stimulation delivered to the right side led to a longer latency to the first bend compared to 

control (fig. 4.4A, controls: median=109.5 ms; median values and median difference vs controls: 

201.2 ms, +91.7 ms, p=0.0038 for MHB lesion, 192.9 ms, +83.4 ms, p=0.0353 for staggered lesion 

with right-side stimulation; Kruskal-Wallis test followed by Dunn’s multiple comparison post-

hoc test). The other lesions tested did not cause a significant increase in the latency to swim 

response (fig. 4.4A, median values and median difference vs controls: 150.0 ms, +40.5 ms, 

p>0.9999 for midline lesion, 163.1 ms, +53.6 ms, p>0.9999 for 0 cleft lesion; 160.7 ms, +51.2ms, 

p=0.2656 for second cleft lesion; 157.1 ms, +47.6ms, p= 0.8122 for staggered lesion with left-

side stimulation; Kruskal-Wallis test followed by Dunn’s multiple comparison post-hoc test). 

Interestingly, latency measurements were more variable in lesioned groups compared to control 

animals. Detailed changes in the variability of response times for all experimental groups are 

illustrated by median, 25% and 75% percentiles and interquartile range (IQR) values in table 1, 

Appendix 2. 
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Side preference of the first movement (i.e. whether the first head bend was recorded on the 

ipsilateral or contralateral side, referred to the side of stimulation) was analysed and 

percentages of ipsilateral and contralateral response are reported in fig.4.4B. Control animals 

showed a higher percentage of starting bends on the side contralateral to stimulation (30.3% 

ipsilateral bend vs 69.7% contralateral, 10 and 23 trials out of 33 total trials, respectively). The 

same preference was observed for all groups of lesioned animals (ipsilateral vs contralateral first 

bend; midline lesion: 30.0% vs 70.0% (9/30 vs 21/30 total trials); MHB lesion 28.1% vs 71.9% 

(9/33 vs 23/33 total trials); 0 cleft lesion 13.3% vs 86.7% (4/30 vs 26/30 total trials); second cleft 

lesion 36.7% vs 63.3% (11/30 vs 19/30 total trials); staggered lesion with left stimulation: 33.3% 

vs 66.7% (8/24 vs 16/24 total trials)). The only exception was found in the group with staggered 

lesion and stimulation on the right side, where the preference shifted to become higher for the 

ipsilateral side (71.0% ipsilateral vs 29.0% contralateral first bend, 22 and 9 trials out of 31 total 

trials). 

Latency values were also analysed in accordance with the side of the first head movement (fig. 

4.5). Control animals did not show a difference in latency depending on the side of the first bend 

(median values and median difference  for ipsilateral vs contralateral responses: 119.0 ms vs 

109.5 ms, -9.5 ms, p= 0.9468, Mann-Whitney unpaired test, two-tailed), and neither did lesioned 

tadpoles (median values and median difference  for ipsilateral vs contralateral responses: 

midline lesion, 147.6 ms vs 185.7 ms, +38.1 ms, p=0.1224, MHB lesion, 195.2 ms vs 233.3 ms, 

+38.1 ms, p=0.7486; second cleft lesion:  211.9 ms vs 131.0 ms, +80.9 ms, p=0.1962, staggered 

lesion with stimulation on the left: 150.0 ms vs 277.4 ms, +127.4 ms, p=0.1576, staggered lesion 

with stimulation on the right: 221.4 ms vs 185.7 ms, +35.7 ms, p=0.7083; Mann-Whitney test 

unpaired test, two-tailed). An exception was recorded for tadpoles lesioned at the level of the 

otic capsule (0 cleft lesion, fig. 4.5 D), which showed a slower response when swimming started 

on the contralateral side (median values and median difference for ipsilateral vs contralateral 

response: 138.1 ms vs 325.0 ms, +186.9 ms, p=0.0036, Mann-Whitney unpaired test, two-

tailed). 
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Figure 4.4 Latency and side preference in swimming initiation after mechanical stimulation in 

behavioural experiments. 

A) Latencies (ms) for the 

first bend of the head after 

hair touch stimulation on 

trunk skin for control and 

lesioned animals, 

accordingly to the 

schematic below each bar. 

Single data points are 

reported; *p<0.05, 

**p<0.01 Kruskal-Wallis 

test followed by Dunn’s 

multiple comparison post-

hoc test. Multiple 

comparison adjusted p 

values: control vs MHB 

lesion p=0.0038, control vs 

staggered lesion, right 

stimulation p=0.0353. 

Single data points are 

plotted; boxes indicate 5-95 

percentile; cross line in each 

box represents median 

value; error bars indicate 

minimum and maximum 

values. N numbers and 

median values for each 

experimental group are 

reported in the main text. 

B) Percentage values (% 

total number of trials for each experimental group) for first head’s bend direction after hair touch 

stimulation in control and lesioned animals, accordingly to the schematic below paired columns. 

Filled bars: ipsilateral first bend; White bars: contralateral first bend. Group percentages and raw 

data are reported in the main text. 
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Figure 4.5 Latency according to side of first bend after mechanical stimulation in behavioural 

experiments. 

A-B) Latencies (ms) for the first bend of the head after hair touch stimulation for control and 

lesioned animals, accordingly to the schematic below each bar. First bars (solid circles) represent 

latencies for ipsilateral first bend, second bars (empty circles) represent latencies for 

contralateral first bend. **p<0.01 Mann-Whitney unpaired test, two-tailed. 0 cleft lesion 

ipsilateral vs contralateral p=0.0036. Single data points are plotted; boxes indicate 5-95 

percentile; cross line in each box represents median value; error bars indicate minimum and 

maximum values. N numbers and median values for each experimental group are reported in the 

main text. 
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4.2.2 Discussion 

Hindbrain lesions led to shorter latency to swimming initiation 

The behavioural experiments reported here show that lesions in the hindbrain cause a longer 

latency in the start of locomotion after a mechanical stimulus is delivered to the trunk skin of 

the freely moving animal (fig. 4.4 A). If we hypothesise that the hindbrain hosts a neuronal 

population involved in the holding of sensory information between the stimulus detection and 

the initiation of swimming, namely the ExNs, these behavioural results indicate that by removing 

or disconnecting part of this population, the overall delay for motor response is longer, although 

swim initiation is still possible. These results, showing that the tadpole’s hindbrain can sustain 

swim initiation even after extensive removal of the rostral areas, (such as lesions at 0 cleft or at 

second cleft level) are in accordance with previous studies in immobilised tadpoles (Li et al., 

2006) that considered the reticulospinal descending interneurons (hdINs) lying in the caudal 

hindbrain responsible for the drive of fictive swimming in the Xenopus embryo (Soffe et al., 

2009). 

However, motor response in lesioned animals was slower than in control animals. One possible 

explanation for this slow response is the partial disruption of ascending sensory connections and 

of descending swim-driving connections caused by the lesions. It might be possible that, because 

sensory neurons do not reach the rostral areas of the hindbrain, they only excite neurons in the 

more caudal areas, thus a smaller number of dINs will initiate and drive swimming. Nevertheless, 

if we assume that ExNs lie in the hindbrain, lesioning this area of the brain would have caused 

disruption to ExNs connections. Furthermore, if ExNs form a recurrent excitatory network in the 

hindbrain as it has been previously proposed (Koutsikou et al., 2018), disrupting ExNs 

connections by means of lesions would lead to a diminished capability of the hindbrain to hold 

the sensory information over the time prior swim initiation, thus they should cause a shorter 

latency in the lesioned animals. Instead, the lesioned animals in these experiments showed a 

longer response time (fig. 4.4 A). 

Since none of the experimental groups revealed a significant difference in the latency to 

swimming compared to the other lesioned animal groups, it is not possible to identify one 

hindbrain area where the putative population responsible for the longer delay in the motor 

response could lie. 
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Swimming is preferentially initiated on the side contralateral to stimulation 

The mechanical stimulation led control tadpoles to preferentially bend firstly on the side 

contralateral to the stimulus, a feature which is not affected by hindbrain lesions (fig.4.4 B). 

Interestingly, completely severing the hindbrain along the midline, thus eliminating any possible 

commissural connections, did not cause the side preference to shift towards an ipsilateral start. 

This can be explained by the fact that the side of the hindbrain contralateral to the stimulation 

can receive sensory stimulation via dlc neurons, secondary sensory neurons whose axons cross 

to the opposite side in the spinal cord (Roberts and Clarke, 1982, Li et al., 2001). This sensory 

information is then converted into motor response in the dINs, which drive CPG activation 

(Roberts and Alford, 1986, Li et al., 2006, Li et al., 2009) via their ipsilaterally descending axons, 

thus not affected by the lesion along the midline in the hindbrain. 

Opposite response compared to controls (a preference for the ipsilateral side vs for the 

contralateral side in controls) was reported in animals with staggered lesion and stimulation on 

the right. With this lesion, the right side of the hindbrain, ipsilateral to the stimulation, was 

severed at the level of the otic capsule, while the left side was lesioned at the MHB. This lesion 

allowed dlc neurons to reach the more rostral area of the hindbrain on the contralateral side 

(referred to stimulation). On the contrary, dla axons were stopped at the otic capsule level, 

possibly facilitating a faster ipsilateral response. 

Altogether the data on side preference indicate that on freely moving animals the preferred side 

for first bend is the one contralateral to stimulation, pointing to the possibility that the excitation 

in cells post-synaptic to dlc neurons summate quicker than the excitation released by dla, which 

run ascending and ipsilaterally from the spinal cord. This interpretation is nevertheless 

challenged by the results in animals with staggered lesion and stimulation on the right side, as 

discussed above. In this case, an accumulation of excitation would be quicker in neurons post-

synaptic to dla, as the latter were severed to reach only half the distance allowed for dlc. This 

would then have favoured an ipsilateral motor response. Although clear comparisons on dla and 

dlc post synaptic excitation are not feasible within this study, it seems reasonable to propose 

that a balanced amount of dlc and dla axonal projections along the longitudinal axis of the 

hindbrain favours a motor response driven by dlc. However, when this balance is altered in 

favour of shorter dla connections, an ipsilateral response is more often recorded in freely 

moving tadpoles. 
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4.3 Fictive swimming experiments 
 

The behavioural experiments reported in paragraph 4.2 showed that, in the freely moving 

animals, lesions in the hindbrain cause a longer delay in the motor response. This is in 

contradiction with the hypothesis of ExNs, which would temporally ‘extend’ the sensory 

information lying in the hindbrain of the tadpole. Therefore, in order to interrogate the 

behavioural experiments results, fictive swimming was analysed in electrophysiology 

experiments, where latency to the start of motor response in control and hindbrain-lesioned 

animals was analysed. Left and right ventral root activity was recorded following an electrical 

stimulation delivered to the trunk skin on the right side of the body (refer to fig. 4.3 for 

experimental setup); the first ventral root burst recorded was considered the start of swimming 

response. 

4.3.1 Results 

Initially, how control animals respond to threshold and suprathreshold stimulation was 

assessed. Control tadpoles revealed a shorter latency to first ventral root burst when stimulated 

with a suprathreshold stimulus (fig. 4.6 A; p=0.0023 Mann-Whitney unpaired test, two-tailed; 

median values: 100.9 ms for threshold, 27.82 ms for suprathreshold stimulation; median 

difference= -73.09 ms). Even if the latency values for lesioned animals were overall shorter and 

less variable when compared to controls’ latency, hindbrain lesions did not completely abolish 

the ability of tadpoles to distinguish between stimuli intensities (fig. 4.6). Midline, 0 cleft and 

second cleft lesioned animals showed a significant difference in latencies in response to 

threshold or suprathreshold stimuli (fig.4.6 A,B,D,E) (median values for threshold vs 

suprathreshold stimulation: 53.93 vs 30.94 ms, median difference= -22.99 ms, p=0.0015 for 

midline lesion; 33.80 vs 27.36 ms, median difference= -6.447, p=0.0225 for 0 cleft lesion; 39.36 

vs 26.90 ms, median difference= -12.46 ms, p=0.0052 for second cleft lesion; Mann-Whitney 

unpaired test, two-tailed). MHB and staggered lesioned animals failed to significantly change 

their response to different stimuli, resulting in comparable latencies to swim initiation after 

threshold and suprathreshold stimulation (fig. 4.6 C,F,G) (median values for threshold vs 

suprathreshold stimulation: 48.12 vs 38.92 ms, median difference= -9.155 ms, p=0.1802 for 

MHB lesion; 41.50 vs 24.08 ms, p=0.0549 for L-R staggered lesion; 38.12 vs 33.71 ms with 

p=0.8048 for R-L staggered lesion; Mann-Whitney unpaired test, two-tailed).  
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Because of the ability of the Xenopus embryo to discern between different stimulation 

intensities, a set of electrophysiology experiments on fictive swimming was carried out using 

threshold stimulation, whilst a second set of experiments was carried out using suprathreshold 

stimuli, and data were reported accordingly. In order to account for variability among individual 

tadpoles, threshold and suprathreshold stimuli were set in each experiment both in intensity (V) 

and duration (ms), as described in ‘Materials and Methods’ (paragraph 4.1). 

 

Figure 4.6 Swimming initiation after threshold and supra-threshold electrical stimulus in fictive 

swimming recording experiments. 

A-G) Latencies (ms) for the first VR burst after a threshold (first bars, solid circles in darker 

colours) and supra-threshold (second bars, empty circles in lighter colours) electrical stimulus 
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delivered to the trunk skin in control and lesioned animals, accordingly to the schematic on top-

right of each graphs. Single data points are reported; boxes indicate 5-95 percentile; cross line in 

each box represents median value; error bars indicate minimum and maximum values. ns p>0.05; 

**p<0.01, *p<0.05 Mann-Whitney unpaired test, two-tailed. A) p=0.0023, control threshold vs 

suprathreshold stimulation; B) p=0.0015, midline lesion threshold vs suprathreshold stimulation; 

D) p=0.0225, 0 cleft lesion threshold vs suprathreshold stimulation; E) p=0.0052 2nd cleft lesion 

threshold vs suprathreshold stimulation. 

4.3.1.1 Threshold stimulation 

Latency to the first ventral root burst recorded after threshold stimulation was shorter in 

animals with hindbrain severed at the level of 0 muscular cleft and second muscular cleft, as 

well as in tadpoles with staggered hindbrain lesions (fig. 4.7 A) (median values and median 

difference vs controls: 100.9 ms for control; 33.80 ms, median difference=-67.1 ms, p<0.0001 

for 0 cleft lesion; 39.36 ms, median difference=-61.54 for second cleft lesion p=0.0004; 41.50 

ms, median difference=-59.4 ms, p=0.0156 for L-R staggered lesion; 38.12 ms, median 

difference=-62.78 ms, p=0.0151 for R-L staggered lesion; Kruskal-Wallis test p<0.0001, followed 

by Dunn’s multiple comparison post-hoc test). Lesions along the midline and of the MHB did not 

cause a significative reduction in the swimming response time (fig. 4.7 A) (median values and 

median difference vs controls: 53.93 ms, median difference=-46.97 ms, p=0.683 for midline 

lesion, 48.12 ms, median difference=-52.78 ms, p=0.1417 for MHB lesion; Kruskal-Wallis test 

p<0.0001, followed by Dunn’s multiple comparison post-hoc test). Even if the median values for 

latencies reported in midline and MHB lesioned tadpoles were shorter than the controls’, these 

two lesions did not abolish the variability in response times. Detailed changes in the variability 

of response times for all experimental groups are illustrated by median, 25% and 75% 

percentiles and interquartile range (IQR) values in table 2, Appendix 2. 

The side of first ventral root burst was recorded as ipsilateral or contralateral to the stimulus 

delivered, and percentages for control and lesioned animals are reported in fig. 4.7 B. Control 

tadpoles showed a higher percentage of ipsilateral response (63.6% (14/22) ipsilateral, 36.4% 

8/22) contralateral responses; trials n=22). 

All the lesions tested caused synchronous first ventral root bursts to different extent (grey bars 

in fig. 4.7 B). Synchrony was defined as simultaneous ventral root bursts on both sides of the 

tadpole’s body, and was recorded with different incidence in all groups of lesioned animals. The 

lesion that caused the highest percentage of synchronous swim response was L-R staggered 
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lesion (28.6%, 2/7). All other hindbrain lesions tested also led to a certain amount of 

synchronous responses (midline lesion: 12.5% (2/16), MHB lesion: 13.8% (4/29), 0 cleft lesion: 

5.0% (1/20), second cleft lesion: 15.0% (3/20), R-L staggered lesion: 14.3% (1/7); percentages 

calculated over the total number of trials per experimental group fig. 4.7 B) As showed by 

controls, tadpoles with midline, second cleft and R-L staggered lesions showed higher 

percentage of ipsilateral response (midline: 50.0%, 8/16; second cleft: 50.0%, 10/20; R-L 

staggered lesions: 57.1%, 4/7) compared to percentages of contralateral first bursts (midline: 

37.5%, 6/16; second cleft: 35.0%, 10/20; R-L staggered lesions: 14.3%, 1/7). On the contrary, 

tadpoles lesioned at MHB, 0 cleft and with L-R staggered lesion showed a higher percentage of 

contralateral response (ipsilateral vs contralateral responses: MHB= 34.5%, (10/29) vs 51.7% 

(15/29); 0 cleft= 45.0% (9/20) vs (50.0% 10/20), L-R staggered lesion=14.3% (2/7) vs 57.1% (4/7); 

percentages calculated over the total number of trials per experimental group fig. 4.7 B). 

Furthermore, latency was plotted according to the side of first ventral root appearance (fig. 4.8). 

Mann-Whitney test was conducted on latency data of controls (ipsilateral or contralateral 

response only), whilst Kruskal-Wallis test was used for lesioned animals, whose responses were 

either ipsilateral, contralateral or synchronous. No significant differences were reported in the 

response times for ipsilateral contralateral or synchronous responses (fig. 4.8), except for 

animals lesioned at 0 cleft level (fig. 4.8 D, Kruskal-Wallis test p=0.041; non-significant Dunn’s 

multiple comparisons test: ipsi vs contralateral response p=0.0627, ipsilateral vs synchronous 

response p>0.999, contralateral vs synchronous response p>0.999). Detailed p values for other 

lesioned groups are as follows: controls p=0.365, midline p=0.735, MHB p=0.186, 2nd cleft 

p=0.985, L-R p=0.590, R-L p=0.267. 

Interestingly, whilst control animals showed a more variable latency to swim initiation in 

contralateral responses, all transverse hindbrain lesions (fig. 4.8; MHB, 0 cleft, second cleft, R-L 

and L-R staggered lesion) revealed a decreased variability in case of either ipsilateral, 

contralateral or synchronous response. Tadpoles lesioned along the midline showed slightly 

more variable latency in both ipsilateral and contralateral responses. Detailed changes in the 

variability of response times according to the side of first bend are illustrated for all 

experimental groups by median, 25% and 75% percentiles and interquartile range (IQR) values 

in table 3, Appendix 2. 
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Figure 4.7 Swimming initiation after threshold electrical stimulus in fictive swimming 

recording experiments. 

A) Latencies (ms) for the 

first VR burst after a 

threshold electrical 

stimulus delivered to the 

trunk skin in control and 

lesioned animals, 

according to the schematic 

below each bar. Single 

data points are reported; 

*p<0.05, **p<0.01, 

****p<0.0001 Kruskal-

Wallis test followed by 

Dunn’s multiple 

comparison post-hoc test. 

Multiple comparison 

adjusted p values vs 

controls: 0 cleft lesion 

p<0.0001, 2nd cleft lesion 

p=0.0014, L-R staggered 

lesion p=0.0156, R-L 

staggered lesion 

p=0.0151. Single data 

points are plotted; boxes 

indicate 5-95 percentile; 

cross-line in each box 

represents median value; 

error bars indicate 

minimum and maximum 

values. 

B) Percentage values (% total number of trials for each experimental group) for first head’s bend 

direction after hair touch stimulation in control and lesioned animals, accordingly to the 

schematic below paired columns. Filled bars: ipsilateral first VR burst; white bars: contralateral 

first VR burst; grey bars: synchronous first VR burst. Group percentages and raw data are 

reported in the main text. 
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Figure 4.8 Latency to fictive swimming according to side of first VR burst after threshold 

stimulation. 

A-G) Latencies (ms) for the first VR burst after a threshold electrical stimulus delivered to the 

trunk skin in control and lesioned animals, accordingly to the schematic below each bar. First 

bars (solid circles) represent latencies for ipsilateral first VR burst, second bars (empty circles) 

represent latencies for contralateral first VR burst, third bars (crosses) represent VR bursts 

recorded simultaneously on both sides. Mann-Whitney test on controls, p>0.05; Kruskal-Wallis 

for lesioned animals p>0.05. See main text for single ns p values. Single data points are plotted; 

boxes indicate 5-95 percentile; cross-line in each box represents median value; error bars indicate 

minimum and maximum values. N numbers and median values for each experimental group are 

reported in the main text. 
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4.3.1.2 Suprathreshold stimulation 

When a suprathreshold electrical stimulus was delivered to the tadpoles, an overall significant 

difference in latency to swim response was reported (fig. 4.9 A; p=0.0148, Kruskal-Wallis test). 

However, none of the lesions tested significantly changed the latency to first ventral root burst, 

compared to controls (fig. 4.9 A; Dunn’s multiple comparisons after Kruskall-Wallis test, p values 

for lesioned groups vs control as follows: midline p>0.0999, MHB p>0.0999, 0 cleft p=0.439, 2nd 

cleft p>0.0999, R-L p>0.0999, L-R p>0.0999). Nevertheless, hindbrain-lesioned animals showed 

a much less variable latency than control tadpoles. Median, 25% percentiles, 75% percentiles 

and IQR values for controls and lesioned animals are reported in table 4, Appendix 2. 

Contrary to threshold stimulation (fig. 4.7 B), suprathreshold stimuli led control tadpoles to 

prefer the contralateral side as the side of first ventral root burst (4.9 B, 25.9% (7/27) ipsilateral 

vs 74.1% (20/27) contralateral responses). Experimental trials with synchronous excitation of 

ventral root on both sides were recorded for every lesion tested (fig. 4.9 B), with different 

incidence (midline lesion 38.7% (12/31), MHB lesion 18.2% (6/33), 0 cleft lesion 8.7% (4/46), 

second cleft lesion 14.3% (4/28), L-R staggered lesion 21.1% (4/19), R-L staggered lesion 5.9% 

(1/17)).  

Differently from controls, none of the lesioned groups succeeded in maintaining a clear 

preference for the contralateral side (fig. 4.9 B; ipsilateral vs contralateral responses: midline= 

29.0% (9/31) vs 32.3% (10/31); MHB= 39.4% (13/33) vs 42.4% (14/42); 2nd cleft= 39.3% (11/28) 

vs 46.48% (13/28), R-L= 41.2% (7/17) vs 52.9% (9/17)). Moreover, and contrarily to controls, 0 

cleft and L-R staggered lesions caused the animals to have a higher percentage of ipsillateral first 

bursts (fig. 4.9 B; ipsilateral vs contralateral responses: 0 cleft= 56.5% (26/46) vs 34.8% (16/46), 

L-R 47.4% (9/19) vs 31.6% (6/19); percentages are calculated over the total number of trials per 

experimental group). 

When latency data were plotted according with the side of first ventral root appearance, control 

animals revealed a significantly shorter response time for contralateral first burst (fig. 4.10 A; 

median values for ipsilateral vs contralateral responses: 107.9 vs 25.48 ms, median difference=-

82.42 ms, p<0.0001, Mann-Whitney unpaired test, two-tailed). This difference in latency 

depending on the side of first burst was lost by animals with lesions (fig. 4.10). In fact, response 

time of lesioned animals was comparable no matter if the first burst appeared on the ipsilateral 

or contralateral side, or if synchronous bursts on both sides were recorded (p values for Kruskal-
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Wallis tests run for the single experimental groups as follows: midline p=0.086, MHB p=0.211, 0 

cleft p=0.544, 2nd cleft p=0.710, L-R p=0.702, R-L p=0.862). Detailed changes in the variability of 

response times according to the side of first bend are illustrated for all experimental groups by 

median, 25% and 75% percentiles and interquartile range (IQR) values in table 5, Appendix 2. 

 

Figure 4.9 Swimming initiation after supra-threshold electrical stimulus in fictive swimming 

recording experiments. 

A) Latencies (ms) for the first 

VR burst after a supra-

threshold electrical stimulus 

delivered to the trunk skin in 

control and lesioned 

animals, accordingly to the 

schematic below each bar. 

Single data points are 

reported; Kruskal-Wallis test 

p=0.0148. Single data points 

are plotted; boxes indicate 5-

95 percentile; cross line in 

each box represents median 

value; error bars indicate 

minimum and maximum 

values. N numbers and 

median values for each 

experimental group are 

reported in the main text. 

B) Percentage values (% 

total number of trials for 

each experimental group) 

for first head’s bend 

direction after hair touch 

stimulation in control and 

lesioned animals, 

accordingly to the schematic 

below paired coloumns. 

Filled bars: ipsilateral first VR burst; white bars: contralateral first VR burst; grey bars: 

synchronous VR first burst. Group percentages and raw data are reported in the main text. 
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Figure 4.10 Latency to fictive swimming according to side of first VR burst after suprathreshold 

stimulation. 

A-G) Latencies (ms) for the first VR burst after a supra-threshold electrical stimulus delivered to 

the trunk skin in control and lesioned animals, accordingly to the schematic below each bar. First 

bars (solid circles) represent latencies for ipsilateral first VR burst, second bars (empty circles) 

represent latencies for contralateral first VR burst, third bars (crosses) represent VR bursts 

recorded simultaneously on both sides. ****p<0.0001 Mann-Whitney unpaired test, two-tailed; 

control ipsilateral vs contralateral p<0.0001. Single data points are plotted; boxes indicate 5-95 

percentile; cross line in each box represents median value; error bars indicate minimum and 

maximum values. N numbers and median values for each experimental group are reported in the 

main text. 
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4.3.1.3 Synchronous Initiation of Swimming 

The simultaneous activation of both sides of the body observed in lesioned animals (both after 

threshold and suprathreshold stimulation, fig. 4.8 B and 4.9 B, respectively) would cause the 

freely moving animal not to swim off immediately, as to do so, the rhythmic and anti-phasic 

activation of left and right muscles is required. The latency to the first burst of rhythmic 

swimming was plotted for control and lesioned tadpoles, following either threshold or 

suprathreshold stimulation. Even when only the functional (as in propelling swimming 

movement) first bursts were considered, lesioned animals did not completely revert to control 

levels (fig. 4.11, 4.13). Indeed, after both a threshold or a suprathreshold stimulation, the 

latencies recorded in lesioned animals were shorter than the latency of ipsilateral or 

contralateral first bends in control animals (fig. 4.11 threshold stimulation: p<0.0001; fig. 4.13 

suprathreshold stimulation p=0.0008; Kruskal-Wallis test). 

After threshold stimulation, only animals lesioned at the level of second cleft were able to 

achieve controls’ latency (fig. 4.11; control vs 2nd cleft p=0.162, Dunn’s multiple comparisons 

after Kruskal-Wallis test). Instead, animals lesioned at 0 cleft and tadpoles with staggered lesions 

did not succeed in delaying the swim initiation to the same extent of the controls (fig. 4.11; 0 

cleft p<0.0001, L-R lesion p<0.0001, R-L lesion p<0.0001; Dunn’s multiple comparisons vs 

controls after Kruskal-Wallis test). Tadpoles with lesion at the MHB and along the midline were 

able to sustain a delayed response even when the synchronous starts were considered (fig. 4.7 

A), and they were found to have latencies comparable to the controls also when only the first 

asynchronous VR bursts were plotted (fig. 4.11; MHB p>0.999, midline p>0.999; Dunn’s multiple 

comparisons vs controls, after Kruskal-Wallis test). 

Latency to the first asynchronous VR burst was plotted for each experimental group according 

to the side of the body. After a threshold stimulation, neither controls nor the lesioned animals 

showed different latency for the activation of the ipsilateral or contralateral side (fig. 4.12; two-

tailed Mann-Whitney test on each group; ipsilateral vs contralateral latency: controls p=0.365, 

midline p=0.673, MHB p=0.808, 0 cleft p=0.095, 2nd cleft p=0.188, L-R p=0.976, R-L p=0.100). 

When only the first asynchronous VR burst was considered after suprathreshold stimulation, 

lesioning the hindbrain still had an effect on the latency to swim initiation (fig. 4.13; Kruskal-

Wallis test p=0.0008), but none of the lesioned groups showed a significantly slower response 

to stimulation (midline p>0.9999, MHB p>0.9999, 0 cleft p=0.695, 2nd cleft p>0.9999, L-R lesion 
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p>0.9999, R-L lesion p>0.9999; Dunn’s multiple comparisons vs controls, after Kruskal-Wallis 

test). Latency to the first asynchronous burst after suprathreshold stimulation was plotted 

according to the side of its appearance in fig. 4.14. Even when only first asynchronous bursts 

were considered, none of the lesioned groups showed the diversified response observed in the 

controls (fig. 4.14; two-tailed Mann-Whitney test on each group ipsilateral vs contralateral 

latency: controls p<0.0001, midline p=0.457, MHB p=0.465, 0 cleft p=0.707, 2nd cleft p=0.790, L-

R p=0.513). The only exception was reported in animals with R-L staggered lesion, which showed 

a quicker response on the contralateral side (two-tailed Mann-Whitney test, p=0.048). 

 

 

 
Figure 4.11 Latency to asynchronous starts in fictive swimming after threshold stimulation. 

Latencies (ms) for the first non-synchronous VR burst after a threshold electrical stimulus 

delivered to the trunk skin in control and lesioned animals, according to the schematic below 

each bar. Kruskal-Wallis test p<0.0001, Dunn’s multiple comparisons tests vs controls 0 cleft p 

p<0.0001, L-R lesion p<0.0001, R-L lesion p<0.0001. Non-significant p values (ns, p>0.05) are 

reported in the main text. Single data points are plotted; boxes indicate 5-95 percentile; cross 

line in each box represents median value; error bars indicate minimum and maximum value. 
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Figure 4.12 Latency to fictive swimming according to side of first non-synchronous VR burst 

after threshold stimulation. 

A-G) Latencies (ms) for the first non-synchronous VR burst after a threshold electrical stimulus 

delivered to the trunk skin in control and lesioned animals, according to the schematic below 

each bar. First bars (solid circles) represent latencies for ipsilateral first VR burst, second bars 

(empty circles) represent latencies for contralateral VR burst. Two-tailed Mann-Whitney test for 

each group ipsilateral vs contralateral response, non-significant (ns, p>0.05) p values are 

reported in the main text. Single data points are plotted; boxes indicate 5-95 percentile; cross 

line in each box represents median value; error bars indicate minimum and maximum value 
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Figure 4.13 Latency to asynchronous starts in fictive swimming after suprathreshold 

stimulation. 

Latencies (ms) for the first non-synchronous VR burst after a suprathreshold electrical stimulus 

delivered to the trunk skin in control and lesioned animals, according to the schematic below 

each bar. Kruskal-Wallis test p=0.0008, Dunn’s multiple comparisons, non-significant (ns, 

p>0.05) p values for lesioned groups vs controls are reported in the main text. In A and B single 

data points are plotted; boxes indicate 5-95 percentile; cross line in each box represents median 

value; error bars indicate minimum and maximum value. 
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Figure 4.14 Latency to fictive swimming according to side of first non-synchronous VR burst 

after supra-threshold stimulation. 

A-G) Latencies (ms) for the first non-synchronous VR burst after a threshold electrical stimulus 

delivered to the trunk skin in control and lesioned animals, according to the schematic below 

each bar. First bars (solid circles) represent latencies for ipsilateral first VR burst, second bars 

(empty circles) represent latencies for contralateral first VR burst. Two-tailed Mann-Whitney test 

for each group ipsilateral vs contralateral response, controls p<0.0001; non-significant (ns, 

p>0.05) p values are reported in the main text. Single data points are plotted; boxes indicate 5-

95 percentile; cross line in each box represents median value; error bars indicate minimum and 

maximum value 
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4.3.2 Discussion 

The experiments reported here show that control tadpoles have the ability of discerning 

different strength of sensory stimulation, as they responded differently both in the latency to 

swim initiation, as well as regarding the side preference for the first muscle contraction 

depending on the stimulus intensity (control groups in fig. 4.6, 4.7, 4.8). In fact, when an 

electrical stimulation was delivered to the trunk skin of controls at suprathreshold intensity, the 

motor response was initiated quicker than following a threshold stimulation. A switch in the 

preference for the side of first VR burst was also observed at different stimulation strength. 

Whilst threshold stimulation led control tadpoles to contract first on the ipsilateral side, 

suprathreshold stimuli caused the preference to switch to the contralateral side. These results 

are in agreement with previously published data, which found that at suprathreshold 

stimulation the preferred side was contralateral, and that ipsilateral and contralateral response 

did not show overlapping latencies measurements (Zhao et al., 1998). Glycinergic IPSPs have 

been recorded in motor neurons ipsilaterally to stimulation with very short delay, whilst no 

inhibition was found in motor neurons lying contralaterally (Zhao et al., 1998). Moreover, this 

inhibition was reported only at higher stimulus intensities, while no IPSPs were recorded on 

either side after a threshold stimulation (Zhao et al., 1998). Because the latency of IPSPs was too 

short to be attributed to CPG neurons active during swimming, it was proposed that aINs might 

be responsible for the ipsilateral inhibition prior to the initiation of swimming (Zhao et al., 1998). 

If this is the case, ipsilateral sensory pathway neurons (dla) would have synaptic contact with 

aINs, which in turn will inhibit motor neurons on the same side of stimulation. So far, this 

connection has not been established. 

Although the results presented here do not provide the reasons underlying these differences, it 

is plausible from an ethological point of view that a strong stimulation (suprathreshold stimulus) 

will induce the tadpole to quickly orientate itself away from the noxious source (contralateral 

contraction, faster response), while a less intense stimulation (threshold stimulus) will be 

perceived as less dangerous, leading to a higher percentage of slower ipsilateral responses. In 

order to test this hypothesis, studies on the trajectory of swimming in freely moving animals are 

needed. Indeed, it is also possible that the side of first muscle contraction does not correlate 

with the overall swim path of a non-restrained animal. Briefly, the tadpole could show the first 

contraction on one side of its body, but it could end up swimming along a trajectory leaning to 
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the opposite direction. As now, no direct evidence for a correlation between the side of first 

contraction and the overall swimming pathway has been demonstrated in the tadpole. 

Lesions in the hindbrain affect the ability of discerning stimulus strength 

Only some of the experimental groups with hindbrain lesions retained the ability to discern 

different strength of stimulation by showing a shorter latency in the swim response after 

stronger stimulation (fig. 4.6 A). Even if the MHB lesioned animals were the only group to be 

able to sustain delayed motor response (compared to controls, note different Y axis in fig. 4.6 

C), their response times were similar after a threshold and a suprathreshold stimulation. 

Animals with transverse lesions at different levels of the hindbrain showed a faster and less 

variable motor response after a threshold stimulation (fig. 4.7A). It is not possible to rule out 

that this difference in latency might be due to the shorter distance dla and dlc are allowed to 

cover in the transected hindbrain, thus leading to a faster activation of the hdINs population 

which initiate swimming. Another possible explanation is that by removing extensive areas of 

the hindbrain, the ExNs population was largely eliminated from the hindbrain circuit controlling 

swim initiation, thus abolishing the holding of sensory information in the hindbrain, and forcing 

the motor response into a quicker, reflex-like locomotor initiation (Li et al., 2004a). 

Ipsilateral and commissural connections in the hindbrain are involved in the correct motor 

initiation 

Although the overall side preference did not completely switch (compared to controls), lesioning 

the hindbrain caused the appearance of some synchronous starts on both sides of the tadpoles’ 

body after threshold and suprathreshold stimulation (fig. 4.7B and 4.9 B). Interestingly, this 

feature appeared not only in the animals lesioned along the midline. Indeed, a simultaneous 

activation of CPG neurons on both sides of the body could be reasonably explained by a lack of 

commissural communication in the hindbrain, which would lead to a synchronous excitation of 

hdINs on the left and right side. This explanation does not seem to be accurate enough, since all 

the experimental groups with transverse lesions only, but with intact commissural hindbrain 

connections, showed a certain percentage of synchronous start. Possibly, ExNs provide the time 

and the neuronal connections needed to select the side which will first initiate a functional 

motor response. 
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Latency data grouped according to the side of the respective VR first burst corroborate the 

hypothesis of a disperse ExNs population in the hindbrain, whose axonal projections might be 

both ipsilateral and commissural. In fact, the short latency to motor response seen in lesioned 

animals is observed in ipsilateral, contralateral and synchronous responses. Although animals 

where the two sides of the hindbrain were disconnected (midline lesion) showed a more 

variable ipsilateral, contralateral or synchronous start after a threshold stimulation, their quick 

responses point to the involvement of some hindbrain commissural connections in the holding 

of the sensory information before the initiation of locomotion. On the other hand, the non-

variable and fast swim responses (ipsilateral, contralateral and synchronous) of animals with 

transverse lesions suggest that neural projections on the same side of the hindbrain also play an 

important role in ensuring the delay needed for a correct execution of the swimming response. 

Stronger stimulation leads to a different type of motor response 

When a suprathreshold stimulation was used to initiate swimming, control animals responded 

preferentially contracting on the contralateral side first, and the latency was significantly quicker 

than for ipsilateral responses (fig. 4.6 A). This observation is in accordance with previous works 

(Boothby and Roberts, 1995, Zhao et al., 1998), and seems to confirm the presence of a neural 

circuit, which is activated when the stimulation received is strong and that, via the inhibition of 

ipsilateral CPG neurons, drives mainly faster contralateral responses. The neurons involved in 

this mechanism are possibly located in the caudal area of the hindbrain or in the spinal cord, as 

no difference among the several experimental groups with transverse sections were observed. 

Even if controls showed a quicker response following strong stimulation, this is seen only in 

controls’ contralateral responses, while is also maintained in the ipsilateral and synchronous 

responses of lesioned tadpoles (fig. 4.6 B-G). As discussed above, it is possible that by removing 

the ExNs population in the hindbrain of lesioned animals, their swimming initiation can only be 

driven by a fast and non-variable mechanism. In case of a strong stimulation, this reflex-like 

mechanism is the physiological path that control tadpoles took in the majority of the 

experimental trials, indicating that the ExNs population might be mostly involved in responses 

to less intense stimulation, when a delay in locomotion initiation is observed. Nevertheless, the 

ipsilateral response of control animals to suprathreshold stimulation might still be activated by 

a different neuronal pathway, possibly involving one additional level of interneurons. It is 

possible that dlc sensory neurons activate directly CPG neurons after a strong stimulus, since it 

has been proven they have NMDA-mediated synaptic connections (Li et al., 2004a). So far, no 
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direct connections between dla and CPG neurons have been reported. However, it is possible 

that, as ipsilateral responses in the tadpoles with transverse lesion showed the same short 

latency as contralateral start, the sensory dla neurons also have connections to CPG neurons. 

This neural circuit does not seem to be active in the controls, but it could be activated when 

more rostral neuronal populations are removed. 

Comparison with an alternative circuit demonstrated in the Zebrafish 

Recently, Liu and colleagues (Liu and Hale, 2017) have shown that swimming initiation in the 

zebrafish larvae is orchestrated by the activation of Mauthner neurons in the hindbrain and of 

inhibitory neurons in the caudal segments of the spinal cord. By means of whole cell recording 

(Liu and Hale, 2017), it was demonstrated that CoLo are activated shortly after stimulation, 

earlier than Mauthner neurons, and they provide inhibition to motor neurons in the opposite 

side of the spinal cord, in the caudal regions. The sensory RB neurons were shown to synapse 

with CoLo and to excite them in order to give rise to inhibition in motor neurons (Liu and Hale, 

2017). 

It cannot be excluded that a similar circuit might be present also in the Xenopus tadpole. Two 

classes of inhibitory neurons are present in the tadpole spinal cord: the cINs, which provide mid-

cycle inhibition to CPG neurons lying in the opposite side of the spinal cord (Soffe et al., 1984, 

Yoshida et al., 1998), and the aINs, which have ipsilateral axons that inhibit dlc and CPG on the 

same side of the spinal cord (Li et al., 2001, Li et al., 2002). If cINs serve the same purpose of 

CoLo in the zebrafish, they could inhibit contralateral motor neurons in the more caudal 

segments of the spinal cord, allowing the first bend of swimming to happen rostrally and possibly 

explaining the higher percentage of contralateral first head bend recorded after a 

suprathreshold stimulation (fig. 4.9). Indeed, in order for swimming to start properly, a first 

rostral contralateral (in respect to stimulation) bend needs to be accompanied by a non-

activation of the motor neurons that lie more caudally and on the same side. If this coordination 

fails, the undulatory movement cannot start functionally. Crucially, a direct synaptic connection 

between cINs and sensory pathway neurons dla in the tadpole has not been reported yet. A 

second possibility is that RB neurons directly connect to cINs, although evidence on this synaptic 

link are lacking. 

One last possibility is that, in the tadpole, inhibition is carried to the side contralateral to 

stimulation not by the inhibitory cINs themselves (as CoLo do in the larval zebrafish (Liu and 



4. Results 

83 
 

Hale, 2017)), but rather by the sensory pathway neurons dlc, which are activated by RB cells and 

whose axons are commissural (Roberts and Clarke, 1982, Li et al., 2001). In fact, monosynaptic 

connections have been identified between dlc and aINs, although the synaptic input is inhibitory 

and goes from the aINs to dlc (Li et al., 2002). Nevertheless, the possibility that dlc could excite 

aINs, which in turn would inhibit motor neurons on the side opposite the stimulation is intriguing 

and should be further investigated. 

Synchrony does not explain the shorter latency in electrophysiology experiments compared to 

behaviour 

When synchronous VR bursts appear on both side of the tadpole’s body, the actual motor 

outcome would be for the animal to be still until the phase/anti-phase rhythmic swimming is 

introduced. For this reason, episodes of synchrony cannot be observed in behavioural analysis, 

where the latency is measured as the first bend of the head. Thus, it is possible that the longer 

delay for swimming initiation reported for lesioned animals in behavioural experiments was due 

to underlying synchronous start that is not detected. To investigate this, the latency in 

electrophysiology experiments was calculated on the first VR burst of rhythmic swimming (fig. 

4.11, 4.13), i.e. when the tadpole would have started the undulatory movement if not 

immobilised. Nevertheless, even taking synchrony into account, none of the lesioned animal 

groups showed latencies comparable to the values observed in behavioural experiments.  

It is worth noting that the stimulation used during behavioural and electrophysiology 

experiments are of different natures; it is a manual poke with a hair versus an electrical 

stimulation delivered through a suction electrode, in behaviour and electrophysiology 

experiments, respectively. In both cases the primary sensory RB neurons in the skin will be 

activated, which excite dla and dlc secondary sensory neurons (Clarke and Roberts, 1984, 

Roberts and Sillar, 1990, Li et al., 2004b). However, it is possible that different types of 

stimulation evoke excitation in RB neurons with different timing. One aspect to take into 

account is that electrical stimulation spreads on the skin around the tip of the electrode, 

stimulating more RB neurons, which in turn excite more dla and dlc cells. On the contrary, a 

manually delivered poke with a hair only activates the RB sensory receptors lying in the area 

where the skin has been touched. One RB neuron still contacts and activates more than one dla 

and dlc (Clarke and Roberts, 1984, Roberts and Sillar, 1990, Li et al., 2004b), but it is plausible 
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that this secondary sensory excitation that reaches the brain is less strong than the one caused 

by electrical stimulation. 

4.4 Conclusion 
 

Three main aspects of swim initiation were analysed and found to be affected by lesions in the 

hindbrain: the latency from stimulation to motor response, the variability of this latency, the 

side preference for first muscle contraction. Although it is not possible to conclude that all these 

features are regulated by the same neuronal population, it is reasonable to suggest that at least 

some of the cells responsible lie in the hindbrain. 

Here, no anatomical ‘hot spots’ for the putative population of ExNs could be defined in the 

brainstem of tadpoles. On the contrary, all the lesions performed on the hindbrain caused 

changes in the latency to swim initiation and in the side preference for first muscle contraction, 

with the most obvious effects of lesions being shown when swimming was triggered by a 

threshold stimulation. For this reason, subsequent experiments aimed at identifying ExNs in the 

hindbrain were carried out using threshold stimulation only. One other explanation for the 

unsuccessful attempt of locating ExNs by means of lesions, is that these neurons might have 

long projections, running both in ascending and descending direction across the hindbrain. It is 

also likely that ExNs projections are both ipsilateral and commissural. 
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5 Results: Novel hindbrain firing patterns at motor 

response to skin stimulation 
 

In this chapter, extracellular recordings of hindbrain activity are reported. As it appears from 

data previously shown in this thesis (chapter 4), the putative neuronal population responsible 

for the initiation of swimming in the Xenopus tadpole could not be restricted to discrete areas 

of the hindbrain. For this reason, extracellular recordings were performed in the hindbrain, with 

the aim of identifying single units that showed characteristic firing patterns. Importantly, 

extracellular multi-unit recording was instrumental for the acquisition of electrical activity in the 

whole hindbrain, which allowed an unbiased analysis of firing patterns throughout the rostro-

caudal axis.  

As the overall goal here was to identify neurons controlling motor initiation, single units’ firing 

was tested for correlation with swimming behaviour. The rationale of these experiments is that 

if a neuron is involved in the motor initiation, its firing would change when the animal starts to 

swim. Conversely, if a neuron is not involved in swimming control, its firing pattern would be 

stable both when movement happens, as well as when the animal is at rest. 

Hindbrain extracellular recordings were acquired during four different motor states: 1) animal 

at rest, 2) delivery of a subthreshold stimulation, i.e. which did not lead to swim initiation, 3) 

delivery of a threshold stimulation, i.e. which led to swim initiation, 4) continuous, ongoing 

swimming. Spike sorting analysis was carried out to identify single firing units from multi-unit 

recordings. Subsequently, each unit was tested for changes in their spiking pattern during the 

four motor states mentioned above. 

Two main novel neuronal populations were identified in the experiments described in this 

chapter, and each of these two neuronal classes were further classified in two subpopulations. 

These four populations showed features of ExNs, suggesting that a circuit for descending motor 

control is present in the hindbrain of the Xenopus tadpole. 
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5.1 Materials and methods 

Animal care 

Fertilized Xenopus laevis eggs were purchased from EXRC (Portsmouth, UK) and raised as 

described in the ‘Materials and Methods’ section of Chapter 3. All experiments were carried out 

on tadpole at developmental stage 37/38 (Nieuwkoop and Faber, 1956). 

Animal surgery and Experimental setup 

Stage 37/38 tadpoles were deeply anesthetized in α-bungarotoxin (Invitrogen) for 50 minutes 

at RT (see Appendix 1 for α-bungarotoxin details), and then pinned on a rotating Sylgard block 

in a small recording dish filled with saline. The skin covering the brain and trunk muscles on both 

sides was removed with fine tungsten needles. To prevent the sensory stimulus to reach the 

brain via electrical conductance properties of the skin (Roberts and Stirling, 1971, James and 

Soffe, 2011). trigeminal nerves were severed at both sides at the otic capsule level. Two 

borosilicate glass suction electrodes (tip diameter approximately 70 µm) were attached to both 

sides of the tadpole’s body, approximately at the level of the 5th myotomal cleft, to record 

ventral root activity. A third glass suction electrode (tip diameter approximately 50 µm) was 

used to record extracellular hindbrain activity (fig. 5.1 B,C) During single experiments, the brain 

recording electrode was positioned in one of the three hindbrain areas depicted in fig. 5.1 D; 

the electrode’s location was annotated based on its position relative to anatomical landmarks, 

i.e. the MHB, the otic capsule, the obex. Electrical stimulation was delivered through a suction 

electrode attached to the skin at the level of the anus (fig. 5.1.B) connected to a custom-made, 

software driven pulse generator. Both intensity (V) and duration (ms) of the stimulus given were 

set in each experiment as the smallest values which caused swimming initiation; all animals 

initiated swimming with a stimulation in the range of 3.5-4.5 V and 0.25-0.4 ms. Electrical signal 

from left and right VR was amplified and 50/60Hz noise was eliminated via a noise eliminator 

(HumBug, Digitimer, UK). Extracellular electrical activity from the hindbrain was amplified and 

filtered through Neurolog modules (preamplifier modules: NL100RK, NL100C, NL104; filters 

module: NL125; Digitimer, UK); 50/60Hz noise was eliminated (HumBug, Digitimer, UK). All data 

were acquired through a Power 1401 mkII (CED, Cambridge, UK), in Signal 7 (CED, UK) at a 

sampling rate of 20000 Hz. 

Fictive swimming and hindbrain activity were recorded in four motor states (fig. 5.2): 
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1) at rest, when no stimulus was applied to the tadpole’s skin and the ventral roots were silent; 

2) stimulation/no start, when the stimulus delivered was not strong enough to produce fictive 

swimming; 

3) stimulation/start, when the stimulus delivered triggered fictive swimming; 

4) sustained swimming, when ventral root bursts indicated ongoing, continuous swimming  

Data analysis 

Spike sorting was run on hindbrain extracellular recordings (Spike2 10.00, CED, UK) and the 

resulting single units were visually evaluated for spike’s shape consistency. Following 

quantitative analysis were performed on single units identified through spike sorting. The 

number of spikes fired by each unit was counted in 150 ms trials for each motor states (rest, 

stimulation/no start, stimulation/start, sustained swimming; fig. 5.2). Randomly chosen 150 ms 

repetitions throughout the recording were analysed for ‘at rest’ and ‘sustained swimming’ 

states. For the two states in which a stimulation was given, the time frame considered was 

stimulation (t=0) +150 ms. A minimum number of 4 trials were analysed for each motor state in 

each experiment. Two-way ANOVA with Geisser-Greenhouse correction was run on the number 

of single unit spikes counted in the different motor states (GraphPad Prism 8). The factors used 

in the two-way ANOVA were (1) stimulation and (2) swimming; each factor was either present 

or absent in the motor state considered. Two-way ANOVA was used to classify units based on 

their firing pattern in response to stimulation (stimulation/no start), swimming (sustained 

swimming), the combination of the two factors (stimulation/start), or the absence of those (rest) 

(fig. 5.2). Coefficient of variations of the number of spikes fired by one unit (CV=standard 

deviation/mean) were used to create all the heat maps in the figures presented. CV in 5 ms time 

bins was calculated in the 150 ms trials analysed for each motor state. 
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Figure 5.1 Hindbrain extracellular recordings experimental setup. 

A) Side view of the tadpole with anatomical hallmarks. Orange dashed lines indicate skin removal 

to get access to the brain and to the muscle clefts. B) Side view of the tadpole with electrodes 

positioned as in experimental conditions. Left and right VR electrodes were positioned facing 

each other approximately at the 5th myotomal cleft. Stimulating electrode was positioned on the 

right side at the level of the anus. Orange dashed line indicate skin removal; red dashed square 

area is replicated in panel C.  

C) Picture of brain and trunk of a tadpole pinned to the Sylgard block during experimental 

procedures. Right and left VR electrodes, as well as stimulating electrodes, are positioned as in 

B. D) Picture of a tadpole’s brain as it appears when the skin is removed. The hindbrain was 

visually divided into three sectors along the rostro-caudal axis using anatomical landmarks, i.e. 

MHB (yellow arrow), otic capsules (blue arrow) and obex (green arrow): rostral sector (1), otic 

capsule level (2) and caudal sector (3).  
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Figure 5.2 Hindbrain recordings experimental design. 

A) Examples of recordings in the four different motor states analysed (150 ms): rest, 

stimulation/no start, stimulation/start, sustained swimming. Raw traces for hindbrain 

extracellular activity (blue trace) and right and left VR recording (green traces) are presented. In 

Ai and Aii no fictive swimming is present, as indicated by the absence of VR bursts. In Aiii and Aiv 

fictive swimming is indicated by the rhythmic VR bursts. Red arrowheads indicate stimulus 

delivery, blue arrowhead in Aiii indicates the start of swimming. 

B) Schematic for extracellular recordings in the hindbrain. Firing activity was recorded 

extracellularly in the hindbrain (Bi). Activity from different firing units was recorded (Bii) and 

subsequently analysed for spike sorting (Biii). Single unit firing patterns were then used in 

downstream analyses. 
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5.2 Results 

5.2.1 Hindbrain units firing patterns correlate with swim initiation 

Extracellular recordings were carried out in the hindbrain in the four motor states described in 

‘Materials and Methods’ and depicted in fig. 5.2 (rest, stimulation/no start, stimulation/start, 

swimming). Multi-unit recordings were then spike-sorted to identify single unit activity. A total 

number of 90 firing units in 18 animals were detected by spike sorting analysis. In order to keep 

track of the relative positions of firing units, the hindbrain was visually divided into three sectors 

along the rostro-caudal axis, following well-defined anatomical border. In rostro-caudal 

direction these sectors were: 1) rostral sector (from the MHB to the rostral edge of the otic 

capsule), 2) otic capsule sector (which comprised the area adjacent to the otic capsule) and 3) 

caudal sector (from the caudal edge of the otic capsule to the obex). The division of hindbrain 

sectors is depicted in fig. 5.1 D. Out of the total number of 90 units, 33 units in 7 animals were 

recorded in the rostral sector, 36 units in 6 animals were recorded at the otic capsule level, and 

21 units in 5 animals were recorded in the caudal sector. 

Statistical analysis was performed on the number of spikes fired by single units in order to 

differentiate units active in one (or more) motor state (rest, stimulation/no start, 

stimulation/start, swimming; fig. 5.2A). 

54 units (60% of tot units, n tot units=90) resulted non-significant (p>0.05) neither for swimming, 

nor for stimulation factor when tested in a two-way ANOVA test (fig. 5.3A). These non-significant 

units were recorded in each hindbrain sector; 63.6% in the rostral area (21/33 sector’s units), 

72.2% (26/36 sector’s units) at the otic capsule level, 33.3% (7/21 sector’s units) in the caudal 

area (fig. 5.3 B, C and D, respectively). These units showed stable, low firing in every motor state 

tested (fig. 5.4A). For this reason, the non-significant units were considered as not implicated in 

the control of swim initiation, and therefore they were excluded from further analysis. 
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Figure 5.3 Hindbrain distribution of type A and type B units. 

A-D) Bar charts representing percentages for non-significant (ns, grey), type B (green) and type 

A units (violet) in the entire hindbrain (A), and in the different hindbrain sectors as depicted in 

fig. 5.1D (B, rostral sector; C otic capsule level; D, caudal sector). A) Percentages calculated over 

the total number of units recorded in the hindbrain (54/90 = 60.0% ns units; 11/90 = 12.2% type 

B units, 25/90 = 27.8% type A units); B-D) percentages calculated over the total number of units 

recorded in each of the hindbrain sectors (B - rostral sector, 21/33 = 63.6% ns units, 2/33 = 6.1% 

type B units, 10/33 = 30.3% type A units; C - otic capsule level, 26/36 = 72.2% ns units, 3/36 = 

8.3% type B units, 7/36 = 19.4% type A units; D - caudal sector, 7/21 = 33.3% ns units; 6/21 = 

28.6% type B units, 8/21 = 38.1% type A units). 
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Figure 5.4 Neural activity of non-significant units is not correlated to swim behaviour. 

A) Average heat map of non-significant units recorded in the hindbrain (54 units in 14 animals, 

minimum of 4 trials per motor state per units). Coefficients of variation (CV=standard 

deviation/mean) were calculated for each time bin (5 ms) on the number of spikes fired by single 

units during the same 5 ms in the four motor states.  

B) Examples of spikes fired by one non-significant unit recorded in the four motor states 

investigated (rest, stimulation/no start, stimulation/start, swimming). 200 ms are reported for 

each example. Orange lines indicate spikes fired by the unit, and they are presented above the 

respective extracellular hindbrain recording raw trace (black trace). Fictive swimming is shown 

by rhythmic bursts of the right VR (grey trace, rVR). Red arrowheads represent electrical stimulus; 

blue arrowhead indicates the start of swimming. 
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25 units (27.8% of 90 units, recorded in 6 animals, fig. 5.3 A) showed significantly higher activity 

at the start of swimming in response to skin stimulation (‘stimulus x swim interaction’ units, 

p<0.05, two-way ANOVA). Such units were recorded throughout the hindbrain: they constituted 

the 30.3% of recorded units in the rostral area (10/33 sector’s units), the 19.4% (7/36 sector’s 

units) at the otic capsule level, and the 38.1% (8/21) of the units recorded in the caudal area (fig. 

5.3). These units, with firing rate higher only at motor initiation, were named ‘type A units’. Type 

A units were highly active only when the electrical stimulus was strong enough to induce 

swimming in the tadpole (the experimental condition referred to as ‘stimulation/start’), while 

they were mainly silent at rest, during sustained swimming, and when the stimulation failed to 

trigger swimming (fig. 5.5). 

11 units (12% of 90 units, recorded in 8 animals, fig. 5.3 A) showed increased firing activity 

following trunk skin stimulation, both at the initiation of movement and during sustained 

swimming. These units did not show a significant ‘stimulation x swimming’ interaction in the 

two-way ANOVA test. Instead, they fired a different number of spikes in response to fictive 

swimming only (‘swim effect’ units, p<0.05 for swimming effect only, two-way ANOVA). These 

units, which were more active both at the start of movement as well as during continuous 

swimming, were named ‘type B units’. Type B units were mostly inactive when the animal was 

not swimming, i.e. at rest and when stimulation did not lead to swimming (fig. 5.6). As for type 

A, also type B units were recorded throughout the three hindbrain sectors (fig. 5.3A). In the 

rostral sector, 6.1% of the units were found to be type B units (2/33 sector’s units, fig. 5.3B), at 

the otic capsule level type B units constituted the 8.3% of the units (3/36 sector’s units, fig. 5.3C) 

and they made up the 28.6% of units recorded in the caudal area (6/21 units, fig. 5.3D). 

Because CPG neurons are also activated as soon as swimming starts, three CPG units were 

recorded, one in each hindbrain area, and they were characterised to rule out the possibility for 

type B units to have CPG-like activity. The first feature of a CPG neuron is to be active only during 

swimming: the heat maps in fig. 5.7A shows that the three CPG units are silent when motor 

activity is not present (rest and stim/no start), but they start firing when swimming is initiated 

(stim/start, see also fig. 5.8) and sustained (swimming). Following a two-way ANOVA, the three 

units resulted with a significant swimming effect (p<0.0001 rostral unit, p<0.0001 otic capsule 

level unit, p=0.0004 caudal unit), and with a non-significant ‘stimulation x swimming’ interaction 

(rostral unit p=0.5096, otic capsule level unit p=0.5561, caudal unit p= 0.0775). The second 
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characteristic feature of CPG neurons is to fire rhythmically at the same frequency of ventral 

root bursts. When the tadpole swims, CPG units fire one spike at every muscle contraction, here 

monitored as ventral root bursts (fig.5.7 B). Differently from CPG units, type B units were not 

completely silent when the animal was not engaged in fictive swimming (fig. 5.6 A), and they did 

not fire rhythmically following ventral root bursts (fig. 5.6 B). In conclusion, none of the units 

categorised here as ‘type B’ show features of a CPG-like neuron. 

 

 

Figure 5.5 Type A units are activated at swimming initiation. 

A) Average heat map of type A units recorded in the hindbrain (25 units in 11 animals, minimum 

of 4 trials per motor state per units). Coefficients of variation (CV) were calculated for each time 

bin (5ms) on the number of spikes fired by single units during the same 5 ms in the four motor 

states. 
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B) Examples of spikes fired by one type A unit recorded in the four motor states investigated 

(rest, stimulation/no start, stimulation/start, swimming), 150 ms are reported for each example. 

Red lines indicate spikes fired by the unit, and they are presented above the respective 

extracellular hindbrain recording raw trace (black trace). Fictive swimming is shown by rhythmic 

right and left VR bursts (grey trace, rVR and lVR). Red arrowheads represent the electrical 

stimulus; blue arrowhead indicates the start of swimming. 

 

 
 

Figure 5.6 Type B units are activated at swimming initiation. 

A) Average heat map of type B units recorded in the hindbrain (11 units in 8 animals, minimum 

of 4 trials per motor state per units). Coefficients of variation (CV=standard deviation/mean) 

were calculated for each time bin (5 ms) on the number of spikes fired by single units during the 

same 5 ms in the four motor states.  

B) Examples of spikes fired by one type B unit recorded in the four motor states investigated (rest, 

stimulation/no start, stimulation/start, swimming) 150 ms are reported for each example. Green 
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lines indicate spikes fired by the unit, and they are presented above the respective extracellular 

hindbrain recording raw trace (black trace). Fictive swimming is shown by rhythmic right and left 

VR bursts (grey trace, rVR and lVR). Red arrowheads represent the delivery of the electrical 

stimulus; blue arrowhead indicates the start of swimming. 

 

 
 

Figure 5.7 Central Patter Generator units. 

A) Average heat map of CPG units recorded in the hindbrain (3 units in 3 animals, minimum of 4 

trials per motor state per units). CV were calculated for each time bin (5 ms) on the number of 

spikes fired by single units during the same 5 ms in the four motor states. 

B) Examples of spikes fired by one CPG unit recorded in the four motor states investigated; 200 

ms are reported for each example. Green lines indicate spikes fired by the unit, and they are 

presented above the respective hindbrain extracellular raw trace (black trace). Fictive swimming 

is shown by rhythmic bursts of the right VR (grey trace, rVR). Red arrowheads represent the 

electrical stimulus; blue arrowhead indicates the start of swimming. 
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Figure 5.8 Central Patter Generator units. 

Scatter plot of spikes fired by one rostral CPG unit (blue), one CPG unit recorded at the otic 

capsule level (red) and one caudal CPG unit (green) at the initiation of swimming. Dotted grey 

line (ms=0) marks the start of fictive swimming. Black solid lines indicate median values. Kruskal-

Wallis test, p=0.356; rostral CPG unit 261.9 ± 141.5 ms; CPG unit at the otic capsule level 248.4 

± 143.9 ms; caudal CPG unit 205.9 ± 120.6 ms. Values expressed as median ± SD. 69 spikes from 

1 rostral unit, 110 spikes from 1 unit at the otic capsule level, 15 spikes from 1 caudal unit. 
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5.2.2 Different firing patterns are recorded at swimming initiation 

The timing of spikes fired by type A and type B units was analysed in the time gap between 

stimulus delivery and the start of fictive swimming (negative area of the graphs in fig. 5.9), and 

in the first 500 ms after swim initiation (positive area of the graphs in fig.5.9). 

Importantly, type A and type B units produced spikes before the first ventral root burst (fig. 5.5B, 

5.6 B). This early firing, i.e. before swimming has started, is the main feature a neuron has to 

display in order to be categorised as implicated in mechanism of motor initiation. Indeed, at 

least theoretically, neuronal populations that fire before the start of movement could act 

presynaptically to dINs in the Xenopus tadpole. 

Following stimulation, type A units increased their firing to a peak (0.48 ± 0.21 Hz, mean ± SEM) 

11 ms before swimming started, and then slowly decreased it to become silent during sustained 

swimming (fig. 5.9 A, violet trace). Type B units also increased their activity rate before the start 

of swimming (fig. 5.9 A, green trace), but no clear peak was found in their firing activity. Instead, 

type B units’ firing rate was stable as swimming became continuous (0.06 ± 0.08 Hz 10 ms before 

start vs 0.06 ± 0.09 Hz 10 ms after swimming initiation; data expressed as mean ± SEM). The 

firing rate of type A units was found to be significantly different from type B firing units’ firing 

rate over the time ranging from stimulation to the first 500 ms into fictive swimming (fig.5.9 A, 

Wilcoxon matched pairs signed rank test, p<0.0001). 

Interestingly, spikes fired by type A units were recorded earlier than the spikes fired by type B 

units (fig. 5.9B). This feature, together with the difference in firing rate at motor initiation 

described above (fig. 5.9 A), strengthens the possibility that type A and type B units might form 

two distinct neuronal population which act in sequence in order to initiate swimming in the 

tadpole. 
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 Figure 5.9 Type A and type B units are activated at different latencies. 

A) Firing rates of type A (violet line) and type B units (green line) recorded before movement 

initiation and in the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the start 

of fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001.; command units 0.0925 ± 0.0139, swim driver units 

0.0299 ± 0.0031 (mean ± SEM). Command units N=25, swim driver units N=11; minimum 4 

trials/unit. ****p<0.0001. 

B) Scatter plot of spikes fired by type A units (violet) and type B units (green) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values (median ± SD= 72.69 ± 104.4 

ms for type A units; median ± SD = 160.8 ± 144.3 ms for type B units). Kolmogorov-Smirnov test, 

p<0.0001; 1145 spikes from 25 type A units, 288 spikes from 11 type B units. ****p<0.0001. 
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The activation time of type A units varied in the different hindbrain sectors (fig. 5.10 A, p=0.0003, 

repeated measures one-way ANOVA with Bonferroni correction for multiple comparisons; 

rostral vs OC level, mean diff.=0.0725; rostral vs caudal, mean diff.= 0.0376; OC level vs caudal, 

mean diff.= 0.1101). Type A units recorded in the central area of the hindbrain (at the otic 

capsule level) were the major responsible for the firing rate peak at swimming initiation, 

showing a peak of 1.28 ± 2.23 Hz recorded 10 ms before the start (fig.5.10 A, red line). Type A 

units detected in the rostral and caudal sectors increased their firing in a less abrupt fashion (fig. 

5.10 A, blue and green line, respectively), contributing nevertheless to the overall augmented 

activity, prolonged after the initiation of swimming (0 to ~200 ms after the start, fig. 5.10 A). 

However, the distribution of spikes fired at the start of movement by type A units in the three 

hindbrain sectors did not differ (fig.5.10 B, p=0.0618, Kruskal-Wallis test; rostral units= 71.94 ± 

93.29 ms; otic capsule level units= 65.97 ± 117.5 ms; caudal units= 78.32 ± 109.5 ms; data 

reported as median ± SD).  

Also type B units showed a different timing of activation depending on their location in the 

hindbrain (fig. 5.11 A; p<0.0001, repeated measures one-way ANOVA with Bonferroni correction 

for multiple comparisons; rostral vs OC level, mean diff.= 0.0390; rostral vs caudal, mean diff.= 

0.0137; OC level vs caudal, mean diff.= -0.0254). Type B units recorded in the rostral hindbrain 

showed a higher peak in firing activity than type B units recorded at the otic capsule level and in 

the more caudal hindbrain (fig. 5.11B, red and green line, respectively). However, type B units 

did not show a different timing in the onset of their firing activity depending on their position in 

the hindbrain (fig. 5.11 B, p=0.2837 Kruskal-Wallis test; rostral units= 127.8 ± 148.6 ms for; otic 

capsule level units= 190.2 ± 160.7 ms; caudal units= 162.2 ± 134.1 ms; data reported as median 

± SD). 

Because both type A and type B units showed firing activity distributed along the rostro-caudal 

axis of the hindbrain, the location of their respective neuronal populations was considered to 

be dispersed throughout the hindbrain. 
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Figure 5.10 Type A units 

show different firing rates 

throughout the hindbrain. 

A) Firing rates of type A 

units recorded in the rostral 

sector (blue), at the otic 

capsule level (red) and in 

the caudal sector (green) of 

the hindbrain. Dotted grey 

line (ms=0) marks the start 

of fictive swimming. Data 

are presented as mean 

(solid lines) ± SEM (shaded 

area). Repeated measures 

one-way ANOVA with 

Bonferroni correction for 

multiple comparisons, 

p=0.0003; rostral vs OC 

level, mean diff.=0.0725; 

rostral vs caudal, mean 

diff.= 0.0376; OC level vs 

caudal, mean diff.= 0.1101. 

Rostral sector N=10 units; 

otic capsule level N=7 units; 

caudal sector N=8 units; 

minimum 4 trials per unit. 

***p<0.001. 

 

B) Scatter plot of spikes fired by type A units recorded in the rostral sector (blue), at the otic 

capsule level (red) and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) 

marks the start of fictive swimming. Black solid lines indicate median values (median ± SD = 71.94 

± 93.29 ms for rostral units; median ± SD = 65.97 ± 117.5 ms for otic capsule level units; median 

± SD= 78.32 ± 109.5 ms for caudal units). Kruskal-Wallis test, p=0.0618; 558 spikes from 10 

rostral units, 284 spikes from 7 otic capsule level units, 303 spikes from 8 caudal units. 
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Figure 5.11 Type B units 

show different firing rates 

throughout the hindbrain. 

A) Firing rates of type B 

units recorded in the rostral 

sector (blue), at the otic 

capsule level (red) and in 

the caudal sector (green) of 

the hindbrain. Dotted grey 

line (ms=0) marks the start 

of fictive swimming. Data 

are presented as mean 

(solid lines) ± SEM (shaded 

area). Repeated measures 

one-way ANOVA with 

Bonferroni correction for 

multiple comparisons, 

p<0.0001; rostral vs OC 

level, mean diff.= 0.0390; 

rostral vs caudal, mean 

diff.= 0.0137; OC level vs 

caudal, mean diff.= -

0.0254. Rostral sector N=2 

units; otic capsule level N=3 

units; caudal sector N=6 

units; minimum 4 trials per 

unit. ****p<0.0001. 

 

 

B) Scatter plot of spikes fired by type B units recorded in the rostral sector (blue), at the otic 

capsule level (red) and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) 

marks the start of fictive swimming. Black solid lines indicate median values (median ± SD = 127.8 

± 148.6 ms for rostral units; median ± SD = 190.2 ± 160.7 ms for otic capsule level units; median 

± SD = 162.2 ± 134.1 ms for caudal units). Kruskal-Wallis test, p=0.2837; 63 spikes from 2 rostral 

units, 73 spikes from 3 oc level units, 152 spikes from 6 caudal units. 
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5.2.3 Neuronal subpopulations respond differently to subthreshold stimulation 

Type A and type B units were further sorted into two subgroups, based on whether they were 

active or not following sub-threshold stimulation, i.e. during stimulation/no start trials. Type A 

and B units that were active both at threshold and sub-threshold stimulation (stimulation/start 

and stimulation/no start trials, respectively) were named ‘level 1’ populations (fig. 5.12 A, 5.13 

A). On the other hand, type A and B units which were active only when the stimulus delivered 

led to fictive swimming (stimulation/start trials), were named ‘level 2’ populations (fig. 5.12 B, 

5.13 B). 

Level 1 and level 2 populations were found in both type A and type B units in the following 

numbers: 

- type A: 11 level 1 units (44%, out of 25 type A units), 14 level 2 units (56%, out of 25 type A 

units); from now on referred to as ‘type A1’ and ‘type A2’ 

- type B: 5 level 1 units (45.4%, out of 11 type B units), 6 level 2 units (54.6%, out of 11 type B 

units); from now on referred to as ‘type B1’ and ‘type B2’ 

Type A1 units showed increased firing in the stimulation/start trials (fig. 5.12 Ai and Aii), but were 

also slightly active when the stimulus delivered was not strong enough to cause swim initiation 

(fig. 5.12 Bi and Bii). On the contrary, type A2 units were active only when the stimulation led to 

a motor response (fig. 5.12 Ai, Aii and Bi, Bii). In the time gap prior to swim initiation, spikes fired 

by type A1 units were recorded at shorter latencies compared to those fired by type A2 units (fig. 

5.12 C, negative area of the graph; p=0.0187, Kolmogorov-Smirnov test on data recorded before 

swim initiation; type A1 units= -25.75 ± 50.27 ms; type A2 units= -17.19 ± 26.90 ms, data reported 

as median ± SD). After swimming had started, the temporal distribution of spikes fired by type 

A1 and type A2 units did not differ (fig. 5.12 C, positive area of the graph; p=0.0923, Kolmogorov-

Smirnov test on data recorded after swim initiation; type A1 units= 91.09 ± 94.18 ms; type A2 

units= 88.95 ± 104.5 ms, data reported as median ± SD). 

Similarly, type B1 units were activated when stimulation was delivered to the animal, 

irrespective of the motor outcome of the trial (i.e. with threshold or sub-threshold stimulation) 

(fig. 5.13 A and B). On the other hand, type B2 units’ firing was detected only when the electrical 

stimulus led to swimming (fig. 5.13 A and B). Contrary to type A units, both type B1 and type B2 

units showed the same temporal distribution of spikes prior to movement initiation (fig. 5.13 C 
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negative area of the graph; p=0.1182, Kolmogorov-Smirnov test on data recorded before swim 

initiation; type B1 units= -15.65± 11.20 ms, type B2 units= -30.61 ± 38.49 ms, data reported as 

median ± SD), as well as after swimming had become continuous (fig. 5.13 C, positive area of 

the graph; p=0.0803, Kolmogorov-Smirnov test on data recorded after swim initiation; type B1 

units= 183.5 ± 152.7 ms, type B2 units= 183.9 ± 125.3ms, data reported as median ± SD. 

 
(next page) Figure 5.12 Differential activation of subpopulations of Type A units. 

Ai) Firing rates of first (type A1, pink line) and second level (type A2, violet line) type A units 

recorded before movement initiation and in the first 500 ms of sustained swimming. Dotted grey 

line (ms=0) marks the start of fictive swimming. Data are presented as mean (solid lines) ± SEM 

(shaded area). Wilcoxon matched pairs signed rank test, p=0.0511; type A1 units 0.0695 ± 0.0100 

ms, type A2 units 0.1094 ± 0.0180 ms (mean ± SEM). First level type A1 units N=11, type A2 units 

N=14; minimum 4 trials/unit. 

Aii) Examples of spikes fired by one type A1 unit (top trace, pink lines) and one type A2 unit 

(bottom trace, violet lines), recorded in the stimulation/start motor state. Spikes fired by the 

units are presented above the respective extracellular hindbrain recording raw trace (hb, black 

trace). Fictive swimming is shown by rhythmic VR bursts (grey trace, VR). For clarity, only the VR 

with the first burst, marking swimming initiation, is shown here. Red arrowheads represent 

electrical stimulus; blue arrowhead indicates the start of swimming. 

Bi) Firing rates of type A1 (pink line) and type A2 (violet line) units recorded in the first 500 ms 

after stimulation. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001; type A1 units 0.0149 ± 0.0018 ms, type A2 units 0.0000 

± 0.0000 (mean ± SEM). Type A1 units N=11, type A2 units N=14; minimum 4 trials/unit. 

****p<0.0001 

Bii) Examples of spikes fired by one type A1 unit (top trace, pink lines) and one type A2 unit 

(bottom trace, no lines), recorded in the in the stimulation/no start motor state. Spikes fired by 

the units are presented above the respective extracellular hindbrain recording raw trace (hb, 

black trace). The absence of fictive swimming is shown by the silent VR (grey trace, VR). As both 

VR were silent in this case, for clarity only one VR is shown here. Red arrowheads represent 

electrical stimulus. 

C) Scatter plot of spikes fired by type A1 units (pink) and type A2 units (violet) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values. Kolmogorov-Smirnov test on 

data recorded before swim initiation, p=0.0187; type A1 units -25.75 ± 50.27 ms; type A2 units -

17.19 ± 26.90 ms (median ± SD). 60 spikes from 11 type A1 units, 120 spikes from 14 type A2 units. 

Kolmogorov-Smirnov test on data recorded after swim initiation, p=0.0923; type A1 units 91.09 
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± 94.18 ms; type A2 units 88.95 ± 104.5 ms (median ± SD). 450 spikes from type A1 units, 565 

spikes from type A2 units. *p<0.05. 

 

Figure 5.12 (figure legend in the previous page) 

-200 0 200 500
ms

2
n

d
 l
e
v
e

l
1

s
t 

le
v
e

l

before after

*

n
s

C

-200 0 200 500
ms

0

0.5

1

1.5

H
z

Ai

1st level type A

2nd level type A

ns

0 200 500
ms

0

0.25

0.5

H
z

Bi

****

1st level type A

2nd level type A

hb

VR

Aii

1
V 50ms

hb

VR

hb

VR

Bii

hb

VR

1
V 50ms



5. Results 

106 
 

 

Figure 5.13 (figure legend in the next page) 
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Figure 5.13 Differential activation of subpopulations of Type B units. 

Ai) Firing rates of type B1 (blue line) and type B2 (green line) units recorded before movement 

initiation and in the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the start 

of fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0394; type B1 units 0.0237 ± .0035, type B2 units 0.0350 ± 

0.0042 (mean ± SEM). Type B1 units N=5, type B2 units N=6; minimum 4 trials/unit. *p<0.05 

Aii) Examples of spikes fired by one type B1 unit (top trace, blue lines) and one type B2 (bottom 

trace, green lines), recorded in the in the stimulation/start motor state. Spikes fired by the units 

are presented above the respective extracellular hindbrain recording raw trace (hb, black trace). 

Fictive swimming is shown by rhythmic VR bursts (grey trace, VR). For clarity, only the VR with 

the first burst, marking swimming initiation, is shown. Red arrowheads represent electrical 

stimulus; blue arrowhead indicates the start of swimming. 

Bi) Firing rates of type B1 (blue line) and type B2 (green line) units recorded in the first 500 ms 

after stimulation. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001; type B1 units 0.0111 ± 0.0017, type B2 units 0.0000 ± 

0.0000 (mean ± SEM). Type B1 units N=5, type B2 units N=6; minimum 4 trials/unit. ****p<0.0001 

Bii) Examples of spikes fired by one type B1 (top trace, blue lines) and one type B2 unit (bottom 

trace, no lines), recorded in the in the stimulation/no start motor state. Spikes fired by the units 

are presented above the respective extracellular hindbrain recording raw trace (hb, black trace). 

The absence of fictive swimming is shown by the silent VR (grey trace, VR). For clarity, only one 

VR is shown. Red arrowheads represent electrical stimulus. 

C) Scatter plot of spikes fired by type B1 (blue) and type B2 units (green) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values. Kolmogorov-Smirnov test on 

data recorded before swim initiation, p=0.1182; type B1 units -15.65± 11.20 ms; type B2 units -

30.61 ± 38.49 ms (median ± SD). 8 spikes from 5 type B1 units, 21 spikes from 6 type B2 units. 

Kolmogorov-Smirnov test on data recorded after swim initiation, p=0.0803; type B1 units 183.5 

± 152.7 ms; type B2 units 183.9 ± 125.3ms (median ± SD). 75 spikes from 5 type B1 units, 184 

spikes from 6 type B2 units. 
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5.3 Discussion 

Type A and B have ExNs features 

The experiments reported in this chapter provide evidence for the presence of two novel 

populations, called type A and type B, which are involved in locomotor initiation in the hindbrain 

of the Xenopus tadpole. Type A and type B units were identified based on their firing pattern in 

response to trunk skin stimulation that caused (or not) swimming, and both types were shown 

to be associated with the initiation of swimming. 

Although it has been demonstrated that other cellular populations fire at the initiation of 

swimming, the two novel neuronal types described here do not show firing patterns similar to 

the firing of known neurons. The ascending axons of primary and secondary pathway neurons 

(RB and dla/dlc cells, respectively) can reach the hindbrain (Roberts and Clarke, 1982, Clarke et 

al., 1984), but these neurons fire very briefly (one or two action potentials) immediately after 

the stimulus is delivered to the skin (Roberts and Clarke, 1982, Clarke et al., 1984). Moreover, 

dla and dlc neurons receive glycinergic inhibition from aINs during swimming, especially during 

its initial phase when swim frequency is higher (Li et al., 2002). For these reasons, it has been 

excluded that type A or type B activity could belong to the tadpole’s sensory pathway as we 

know it. 

It is also clear that type A and type B units do not show CPG-like activity, as they never fire 

rhythmically in phase with either the ipsilateral or contralateral VR bursts. Moreover, also 

differently from CPG neurons, the level 1 subpopulation of both type A and type B units (referred 

to as A1 and B1 units) fired when the stimulation delivered to the trunk skin did not lead to 

swimming initiations (subthreshold stimulation, ‘stim/no start’ trials). CPG neurons are 

activated only when and if the locomotor response is initiated, and no CPG firing is recorded if 

the stimulus is delivered at subthreshold intensities. Because of these differences, it has been 

excluded that neither type A nor type B units are part of the CPG circuit of the tadpole. 

Type A and type B units showed the features proposed for ExNs (Koutsikou et al., 2018), which 

are: 1) firing activity in the time gap between stimulation and swimming initiation, 2) the ability 

to fire following threshold and subthreshold stimuli and 3) a firing pattern that is prolonged 

enough after stimulation to be able to sustain the activation of CPG in the early stages of 

swimming. 
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In the tadpole, the activation of dINs marks the initiation of swimming (Soffe et al., 2009). 

Intracellular recordings have previously shown an accumulation of excitation in single dINs 

following stimulation (Koutsikou et al., 2018), which will ultimately lead to the firing of the 

neuron and the activation of the dINs population through their electrical coupling (Li et al., 

2009). From this moment onwards, the spinal CPG circuit is active and can self-sustain itself and 

thus the swimming behaviour (Li et al., 2009). However, when subthreshold stimulation is 

delivered to the tadpole’s skin, dINs receive EPSPs that fail to trigger an action potential 

(Koutsikou et al., 2018). Type A and type B units show features that ideally place them 

presynaptically to dINs. Indeed, type A and B units 1) fire after stimulation and before swimming 

starts, 2) fire at variable latencies across experimental trials, possibly providing the accumulation 

of excitation reported in dINs, and 3) type A1 and B1 units fire following subthreshold stimulation, 

which will lead to fewer EPSPs in dINs that do not allow the cells to reach their firing threshold 

(Koutsikou et al., 2018). 

The brain processes underlying simple decision making, such as how to decide when to initiate 

a movement, have been modelled as an accumulation of excitation in still-unknown brain areas 

of the mammal brain (Gold and Shadlen, 2007, Carpenter, 1999, Carpenter and Williams, 1995, 

Noorani and Carpenter, 2016). In particular, the LATER model has been proposed to explain the 

long and variable latencies prior the initiation of movement (the eye saccadic response is used 

in the model, (Carpenter, 1999, Carpenter and Williams, 1995, Noorani and Carpenter, 2016). 

Briefly, the authors ascribe the delayed motor response to an accumulation of signals in time, 

which ultimately lead to motor initiation. Altogether, the firing of type A and type B units in the 

Xenopus embryo can provide the accumulation of excitation over the time prior to swimming 

initiation, which is delayed after sensory stimulus detection (fig. 5.9A). Hence, the activity of 

these novel neuronal populations found in the embryonic stage of a lower vertebrate, 

recapitulate one established theory for motor decision-making in mammals (Svoboda and Li, 

2018). 

Proposed mechanism 

In fig. 5.14, a supraspinal mechanism for descending motor control is illustrated, which includes 

the newly identified type A and B units, as well as their respective subpopulations, i.e. level 1 

and level 2 units. 
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In the proposed hindbrain circuit, type A units work as sensory processors, being postsynaptic 

to the ascending sensory pathway neurons (dla and dlc). Instead, type B units are involved at a 

later stage, providing the necessary overall excitation to the dINs residing in the hindbrain. This 

‘dual stage’ process is supported by the average spiking latency of type B units, which is longer 

than the latency for activation of type A units (fig. 5.9). The sensory information, initially 

detected in the skin by RB neurons, is carried to the hindbrain via the axons of dla and dlc 

neurons. Here, it is weighted and integrated by level 1 and 2 type A neurons (A1 and A2), which 

form the proposed sensory processing centre in the hindbrain of the tadpole. This is also in 

accordance with the computational model previously proposed to describe the ExNs population 

(Koutsikou et al., 2018). Indeed, in this model only some ExNs have direct connections with 

sensory pathway neurons, while the overall excitation of the ExNs population is achieved by 

interconnections among ExNs. 

When the stimulus delivered is strong enough to evoke swimming (threshold stimulation, 

‘stimulation/start’ trials), both type A1 and type A2 units are activated, and they excite type B1 

and B2 units. Both subpopulations of type B units fire in response to a threshold stimulation, and 

they provide cumulative excitation to dINs in the hindbrain. The accumulation of excitation in 

the dINs allows them to reach their firing threshold, and ultimately to drive and sustain CPG 

activity during swimming (Koutsikou et al., 2018). 

When the stimulus is delivered at subthreshold intensities (‘stimulation/no start’ trials), 

swimming response is not evoked. Nevertheless, type A1 and type B1 units are activated by dla 

and dlc neurons excitation; this is a unique feature of level 1 units, as type A2 and type B2 units 

do not fire following subthreshold skin stimulation. In these conditions, type A1 and type B1 units 

firing activity alone is not enough to cause the complete depolarisation of dINs, which will only 

show incoming EPSPs without reaching their firing threshold, thus not activating the CPG circuit 

of swimming. Difference in the electrical membrane properties of level 1 and 2 type A units 

could explain their firing patterns in response to threshold and subthreshold skin stimulation. In 

fact, different membrane properties can facilitate a more reliable firing activity in type A1 

population, whilst depolarisation in type A2 population can be restrained to conditions of higher 

excitation. This will provide the hindbrain neuronal circuit with the means to discriminate 

between stimulus intensities. In this scenario, type A1 and A2 neurons will receive synaptic input 

from dlc and dla sensory neurons, even at subthreshold stimulation for swim initiation. 
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However, type A2 neurons will not be activated because of their higher firing threshold. On the 

contrary, type A1 neurons will fire at lower sensory stimulus intensities, and they will excite type 

B1 neurons. However, this excitation will not be enough to support the accumulation of EPSPs 

in dINs necessary to reach their firing threshold, thus not allowing swim initiation.  

A different firing likelihood for type A1 and A2 populations might also explain the slightly delayed 

firing of type A2 units in the time before swimming initiation when a threshold stimulation is 

given to the trunk skin of the tadpole (fig. 5.12). In this case, sensory stimulation will activate 

both populations, but because of the higher firing threshold of type A2 neurons, their firing onset 

will be slightly delayed compared to the activation of type A1 neurons. 

Potential role for inhibition 

Work by Koyama and colleagues (Koyama et al., 2016) revealed how inhibition plays a vital role 

in ensuring the right execution of the startle response in the zebrafish. By means of whole cell 

recording and cell ablation, it has been demonstrated that a population of glycinergic neurons 

in the hindbrain, namely feedforward (FF) neurons, provide inhibition to the Mauthner cells, as 

well as to contralateral FF neurons (Koyama et al., 2016). Interestingly, each FF neuron connects 

to both Mauthner cells, with more synapses onto the contralateral one (Koyama et al., 2016). 

These FF neurons fire in response to a variety of sensory stimulation, and they have been 

demonstrated to drive the laterality of the start of swimming, i.e. on which side the first bend 

of the body will happen, thus taking part in a simple decision-making circuit, the decision being 

which side of the body will bend first (Koyama et al., 2016). It has been proposed that the circuit 

formed by inhibition of FF and of Mauthner cells works as a network motif, where mutual 

inhibition, together with lateral inhibition, provides the basis for a behavioural choice (whether 

the right or left side will bend first) in the zebrafish  (Koyama et al., 2016, Koyama and Pujala, 

2018), but also can account for multi-choice selection in more complex behaviour. In fact, 

GABAergic neurons in the midbrain have been proven to direct the switch-like response in the 

optic tectum, by a feedback inhibitory mechanism (Knudsen, 2011). 

Although Mauthner neurons have not been reported to drive the slow and variable response to 

a skin stimulus in the Xenopus tadpole, there is the possibility that inhibition plays a role in the 

mechanism of motor initiation. Indeed, with the experimental procedures described in this 

chapter, the option that the recorded extracellular activity is of inhibitory type cannot be 
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completely ruled out. One other aspect to take into account is that the electrical activity 

recorded in the experiments presented here might be produced by passing contralateral axons, 

whose cell bodies might lie on the opposite side of the hindbrain. Based on the studies in 

zebrafish, it seems plausible that inhibition might play a role in the mechanism of locomotor 

control in the tadpole, and might contribute to the long delay between stimulation and the 

initiation of swimming. 

Novel neuronal population hindbrain location 

Although it is not possible to precisely locate the neurons somata in extracellular recording 

experiments, type B activity was mostly recorded in the caudal sector of the hindbrain, whilst 

type A activity was more dispersed along the longitudinal axis of the hindbrain (fig.5.3). This 

anatomical layout might partially reflect the function of the two neuronal populations: type A 

units will excite, and thus control, type B units, which in turn lie close enough to the dINs in the 

caudal part of the hindbrain, from where they project their descending axons into the spinal 

cord to drive CPG excitation. 

 

5.4 Conclusion 
 

The extracellular recording experiments presented in this chapter identified putative neuronal 

populations, which lie in the hindbrain of the tadpole and that show features previously 

indicated for the ExNs. Briefly, these features are 1) firing before the initiation of swimming, 2) 

firing both at threshold and at subthreshold stimulation, and 3) firing over a time that allows the 

activation of dINs. However, firing activity recorded extracellularly does not allow the precise 

location of these units’ cell bodies, as electrical activity might have been recorded from other 

neuronal compartments, such from axonal projections running close to the tip of the electrode. 

Hence, the next chapters of this work are aimed to anatomically localise putative ExNs in the 

hindbrain of the tadpole. 
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Figure 5.14 Proposed neural mechanism for motor descending control. 

A) Scheme of the proposed neural circuit active when a suprathreshold stimulus is delivered to 

the tadpole (stimulation/start). Solid arrows represent known synaptic connections, solid line 

boxes indicate known circuits (sensory pathway and swimming). Dotted arrows and boxes 

represent proposed connections and circuits in the hindbrain (sensory processing, motor 

planning, descending motor control). A higher firing rate in the various synaptic connections is 

represented by thicker arrows, compared to the same arrows in B. Red star represents 

stimulation that is strong enough to lead to swim initiation. 

B) Scheme of the proposed neural circuit active when a subthreshold stimulus is delivered to the 

tadpole (stimulation/no start). Solid arrows represent known synaptic connections, solid line 

boxes indicate known circuits (sensory pathway and swimming). Dotted arrows and boxes 

represent proposed connections and circuits in the hindbrain (sensory processing, motor 

planning, descending motor control). A lower firing rate in the various synaptic connections is 

represented by thinner arrows, compared to the same arrows in B. Red star represents a weaker 

stimulation than in A, which does not lead to swim initiation. Red ‘X’ indicates that the tadpole 

does not start to swim. 
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6 Results: Calcium Imaging Analysis of Hindbrain 

Neurons 

 

The experiments reported in this chapter were carried out in in Dr. Wenchang Li’s lab at the 

University of St Andrews (UK). In order to localise the ExNs identified by means of extracellular 

recordings (chapter 5), calcium imaging was employed. This technique allows to monitor fictive 

swimming while calcium transients in hindbrain neurons can be imaged through a high-

resolution camera. Ideally, the neuronal activation following trunk skin stimulation defined for 

type A and type B units via extracellular recordings (in chapter 5) should be reproduced in these 

imaging experiments by a similar pattern of calcium transients detected in putative ExNs. This 

would provide a visual clue of the ExNs location in the hindbrain.   

6.1 Materials and Methods 

Animals 

Tadpoles were obtained from the Xenopus laevis colony raised at the Institute of Psychology and 

Neuroscience (University of St Andrews). Briefly, mating was induced in pairs of adult Xenopus 

laevis by injection of human chorionic gonadotropin hormone (HCG, Sigma Aldrich; 

concentration used: 1000 U/mL in sterile water) into the dorsal lymph sacs. Embryos were raised 

in treated tap water at a temperature range of 17-20° C, and used for experiments at 

developmental stage 37/38 (Nieuwkoop and Faber, 1956). 

Procedures for HCG injections were carried out in compliance with UK Home Office regulations; 

all experimental procedures performed on tadpoles were approved by the Animal Welfare 

Ethics Committee (AWEC) of the University of St Andrews. 

Samples preparation 

Tadpoles at developmental stage 37/38 were briefly anesthetised in MS-222 (Sigma Aldrich) 

dissolved in saline solution. The skin covering trunk muscles was removed and the animals were 

incubated for 50 minutes in α-bungarotoxin (Invitrogen) at RT. After immobilisation, tadpoles 

were pinned to a rotating Sylgard block in a dissection dish and surgery to expose the more 

ventral area of the hindbrain was performed with fine homemade tungsten needles. Firstly, the 
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skin covering the hindbrain and the rostral spinal cord was removed. The more dorsal brain 

tissue, consisting mostly of ependymal cells, was removed along the midline, causing the 

opening of the two sides of the hindbrain in the same fashion of the pages in a book. This 

procedure allows the exposure of the ventral portions of the brain and rostral spinal cord, where 

CPG interneurons lie. Tadpoles with exposed neurons were then incubated in a solution of Fluo-

4 AM (Invitrogen) for 20 minutes at RT in the dark. The dye solution was prepared by dissolving 

50 µg of Fluo-4 AM (Invitrogen) in 50 µL 20% Pluronic F-127 solution in DMSO (Invitrogen). 5 µL 

aliquots of this solutions were stored at -20°C, defrosted on the day of use, and diluted in 0.5 

mL of fresh saline (final concentration of Fluo-4 AM 5 µM). After dye penetration, the tadpole 

was washed in fresh saline for 5 minutes at RT in the dark. 

Imaging and fictive swimming recording 

Calcium activity was imaged under an optic microscope (Olympus BX51WI) equipped with a 20X 

water immersion objective and a GFP filter. Blue light (λ=470 nm) used to excite the dye was 

transmitted to the sample from a LED light source (coolLED pE-2 excitation system, CoolLED, 

USA) at 100% intensity. Imaging was carried out with a Neos 5.5 high resolution camera (Andor, 

Oxford Instruments, UK) and image acquisition was performed in Solis software (Andor, Oxford 

Instruments, UK). The camera and the LED light source were automatically triggered by a 

sequence of pulses driven by an experimental protocol designed in Signal 6 (CED, Cambridge, 

UK). Specifically, the camera was set to record over a time of 5 seconds (at 10 Hz), starting 1.5 s 

before stimulation and recording for the 3.5 s following stimulation. 

One skin stimulating suction electrode was positioned on the right side of the tadpole’s body at 

the level of the anus and electrical pulses in the range of 50-400 µA were delivered to the 

animals through a current generator (DS3 Isolated current generator, Digitimer, UK). Threshold 

stimulation was set in each experiment as the lowest current intensity to initiate swimming after 

one pulse. Because no changes in fluorescence were detected after one pulse stimulation (even 

when it led to swim initiation), trains of 15 or 30 pulses at threshold intensity were used. Fictive 

swimming was monitored via suction electrode attached to the trunk muscle cleft, and data 

were acquired through a Power 1401 mkII (CED, UK) in Signal 6 (CED, UK) at a sampling rate of 

10000 Hz. Electrodes were made from borosilicate glass capillaries (outer diameter=1.2 mm, 

inner diameter=0.94 mm; Warner Instruments, USA) whose tip opening measured ~60 µm. 

Data analysis 
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Imaging of Calcium transient were acquired in Solis (Andor, Oxford Instruments, UK) and 

analysed in ImageJ. Background fluorescence was obtained from five ROIs placed in areas 

without fluorescence signal, and used to normalise fluorescence in ROIs. Briefly, mean values of 

the five background ROIs in each imaging frame was subtracted from the fluorescence of single 

ROI in the respective frame. Final analyses on fluorescence dynamics were performed on the 

adjusted values (ROI fluorescence – mean background fluorescence in the same frame). Changes 

in fluorescence signal were calculated on the adjusted values of each ROI using the formula ΔF/F 

= (Fpeak-Frest)/Frest, where:  

• Frest is the average fluorescence signal in the five consecutive control frames before 

stimulation, when the tadpole was in resting condition 

• Fpeak is the average fluorescence signal in the consecutive frames that showed higher 

fluorescence intensity values. Because fluorescence intensity usually lasted for more 

than 1-2 seconds, the intensity values of a maximum of 20 consecutive frames were 

averaged to obtain the Fpeak. Frames were considered to have peak intensity, and thus 

used to calculate the Fpeak, if their fluorescence signal was higher than the value of 

fluorescence at rest, plus twice the standard deviation (Fpeak> Frest + 2SD). Peak 

fluorescence signals were always found after stimulation, and the numbers of frames 

with peak intensity values ranged from 14 to 20. Only in one case peak intensity was 

found in 4 frames. 

Fluorescence changes (ΔF/F) were then transformed into percentage values. Thus, the final 

number representing increase of signal is given as a percentage of the baseline signal. Data 

plotted in the graphs are intensity values normalised on the average intensity at rest (Frest).  

6.2 Results 

A total number of 33 animals were used for calcium imaging experiments. In each animal a 

number of cells between 7 and 25 were detected in the hindbrain through fluorescence signal, 

resulting in a total number of 192 cells. Because of the very low probability of detecting cells 

responding to a one-pulse stimulation, trains of 15 or 30 pulses at threshold intensity were used. 

Stronger stimulation leads to a higher level of excitation in the sensory neurons that reach the 

brain, and ideally to higher probability of detecting cells that are activated in the hindbrain. 

Moreover, repeated stimulation often leads to struggling instead of swimming; during struggling 
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more CPG neurons are activated, and they fire in bursts (Li et al., 2007). This stronger activation 

could help with the detection of weak fluorescence transients. Although repetitive stimulation 

was used, most of the cells analysed (94.3%, 181/192) did not show changes in fluorescence 

after electrical stimulation which led to the initiation of swimming. 

In total, 11 cells (5.7% of total N of cells, 11/192) in 7 different animals were found to change 

fluorescence intensity after stimulation which initiate swimming (fig. 6.1). Four neurons in three 

animals increased their fluorescence intensity after one pulse stimulation (fig. 6.1 A, ΔF/F= 

+84.37%, +50.03%, +48.61%, +96.98%, for cell 1, 2, 3 and 4 respectively). The remaining 8 

neurons which showed increased signal were detected after a train of 15 pulses (4 neurons, fig. 

6.1 B; ΔF/F= +54.33%, +86.36%, +19.46%, +112.67% for cell 5, 6, 7 and 8, respectively) or 30 

pulses (3 neurons, fig. 6.1 C; ΔF/F= +39.97%, +105.92%, 134.34% for cell 9, 10 and 11, 

respectively). 

The cells that were activated by one-pulse stimulation reached their peak intensity after 2.55 

(cell 1), 2.35 (cell 2), 3.5 (cell 3) and 2.6 (cell 4) seconds from stimulation (fig.6.1 D). Neurons 

that were activated by a 15-pulses stimulation reached their peak fluorescence signal 1.9, 1.5, 

2.3 and 1.8 seconds (cell 5, 6, 7 and 8, respectively) after the start of the pulse train. Lastly, cells 

that increased their fluorescence intensity after a 30-pulse stimulation did so at 1.6, 0.9 and 1 

seconds (cell 9, 10 and 11, respectively) from the start of the stimulation. The timing of peaks 

fluorescence recorded in neurons activated by different stimulation were different (fig. 6.1 D, 

p=0.0034, one-way ANOVA); cells that responded to a one pulse stimulation did so with longer 

latency from stimulation than neurons that responded to 15 and to 30 pulses stimulation 

(Tukey’s multiple comparisons test, one pulse stimulation vs 15 pulses stimulation: p=0.0431, 

mean difference= +0.8750 s; one-pulse stimulation vs 30 pulses stimulation: p=0.0028, mean 

difference= +1.583 s; one pulse stimulation: 2.750 ± 0.256 s; 15 pulses stimulation: 1.875 ± 0.165 

s; 30 pulses stimulation: 1.167 ± 0.219 s; data reported as mean ± SEM). On the contrary, cells 

that responded to 15 pulses stimulation showed a latency to the fluorescence peak comparable 

to cells that were activated by 30 pulses stimulation (Tukey’s multiple comparisons test, 15 

pulses stimulation vs 30 pulses stimulation: p=0.1227, mean difference= +0.708 s; data reported 

as mean ± SEM). 

The four neurons that responded to a one-pulse stimulation did so with different timing 

patterns. Cell 1 and 2 showed a more rapid increase in fluorescence signal (cell 1= 1.88 at the 
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start of the peak, 2.55 s from stimulation; cell 2= 1.549 at the start of the peak, 2.35 s from 

stimulation; normalized fluorescence values are reported), while cell 3 was activated more 

slowly (1.516 at the start of the peak, 3.5 s from stimulation). Cell 4 showed a higher activation 

than cell 3, but that was slower than cell 1 and 2 (1.87 at the start of the peak, 2.6 s from 

stimulation). Three of the neurons that responded to a 15-pulses stimulation showed similar 

patterns of activation, (cell 5= 1.50 at the start of the peak, 1.9 s from stimulation; cell 6= 1.79 

at the start of the peak, 1.5 s from stimulation; cell 8= 2.00 at the start of the peak, 1.8 s from 

stimulation). Cell 7 showed a smaller increase of fluorescence signal (1.19 at the start of the 

peak, 2.3 s from stimulation). Lastly, the neurons that responded to a 30-pulses stimulation were 

activated more abruptly than what was observed with weaker stimulation (cell 9= 1.516 at the 

start of the peak, 1.6 s from stimulation; cell 10= 1.87 at the start of the peak, 0.9 s from 

stimulation; cell 11= 1.95 at the start of the peak, 1 s from stimulation). 

Once the neurons were activated by one or 15-pulses stimulation, they kept an overall higher 

fluorescence signal during swimming (fig. 6.1 B). Differently, after the 30-pulses stimulation that 

activated cells 9,10 and 11, swimming started but stopped 2.2 seconds after stimulation (fig. 6.1 

C, VR trace in red). At the same time, the fluorescence signal recorded in the neurons showed a 

decay in the fluorescence signal as swimming stopped. 

Neurons that increased their fluorescence signal after skin stimulation were found dispersed in 

the hindbrain, without showing any localization pattern along the rostro-caudal axis. Cells that 

responded to one stimulation pulse were found in the central and caudal areas of the hindbrain 

(cells 3 and 4 central location, cell 2 caudal location). The neurons that responded to a 15 pulses 

stimulus were localized in the caudal and rostral hindbrain (caudal location: cells 5,6 and 8; 

rostral location: cell 7). The neurons that responded to a 30 pulses stimulation (cells 9, 10 and 

11) were found in the rostro-central area of the hindbrain. 
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Figure 6.1 Cellular activation after different stimulation detected with calcium imaging. 

A) cells activated by a one-pulse stimulation to the trunk skin. Calcium traces are reported for 

each cell above the respective VR recording (trace in red). Top panel: examples of cells (white 

arrows) that increased their fluorescent signal after stimulation, the time when the images were 
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captured is indicated with coloured lines on the respective calcium traces (yellow, green and pink 

dashed lines). Blue arrowheads indicate the time of stimulation. 

B) cells activated by a 15-pulses stimulation to the trunk skin. Calcium traces are reported for 

each cell above the respective VR recording (trace in red). Top panel: examples of cells (white 

arrows) that increased their fluorescent signal after stimulation, the time when the images were 

captured is indicated with coloured lines on the respective calcium traces (yellow, green and pink 

dashed lines). Blue arrowhead indicates the start of stimulation, blue box on the VR trace 

indicates the duration of stimulation. 

C) cells activated by a 30-pulses stimulation to the trunk skin. Calcium traces are reported for 

each cell above the respective VR recording (trace in red). Top panel: examples of cells (white 

arrows) that increased their fluorescent signal after stimulation, the time when the images were 

captured is indicated with coloured lines on the respective calcium traces (yellow, green and pink 

dashed lines). Blue arrowhead indicates the start of stimulation, blue box on the VR trace 

indicates the duration of stimulation. 

D) Scatter plot of the time from stimulation to peak of fluorescence for cells presented in A, B 

and C, depending on the type of stimulation received (one, 15 or 30 pulses electrical stimulation). 

One-way ANOVA, p= 0.003, Tukey’s multiple comparisons test: one-pulse vs 15-pulses, p= 0.043, 

mean difference= 0.8750 s; one-pulse vs 30 pulses stimulation: p=0.0028, mean difference= 

1.583 s; 15-pulses vs 30-pulses stimulation p=0.127, mean difference=0.708): 
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6.3 Discussion 

Although the aim of the calcium imaging experiments was to localize putative ExNs based on 

the activation patterns described in chapter 5, it was not possible to duly stick to this initial 

scope. This was due to technical difficulties in the sample preparation and in the detection of 

fluorescence signal. Explanation for both these aspects is given below. 

In order to get access to the more ventral neurons, where cells like dINs lie, which have been 

shown to be activated at swimming initiation (Soffe et al., 2009), the medio-dorsal hindbrain 

tissue had to be cut and removed. This procedure has been long used to get access to CPG 

neurons in the hindbrain and in the spinal cord for intracellular recording experiments, and 

motor response has never been reported to fail after this type of surgery. Normal swimming 

pattern was recorded in the experiments reported here, so it can be assumed that the CPG 

circuit was not damaged. Nevertheless, because there are no clues on the position along the 

dorso-ventral axis of ExNs, it cannot be excluded a priori that ExNs were not removed from the 

preparation or that their axonal projections were severed during surgery. On the other hand, 

since ependymal cells cover the surface of the hindbrain, the surface of the neurons lying deeper 

in the brain tissue needed to be exposed to allow the penetration of the Fluo 4AM dye. Overall, 

even if the chance of removing, or damaging, ExNs was considerably high, the only option for 

seeing fluorescent signal in neurons seemed to be to remove the medio-dorsal portion of the 

hindbrain. 

The neuronal activation observed in calcium transients was also affected by issues in the 

detection of changes in fluorescence signal. Although quite a good number of cells seemed to 

have been permeated by the fluorophore, most of the neurons did not change their fluorescent 

signal after stimulation. This led to the experimental choice of delivering trains of 30 or 15 pulses 

to increase the chance of activation, as more excitation in the sensory pathway should be 

translated into more excitation in hindbrain neurons, thus more activation in more neurons. 

Stronger stimulation led to swimming initiation, but did not significantly increase the chance of 

detecting calcium transients in the hindbrain. 

Considering the experimental conditions described above, it was not possible to reliably test 

neurons’ activation after a subthreshold stimulation, which is one of the most important 

features of ExNs. Moreover, because the fluorophore’s signal was quickly bleached after one or 
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two recordings under the blue light used at 100% of intensity, no accurate comparisons coul be 

made on the same cells responding to different stimulation intensity. 

Altogether, it cannot be confirmed that the neurons found to be activated by the different types 

of stimulation are ExNs. Nevertheless, the pattern of activation might be similar, to certain 

extent, to that of ExNs, which are activated at swimming initiation. In chapter 5, it has been 

shown that the ExNs type A population is active only at the start of locomotion, whilst type B 

population was active during ongoing swimming. The same pattern detected in type B units has 

been observed after stimulation in the calcium imaging experiments reported here. However, 

because of the unavailability of a reliable subthreshold stimulation, it cannot be excluded that 

the neurons activated after stimulation, and that remained active during swimming, are instead 

CPG neurons. Indeed, CPG neurons are only active during swimming, i.e. after a threshold 

stimulation. Moreover, the main feature that would discriminate between CPG and type B ExNs 

is the rhythmicity of firing, present in the former and absent in the latter (see chapter 5, fig. 5.7, 

5.8). Since the calcium dynamics are slow compared to the quick synaptic activation, the 

rhythmic firing that is hallmark of CPG neurons could not be detected with this experimental set 

up. 

Neurons activated by a 30-pulse stimulation resemble sensory neurons because of their quick 

increase in fluorescent signal (fig. 6.1 C). However, because in this experimental trial swimming 

activity did not last more than 2.2 seconds, it is possible that the decay in fluorescence signal 

was due to the stopping of motor activity. In this case, there is the possibility that these cells are 

instead CPG neurons. 

Different times of cellular activation have been recorded in neurons responding to different 

stimulation. Neurons responded quicker to a train of impulse than to a single electrical pulse. In 

order to discuss these differences, it needs to be taken into consideration that the responding 

neurons most probably belong to different neuronal populations (see above). That being said, it 

has previously been shown ((Zhao et al., 1998) and chapter 4 of this work) that tadpoles respond 

to stronger stimulation with a quicker motor response. The faster activation observed in the 

experiments reported here indicates that neurons in the tadpole’s hindbrain not only can 

distinguish from a threshold and a suprathreshold stimulation (as observed in chapter 4, fig 4.6), 

but can also adjust their firing to diverse strength of the stimulus delivered. 
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Note 

Genetically modified tadpoles expressing fluorescent calcium indicator can be used to overcome 

the issue of low signal detection and quick fluorescence bleaching. In transgenic tadpoles 

expressing fluorescent GCaMP, the fluorescent signal originates directly from the binding of 

calcium to the endogenously expressed protein, which will emit green fluorescence when the 

cell is activated. Unfortunately, such transgenic line was not available at the time when the 

experiments were carried out, so this solution could not be tested.
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7 Results: Anatomical Study of Hindbrain Neuronal 

Populations 
 

In the previous chapters, evidence for the ExN population to be spread/dispersed along the 

rostro-caudal axis of the hindbrain have been shown. In lesions experiments (chapter 4), both 

commissural connections in the hindbrain itself and descending projections to the spinal cord 

were severed, giving rise to changes in the latency, variability and side preference of motor 

response. The possibility of ExNs to be spread in the hindbrain has been confirmed by multi-unit 

extracellular recordings reported in chapter 5, where two main populations of ExNs have been 

described. 

Because of technical issues, Ca2++ imaging experiments (chapter 6) did not provide data which 

are reliable enough to locate ExNs within the hindbrain. In this chapter, immunohistochemistry 

(IHC) staining has been carried out on the CNS of the Xenopus tadpole, in order to identify 

possible locations for ExNs, the neuronal population thought to ‘fill the gap’ between the 

ascending sensory pathway neurons and dINs.  

As the molecular identity of the ExNs population is not known, it was not possible to target these 

cells specifically. In the attempt to find plausible locations for ExNs, which will need to lie in 

areas where they can be contacted by sensory pathway neurons and have post synaptic 

connections with descending neurons, IHC staining of markers for different neuronal types were 

carried out. GABAergic and serotoninergic populations are known to be involved in the stopping 

pathway (Perrins et al., 2002) and in the process of accelerating ongoing swimming (Sillar et al., 

1992), respectively. Both populations were stained in the brain and spinal cord of the Xenopus 

embryo. The expression of the transcription factor Chx10, known to be expressed by 

locomotion-driving neurons in other species, was also imaged in the tadpole nervous system. 
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7.1 Materials and Methods 

Animal care 

Fertilized Xenopus laevis eggs were purchased from EXRC (Portsmouth, UK) and raised as 

described in the ‘Materials and Methods’ section of Chapter 3. All experiments were carried out 

on tadpole at developmental stage 37/38 (Nieuwkoop and Faber, 1956). 

Sample preparation 

Tadpoles at 37/38 developmental stage were briefly anesthetized in MS-222 and fixed in 4% PFA 

solution in PBS. Fixation was carried out overnight at 4°C. Tadpoles were then washed three 

times for 20 minutes in PBST (PBS, 0.05% Triton X-100, Sigma Aldrich) on agitation. Following, 

samples were incubated in a 15% fish gelatin/15% sucrose solution in PBS, overnight at 4°C 

(gelatin from cold water fish skin, Sigma Aldrich). Xenopus embryos were then embedded in the 

same fish gelatin/sucrose solution. Small (10 x 10 x 5 mm) plastic biopsy molds (Tissue-Tek 

Cryomold, Sakura) were used to create solid frozen blocks to be cut with a cryostat. One tadpole 

was positioned in the centre of each gelatin-filled mold; plastic molds were then gradually 

submerged into a mixture of ethanol and dry ice, to ensure deep freezing of the samples. 20 

µm-thick slices were cut from gelatin blocks with a cryostat (Leica CM1950) at a temperature of 

-20°C. Samples orientation was checked under a light microscope and tissue slices were 

collected on microscope adhesion slides (Superfrost plus adhesion slides, VWR). Samples were 

stored at -20°C up to one month.  

IHC staining 

Slices stored at -20°C were left on bench at RT for roughly 10 minutes to allow tissue to warm 

up and condensation to dry. Glass slides were then baked at 80°C for 15 minutes on a heat block, 

in order to re-activate the slide’s adhesion mechanism. After allowing the samples to cool down 

(roughly 10 minutes at RT), slides were submerged into pure acetone for 10 minutes and let dry 

on bench for 15 minutes. A ring was drawn around the tissue slices with hydrophobic ink pen 

(Super Pap pen, Agar Scientific, UK) and let dry. Tissue slices were rehydrated with PBS for one 

hour at RT, and then blocked in 5% BSA (Bovine Serum Albumin Fraction V, Sigma Aldrich) in 

PBST for one hour at RT. 

Primary antibodies were diluted accordingly to table 5.1 in 5% BSA in PBST, and 250/300 µL 

(depending on the number of tissue slices) of antibody solution were gently placed on the slide. 

Incubation was carried out over night at 4°C in a non-sealed plastic box lined with wet tissue 
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paper to avoid drying. Before proceeding with secondary antibody incubation, samples were 

washed three times for 15 minutes with PBST, on slow agitation. Secondary fluorescent 

antibodies were diluted accordingly to table X in 5% BSA in PBST. Samples were incubated for 

one hour at RT in a non-sealed plastic box lined with wet tissue paper. Subsequently, samples 

were kept in the dark and washed three times for 15 minutes with PBST on slow agitation. After 

washing, glass slides were carefully dried from drops of PBS, two or three drops (roughly 30 µL) 

of DAPI-containing mounting media (UltraCruz aqueous mounting media with DAPI, Santa Cruz 

Biotechnology) were placed on the slides with a micropipette to avoid overloading, and a glass 

cover slip (rectangular cover glass, VWR) was placed on top. Commercially available nail polish 

was used to seal the cover slip, and slides were stored in the dark at 4°C until imaging.  

All the solutions and procedures described above were adapted and optimised from (Zhang et 

al., 2016). When available, references for primary antibodies are reported in table 5.1. Of note, 

because primary and secondary antibodies concentrations were tested and optimised, final 

conditions of use differ from the ones reported in the references. 

Table 5.1 Primary and Secondary Antibodies used in IHC protocols 

Target Primary antibody 
(catalogue number, 

company) 

Primary 
antibody 
dilution 

Primary antibody 
reference 

Secondary 
antibody 

(catalogue 
number, 

company) 

Secondary 
antibody 
dilution 

Chx10 CHX10 polyclonal 
antibody, bs-6621R, 
Bioss Antibodies 
 

1:100 -- goat anti-rabbit 
Alexa Fluor 488,  
A-11034, 
Invitrogen 

1:100 

GABA anti-GABA antibody, 
A2052, Sigma 
Aldrich 

1:500 (Viczian et al., 
2009) 

goat anti-rabbit 
Alexa Fluor 488, 
A-11034, 
Invitrogen 

1:500 

Serotonin 5-HT (Serotonin) 
antibody, 20080, 
Immunostar 

1:250 -- goat anti-rabbit 
Alexa Fluor 488, 
A-11034, 
Invitrogen 

1:100 

TPH Anti-Tryptophan 
Hydroxylase 
antibody, AB1541, 
Merck Millipore 

1:100 (Demarque and 
Spitzer, 2010) 

donkey anti- 
sheep  
Alexa Fluor 546, 
A-21098 
Invitrogen 

1:100 

vGAT Vesicular GABA 
Transporter (VGAT) 
antibody, 2100-
VGAT, 
Phosphosolutions 

1:100 (Santos et al., 2018) goat anti-rabbit 
Alexa Fluor 594, 
A-11012 

Invitrogen 

1:100 
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Confocal imaging 

Images were acquired under a confocal microscope (Zeiss LSM880, AxioObserver), and lasers 

were selected according to the secondary antibody excitation wavelength (GABA and Chx10, 

λ=488nm; vGAT, λ=594 nm; TPH, λ=561 nm). Nuclear DAPI staining was imaged at a wavelength 

of 405 nm. Either a 20x air objective or a 63x oil-immersion objectives was used (Zeiss Plan-

Apochromat 20X/0.8 M27 and Plan-Apochromat 63x/1.4 Oil Dic M27, respectively). Image 

acquisition was carried out in Zen Black software suite (Zeiss). 

Data Analysis 

Images reconstruction, Z stacks alignment and correction were carried out in Zen Lite (Zeiss). 

Subsequent images analyses were carried out in ImageJ. Rough depth measurements were 

calculated by counting the number of tissue slices (20 µm thick) from the first most dorsal slice 

where brain was visible. Graphs were plotted in GraphPad Prism (version 8) and statistical 

analyses were also performed in GraphPad Prism Data were tested for normality with Shapiro-

Wilk test and when normality criteria were not met, non-parametric analysis was used. 

Significance level was set at p<0.05 for all tests used. 

 

7.2 Results 

7.2.1 GABaergic Population 

IHC staining for GABA revealed two symmetrical populations in the hindbrain, previously known 

with the name of MHRs (midhindbrain interneurons, (Boothby and Roberts, 1992, Lambert et 

al., 2004a)). MHRs have been proven to be involved in the stopping pathway following head 

touch, as well as in the maintenance of tonic inhibition during periods of attachment through 

the cement gland (Lambert et al., 2004a, Lambert et al., 2004b). As previously described, the 

more rostral population lies in the second and third rhombomeres, on both sides of the 

hindbrain (fig.7.1 A-C), while the more caudal population is found in the sixth and seventh 

rhombomeres, reaching the level of the second muscle cleft (fig.7.1 A-C). 

Both populations appear 40 µm (in dorso-ventral direction) from the dorsal surface of the 

hindbrain and, while the rostral GABAergic population is present in sections covering tissue for 

120 µm, the more caudal population is detectable in a 60 µm thick tissue (fig. 7.1, 7.2 A). This 
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layout recapitulates well the anatomical shape of the hindbrain, which is thicker in the rostral 

area, but it narrows (both in dorso-ventral and in medio-lateral direction) towards the obex to 

join the spinal cord. The GABAergic neurons found in the more rostral populations are shifted 

towards the midline as the sections are taken more ventrally, and as the lateral space is occupied 

by GABA positive thick bundles of neuronal projections (fig. 7.1 C,D). 

Both populations lie laterally, with cells growing from the outer borders of the hindbrain and 

enlarging their somata towards the midline (fig. 7.2, B, C). The hindbrain GABAergic cells showed 

a median cell size of 76.11 µm2 (IQR=69.08 µm2, N=105 cells in two animals) and are mostly 

round shaped, with their median perpendicular axis length being 11.71 µm (‘height’, measured 

from the exit point of the axon to the opposite cell border, IQR=5.93 µm) and 8.40 µm (‘width’, 

measured at centre of the cell, perpendicular to the height measurement, IQR=2.59 µm) (fig. 7.3 

A). 

An additional neuronal population stained for GABA was found in the ventral area of the 

midbrain (fig. 7.1 D-H). As the ones in the hindbrain, the midbrain population is symmetrical and 

lie laterally. The more dorsal cells appear 80 µm from the dorsal surface of the brain (fig. 7.1, 

7.2 A) and occupy the midbrain till the very ventral portion. Although the midbrain and rostral 

hindbrain GABAergic neurons become close to each other, the somata never come into contact, 

leaving them as two distinct populations. The midbrain GABAergic cells have a more elongated 

shape (height= 16.28, 8.61 µm, width= 8.69, 2.83 µm; data reported as median and IQR, N=38 

cells in two animals), and they are larger (108.5, 44.30 µm2; median and IQR) than the GABAergic 

neurons residing in the hindbrain (fig. 7.3 C, median dfference= 32.41 µm2; p<0.0001, two-tailed 

Mann-Whitney test). On average, the midbrain population lies at the same distance from the 

bundle of projections that run on the sides if compared to the distance of the hindbrain 

population from the lateral borders (fig. 7.3 D, hindbrain population vs midbrain population: 

16.76, 15.45 µm vs 19.20, 21.65 µm; data reported as median and IQR, median difference= 2.45 

µm; p=0.078, two-tailed Mann-Whitney test). 

Staining against the vesicular transporter for GABA (vGAT) revealed that continuous projections 

leave the hindbrain on both sides and run caudally into the spinal cord, where they lie in the 

marginal zone (fig. 7.4). These descending projections are tightened in ipsilateral bundles and 

do not cross to the opposite side in the spinal cord (fig. 7.4 G). Conversely, projections stained 

for vGAT cross to the opposite side in the ventral sections of the hindbrain, where they form a 
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broad network (fig. 7.4 H, I; 37.63 ± 6.65 µm along the rostro-caudal axis, 108.60 ± 7.95 µm along 

left-right direction, data reported as mean ± SEM, 6 consecutive images in dorso-ventral 

direction, one animal). Rostrally, vGAT-positive neuronal projections cross to the opposite side 

in one thin bundle that occupies 40 µm (dorso-ventral axis) running along the rostral border of 

the midbrain (fig. 7.4 E, F; two consecutive images in dorso-caudal direction, one animal, 

projections cross-sections 2.90 µm in the more dorsal slice, 1.65 µm in the more ventral slice). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(next page) 

Figure 7.1 IHC staining of GABAergic neurons 

A-H) Confocal images of longitudinal sections of one tadpole stained for GABA (in green), 

reported in dorso-ventral order (A=most dorsal, H=most ventral). Nuclear staining with DAPI is 

in blue. Dashed white lines in A-G indicate MHB; dashed white line in H indicates hindbrain 

borders. White arrows indicate GABAergic population in the midbrain and hindbrain. oc= otic 

capsule. 
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Fig. 7.1 (figure legend in the previous page) 
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Figure 7.2 Localization of GABAergic populations in the tadpole’s brain. 

A) Schematic of GABAergic populations locations in the brain along the dorso-ventral axis. As 

reference, the hindbrain is reported in grey shade in the top and bottom slice. GABAergic 

populations are reported in green; brain borders are in blue; skin is reported as orange lines in 

top and bottom slice as reference. 

B-D) Confocal images of areas indicated by dashed black square in A. 15 to 20 Z-stacks (1 µm 

each) were aligned and overlapped at maximum intensity. Dashed white line in B indicates 

midline; white dashed line in D indicate the MHB. 
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Figure 7.3 Anatomical features of GABA-positive cells in the hindbrain and midbrain. 

A,B) Scatter plot of measurement of cell size, height, width and lateral distance of cells stained 

against GABA in the hindbrain (A) and midbrain (B). Single cell measurements are reported, 

transverse black lines indicate the median. 

C) Scatter plot of measurement of cells size in the hindbrain (green) and midbrain (blue) cells 

stained against GABA. Mann-Whitney test, two tailed p<0.0001; median difference= 32.41 µm2. 

Single cell measurements are reported in the graph, transverse black lines indicate the median. 

D) Scatter plot of measurement of lateral distance of cells stained against GABA in hindbrain 

(green) and midbrain (blue). Mann-Whitney test, two-tailed p=0.078; median difference= 2.45 

µm. Single cell measurements are reported, transverse black lines indicate median. 
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Figure 7.4 IHC staining of vGAT. 

A) Schematic of the tadpole’s orientation presented in the confocal images in D-I. 

B-D) Confocal images of longitudinal sections of one tadpole stained for vGAT (in magenta), 

nuclear staining with DAPI is in blue. Dashed white lines indicate MHB. White arrows indicate 

vGAT-positive projections in the midbrain that run caudally in the hindbrain and spinal cord. Axis 

orientation in B refers to C as well (Ro=rostral, C=caudal, D=dorsal, V=ventral, L=left, R=right). 

oc= otic capsule. 
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E-F) Images of hindbrain and midbrain stained against vGAT (in magenta), nuclear staining with 

DAPI is in blue. Dashed white lines in E indicate MHB. Dashed white square in E is enlarged in F. 

F) vGAT-positive projections running along the rostral tip of the midbrain. 

G) vGAT-positive projections (in magenta) running continuously in the marginal zone of the 

spinal cord. Dashed white line indicates the spinal cord midline. 

H-I) Images of the ventral brain with neuronal projections stained against vGAT, forebrain (fb), 

midbrain (mb) and hindbrain (hb) are indicated with white lines. Dashed line indicates the MHB, 

white arrow indicates the area enlarged in I. I) Ventral section of the hindbrain where a broad 

commissural network of projections stained for vGAT is present (white arrow). 

 

 

7.2.1.1 Discussion 

Confirmation of known GABAergic populations 

The two symmetrical GABAergic populations detected in the hindbrain were identified in early 

anatomical studies (Roberts et al., 1975), and were later found to be responsible for the stopping 

of swimming when a pressure is delivered to the head of the tadpoles, as well as for the tonic 

inhibition of spinal CPG neurons when the cement gland is stimulated (Boothby and Roberts, 

1992, Lambert et al., 2004a, Lambert et al., 2004b). Descending projections stained for vGAT run 

along the two sides of the hindbrain and into the spinal cord, without commissural spinal 

connections. This anatomical layout suggests that descending and continuous GABAergic 

bundles make synaptic contact with CPG neurons in the spinal cord, and by inhibiting their 

rhythmic firing, they can stop swimming (Lambert et al., 2004a, Lambert et al., 2004b). In the 

brain, vGAT projections are visible in the same location where somata of GABAergic neurons 

have been detected (fig. 7.1, 7.4), suggesting that the source of GABAergic projections reported 

in the spinal cord are the GABAergic neurons found in the hindbrain. However, it is not possible 

to rule out that the midbrain GABAergic population also sends projections in the spinal cord. In 

fact, the vGAT-stained bundles are formed by single neuronal projections that could not be 

clearly resolved to the level of single axons or dendrites (fig. 7.4 F as an example). Moreover, 

ipsilateral projections are reported along the brain both in the midbrain and in the hindbrain, so 

it is possible that GABAergic neurons in the midbrain have the same role of inhibition over spinal 

neurons demonstrated for the hindbrain population.  

It is worth noting that vGAT is a vesicular transporter that loads not only GABA into 

neurostransmitter vesicles, but also glycine (Chaudhry et al., 1998). Thus, because cINs and aINs 



7. Results 

 

135 
 

are glycinergic neurons that lie in the spinal cord of the tadpole lie, the ipsilateral projections 

found in the spinal cord can be the axons of ipsilateral aINs, which inhibit sensory pathway and 

other CPG neurons during swimming (Li et al., 2001). On the other hand, cINs have commissural 

axons. In vGAT staining experiments reported here, commissural axons are not visible in the 

spinal cord. This could be due to the fact that single axons are too thin to be detected under the 

63x objective used for imaging the samples, or that cINs axons in the tadpole do not contain the 

vGAT protein. The latter explanation is unlikely, as cINs have been repetitively proven to use 

glycine as neurotransmitter (Soffe, 1989, Yoshida et al., 1998), and as the glycinergic transporter 

GlyT1 and GlyT2 both act at presynaptic sites, where they reuptake glycine into synaptic vesicles 

(Liu et al., 1993), thus vGAT remains the protein needed to load GABA into vesicles in other 

cellular compartments. Experiments of in situ hybridization (Wester et al., 2008) against GlyT2, 

Gad67 (glutamate decarboxylase, used as GABAergic neurons marker) and vGat revealed that, 

in the spinal cord of the Xenopus tadpole at hatching stages, cells co-express either vGat and 

Gad67 transcripts, or vGat and GlyT2 transcripts. However, a high percentage of vGat-positive 

cells, co-expressed also Gad67 and GlyT2 transcripts. The authors (Wester et al., 2008) 

suggested that in the embryonic spinal cord, glycinergic and GABAergic neuronal fates are not 

solidly established yet, and that the same neurons could use both neurotransmitters 

simultaneously. So far, inhibitory CPG neurons that are active during swimming have been 

shown to use only glycine as a neurotransmitter (Li et al., 2001). Also, with the experimental 

protocols used here, no GABA staining was detected in the spinal cord (fig. 7.1 A-D). For this 

reason, it seems reasonable to suggest that the vGAT-stained projections in the spinal can be 

ipsilateral axons of aINs and contralateral axons of cINs. Nevertheless, MHR neurons have been 

reported to have axons that reach up to the 16th segment in the spinal cord (Perrins et al., 2002), 

hence it is safe to suggest that at least some of the spinal projections stained for vGAT originate 

from the more caudal GABAergic population in the hindbrain. 

The GABAergic network is in an ideal position for connections to hdINs and possibly ExNs 

In the most ventral area of the hindbrain, a broad network of vGAT-positive projections has been 

detected, and it seems plausible to suggest that these are descending and commissural axons 

of the hindbrain GABAergic population. Although it is not possible to completely rule out that 

vGAT-stained cross-connections in the caudal hindbrain are axons growing from glycinergic cINs, 

this possibility seems unlikely. In fact, the commissural axons of cINs cross the midline in the 
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spinal cord, at very short distance from their somata, and then they run longitudinally in the 

marginal zone (Dale et al., 1986, Roberts et al., 1988, Yoshida et al., 1998). 

In the tadpole, reticulospinal neurons (also called hdINs) lie in the caudal part of the hindbrain, 

and they have both descending and ascending axons (Soffe et al., 2009, Li et al., 2006). Their 

descending axons are instrumental for activating and sustaining the firing of spinal CPG neurons. 

It has been shown that the GABAergic hindbrain population (MHR) inhibits CPG neurons via the 

MHRs’ descending axons, which are both contralateral and ipsilateral (Boothby and Roberts, 

1992, Perrins et al., 2002, Li et al., 2003). This inhibition is activated not only during the stopping 

pathway (i.e. when the tadpole bumps into a solid object with its head), but also it also occurs 

during tonic inhibition (i.e. when the tadpole lies still attached with the cement gland) (Lambert 

et al., 2004a, Lambert et al., 2004b). The broad network of vGAT-positive crossing projections 

found in the ventral-caudal hindbrain is located in a position functional for connecting to hdINs, 

which can be reliably inhibited, thus stopping, or preventing, locomotion on both sides of the 

tadpole’s body.  

It has been shown that ExNs are dispersed in the hindbrain, and probably have commissural and 

ipsilateral projections. Thus, it is possible that ExNs come in contact with the broad network of 

vGAT-positive inhibitory projections in the ventral area of the hindbrain, so that ExNs would 

receive tonic inhibition from MHR, as well as the inhibitory signal necessary for the stopping 

pathway. In this hypothetical scenario, when sensory stimulation reaches the brain via the 

sensory pathway, ExNs could be in a state of tonic inhibition and the sensory excitation would 

need to be stronger to elicit firing. Further investigation is needed to decipher a possible role of 

ExNs within the inhibitory pathway. 

The midbrain GABAergic population 

The population of GABA-positive neurons found in the midbrain has been reported in early 

anatomical studies (Roberts et al., 1975) but has not been connected to motor behaviour in the 

tadpole at stage 37/38. This midbrain population has slightly larger cells than the hindbrain 

population, and vGAT projections, starting from the same location of these GABAergic neurons, 

run both caudally and rostrally along the border of the midbrain (7.4 F-H). Caudal projections 

form a continuous bilateral bundle with the vGAT-positive projections originating from the 

MHRs. From the staining presented here, it is not possible to detect where the projections 

originating in the midbrain stop, and where the ones growing from MHRs start.  
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The midbrain of the tadpole starts to develop into the optic tectum at stage 37/38, when the 

retinal ganglion cells (RGC) have elongated enough to reach the tectal area (Grant et al., 1980, 

Holt and Harris, 1983 , Holt, 1984). During this process, GABA has been shown to promote the 

growth of neurons in the optic tract (Ferguson and McFarlane, 2002). A developmental study on 

the GABAergic population in the midbrain from stage 42 to stage 47 has shown that these 

neurons move from a clustered lateral position to a medial dispersed location as the brain 

undergoes a massive enlargement (Miraucourt et al., 2012). GABA-positive neurons have also 

been found in the retina of stage 42 tadpoles, contrary to the IHC staining reported here on 

stage 37/38 tadpoles (Holt, 1984, Miraucourt et al., 2012). This is a further confirmation of the 

unavailability of visual information to the tadpole’s brain at the developmental stage used in 

this work. When the visual system has completely developed to be functional (stage 47), the 

tadpole can perform avoidance response when it detects a looming object (Dong et al., 2009, 

Khakhalin et al., 2014, Gambrill et al., 2016). The avoidance response consists in turning the 

head and swimming away in a direction opposite to the looming stimulus (Dong et al., 2009, 

Khakhalin et al., 2014). By studying this behaviour, it has been shown that the GABAergic 

component of the optic tract is needed to regulate and maintain the excitatory transmission of 

visual information (Lien et al., 2006, Richards et al., 2010).  

Therefore, considering that a functional visual pathway is not developed yet, there is no 

evidence that the GABAergic population in the midbrain has a role in the initiation of motor 

response in the tadpole at stage 37/38. However, axons of a few dla and dlc neurons lying in the 

spinal cord can pass through the hindbrain and reach the midbrain and forebrain (Li et al., 2001). 

It is possible that the inhibitory populations stained in these experiments are migrating towards 

the midline and in later stages of development will give rise to a functional optic tract as 

described above. In this case the sensory information carried by spinal ascending projections 

could be integrated with visual stimuli in the more developed midbrain. 
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7.2.2 Serotoninergic Population 

Primary antibody against tryptophan hydroxylase (TPH) was used to visualize serotoninergic 

cells in CNS of the tadpole. TPH is an enzyme involved in the synthesis of serotonin, widely used 

as a marker for serotoninergic neurons. Only one population of serotoninergic neurons was 

found in the tadpole’s brain, lying in the more ventral area of the hindbrain. Serotoninergic 

neurons have been previously detected in the Xenopus embryo (van Mier et al., 1986), and they 

have been linked to the increase in swimming rhythm at later larval stages (Sillar et al., 1992).  

The IHC staining presented here confirms the presence of a TPH positive neuronal population, 

found in the ventral areas of the hindbrain (fig. 7.5). This population is formed by two 

symmetrical clusters of cells which lie laterally at the sides of the hindbrain, at the level of first, 

second and rostral-third rhombomeres, where they occupy roughly 100 µm along the dorso-

ventral axis (fig. 7.5 A, B-F). Although they are very rostral in the hindbrain, TPH-stained cells 

were never found in the midbrain (fig. 7.5 A, B-F). In the same way, no TPH positive somata could 

be seen in the spinal cord. TPH-positive neurons lie mostly aligned in three/four rows stacked 

together (fig. 7.5 G-I), they have a cell size of 143.60 µm2 (median, IQR=75.9, N=80 cells in two 

animals) and their shape is elongated (height= 18.04, 5.44 µm; width= 10.74, 2.90 µm; data 

reported as median and IQR, N=80 cells in two animals, fig. 7.6 A). The lateral position of TPH 

positive somata changes slightly along the dorsal-ventral direction. The more dorsal TPH-

positive neurons have longer axons and can reach more medial location, while the more ventral 

neurons have shorter axons and lie very close to the hindbrain sides (fig. 7.5 G, H and I; ‘long 

axons cells’ lateral distance= 20.81, 19.35 µm, N=17 cells; ‘short axon cells’ lateral distance= 

6.51, 6.30 µm, N=48 cells; data reported as median and IQR; p<0.0001 Mann-Whitney test, two 

tailed, median difference= 14.29 µm, fig. 7.6 B ). Although some of the more elongated cells 

reach in proximity of the midline, no commissural projections were detected. 

Because TPH antibody marks only the cell bodies, a primary antibody against serotonin was used 

to confirm that the same neurons have axons descending in the spinal cord. Indeed, a population 

with the same features and localization of the neurons marked with antibody against TPH was 

found in the hindbrain (fig. 7.7). The antibody against serotonin also stained neuronal 

projections, which confirmed that serotoninergic neurons send ipsilateral descending axons into 

the rostral spinal cord (fig. 7.7 B). Ipsilateral ascending projections were also detected to reach 

more rostral area of the hindbrain, stopping at the MHB (fig. 7.7). 
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Figure 7.5 Localization of TPH-positive population in the tadpole’s hindbrain. 

A) Schematic of TPH-positive population locations in the brain along the dorso-ventral axis. As 

reference, the hindbrain is reported in grey shade in the top and bottom slice. TPH-positive 
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population is reported in red; brain borders are in blue; skin is reported as orange lines in top and 

bottom slice as reference. 

B-F) Confocal images of TPH-positive neurons (in magenta) in the hindbrain, dorso-ventral order 

indicated by the B-F letters in A. Nuclear staining with DAPI is in blue. Dashed white lines indicate 

the MHB, oc=otic capsule. 

G-I) Examples of TPH-positive neurons in the hindbrain. 15 to 20 Z-stacks (1 µm each) were 

aligned and overlapped at maximum intensity. Nuclear staining with DAPI is in blue. 

 

 

 

 

Figure 7.6 Anatomical features of TPH-positive cells in the hindbrain. 

A) Scatter plot of measurement of cell size, height, width and lateral distance of cells stained 

against TPH. N= 80 cells, cell size= 143.60, 75.9 µm2, height=18.04, 5.44 µm, width= 10.74, 2.90 

µm, lateral distance= 9.63, 15.16 (median and IQR). Single cell measurements are reported, 

transverse black lines indicate median. 

B) Scatter plot of measurement of lateral distance of cells stained against TPH. Mann-Whitney 

test, two-tailed long vs short cells p<0.0001; median difference= 14.29 µm; long cells N=17, 

20.81, 19.35 µm; short cells N=48, 6.51, 6.30 µm µm (data reported as median and IQR). Single 

cell measurements are reported, transverse black lines indicate median. 
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Figure 7.7 Localization of serotoninergic 

population in the tadpole’s hindbrain. 

A-B) Confocal images of hindbrain neurons and 

neuronal projections stained against serotonin 

(in green). Cell bodies lie at the same level as 

TPH-positive population in fig. 7.5, projections 

run rostrally into the midbrain and caudally 

into the spinal cord. A dorsal section, B ventral 

section. Nuclear staining with DAPI is in blue. 

Dashed white lines indicate the MHB, dotted 

white lines indicate the border between 

midbrain and forebrain. oc=otic capsule. 

 

 

 

 

 

 

 

7.2.2.1 Discussion  

The serotoninergic population in the tadpole’s hindbrain has been previously reported to appear 

with a small number of cells at stage 28; they then grow in number at stage 32 and at this stage, 

their descending axons reach the caudal hindbrain till the more rostral segment of the spinal 

cord (van Mier et al., 1986). At later larval stages, the hindbrain serotoninergic populations send 

ipsilateral axons in the spinal cord, which reach the level of the anus (van Mier et al., 1986, Sillar 

et al., 1992, González et al., 1994). At larval stage 40, serotonin has been demonstrated to 

increase the swimming burst duration and intensity (Sillar et al., 1992). When serotoninergic 

neurons are activated during ongoing swimming, the release of serotonin causes a decrease in 

the IPSPs recorded in motor neurons during mid-cycle inhibition, increasing the burst duration 

and intensity (Sillar et al., 1992, McDearmid et al., 1997). This mechanism is fully functional per 

se even at stage 37/38. In fact, when serotonin was externally applied to the stage 37/38 

tadpole’s spinal cord, duration and intensity of bursts increased during swimming, but only in 

the rostral spinal cord (Sillar et al., 1992). This is in accordance with the anatomy of 
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serotoninergic descending axons, which at stage 37/38 only reach the fifth myotomal cleft (van 

Mier et al., 1986, Sillar et al., 1992, González et al., 1994). Although serotoninergic modulation 

of swimming is not behaviourally functional yet, as it cannot reliably increase swimming bursts 

along the entire spinal cord, the molecular mechanisms aimed at adapting ongoing swimming 

behaviour to stimulation are already present at the hatching stage in the Xenopus tadpole. 

If the hypothesis that ExNs have commissural and ipsilateral projections proposed in this thesis 

is correct, the serotoninergic population resides in an area of the hindbrain where they can be 

reached by ExNs axons. Serotonin transmission has not been demonstrated to be involved in 

swimming initiation in the Xenopus tadpole, but instead it increases swim burst duration and 

intensity (Sillar et al., 1992). Nevertheless, serotoninergic neurons could be indirectly activated 

by a sensory stimulation. In fact, while swimming, the tadpole can encounter other stimuli, to 

which it might respond by swimming faster. In this scenario, ExNs will receive sensory 

information from dla and dlc cells and contact serotoninergic neurons in the hindbrain, hence 

activating the descending pathway that will lead to the increase in burst duration and intensity 

recorded in motor neurons (Koutsikou et al., 2018). Another possibility is that dla and dlc axons 

in the hindbrain contact directly serotoninergic neurons, thus increasing the intensity of motor 

behaviour in a more direct fashion. Tadpoles also respond to light dimming via the pineal eye 

pathway (described in chapter 2) by initiating swimming or increasing its speed. At larval stage, 

when the serotoninergic system is completely functional, the serotoninergic neurons might also 

receive excitation from the D/MD neurons, which are activated by the pineal eye ganglion cells 

and project caudally into the hindbrain (Jamieson and Roberts, 1999, Jamieson and Roberts, 

2000). Considering the behavioural output of serotoninergic neurons activation, it seems 

evident that they will receive sensory information, which could be achieved by a direct or 

indirect synaptic pathway. 

The role of serotonin in the adaptation of ongoing movement has been observed also in 

zebrafish. Similarly to what has been detected in the tadpole, serotoninergic neurons are 

present in the zebrafish larvae 2 dpf, but they become functional 4 dpf (Brustein et al., 2003). 

At this stage, the activation of serotoninergic cells leads to an overall increase of the locomotion 

activity by decreasing periods of rest between swim bouts (Brustein et al., 2003). This feature is 

also comparable to the effect of serotoninergic neurons in the Xenopus tadpole, where the 

swimming bursts become longer (Sillar et al., 1992). 



7. Results 

 

143 
 

Interestingly, a more subtle role has been demonstrated for the serotoninergic neurons of the 

Dorsal Raphe Nucleus (DRN) in zebrafish (Kawashima et al., 2016). Thanks to an experimental 

setup where larvae can fictively swim in a virtual reality environment, it was shown that TPH-

positive neurons are implicated in learning processes (Kawashima et al., 2016). The 

serotoninergic population in the DRN was proven to not be involved in real-time adaptation, but 

it was necessary in learning paradigm, i.e. when the adaptation of behavioural response is built 

over time and influences future behaviour (Kawashima et al., 2016). 

Crucially, at stage 37/38 the Xenopus tadpole does not rely on the visual system, which has not 

developed yet (Grant et al., 1980, Holt and Harris, 1983 , Holt, 1984). At this early stage, its 

nervous system is built to respond to sensory stimulation in a ‘real-time fashion’, as its primary 

and only necessity is to survive to predators. Nevertheless, it cannot be excluded that the 

serotoninergic system already present at stage 37/38 will develop to sustain adaptation of 

behaviour on the basis of learning. 
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7.2.3 Neurons expressing Chx10 

Staining against the transcription factor Chx10 was carried out on longitudinal sections of the 

tadpole’s CNS. In mice and zebrafish, Chx10 is expressed in glutamatergic neurons that drive the 

excitation of the spinal CPG during locomotion (Kimura et al., 2006, McLean et al., 2008). 

Similarly, in the Xenopus tadpole previous IHC experiments suggested that Chx10 is expressed 

by dINs (Li and Soffe, 2019, Roberts et al., 2012). 

In the IHC staining presented here, cells positive for Chx10 were found in the hindbrain, midbrain 

and in the spinal cord (fig. 7.8). Such neurons occupy the lateral areas of the CNS, forming a 

continuous column from the spinal cord into the hindbrain (fig. 7.8 E-G, fig. 7.9 D, E). In the 

midbrain, Chx10-positive cells appear more ventrally than cells expressing Chx10 in the 

hindbrain. Cells expressing Chx10 always lie along the sides of the CNS, but they tend to occupy 

more medial locations in the midbrain than in hindbrain (fig. 7.8 G-I, fig. 7.10 E; p=0.0026, Mann-

Whitney test, two-tailed; median difference midbrain vs hindbrain= 9.05 µm; hindbrain lateral 

distance= 9.40, 12.20 µm, N=52 cells in two animals; midbrain lateral distance= 18.46, 19.64 µm 

N=18 cells in two animals, data reported as median and IQR). In the spinal cord Chx10-positive 

cells lie at a constant distance from the midline (fig. 7.10 E; 4.46, 5.06; 17 cells in two animals, 

data reported as median and IQR). Lateral distance of cells lying in the spinal cord was not 

compared to hindbrain and midbrain population as, because of the anatomical constraints of 

the spinal cord, cells could only lie at a smaller lateral distance than the populations in the brain. 

Cells expressing Chx10 in the spinal cord were larger than Chx10-positive cells in both hindbrain 

and midbrain (fig. 7.10 D p<0.0001; spinal cord vs hindbrain p<0.0001, mean rank difference= 

35.96 µm2; spinal cord vs midbrain p<0.0001, mean rank difference= 41.29 µm2; hindbrain vs 

midbrain p>0.9999, mean rank difference= 5.33 µm2; Kruskal-Wallis test followed by Dunn’s 

multiple comparisons test; spinal cord: 87.01, 41.09 µm2, N=17 cells; hindbrain: 53.75, 26.74 

µm2, N=52 cells; midbrain: 54.74, 13.19 µm2, N=31 cells; data reported as median and IQR). All 

three populations showed the same round shape (fig. 7.10 A, B, C; spinal cord: height= 11.92, 

3.13 µm, width= 9.36, 2.40 µm; hindbrain: height= 8.99, 2.64 µm, width= 7.80, 2.10 µm; 

midbrain: height= 8.67, 2.37, width= 7.89, 1.47 µm; data reported as median and IQR).  

Although the symmetrical columns of Chx10-expressing cells are located very lateral in the  

hindbrain and in the spinal cord, a few single cells were detected away from the lateral clusters 
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and closer to the midline in the mid-ventral hindbrain (fig. 7.9 C). In the hindbrain and midbrain, 

cells expressing Chx10 are stacked in overlapping rows emerging from the sides (7.8). On the 

contrary, in the spinal cord Chx10-positive cells lie in a tidier fashion, with only one cell lying 

next to another (7.9 D, E). Of note, this does not reflect the actual arrangement of these cells in 

the intact spinal cord, as 20 µm-thick tissue slices are imaged here. Nevertheless, the same 

arrangement has been observed in all the spinal cord sections, thus confirming a more ‘linear’ 

arrangement of Chx10-positive cells in the spinal cord than in the brain. 

 

 

 

 

 

 

 

 

 

 

 

 

 

(next page) 

Figure 7.8 IHC staining of the transcription factor Chx10. 

A-I) Confocal images of longitudinal sections of one tadpole stained for Chx10 (green), reported 

in dorso-ventral order (A=most dorsal, I=most ventral). DAPI is in blue. Dashed white lines in A-G 

indicate the MHB; dashed white lines in H and I indicate the hindbrain borders. In B hindbrain is 

broken, but no tissue is lost in the image. In D, tissue in the rostral area of the brain (midbrain 

and forebrain) is flipped downwards. oc= otic capsule. 
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Figure 7.8 
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Figure 7.9 Localization of Chx10-positive population in the tadpole’s hindbrain. 

A) Schematic of the location of Chx10-positive population (in green) in the brain along the dorso-

ventral axis. As reference, the hindbrain is reported in grey shade in the top and bottom slice. 

TPH-positive population is reported in red; brain borders are in blue; skin is reported as orange 

lines in top and bottom slice as reference. 

B) Confocal image of Chx10-positive neurons (in green) in the hindbrain area indicated in A. 20 

Z-stacks (1 µm each) were aligned and overlapped at maximum intensity. Nuclear staining with 

DAPI is in blue. 

C) Confocal images of Chx10-positive neurons (in green) in the medial area of the hindbrain, as 

indicated in A. White arrows indicate Chx10-positive cells close to the midline (dashed white 

lines). Nuclear staining with DAPI is in blue. 

D, E) Confocal images of Chx10-positive neurons (in green) in the spinal cord. Nuclear staining 

with DAPI is in blue. Dashed white lines indicates the midline. In E, 20 Z-stacks (1 µm each) were 

aligned and overlapped at maximum intensity. 
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Figure 7.10 Anatomical features of Chx10-positive cells in the spinal cord, hindbrain and 

midbrain. 

A, B, C) Scatter plot of measurement of cell size, height, width and lateral distance of cells stained 

against Chx10 in the spinal cord (A), hindbrain (B) and midbrain (C). 

A) Spinal cord N=17 cells, cell size= 87.01, 41.09 µm2, height= 11.92, 3.13 µm, width= 9.36, 2.40 

µm, lateral distance= 4.46, 5.06 µm; B) hindbrain N=52 cells, cell size= 53.75, 26.74 µm2, height= 

8.99, 2.64 µm, width=7.80, 2.10 µm, lateral distance= 9.40, 12.20 µm; C) midbrain N=31 cells, 

cell size= 54.74, 13.19 µm2, height=8.67, 2.37 µm, width=7.89, 1.47 µm, lateral distance= 18.46, 

19.64 µm. All data reported as median and IQR. Single cell measurements are reported in the 

graph, transverse black lines indicate median. 

D) Scatter plot of cells size measurements in Chx10-positive cells in the spinal cord (purple), 

hindbrain (green) and midbrain (blue). Kruskal-Wallis test followed by Dunn’s multiple 

comparisons test p<0.0001; spinal cord vs hindbrain p<0.0001, mean rank difference= 35.96 µm2; 

spinal cord vs midbrain p<0.0001, mean rank difference= 41.29 µm2; hindbrain vs midbrain 

p>0.9999, mean rank difference= 5.33 µm2. Spinal cord N=17 cells, hindbrain N=52 cells, 

midbrain N=31 cells. Single cell measurements are reported, transverse black lines indicate 

median. 

E) Scatter plot of measurement of lateral distance of cells stained against Chx10 in the spinal 

cord (violet), hindbrain (green) and midbrain (blue). Mann-Whitney test, two-tailed hindbrain vs 

midbrain only p=0.0026; median difference= 9.05 µm. Tilted black lines on the X axis indicate 

that the lateral distance of cells lying in the spinal cord was not compared to hindbrain and 

midbrain population (see main text for explanation). Spinal cord N=17 cells, hindbrain N=52 cells, 

midbrain N=18 cells. Single cell measurements are reported, transverse black lines indicate 

median. 

 

7.2.3.1 Discussion 

Chx10 is a highly conserved transcription factor that belongs to the family of the homeobox 

proteins. Cells expressing the transcription factor Chx10 have been previously reported in the 

Xenopus tadpole, and it was suggested that they belonged to the dINs and dINrs neuronal classes 

(Li and Soffe, 2019, Roberts et al., 2012). Differently from the results reported here, in previous 

works on the tadpole, Chx10 was only detected in the spinal cord and in the hindbrain, and in a 

much smaller number of cells (Li and Soffe, 2019). This can be due to technical differences in the 

staining protocol and in the imaging of the samples. Li and colleagues (Li and Soffe, 2019) 

performed the IHC staining on whole mount samples, whilst here 20 µm thick sections were cut 

from fixed and subsequently frozen tadpoles. The thinner tissue might have allowed the 

antibody to reach more easily their target, while it could not penetrate completely into the 
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whole mount. In the same work, descending axons were traced under a light microscope 

equipped with a 100x objective (Li and Soffe, 2019). Here, images were taken with a confocal 

microscope but at a maximum magnification of 63x, which seems to be not enough to clearly 

distinguish the axonal projections. Nevertheless, descending bundles can be observed along the 

sides of both hindbrain and the spinal cord. In situ hybridization has been used to mark chx10 

transcripts during the Xenopus embryonic development. The neural tube was found to express 

chx10 since stage 15, and till stage 32 chx10 was found to be expressed in the developing 

hindbrain, in ventral position (D’Autilia et al., 2006). This localization of chx10 during early 

development is in agreement with dINs ventral location in the tadpole at stage 37/38. 

Chx10 is expressed by different neuronal types 

Chx10 expression has been studied in both zebrafish and mice, where the V2a population is 

Chx10-positive and has been shown to be active during locomotion and, to different extent in 

the two animals, to drive locomotion.  

In zebrafish, the chx10 homologue axl is expressed in the glutamatergic V2a neurons in the 

spinal cord and in the brain (Kimura et al., 2006, Kimura et al., 2013, Eklöf-Ljunggren et al., 2012, 

McLean et al., 2008). Both in the spinal cord and in the hindbrain, neurons expressing Chx10 

have been reported to be heterogeneous in their activation during swimming (Kimura et al., 

2006, Kimura et al., 2013, McLean et al., 2008). Indeed, Chx10 neurons fire rhythmically and 

excite primary and secondary motor neurons (Kimura et al., 2006, McLean et al., 2008), and in 

the spinalized zebrafish they can sustain swimming, which correctly alternates on the left and 

right side and also shows rostro-caudal pattern (Eklöf-Ljunggren et al., 2012). Moreover, the 

Chx10-expressing population in the zebrafish hindbrain was shown to elicit locomotion when 

activated optically, and to stop it when it was inactivated (Kimura et al., 2013). Thus, Chx10 

neurons in the zebrafish are considered responsible for the initiation of swimming. CiD 

(circumferential descending) neurons are among the Chx10-positive cells found in zebrafish, and 

they are known to be involved in eliciting locomotion in the Mauthner cells mechanism (Hale et 

al., 2016). Based on their similar anatomy (with ipsilateral and descending axons), on their 

glutamatergic nature, and on the fact that they both express Chx10, the zebrafish CiD neurons 

and the tadpole dINs have been proposed to be homologous (Li and Soffe, 2019). Interestingly, 

not all the zebrafish hindbrain neurons expressing Chx10 are rhythmically active during 

locomotion, with some neurons firing in a more tonic fashion (Kimura et al., 2013). The 
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population that fires tonically lies in the caudal hindbrain and it is formed by smaller neurons, 

which have ascending as well as descending axons, and whose firing is not rhythmic and less 

reliable than the firing of the other Chx10-positive neurons (Kimura et al., 2013). When different 

areas of the zebrafish hindbrain were activated to monitor locomotion, it was shown that the 

few Chx10 neurons in the rostral hindbrain are less involved in eliciting locomotion, while the 

caudal hindbrain elicited swimming more reliably (Kimura et al., 2013). 

A similar heterogeneity in the activity of Chx10 neurons was observed in the rodent spinal cord. 

In the lumbar tract of the mice spinal cord, the majority of Chx10 neurons were shown to fire 

rhythmically during locomotion, in phase with either the flexor or the extensor activity. 

Nevertheless, a small portion of V2a spinal neurons were active, but not rhythmically 

(Dougherty and Kiehn, 2010a). Differently from the descending axons of the zebrafish V2a 

population, neurons expressing Chx10 in the spinal cord of mice have short projections, which 

point to the fact that V2a neurons in mammals are diversified and can be divided in sub-

populations based on the expression of other transcription factors (Dougherty and Kiehn, 

2010a). Recently, Chx10-positive in the GRN (Gigantocellular Reticular Nucleus) of mice have 

been found to belong to two different subpopulations (Chopek et al., 2021). Neurons expressing 

Chx10 that are bigger in size project caudally into the spinal cord; thus, they are reticulospinal 

neurons. On the contrary, smaller Chx10-positive neurons have smaller cell bodies and only have 

local projections; these have been called local interneurons (Chopek et al., 2021). These local 

interneurons connect to both other local interneurons and reticulospinal neurons, and they 

facilitate their excitation (Chopek et al., 2021). 

This multifaceted character of the Chx10 populations found in zebrafish and rodents could be 

present even in the very young Xenopus tadpole. The cells stained for Chx10 form a column that 

runs continuously and bilaterally from the spinal cord into the hindbrain (fig. 7.8), and might 

enclose slightly different neuronal types, as demonstrated in other vertebrates (Dougherty and 

Kiehn, 2010a, Chopek et al., 2021). In the previous work where Chx10 was stained in the tadpole 

(Li and Soffe, 2019), it was proposed that dINs and dINrs were both included in the Chx10-

expressing population. If this is confirmed by contingent molecular identification and 

electrophysiology recording, it might be the first evidence that the Chx10 population consists in 

more than one neuronal type in the tadpole.  
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The first evidence for a possible diversified Chx10-positive population in the tadpole can be seen 

in the different size of the cells in the spinal cord versus the cells found in the brain. Indeed, cells 

positive for Chx10 in the spinal cord are larger in size than the ones lying in the hindbrain and 

midbrain (fig. 7.10 D). Neuronal projections could not be resolved in the staining presented here, 

apart from lateral bundles of projections running along the sides of both brain and spinal cord. 

Because of previous indication of dINs being positive to Chx10 staining, it seems likely that most 

of these ipsilateral projections are descending axons. Nevertheless, it cannot be completely 

ruled out that some ipsilateral ascending projections might also be present. Commissural 

projections have not been detected, but because of the technical difficulties in imaging single 

axons at 63x magnification, their presence cannot be completely disregarded. However, it seems 

reasonable to propose that, if Chx10 neurons have commissural axons, they would cross the 

midline as single projections, without forming thick bundles. This is because bundles of 

projections can be seen running ipsilaterally, so they should have been visible also as 

commissural bundles if they were present. For the same imaging difficulties, the presence of 

short projections comparable to the ones found in the GRN of mice (Chopek et al., 2021) cannot 

be either confirmed or denied. 

Based on the evidence reported in chapter 5 of this thesis, putative ExNs do not fire rhythmically. 

Instead, type B population fire tonically at the start of swimming and during locomotion, and 

this firing activity has been recorded throughout the hindbrain (see fig 5.3 and 5.6, chapter 5). 

This pattern of activation is similar to the one reported for Chx10-positive neurons in mice 

(Dougherty and Kiehn, 2010a) and is in accordance with Chx10 neurons stained along the entire 

length of the hindbrain. Although the data reported in this work do not provide enough evidence 

for type B neurons to express Chx10, it remains an intriguing possibility which should be further 

investigated. 

Midbrain population 

The presence of cells positive for Chx10 expression in the midbrain was rather unexpected. As 

mentioned above, previous work where the Chx10 population was stained in the tadpole did 

not report any Chx10-positive cell more rostrally than the hindbrain (Li and Soffe, 2019). Also, it 

was proposed that the Chx10 population consisted in dINs and dINrs, which have been shown 

to lie in the spinal cord and in the hindbrain (Roberts et al., 2012, Li et al., 2009), but literature 

is lacking on the presence dINs and/or dINrs in the midbrain. 
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In the stage 37/38 tadpole, the midbrain is mostly underdeveloped, and the pathways that stop 

or initiate locomotion originating from a rostral position rely on the trigeminal nerves to conduct 

the sensory information to dINs in the hindbrain (i.e. the stop response starting from the head 

bumping into solid object, the tonic inhibition starting from the cement gland and the initiation 

of swimming via head-skin touch; see chapter 2). One exception is found in the pathway for 

swimming initiation caused by light dimming (see chapter 2. Once activated, the photoreceptors 

in the pineal eye excite the D/MD (diencephalic/mesencephalic descending) neurons, which lie 

in a small bilateral cluster in the ventral midbrain, with a few cells lying in the caudal forebrain. 

D/MD neurons project caudally into the hindbrain and rostral spinal cord, where they are 

thought to excite CPG neurons leading to the initiation of swimming (Jamieson and Roberts, 

1999, Roberts, 2000). D/MD neurons receive glutamatergic excitation from the pineal ganglion, 

but direct evidence on the neurotransmitter they use to excite postsynaptic neurons is missing 

(Jamieson and Roberts, 1999). Nevertheless, the possibility that D/MD are glutamatergic is 

likely, as CPG excitation is driven by glutamatergic synapses (Roberts et al., 2010). The neurons 

stained for Chx10 in the midbrain lie in ventral location, which resembles the location where 

DM/D neurons have previously been found. However, the mean cell size of the midbrain Chx10-

positive population reported in the present study is 54.02 ± 1.69 µm2 (mean ± SEM), which is 

much smaller than the mean size measured for D/MD neurons (94.61 ± 2.1 µm2 (mean ± SEM) 

in (Jamieson and Roberts, 1999)). Of note, the protocols used for samples preparation and 

staining are different. Jameson and colleagues filled living neurons with carboxyfluorescein, and 

then imaged the whole mount from the lateral side. Here, the samples were fixed, frozen, and 

cut along the longitudinal axis of the tadpole, before IHC. Thus, if the Chx10-positive neurons 

were more elongated in the dorso-ventral direction, this feature could not be observed, possibly 

leading to a smaller cell size. Overall, it seems possible that the Chx10 population found in the 

midbrain could represent D/MD neurons, which are indeed descending and excitatory. 

However, further analysis is needed to confirm this possibility. 

Apart from the GABAergic MHR population (Boothby and Roberts, 1992, Perrins et al., 2002, Li 

et al., 2003), discussed in paragraph 7.2.1 of this chapter) and the little information on D/MD 

neurons, work on the neuronal populations in the midbrain of the hatchling Xenopus embryo is 

still lacking, which makes difficult to interpret the presence of Chx10-positive neurons. Besides 

the option of midbrain Chx10-positive cells being D/MD neurons, one possibility is that dINs can 

also be found in the midbrain, more rostrally than the ‘classic’ population studied in the spinal 
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cord and in the hindbrain of the tadpole. Although single axons are not visible in the images 

discussed here, only ipsilateral bundles of projections running caudally into the hindbrain can 

be detected. This suggests that the midbrain population might be synaptically connected to the 

hindbrain population. A third possibility is that the midbrain neurons that are stained for Chx10 

are not involved in the locomotion circuit of the tadpole, and instead act in different pathways. 

This latter option seems unlikely as at the transcription factor Chx10 has been only 

demonstrated to be expressed in the retina of the Xenopus later on during development 

(D’Autilia et al., 2006), other that in locomotor interneurons. 

 

7.3 Conclusion 
 

In this chapter IHC staining of neuronal populations known to be involved in mechanism of 

locomotor control has been presented, i.e. GABAergic neurons, serotoninergic neurons, and 

neurons expressing the transcription factor Chx10. None of the populations characterised here 

are confirmed candidate ExNs, but they all lie in regions of the hindbrain where they could have 

synapses with ExNs. Future investigations to identify the molecular signature and anatomical 

location of ExNs are proposed in paragraph 8.4.



8. Conclusions 

 

155 
 

8 Conclusions and Outlook 
 

The overall aim of this work was to study the brain mechanisms that control the locomotor 

response to trunk skin stimulation in the stage 37/38 Xenopus tadpole. Previously reported 

experimental evidence and computational modelling (Koutsikou et al., 2018, Ferrario et al., 

2021) indicated that a novel neuronal population might play an instrumental role in the 

processes of locomotor control in the tadpole. This novel population was called ‘extension 

neurons’ (ExNs) based on the assumption that they can cover the role of ‘extending’ the sensory 

stimulation until the locomotor response is initiated (Koutsikou et al., 2018). Although the 

experimental evidence supporting the role of ExNs was already very compelling, direct prove on 

the existence of such population was not available yet. 

Here, a multifaceted approach was used to uncover the putative process that regulates 

swimming initiation caused by an external stimulation delivered to the trunk skin of the tadpole. 

The first objective of this thesis was to confirm the existence of neurons in the hindbrain of the 

stage 37/38 Xenopus tadpole, which have the capability to maintain the long delay to motor 

response. In order to do so, different regions of the hindbrain were lesioned by mechanically 

severing the tissue, thus disconnecting neuronal projections and removing the influence of some 

of the cell bodies that constitute the different areas of the hindbrain (chapter 4). These 

experiments proved that the hindbrain hosts neurons necessary for the long and variable motor 

initiation in response to trunk skin stimulation. 

The second objective of this work was to identify putative ExN activity at the initiation of 

swimming. This was achieved by means of hindbrain extracellular recordings, which allowed the 

characterization of ExN sub-populations (chapter 5). Different neuronal subpopulations were 

identified, which showed features previously postulated for ExNs. 

The last objective was only partially accomplished. Indeed, the anatomical localization of ExNs 

population could not be precisely defined, as the experimental evidence gained so far point to 

a neuronal population that is dispersed across the hindbrain (chapter 6 and 7). 
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8.1 Role of the hindbrain in the maintenance of latency to swim 

initiation 
 

Behavioural experiments and analysis of fictive swimming initiation were carried out on brain-

lesioned tadpoles in order to confirm the involvement of the hindbrain in maintaining the long 

and variable delay to motor response (Koutsikou et al., 2018). By adjusting the stimulus 

intensity, it was possible to observe that the Xenopus embryo can discern between threshold 

and suprathreshold stimulation. Indeed, tadpoles respond to a threshold stimulation by starting 

locomotion after a long and variable delay, and preferentially on the same side of stimulation. 

On the contrary, strong skin stimulation (suprathreshold stimulation), leads to a locomotor 

response that is quicker and starts preferentially on the side opposite to stimulation. These 

different types of motor response have been reported for zebrafish larvae, and it has been 

demonstrated that they arise from the activation of different circuit in the larval brain (Marquart 

et al., 2019). In fact, the fast contralateral response displayed by zebrafish larvae is mediated by 

Mauthner neurons, which can activate directly the CPG in the contralateral spinal cord (Fetcho 

and Faber, 1988, Kimura et al., 2006). On the contrary, slow motor responses are activated by 

less intense stimulation in the zebrafish larvae (Eaton et al., 1984, Gahtan et al., 2002, Burgess 

and Granato, 2007, Koyama et al., 2016), and are mediated by a bilateral population of 

reticulospinal neurons, which project caudally on the same side of their somata, thus initiating 

ipsilateral responses (Marquart et al., 2019). The information available on the zebrafish larvae 

suggest that also in the Xenopus embryo the short and long latency motor response might be 

driven by different neuronal pathways. 

The lesions experiments reported in chapter 4 of this thesis demonstrated that the neurons 

responsible for the activation of the long-latency response lie in the hindbrain, since when this 

brain area was lesioned in various ways, the tadpoles were not able to sustain delayed motor 

responses. Indeed, lesioned animals showed the same fast response to both threshold and 

suprathreshold stimulation, indicating that they lost the ability to adapt their motor response 

(short latency versus long latency) to stimulus intensity. 

The ‘correct’ side preference for swim initiation (ipsilateral for threshold stimulation versus 

contralateral for suprathreshold stimulation) was not completely disrupted in the lesioned 

animals, but synchronous starts appeared frequently after the delivery of both more and less 
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intense stimulation. Synchrony is caused by the simultaneous excitation of CPG on both sides of 

the spinal cord and might be due to a lack of inhibition of descending neurons on one on the 

two sides. In fact, in order to properly initiate locomotion, the excitatory drive acting on one 

side of the spinal cord needs to be silenced while excitation is being discharged on the opposite 

side. This mechanism regulates the pathway mediated by Mauthner cells, where the CPG 

neurons on the non-bending side receive inhibition (Fetcho and Faber, 1988, Liao and Fetcho, 

2008) to allow the fast and reliable motor response. In the experiments presented in this work, 

where lesions were carried out to disturb the hindbrain functionality, it is not possible to suggest 

if the synchronous starts reported are due to a lack of inhibition, or to an impaired activation of 

excitatory neurons. Nevertheless, it is reasonable to propose that the neuronal population that 

maintains both the long-latency motor response and the asynchronous start of swimming reside 

in the hindbrain of the stage 37/38 tadpole. 

8.2 The extension neurons population in the hindbrain 

Behavioural and fictive swimming experiments showed that the tadpole’s hindbrain hosts one 

(or more) neuronal population(s) required for the correct initiation of swimming. Specifically, 

the surgical disruption of the hindbrain functionality impaired the slow, long-latency response, 

suggesting that ExNs lie dispersed in the hindbrain. Based on these results, extracellular activity 

was recorded at the initiation of swimming and after the delivery of a subthreshold stimulation 

(chapter 5). 

Extracellular recordings in the hindbrain revealed neuronal activity with all the features 

proposed for ExNs (Koutsikou et al., 2018). Firing activity was recorded after stimulation and 

before the initiation of swimming, at variable latency across firing units and across experimental 

trials. Furthermore, units responsive to subthreshold stimulation were identified, another key 

feature proposed for ExNs (Koutsikou et al., 2018). By comparing their firing patterns, two 

subpopulations were characterized. Type A units are active at swimming initiation, but they turn 

silent as swimming behaviour becomes sustained by the CPG circuit. Instead, type B units are 

active both at swimming initiation and during sustained swimming. The existence of two 

different activation patterns was not hypothesized when ExNs were proposed to account for the 

long delay in motor response. However, the computational model used to describe ExNs did 

differentiate among the population, i.e. some of the ExNs have direct connections with the 
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ascending sensory pathway, while some others are activated by the recurrent network formed 

across the ExN population (Koutsikou et al., 2018, Ferrario et al., 2021).  

A mechanism for the activation of the sensorimotor pathway in the tadpole hindbrain has been 

proposed in chapter 5 of this thesis, based on the firing time and pattern of the ExNs 

subpopulations recorded in extracellular hindbrain experiments. At this stage, the neuronal 

connections drawn in the proposed circuit are only speculative, as more experimental work is 

needed to disentangle and fully characterise this process. However, the firing time and patterns 

of both type A and type B ExNs seems to explain well the variability and the long delay recorded 

in dINs at swimming initiation. Furthermore, the additional presence of level 1 and level 2 units 

(referred to as type A1 and A2, type B1 and B2 in the text) might provide the tadpole with a system 

to discern among different stimulation intensities, and to adapt its motor response accordingly. 

In the experimental data presented in this work, level 1 and level 2 units showed either firing 

both at threshold stimulation for swimming and at subthreshold stimulation (level 1), or they 

fired only at threshold stimulation for swimming (level 2). These two patterns were fixed for the 

single units recorded, suggesting that these two subpopulations indeed respond differently to 

diverse trunk skin stimulation. At this stage, the reasons for the different activation patterns can 

only be hypothesized. Level 2 units might have different membrane properties, which will make 

them less likely to get activated. One example of this mechanism is well-known in the GABAergic 

striatal neurons expressing the dopamine receptor D1, which are very difficult to activate 

(Surmeier et al., 2011). These neurons express inward rectifier potassium channels (Kir), which 

make them stable in hyperpolarized conditions (Ericsson et al., 2011, Zhao et al., 2016). For this 

reason, only very strong depolarization succeeds in activating these neurons, which in mammals 

will ultimately disinhibit the glutamatergic neurons in the MLR, leading to locomotor initiation 

(Roseberry et al., 2016). Although no conclusion about membrane properties can be drawn by 

the extracellular recordings presented in this thesis, the possibility of a mechanism such as the 

one regulated by Kir channels in mammals is worth further investigation. 

The mechanism proposed in chapter 5 to describe ExNs connections from the ascending sensory 

pathway neurons (dla and dlc) and to the descending excitatory interneurons (dINs) needs 

experimental confirmation. One crucial step for the investigation of ExNs pre and post synaptic 

connections is to anatomically localize their somata in the hindbrain, and to be able to visually 

follow their axonal and dendritic projections. 
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8.3 Anatomical localization of the sensorimotor circuit in the hindbrain 

The visual localization of the ExNs populations identified in extracellular recordings proved to 

be a hard task to achieve. The attempt of using calcium imaging in order to correlate cellular 

activation in the hindbrain to swimming initiation was not successful because of technical 

difficulties, which have been explained in detail in chapter 6. 

The next approach used was to stain neuronal populations in the brain of the tadpole that are 

correlated to swimming behaviour, namely the GABAergic population, the serotoninergic 

population and neurons expressing the transcription factor Chx10. 

ExNs have been proposed, in previous work (Koutsikou et al., 2018, Ferrario et al., 2021) and in 

this thesis, to be excitatory, thus likely to be glutamatergic, but there is no evidence on their 

actual molecular identity. For this reason, a series of IHC staining was carried out to ‘scan’ the 

hindbrain in search of regions where neurons acting in such a circuit between sensory pathway 

and descending interneurons could lie. Results from lesioning experiments (chapter 4) and from 

extracellular hindbrain recordings (chapter 5) suggested that the ExNs network is dispersed in 

the hindbrain of the tadpole. The functionality of neuronal circuits strongly relies on the 

connections among cells, and it is possible that ExNs projections extend in the hindbrain towards 

all directions (caudally and rostrally, but also ipsilaterally and contralaterally). The IHC 

experiments described in chapter 7 are based on this assumption, and on the idea that ExNs 

would contact/be contacted by other neurons involved in the regulation of swimming 

behaviour.  

The hindbrain of the tadpole is indeed a hub for motor control, reached by the descending 

trigeminal ganglia cells and by the ascending spinal sensory neurons (Roberts et al., 2010 , 

Roberts et al., 2019). In this scenario, it seems possible that the role played by ExNs in 

‘extending’ the sensory stimulation coming from the trunk skin, might work well also in 

providing time to allow sensory integration. At the embryonic stage used in this work, the visual 

system is not developed yet (Beazley et al., 1972, Grant et al., 1980, Holt and Harris, 1983 ), and 

the serotoninergic neurons that will increase swimming speed at later stages are not functional 

yet (Sillar et al., 1992). Nevertheless, the tadpole responds to light dimming via the pineal eye 

pathway (Jamieson and Roberts, 2000) and to head touch (Perrins et al., 2002, Li et al., 2003, 
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Buhl et al., 2012). As of now, experimental evidence for mechanism of sensory integration in the 

Xenopus embryo is not available. However, this young organism might be in a stage of 

development where different sensory pathways start to be integrated. If this is the case the 

ExNs network might have a role in providing the time necessary for the processing and 

integration of information detected via diverse sensory pathways. 

Staining for serotoninergic and GABAergic populations revealed a region in the medio-ventral 

hindbrain where both serotoninergic and GABAergic projections lie. Roughly in the same 

hindbrain region, a few Chx10-positive neurons were identified, located away from the bilateral 

column of neurons expressing Chx10 found in the spinal cord and along the side of the hindbrain. 

Chx10-positive neurons in the Xenopus tadpole have been proposed to be dINs and dINrs (Li and 

Soffe, 2019), because of their anatomical position in the hindbrain and in the spinal cord. 

However, no direct evidence of this molecular identity is available at the moment, and studies 

in other organisms have started to reveal that neurons expressing Chx10 belong to populations 

with different roles in locomotion (Kimura et al., 2013, Dougherty and Kiehn, 2010a). ExNs might 

also express Chx10, as they have been proposed to be excitatory and probably glutamatergic, 

and they lie disperse in the hindbrain. However, the presence of Chx10-positive neurons in the 

spinal cord and in the midbrain does not make Chx10 a good molecular marker for the ExNs 

population. 

The step forward towards the localization and anatomical characterization of ExNs might lie in 

a more functional experimental approach, such as an improved protocol for the calcium imaging 

experiments. This and other possible future work are presented in next paragraph. 

8.4 Future perspectives 

In this work, experimental evidence for the existence and the functionality of ExNs has been 

presented. However, their anatomical position in the hindbrain and their cellular anatomy has 

not been unveiled. Locating the cell bodies of ExNs is crucial in order to carry out whole-cell 

recording, which will give insights on their membrane properties and sensorimotor circuit 

connectivity. 

As explained in the previous paragraph, there are no molecular features that can be used as a 

marker for the ExN population. ExNs are thought to be glutamatergic, but this does not 

constitute a reliable marker as other neurons are also glutamatergic (such as dINs), and they 
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also lie in the hindbrain. The same issue is encountered with the expression of Chx10, which 

indeed is expressed by a large number of cells in the brain and in the spinal cord. 

Possible avenues are mainly two: i) employ an imaging protocol that can reliably connect the 

neuronal activation to the diverse firing patterns observed in type A and type B units (described 

in chapter 5) and ii) use a molecular approach to define cellular markers which might define the 

ExNs population. 

As described in chapter 6, the calcium imaging experiments carried out in this work were not 

successful in identifying putative ExNs. Nevertheless, the firing time and pattern are the only 

features that can be exploited to identify an ExNs so far. For this reason, an experimental design 

where the imaging of cells is linked to the time and pattern of activation seems to be the more 

reliable approach. Calcium imaging experiments can be improved by using tadpoles genetically 

modified to express fluorescent GCaMP, where the fluorescent signal of the calcium transient 

originates directly from the endogenously expressed protein. In such manner, neuronal 

activation would be more effectively detected both in terms of number of cells that can show 

fluorescence, as well as in terms of quality of the fluorescence signal. Indeed, in the transgenic 

tadpoles of choice, all neurons would express fluorescent GCaMP, overcoming the issue of 

loading the dye in the deeper brain layers. Moreover, because the fluorescent signal is produced 

endogenously, less bleaching should occur during multiple experimental trials. Genetically 

modified tadpoles expressing fluorescent calcium indicator can be used to overcome the issue 

of low signal detection and quick fluorescence bleaching. In transgenic tadpoles expressing 

fluorescent GCaMP, the fluorescent signal originates directly from the binding of calcium to the 

endogenously expressed protein, which will emit green fluorescence when the cell is activated. 

Unfortunately, such transgenic line was not available at the time when the experiments were 

carried out, so this solution could not be tested. 

The second approach that could be taken to further investigate the ExN population is a 

molecular approach aimed to identify molecular markers, which might define this new class of 

neurons. The genetics of the Xenopus laevis is not strongly exploited in research, mainly because 

of the tetraploid genome of this species. The Xenopus laevis genome has been shown to consist 

of two homologues subgenomes, each one being diploid. Evolutionary, the majority of the 

genetic sequences has been retained in the Xenopus laevis, leading to the presence of two 

homologues copies of each gene (Session et al., 2016). For this reason, the use of transgenic 
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lines where genes of interest might be inactivated or selectively activated does not seem 

feasible, at least at this stage in the investigation of mechanism of locomotor control. 

However, transcriptomics analysis might be useful to identify particular genes expressed in 

defined brain regions. Thanks to sequencing, the mRNA content of the hindbrain can be 

compared to the mRNA expression in the spinal cord, for example. Certainly, a very high 

percentage of equal expression levels for the same transcripts will be found, as both brain and 

spinal cord are formed by neurons, and lots of these neurons belong to the same classes in both 

CNS compartments (such as dINs). However, there might be discrepancies due to different 

neuronal identities that are not yet known. If ExNs reside in the hindbrain, and not in the spinal 

cord, and they have a different expression profile compared (for example) to CPG neurons, such 

analysis could help to unveil these differences. Transcripts that might be upregulated in the 

hindbrain could then be localised by in situ hybridization experiments. Of course, the fact that 

transcripts are expressed in the hindbrain and not in the spinal cord is not sufficient to identify 

ExNs, but could add evidence for a molecular identity that is different from CPG neurons. 

Lastly, intracellular recording of ExNs will provide clear information on their activation pattern 

and membrane properties. Although this kind of experiment is the most appropriate to define 

in detail this novel neuronal type, trying to record from neurons blindly (i.e. without previously 

knowing the cell identity) is a very hard task, especially in the case of novel populations such as 

ExNs. For this reason, having visual evidence on the anatomical location would be helpful to 

increase the chances of recording from one actual ExN. 

In the event of transcriptomics analysis and subsequent in situ hybridization experiments being 

successful, plasmids carrying a GFP-tagged gene of interest (the one transcribed into the 

upregulated mRNA) could be injected at egg stage. In this way, intracellular recording might be 

directed only to the cells expressing the mRNA found to be differently expressed in the 

hindbrain.  

8.5 Implications for research on human pathologies 

Impaired motor control and dysfunctional sensorimotor integration are distinctive features of 

several neurologic pathologies in humans. These range from Parkinson’s disease to autistic 

syndrome, from cerebral palsy to mild cognitive disorder (Khalil et al., 2018, O'Shea, 2008, Wu 

et al., 2016, Desrochers et al., 2019). 
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Specifically, dystonia is a movement disorder that causes involuntary movements, which are 

irregular, lead to dysfunctional contraction of agonist and antagonist muscles, and can either 

have or have not a tremorous component (Albanese et al., 2013).  Studies on patients affected 

by dystonia have been extensively reviewed in (Desrochers et al., 2019) and include clinical 

research on posture and balance (Lekhel et al., 1997, Bove et al., 2004, De Pauw et al., 2018), 

on upper limb movement and coordination (Inzelberg et al., 1995, Berardelli et al., 1996, 

Kandaswamy et al., 2018), and on lower limb functionality on gait and pace (Hoffland et al., 

2014, Barr et al., 2017). All these aspects of motor control and execution were found to be 

impaired in patients affected by dystonia compared to controls (Desrochers et al., 2019). It has 

also been shown that the impairment of locomotor functions is very often coupled to non-

functional execution of fine movements, for example writing or connecting two dots with a line 

(Desrochers et al., 2019, Balestrino and Schapira, 2020). Moreover, studies on children affected 

by autism syndrome showed an impaired ability to make decisions that entail body movement, 

such as following objects held by others with the eyes and looking at others (Osterling et al., 

2002).  Motor impairments are very often accompanied by decreased cognitive abilities in 

patients suffering from Parkinson’s disorder, cerebral palsy, and also autism (Balestrino and 

Schapira, 2020, Khalil et al., 2018, O'Shea, 2008, Wu et al., 2016, Desrochers et al., 2019). Both 

motor and cognitive symptoms have been recorded and studied in different pathologies, and 

various cerebral areas have been shown to be involved in the malfunctioning of the 

sensorimotor and cognitive processes, with the cerebellum and basal ganglia being among the 

most implicated brain regions (Balestrino and Schapira, 2020, Khalil et al., 2018, O'Shea, 2008, 

Wu et al., 2016, Desrochers et al., 2019). 

One important feature that came to light when different motor impairments were clinically 

studied is the presence of disturbed cerebral connections, which often fall on the basal ganglia 

and on the cerebellum (Stinear and Byblow, 2004, Filip et al., 2013).  

Although clinical research on human disorders that cause motor impairments is vast and allows 

to monitor first-hand the symptoms on patients, it is clear that a deep analysis of the molecular 

mechanisms and of the neuronal circuits that show failures in those pathologies is not possible.  

In this scenario, basic biological research on simple vertebrate such as the Xenopus tadpole can 

be instrumental to gain a better understanding of the conserved mechanisms of sensorimotor 

integration and motor control.  Indeed, model organisms with simple and less integrated 
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neuronal network can help in the identification of the building blocks that will then grow and 

evolve into the neural connections that allows mammals and humans to perform complex 

movements, and to eventually achieve specific behaviours depending on the external 

environment.
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9 Photoacoustic Microscopy Experiments 

(in collaboration with Applied Optics group, University of Kent) 

In this chapter, the work carried out in collaboration with Dr. Adrian Bradu’s group at School of 

Physics (Applied Optics group, University of Kent) is presented. The work of researchers in the 

Applied Optics group is focused on developing new instruments and techniques that allow the 

detection of biological molecules in vivo (Bradu et al., 2009, Podoleanu et al., 2019). To this end, 

they use photoacoustic microscopy (PAM). The Xenopus tadpole was proved to be a good model 

organism for in vivo PAM experiments. Results obtained in PAM experiments on the tadpole are 

reported in one published article (Dasa et al., 2020) and in one submitted article. 

9.1 Principles of Photoacoustic Microscopy 

Photoacoustic microscopy relies on the photoacoustic effect to image the samples. When 

photons travel through a tissue, they are absorbed by the molecules that form the tissue. This 

absorption induces pressure acoustic waves, which propagate in the sample and that are 

detected by the transducer. The transducer can map the acoustic waves and reproduce the 

original deposition of photons in the tissue (Wang and Wu, 2007) (Yao and Wang, 2013). In the 

last decades, PAM techniques have been implemented in the effort of solving one of the 

problems in optical microscopy, i.e. the optical diffusion limit. The diffusion limit of photons in 

tissue is ~1 mm. Passed this limit, photons have been scattered multiple times and it becomes 

harder to acquire images with tight focus (Wang and Wu, 2007). Instead, PAM relies on the 

conversion of absorbance of photons into acoustic waves, and it can produce less scattered 

images (Yao and Wang, 2013). 

PAM can be employed in vivo without the use of staining methods or the introduction of 

exogenous molecules. Thanks to this feature, the use of PAM in the detection of multiple 

endogenous molecules related to human diseases has been proposed. (1-5 photoacoustic 

paper). Biological molecules such as lipids, melanin and haemoglobin have been successfully 

imaged with PAM, and changes in the amount or localisation of these molecules are observed 

in pathological conditions. For example, lipidic plaques are found in arteriosclerosis (Wang et 

al., 2010, Zhang et al., 2010), haemoglobin has been imaged in relation to tumour progression 

and microvasculature damages (Yao et al., 2011 , Krumholz et al., 2012), and melanin has been 
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proven to be an exceptional endogenous agent for the detection of skin cancer (Galanzha et al., 

2009). 

9.2 PAM imaging of the Xenopus tadpole 

The Xenopus tadpole at stage 37/38 is a very simple organism, but it shows all the biological 

building blocks of a complex animal. Indeed, lipids are found at high concentration in the yolk 

sac, the vascular system is present, as well as haemoglobin, and pigmentated cells with high 

content of melanin are found on the head and along the trunk skin of the tadpole.  

In PAM experiments, tadpoles were immobilized in MS-222 (Sigma Aldrich, see Appendix 1) and 

immersed in tap water, treated with commercially available aquarium conditioner. Details of 

the microscopy setup are given in the material and methods sections of (Dasa et al., 2020). The 

technical aspects of PAM experiments are beyond the scope of this thesis and thus are not 

discussed further. 

Lipids were the first molecule imaged in the tadpole because of their high content in the yolk 

sac. The yolk sac is a well-defined anatomical area, which has the added value of being covered 

in thin non-pigmented skin, thus allowing easier laser penetration. In accordance with the 

anatomical localization, images from the lipidic absorbance spectrum were detected in the yolk 

sac and around the developing otic capsule (fig. 9.1, (Dasa et al., 2020)). 

Subsequent PAM experiments on the tadpole were carried out to detect multiple endogenous 

molecules. These were melanin, haemoglobin, collagen, glucose and lipids, and their detection 

was achieved with filters for different wavelengths (fig. 9.2). Melanin was detected using filters 

at 550 and 650 nm, and it was imaged in substantial clusters on the eye, on the cement gland, 

and along the trunk muscles, while more disperse pigmentation is visible along the dorsal fin 

and on the tail. In order to detect haemoglobin, filters at 550 and 650 nm were used. 

Haemoglobin was found along the tadpole’s vasculature system, i.e. along the dorsal and ventral 

part of the yolk sac and on the lateral portion of the head. Images of collagen content in the 

tadpole were obtained with 1200 and 1700 nm filters. Collagen was imaged in the yolk sac, along 

the trunk muscles and in the developing cranial structures. Glucose images revealed a large 

presence of this molecule in the tadpole, which was more concentrated on the head, the yolk 

sac and along the ventral area of trunk muscles. Glucose maps were obtained with filters at 1200 

and 1700 nm. Lastly, lipids were imaged using 1200 and 1600 nm filters, and the images 
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recorded were similar to the lipidic content observed in previous experiment. Indeed, higher 

concentration of lipids were found in the yolk sac, and to minor extent in the ventral area of the 

trunk muscles. 

 

 

Figure 9.1 PAM images of the Xenopus tadpole. 

Optical image and 6 in vivo z-projected en-face MS-PAM images of a tadpole acquired in steps 

of 40 nm. The highlighted region in the optical image shows the yolk sac. The scale bar represents 

1 mm. 

 

 

Figure 9.2 OS-PAM images of different endogenous molecules in the Xenopus tadpole. 

In vivo OS-PAM images mapping melanin, hemoglobin (Hb), collagen, glucose and lipids in the 

tadpole at developmental stage 37/38. 
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9.3 Discussion 

Although the PAM imaging studies presented here have been carried out primarily as ‘proof of 

concept’ experiments, the outcome was encouraging.  

In the last years, PAM has been used to image big tissue and organs, and it has also been 

employed in neurobiology. By using sophisticated experimental setups, the ratio of oxygenated 

and non-oxygenated haemoglobin was calculated on PAM images and this was correlated to 

cellular activity in the mice brain (Ovsepian et al., 2017). In the zebrafish, brain activity was 

resolved at cellular level in PAM experiments carried out in larvae expressing fluorescent 

GCaMP5G (Ahrens et al., 2013).  

The major advantage of PAM is that imaging can be carried out without the need of a chemical 

dye, as the image is created thanks to the conversion of light absorbed by the tissue into acoustic 

waves. This fact assumes a greater importance if this technique will be implemented for clinical 

purposes, such as cancer detection or tumor progression examination. Indeed, if in pre-clinical 

and fundamental biology research the use of chemical dye and other invasive techniques are 

exploited daily, the same cannot be done for diagnostic exams in humans. Innovative research 

and further experimental work on the possible use of PAM are needed to take this instrument 

to the use in human healthcare. 
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11  Appendix 
 

11.1 Appendix 1 

Supplementary Materials and Methods 
 

11.1.1 Tools making 

Handmade tungsten tools were used to perform animal surgery. Fine (diameter 0.3 mm) 

tungsten wires were cut and sharpened through an in-house electrolysis kit. The kit consisted of 

a Ag/AgCl electrode disk connected to the negative pole of a 9V battery; a short wire was 

connected to the positive pole of the battery and it was tied onto a metal clip. The tungsten wire 

was hold with the clip and submerged into a KOH 3M solution, together with the Ag/AgCl 

electrode disk. In this way, the metal particles were transferred from the tungsten to the 

solution, leaving the wire sharper. The same procedure was employed to make very small needle 

used to pin the animals to the Sylgard block during surgery. In this case, the tungsten was 0.075 

mm in diameter. 

11.1.2 Animal surgery 

Animals were anesthetized and immobilized in MS-222 (5 minutes at RT, for behavioural 

experiments) or in α-bungarotoxin (50 minutes at RT, for electrophysiology experiments) before 

surgery. All animal surgery procedures were performed on a rotating Sylgard block in a custom-

made dissecting dish. The dish was filled with saline solution and dissections were performed 

under a stereomicroscope (Leica M205 C), equipped with an external dimmable halogen lamp 

(max output 150 W; Lumina, Chiu Technical Corporation) illuminating the animal from the side. 

Animals were pinned to the Sylgard block with three fine home-made tungsten needles along 

the body: one through the eye, the second through the notochord just caudal to the obex, the 

third through the notochord slightly rostral to the level of the anus. In such way, the tadpole lied 

on its side and the whole body was elongated enough to perform accurate surgery. For head 

skin removal, a fine tungsten needle was inserted underneath the skin at the level of the obex. 

The skin was then cut longitudinally towards the forebrain to expose the hindbrain and the 

midbrain. All brain lesions described in chapter 4 were performed after skin was removed from 

the tadpoles’ head. In all electrophysiology experiments, trunk skin was removed from both 
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sides of the body to allow suction electrodes to reach the myotomal clefts. For trunk skin 

removal, two cuts were performed on the fin and one sharp tungsten tool was sled in between 

the skin and trunk muscles along both sides of the tadpole’s body. Skin on the tail and on the 

most caudal part of the trunk was left intact to allow the stimulation electrode to be attached 

to the skin at the level of the anus. 

 

11.1.3 Solutions used for animal surgery 

Saline 

Saline solution was used during animal surgery and electrophysiology recordings. The recipe was 

as follows: NaCl 115 mM, HEPES 10 mM, NaHCO3 2.4 mM, KCl 3 mM, MgCl2 1mM, CaCl2 2mM. 

The salts were dissolved in de-ionized water and pH was adjusted to 7.4 with NaOH 3 M. 

 

MS222 (ethyl 3-aminobenzoate methanesulfonate) 

MS-222 powder was purchased from Sigma-Aldrich and stored at -20°C. The powder was 

dissolved in saline with at a concentration of 0.01%. The MS-222 was made fresh every day 

before use. 

 

α-Bungarotoxin 

α-bungarotoxin (from Bungarus multicintum) was purchase from Invitrogen. 0.1 mM (in de-

ionized water) stock aliquots were kept frozen at -20°C. Aliquots were diluted with de-ionized 

water to reach a 0.01 mM working solution, which was kept refrigerated at 4°C for up to two 

weeks.  
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12  Appendix 2 
Supplementary Material Chapter 4 

 

 

Table 1 

 25% percentile median 75% percentile IQR 

Controls 79.76 109.5 153.6 73.84 

Midline lesion 82.14 150.0 231.5 149.36 

MHB lesion 143.5 201.2 287.5 144 

0 cleft lesion 74.41 163.1 235.1 160.69 

2nd cleft lesion 114.3 160.7 278.0 163.7 

L-R staggered lesion 110.7 157.1 295.2 184.5 

R-L staggered lesion 107.1 192.9 302.4 195.3 

Table 1. Median, 25% and 75% percentiles and interquartile range (IQR) values of latency (ms) 

to swim response after touch stimulation was manually delivered to control and hindbrain 

lesioned animals in behavioural experiments.  

 

Table 2 

 25% percentile median 75% percentile IQR 

Controls 91.02 100.9 117.8 26.78 

Midline lesion 38.21 53.93 72.92 34.71 

MHB lesion 36.24 48.12 61.40 25.16 

0 cleft lesion 24.84 33.80 39.61 14.77 

2nd cleft lesion 33.20 39.36 46.00 12.8 

L-R staggered lesion 27.95 41.50 46.41 18.46 

R-L staggered lesion 34.57 38.12 40.01 5.44 

Table 2. Median, 25% and 75% percentiles and interquartile range (IQR) values of latency (ms) 

to swim response after a threshold stimulation was delivered to control and hindbrain lesioned 

animals in electrophysiology experiments. 

 

Table 3 

 25% percentile median 75% percentile IQR 

Controls 

Ipsilateral response 93.12 101.90 112.00 18.88 

Contralateral response 23.63 67.44 132.80 109.17 

Midline lesion 

Ipsilateral response 40.17 53.93 58.73 18.56 
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Contralateral response 32.45 57.49 94.69 62.24 

Synchronous response 42.20 95.71 149.20 107.00 

MHB lesion 

Ipsilateral response 39.58 49.75 63.97 106.17 

Contralateral response 36.52 50.65 83.59 47.07 

Synchronous response 35.88 36.24 39.78 3.90 

0 cleft lesion 

Ipsilateral response 33.96 37.77 46.75 12.79 

Contralateral response 23.73 25.03 34.40 10.67 

Synchronous response 35.09 35.09 35.09 0.00 

2nd cleft lesion 

Ipsilateral response 24.85 39.69 50.67 25.82 

Contralateral response 33.83 39.61 41.81 7.98 

Synchronous response 34.45 36.45 47.37 12.92 

L-R staggered lesion 

Ipsilateral response 27.54 36.97 46.41 18.87 

Contralateral response 33.57 42.56 46.32 12.75 

Synchronous response 27.95 27.95 27.95 0.00 

R-L staggered lesion 

Ipsilateral response 36.95 39.07 46.99 10.04 

Contralateral response 24.07 24.07 24.07 0.00 

Synchronous response 34.57 37.15 39.73 5.16 

Table 3. Median, 25% and 75% percentiles and interquartile range (IQR) values of latency (ms) 

to swim response after a threshold stimulation was delivered to control and hindbrain lesioned 

animals in electrophysiology experiments. Latency to swim initiation is reported according to the 

side of first burst (ipsilateral or contralateral to the side of stimulus delivery) or to synchronous 

response. 

 

Table 4 

 25% percentile median 75% percentile IQR 

Controls 24.35 27.82 95.81 71.46 

Midline lesion 26.48 30.94 44.57 18.09 

MHB lesion 24.28 35.16 56.94 32.66 

0 cleft lesion 21.35 27.36 32.97 11.62 

2nd cleft lesion 24.18 26.90 37.62 13.44 

L-R staggered lesion 23.09 24.91 38.68 15.59 

R-L staggered lesion 26.22 33.71 39.47 13.25 

Table 4. Median, 25% and 75% percentiles and interquartile range (IQR) values of latency (ms) 

to swim response after a suprathreshold stimulation was delivered to control and hindbrain 

lesioned animals in electrophysiology experiments. 
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Table 5 

 25% percentile median 75% percentile IQR 

Controls 

Ipsilateral response 96.96 107.9 120.3 23.34 

Contralateral response 23.93 25.48 32.67 8.74 

Midline lesion 

Ipsilateral response 32.28 46.77 52.69 20.41 

Contralateral response 24.94 26.61 35.73 3.41 

Synchronous response 26.92 30.22 36.54 9.62 

MHB lesion 

Ipsilateral response 23.34 36.45 53.24 29.90 

Contralateral response 24.81 43.61 95.71 70.90 

Synchronous response 12.69 25.75 36.10 23.41 

0 cleft lesion 

Ipsilateral response 20.26 25.87 34.35 14.09 

Contralateral response 23.92 28.41 33.81 9.89 

Synchronous response 24.09 27.47 31.43 7.34 

2nd cleft lesion 

Ipsilateral response 24.11 26.29 45.41 21.3 

Contralateral response 23.54 25.21 35.81 12.27 

Synchronous response 24.44 28.12 32.17 7.73 

L-R staggered lesion 

Ipsilateral response 21.23 25.73 46.99 25.76 

Contralateral response 22.77 23.65 29.33 6.56 

Synchronous response 23.71 24.52 44.30 20.59 

R-L staggered lesion 

Ipsilateral response 33.58 36.78 37.87 4.29 

Contralateral response 25.78 29.41 45.36 19.58 

Synchronous response 32.73 32.73 32.73 0.00 

Table 5. Median, 25% and 75% percentiles and interquartile range (IQR) values of latency (ms) 

to swim response after a suprathreshold stimulation was delivered to control and hindbrain 

lesioned animals in electrophysiology experiments. Latency to swim initiation is reported 

according to the side of first burst (ipsilateral or contralateral to the side of stimulus delivery) or 

to synchronous response. 
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An animal’s survival depends heavily on the selection and execution of timely and well-

coordinated motor responses. The brainstem controls the activity of spinal neural circuits to 

produce and modify movements. However, important questions remain unanswered about the 

origin of this descending control and how brainstem neuronal activity integrates sensory inputs 

and determines specific motor functions. Here, we record hindbrain extracellular activity in 

response to trunk skin stimulation, which in turn leads to fictive swimming in the hatchling 

Xenopus laevis tadpole. We identify four distinct classes of single unit activity, distributed along 

the hindbrain rostro-caudal axis, whose firing patterns correlate to distinct motor states. We 

observe different firing patterns in response to stimulation that leads to fictive swimming versus 

the application of a weak stimulus which does not evoke movement. We identify differences in 

the temporal activation of the four classes of hindbrain activity in relation to the initiation of 

fictive swimming. We propose a simple network encompassing the novel neuronal populations 

embedded within the currently known sensory pathway and central pattern generators of the 

tadpole brainstem. By identifying the contribution of the individual supraspinal neuronal 

populations we build a better understanding of how the brain controls and modulates 

movement in this simple animal.  

Significance Statement  

Initiation, maintenance, adjustment and stopping of locomotion depends heavily on brainstem 

descending control over spinal neural circuits. Our study identifies novel, diverse and highly 

distributed hindbrain neuronal activity that correlates to distinct motor outputs in the Xenopus 

laevis tadpole. These newly identified firing patterns provide (i) explanation for the long and 

variable delays to the initiation of swimming, as seen in complex neural circuits of the adult 

vertebrate brain, active during motor decisionmaking, and (ii) critical information for the design 

and interpretation of new studies using the Xenopus tadpole, already a pioneering experimental 

model in the field of motor research.  

Introduction  

In nature animals must select, execute, and adapt their motor behavior to specific aims such as 

feeding, escaping from a predator, or finding a mate. From nudibranchs (Sakurai and Katz, 2016) 

to lamprey (Stephenson-Jones et al., 2011), from cats (Opris et al., 2019) to humans (MacKinnon, 

2018), all animals are required to coordinate and timely activate central and peripheral neuronal 

circuits in order to perform the most advantageous movement. Most of the sensory input 

animals receive leads to motor activity.  

In adult vertebrates, the combined activation of neural circuits in the forebrain, brainstem and 

spinal cord generates a fine-tuned and rich repertoire of motor behaviors, including locomotion 

(Goulding, 2009; Ruder and Arber, 2019). Although the spinal neural circuits have been 

extensively studied in higher vertebrates (Kiehn, 2006; Kiehn, 2016), unravelling the supraspinal 

control of movement (Armstrong, 1988; Dietz, 2010; Shik and Orlovsky, 1976) remains 

challenging, and the neuron-to-neuron pathways that coordinate motor decision and 

movement initiation have not been fully elucidated yet (Arber, 2012; Bouvier et al., 2015; 

Caggiano et al., 2018; Ferreira-Pinto et al., 2018; Parker, 2010).  
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Likewise, the spinal neuronal circuits responsible for swimming in the Xenopus laevis tadpole 

have been extensively characterized. The reticulospinal descending interneurons (dINs) that 

drive CPG (Central pattern Generators) activity have been anatomically and functionally 

described (Li et al., 2001; Li et al., 2006; Roberts et al., 2010). Furthermore, we have recently 

shown that the tadpole initiates stimulusevoked swimming after a delay of 50-150ms (Buhl et 

al., 2015; Koutsikou et al., 2018; Roberts et al., 2019). This delay is characterised by slow and 

variable accumulation of synaptic excitation in dINs (Koutsikou et al., 2018), which resembles 

the accumulation of excitation proposed for complex brain circuits active during motor decision-

making (Carpenter, 1999; Gold & Shadlen, 2007). This finding allowed us to infer the existence 

of candidate neurons pre-synaptic to dINs, namely hindbrain extension neurons (hexNs; 

(Koutsikou et al., 2018)). It has been proposed that hexNs extend the short-lived sensory signal 

carried by the sensory and sensory pathway neurons (Rohon-Beard cells and dorsolateral 

ascending -dla- and dorsolateral commissural -dlc- neurons, respectively (Clarke et al., 1984; 

Roberts and Clarke, 1982), thus allowing the animal to make the simple motor decision, to swim 

or not to swim. Ultimately, and only if the stimulus delivered is strong enough, this build-up of 

excitation in the dINs reaches a firing threshold, which in turn marks the start of swimming (Buhl 

et al., 2015; Li et al., 2006). The accumulation of excitation on dINs has been mimicked through 

modelling of an excitatory recurrent network embedded within the brainstem sensory pathways 

(Ferrario et al., 2021; Koutsikou et al., 2018).  

Despite the evidence above which is indicative of the fundamental elements of descending 

motor control being present at early developmental stages, the neurons processing and 

extending sensory information and subsequently activating motor pathways in the Xenopus 

tadpole are currently undefined. We implemented a top-down approach to uncover the 

extracellular firing characteristics of candidate hexNs, responsible for the accumulation of 

excitation in dINs prior to swim initiation and in response to trunk skin stimulation.  

We identified novel firing patterns distributed across the tadpole’s hindbrain indicating 

increased neuronal activity in the time between the sensory stimulation and motor output. We 

classified four hexN subpopulations based on their firing activity, which differentially 

contributed to the accumulation of excitation in the hindbrain prior to swimming initiation. 

These newly identified neuronal populations exhibit all features necessary for motor the 

decision-making process (e.g., to swim or not to swim) in the tadpole. We propose a simple 

hindbrain neural network that includes the newly identified hexN subpopulations embedded 

within the existing well-defined sensory, sensory-pathway and CPG neuronal circuitry of the 

tadpole’s CNS.   

  

Materials and Methods  

Ethics, animal care and preparation  

Xenopus laevis embryos were supplied by the European Xenopus Resource Centre (EXRC; 

Portsmouth, UK). Animal care and all experimental procedures on Xenopus tadpoles were 

approved by the University of Kent Animal Welfare and Ethical Review Body (AWERB) 
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committee. Xenopus tadpoles were used at developmental stage 37/38 (Nieuwkoop & Faber, 

1956) and all experiments were conducted at room temperature (19-22°C).   

Tadpoles were briefly anesthetized in 0.1% MS-222 (ethyl 3-aminobenzoate methanesulfonate, 

SigmaAldrich), and subsequently immobilized by immersion in a 10 M -bungarotoxin 

(Invitrogen) solution for 50 minutes. Both solutions mentioned above were made in saline (NaCl 

115 mM, HEPES 10 mM, NaHCO3  

2.4 mM, KCl 3 mM, MgCl2 1mM, CaCl2 2mM) adjusted to pH 7.4. Animals were then mounted 

onto a rotating Sylgard block submerged in saline, and dissection was carried out as previously 

described (Buhl et al., 2015; Li et al., 2001). Briefly, the skin covering the brain and trunk muscles 

on both sides was removed, giving access to the entire hindbrain and myotomal clefts (Buhl et 

al., 2015; Li et al., 2001). The trigeminal nerves were severed at both sides of the body to prevent 

initiation of swimming in response to propagation of skin impulse (James and Soffe, 2011; 

Roberts, 1996; Roberts et al., 1971).  

Electrophysiology  

Extracellular ventral root recordings, indicative of fictive swimming, in combination with 

extracellular recordings of hindbrain neuronal activity, were performed on immobilized Xenopus 

tadpoles at stage 37/38. Two borosilicate glass suction electrodes (tip diameter 50 m) filled 

with saline were attached to both sides of the tadpole’s body (Fig. 1A, B), approximately at the 

level of the 5th myotomal cleft (Buhl et al., 2015; Li et al., 2001). A third glass suction electrode 

(tip opening 30 m) filled with saline was used to record extracellular hindbrain neuronal 

activity (Fig. 1A, B). The hindbrain recording electrode was randomly positioned in one of the 

three hindbrain areas depicted in fig. 1C. The electrode’s location was annotated based on its 

position relative to anatomical landmarks, i.e. the midbrain-hindbrain border (MHB), otic 

capsules and the obex (Fig. 1C). Ventral root and hindbrain extracellular activity were amplified, 

filtered, and digitized via a Power1401 (CED, Cambridge, UK) and recorded in Signal 7 (CED, 

Cambridge, UK). Electrical stimulation was delivered in single square pulses through a glass 

suction electrode, wrapped in silver wire and filled with saline. This stimulating electrode was 

attached to the trunk skin at the level of the anus (Fig. 1B). Both intensity (V) and duration (ms) 

of the stimulus were set in each experiment as the smallest values required to evoke fictive 

swimming. All animals initiated fictive swimming after a stimulation within the range of 3.5-4.5 

V and 0.25-0.4 ms.  

Experimental design and statistical analyses  

In order to discriminate neuronal activity correlated to swim initiation only, ventral root and 

hindbrain neuronal activity were recorded in four motor states: 1) at rest, when no stimulus was 

applied to the tadpole’s skin and ventral root activity was absent; 2) stimulation/no start, when 

the stimulus delivered was not strong enough to produce fictive swimming; 3) stimulation/start, 

when the stimulus delivered triggered fictive swimming; 4) swimming, during sustained fictive 

swimming (Fig. 1D).  

Spike sorting, based on single spikes’ size and shape, was carried out on all hindbrain 

extracellular recordings using Spike2 version 10.00 (CED, Cambridge, UK), and single units were 

visually evaluated for spike shape consistency. The number of spikes fired by individual units 
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was counted during 150 ms trials in each of the four motor states (Fig. 1D). Randomly chosen 

150 ms repetitions throughout a recording were analyzed for ‘rest’ and ‘swimming’ states. For 

the two states where stimulation was applied (‘stimulation/start’ and ‘stimulation/no start’), the 

time frame analyzed was stimulation (t=0) + 150 ms. A minimum number of 4 trials were 

analyzed for each of the four motor states, in each experiment. Twoway ANOVA with Geisser-

Greenhouse correction was run (GraphPad Prism 9) on the number of spikes counted for each 

unit in the four motor states described above.  

Stimulation and swimming were the two factors tested in the two-way ANOVA. Depending on 

the statistical outcome of the two-way ANOVA, units considered for further classification and 

firing pattern analysis were: 1) units which showed a p value <0.05 for the interaction between 

stimulation and swimming; 2) units which showed a p value <0.05 for the swimming factor (swim 

effect). Coefficient of variations (CV=standard deviation/mean) were used to create the heat 

maps presented. CV was calculated for each time bin (5 ms) on the number of spikes fired by 

each unit during the same 5 ms.  

Kolmogorov-Smirnov test or Kruskal-Wallis test were performed on latency data of spikes fired 

by units of interest, while Wilcoxon matched pairs signed rank test or repeated measures one-

way ANOVA with Bonferroni correction were carried out on firing frequency data.  

Results  

Extracellular hindbrain neuronal activity was recorded from immobilised tadpoles in response 

to electrical trunk skin stimulation above and below the threshold for swimming. Single unit 

hindbrain neuronal activity was studied in four distinct motor states: 1) at rest, 2) following 

stimulation which did not initiate swimming (stim/no start), 3) following stimulation which led 

to swim initiation (stim/start), and 4) during sustained swimming (swimming) (Fig. 1D). Spike 

sorting analysis (see Materials and Methods) was used to isolate and subsequently categorise 

single units. All units were mapped along the rostro-caudal axis of the tadpole’s hindbrain, which 

was divided into three sectors defined by anatomical landmarks (in rostrocaudal order: 

midbrain-hindbrain border, otic capsule and obex, respectively) as shown in Fig. 1C.  

Novel hindbrain firing patterns involved in control of swimming and its initiation  

We identified two novel firing patterns that were correlated with swim initiation in the tadpole. 

This was achieved by counting the number of spikes fired by individual units during 150 ms trials 

in each of the four experimental motor states (Fig. 1D). Two-way ANOVA was then run in order 

to categorize the different units according to changes in their firing rates during the different 

motor states.  

25 units recorded from 6 animals (27.8% of total units; N=90 units in total from 18 animals) 

showed significantly higher activity at the start of swimming in response to trunk skin 

stimulation (‘stimulus X swim interaction’ units, p<0.05, two-way ANOVA; 150 ms continuous 

recording was analysed with t = 0 at the point of stimulation, Fig. 2Ai, Aii). We named these 

units, with firing rate significantly higher only at motor initiation, ‘type A units’. Type A units 

were highly active only when the electrical stimulus was strong enough to induce swimming in 

the tadpole (the experimental condition referred to as ‘stimulation/start’), while they were 
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mainly silent at rest, during sustained swimming, and when the stimulation failed to trigger 

swimming (Fig. 2Ai, Aii). 11 units recorded in 8 animals (12% of total units; N=90 units in total 

from 18 animals) showed increased firing activity following trunk skin stimulation, both at the 

initiation of, and during sustained swimming (‘swim effect’ units, p<0.05, two-way ANOVA; Fig. 

2Bi, Bii). These units, which were more active both at the start of movement, as well as during 

continuous swimming, were named ‘type B units’. Type B units were mostly inactive when the 

animal was not swimming, i.e. at rest and when stimulation did not lead to swimming (Fig. 2Bi, 

Bii).  

Fifty-four (54) out of ninety (90) units did not change their firing rate in response to trunk skin 

stimulation, or during swimming (‘non-significant units’, p>0.05, two-way ANOVA). These units 

showed stable, low firing in every motor state tested (rest, stimulation/no start, 

stimulation/start and swimming, Fig. 3Ai, Aii), so we concluded that they were not implicated in 

the control of swim initiation. Thus, such units were excluded from further analysis.  

Both type A and type B units were recorded throughout the hindbrain (Fig. 3B), with an overall 

prevalence for type A over swim type B (27.8% type A vs 12.2% type B units, Fig. 3Bi). In the 

rostral area of the hindbrain (sector 1, Fig. 1C), 30.3% of the recorded units were type A units 

(10/33 units), while 6.1% (2/33 units) fell into type B category (Fig. 3Bii). At the level of the otic 

capsule (sector 2, Fig. 1C), 19.4% of the units were found to be type A units (7/36 units) and 

8.3% were type B units (3/36 units) (Fig. 3Biii). The highest percentage of type A and B units was 

recorded in the most caudal area of the hindbrain (sector 3, Fig. 1C), where 38.1% of the units 

recorded were type A units (8/21 units), and 28.6% (6/21 units) were type B units. (Fig. 3Biv). 

Percentages were calculated over the total number of units recorded within a single hindbrain 

sector. ‘Non-significant units’ were also recorded throughout the hindbrain: 63.6% in the rostral 

area (21/33 sector’s units), 72.2% (26/36 sector’s units) at the otic capsule level, 33.3% (7/21 

sector’s units) in the caudal area (Fig. 3Bii-iv, percentages calculated over the total number of 

units recorded within each hindbrain sector).  

We recorded from three CPG units, one in each hindbrain sector, and we fully characterised 

them in order to rule out the possibility of type A or type B units exhibiting CPG-like activity. All 

three CPG units were silent when fictive swimming was not present. Indeed, CPG units did not 

show any firing activity in trials with sub-threshold stimulation or during resting conditions (Fig. 

4A and B, ‘stimulation/start’ and ‘rest’ conditions, respectively). When the stimulus delivered 

was sufficient to initiate swimming, CPG units were activated (Fig. 4A), and they fired 

rhythmically, with the same firing rate as for the ventral root bursts (Fig. 4B, ‘stimulation/start’ 

and ‘swimming’). CPG rhythmic firing continued during ongoing swimming (Fig. 4A and B, 

‘swimming’). Importantly, all CPG units were activated at the same time as the first ventral root 

burst, and they were always silent prior to the start of fictive swimming (Fig. 4C).  

None of type A or type B units presented in this study showed features of rhythmic activity as 

observed in the CPG units showed in Fig. 4. Moreover, contrary to CPG characteristic features, 

type A and type B units fired spikes before the initiation of swimming, as discussed below. Based 

on this evidence, we are confident that none of type A or type B units studied here can be 

assigned to the CPG category.   
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Type A units are activated earlier than type B units, and both firing patterns are distributed 

throughout the hindbrain  

Following trunk skin stimulation, type A unit firing increased to a peak (0.48 ± 0.21 Hz, mean ± 

SEM) 11 ms before swimming started, and then slowly decreased to become silent during 

sustained swimming (Fig. 5Ai). Type B units also increased their activity rate before the start of 

swimming (Fig. 5Ai), but there was no clear peak in their overall firing activity. Type B unit firing 

rates were stable as swimming became continuous (0.06 ± 0.08 Hz 10 ms before vs 0.06 ± 0.09 

Hz 10 ms after swimming initiation; data expressed as mean ± SEM). In addition, type A unit 

firing in response to trunk skin stimulation demonstrated an overall earlier onset in comparison 

to firing of type B units (Fig. 5Aii; p<0.0001, Kolmogorov-Smirnov test). Type A units recorded in 

the central area of the hindbrain (otic capsule level, sector 2, Fig. 1C) were the major 

contributors to the firing rate peak at swimming initiation (1.28 ± 2.23 Hz occurring 10 ms before 

the start of movement, Fig. 5Bi). Type A units detected in the rostral and caudal sectors 

increased their firing in a less steep fashion (Fig. 5Bi), nevertheless still contributing to the overall 

augmented activity, which was prolonged after the initiation of swimming (0 to ~150 ms after 

the start, Fig. 5Bi). However, the onset and distribution of spikes fired at the start of movement 

by type A units across the three hindbrain sectors did not differ (Fig. 5Bii). Type B units recorded 

in the three hindbrain areas showed prolonged firing at the initiation of swimming, resulting in 

a constant activity that persisted during sustained swimming (Fig. 5Ci). Similarly, to type A units, 

the onset and distribution of the spikes fired by type B units did not differ among the three 

hindbrain areas (Fig. 5Cii). Both type A and type B units showed a distribution of firing activity 

throughout the three hindbrain sectors, leading us to consider the two populations to be 

dispersed throughout the hindbrain.  

Subpopulations of type A and type B units are differentially activated  

Based on their distinctive firing patterns, we identified two subgroups among type A units. The 

first group, ‘type A, level 1’ (referred to as type A1), showed increased firing in the 

stimulation/start trials (Fig. 6Ai and Aii), but was also active when the stimulus delivered was 

not strong enough to cause swim initiation (stim/no start, Fig. 6Bi and Bii). On the contrary, the 

second group, named type A, level 2’ (referred to as type A2), was active only when the 

stimulation led to a motor response (Fig. 6Ai, Aii and 6Bi, Bii). In the time prior to swim initiation, 

spikes by type A1 units fired at shorter latencies compared to those fired by type A2 units (Fig. 

6C, negative area of the graph; p=0.0187, Kolmogorov-Smirnov test). After swimming had 

started, the temporal distribution of spikes fired by type A1 and A2 units did not differ (Fig. 6C, 

positive area of the graph; p=0.0923, Kolmogorov-Smirnov test). Similarly, the type B population 

could be divided into two subpopulations. ‘Type B, level 1’ (referred to as type B1) units were 

active when stimulation was delivered to the animal, irrespective of the motor outcome (Fig. 

7Ai, Aii and 7Bi, Bii). On the other hand, ‘type B, level 2’ (referred to as type B2) firing was 

detected only when the electrical stimulus led to swimming (Fig. 7Ai, Aii and 7Bi, Bii). Contrary 

to type A units, both type B1 and type B2 units showed the same temporal distribution of spikes 

prior to movement initiation (Fig. 7C, negative area of the graph; p=0.1182, Kolmogorov-

Smirnov test), as well as after swimming had become continuous (Fig. 7C, positive area of the 

graph; p=0.0803, Kolmogorov-Smirnov test).  
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Discussion  

This work presents the first direct evidence of the distributed and diverse hindbrain neuronal 

excitability accounting for the long and variable latency to swim initiation in the Xenopus laevis 

tadpole. Using threshold and subthreshold trunk skin electrical stimuli evoking distinct motor 

outputs, we categorised hindbrain units based on their firing patterns and latencies in relation 

to the initiation of swimming. We identified two distinct groups of the recently proposed 

hindbrain extension neurons (hexNs; (Koutsikou et al., 2018)), and based on their firing 

properties, we divided them in two main groups, named type A and type B units.   

We showed that both hexN types had the ability to extend the sensory memory based on their 

variable firing latency and frequency, following stimulation above and below the threshold for 

swimming (Fig. 2A, 5, 6, 7). Their firing patterns are also in agreement with well-established 

theories on sensory memory and motor decision-making, based on the existence of (Koutsikou 

et al, 2018) and their contribution to a variable accumulation of excitation to a threshold for 

movement initiation (Brody & Hanks, 2016; Carpenter & Williams, 1995; Gold & Shadlen, 2007; 

Noorani & Carpenter, 2016).  

Furthermore, these units’ firing patterns cannot be ascribed to any of the well-known cell types 

of the tadpole central nervous system. The firing of both types of units differed significantly from 

the early and mostly single-spike firing of sensory (Rohon-Beard cells) and sensory pathway 

neurons (dla and dlc) (A. Roberts & Clarke, 1982), as well as the rhythmic and late firing of dINs 

and other CPGs (Li et al., 2001; Li et al., 2006). Although Rohon-Beard cells, dlc and dla neurons 

fire reliably before swimming starts, they do so at short and consistent latencies. Moreover, 

these sensory pathway neurons fire only one or two action potentials and turn silent as soon as 

stimulation stops (Li et al., 2001; Li et al., 2004). Conversely, both type A and type B units fire 

multiple action potentials earlier than the start of swimming, and they do that at different 

latencies and rates of firing across trials. Type A and B units are also able to maintain their firing 

activity during the first few swimming cycles (type A units), and as fictive swimming progresses 

(type B units).  

Both Type A and B units also showed different firing patterns to those of dINs. In the tadpole, 

dINs are key in the initiation and maintenance of locomotor activity (Li et al., 2006). They fire 

rhythmically, in phase with ipsilateral VR bursts, and they are activated only if the stimulation is 

strong enough to cause swim initiation. On the contrary, type A and B units did not fire 

rhythmically, and they were also active following subthreshold stimulation, which did not lead 

to the initiation of swimming.  

Altogether, the features of early and variable firing activity recorded for type A and B units agree 

with both the latency of synaptic potentials previously recorded on dINs, as well as their long 

and variable firing (Buhl et al., 2015; Ferrario et al., 2021; Koutsikou et al., 2018). This suggests 

that both type A and type B units could act pre-synaptically to dINs.  

Furthermore, we identified subtypes of both Type A and B units. The subtypes were categorised 

as ‘first level’ (A1 and B1) and ‘second level’ (A2 and B2) units based on their firing patterns in 
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response to subthreshold stimuli. First level units across both groups fired in response to 

subthreshold stimuli, at a lower frequency when compared to their firing following 

suprathreshold stimulation. This is in full agreement with the presence of synaptic potentials 

and accumulation of excitation on dINs (Koutsikou et al., 2018), even when the stimulus does 

not lead to dIN firing and thus to initiation of fictive swimming.   

Based on our current findings, we propose a supraspinal mechanism of descending motor 

control, which includes the newly identified hindbrain units, as depicted in figure 8. We suggest 

that type A units work as sensory processors in the hindbrain of the tadpole, being postsynaptic 

to sensory pathway neurons (dlas and dlcs), whilst type B units act at later stages (motor 

planning centre), providing the necessary overall excitation to hindbrain dINs. This is supported 

by the longer latency of type B average spiking in comparison to type A firing. Initially, the 

sensory information received by Rohon-Beard cells in the skin is carried to the brain by dla and 

dlc neurons. It is then weighted and integrated by the proposed sensory processing centre in 

the hindbrain, comprised by first and second level type A units (Fig. 8). When the stimulus 

delivered is strong enough to lead to movement, type A1 and A2 units fire and excite both 

subpopulations of type B units, the proposed motor planning centre (stimulation/start; Fig. 8A), 

which will in turn provide the cumulative excitation to dINs, allowing them to reach their firing 

threshold. The firing of dINs will lead to motor neuron excitation and the initiation of swimming 

(Li et al., 2006; Li et al., 2009).  

All first level units were active also when the trunk skin stimulus applied was below the threshold 

for swimming (stimulation/no start, Fig. 8B), in contrast to second level units which were 

inactive under similar conditions. In the model we propose that the firing of first level units will 

still lead to depolarisation of dINs as previously reported by Koutsikou and colleagues (Koutsikou 

et al., 2018), but only below their firing threshold, thus not allowing swim initiation.  

We hypothesise that the type A2 population is less likely to fire due to its electrical membrane 

properties, providing the neuronal circuit with the means to discriminate between stimulus 

intensities. In this scenario, all type A units will receive synaptic input from dla and dlc neurons. 

However, type A2 units will not be activated due to their higher firing threshold. On the contrary, 

type A1 units will be activated at lower stimulus intensities. Once active, type A2 units would 

excite second level type B units, which will provide, together with first level type B, strong 

excitation to dINs (Fig. 8A). A different firing probability for first versus second level type A 

populations might also explain the slightly delayed firing of second level units before swimming 

starts, compared to first level units of the same type (Fig. 6, 7).  

Although it is not possible to precisely locate the neuronal somata through extracellular 

recordings, we discovered that type B unit firing was preferentially localised in the caudal 

portion of the hindbrain, while type A unit firing was similarly dispersed along the hindbrain (Fig. 

3B). This anatomical layout might partially reflect the function of the distinct neuronal 

populations, i.e. type B units would be excited, and thus controlled, by type A units. This layout 

across the tadpole hindbrain is in agreement with studies in complex vertebrate brains, where 

neurons involved in motor decision-making and planning have diverse spatial and temporal 

firing profiles, and they are intermingled across different brain areas (Svoboda & Li, 2018).  
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In this study we provide the first direct evidence of the spatial and temporal ‘extension’ of 

sensory information across the tadpole’s hindbrain. We attribute to this hindbrain neuronal 

activity a major role in the accumulation of excitation on reticulospinal neurons, whose firing, 

or lack of, will in turn manifest into the tadpole’s binary motor decision to swim or not to swim, 

respectively. We believe that the identification of the neuron-to-neuron pathways and how 

individual cells modulate aspects of the tadpole’s behavior are the important next steps in 

unravelling the role of supraspinal brainstem control on motor output.  
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Figure legends 

Figure 1. Experimental design  

A. Lateral view of stage 37/38 Xenopus laevis tadpole; anatomical features are indicated 

on the head (eye and otic capsule) and along the body (spinal cord and trunk muscles). Grey 
dotted line on the head represents the area where the skin was removed to expose the brain.   

B. Dorsal view of developmental stage 37/38 Xenopus tadpole with extracellular suction 
electrodes positioned as per experimental conditions. Grey dotted line marks the area where 
the skin was removed to make the hindbrain accessible. In different experiments, the brain 

electrode (hindbrain) was positioned in one of the three hindbrain sectors as depicted in Fig. 1C. 
The two VR (ventral root) electrodes were positioned at the 5th inter-myotomal cleft on both 
sides of the tadpole’s body (left VR, right VR). The stimulating electrode (stimulus) was attached 

to the skin on the right side of the body at the level of the anus. Scale bar as in A.  

C. The Xenopus tadpole’s hindbrain as it appears when the skin is removed. The hindbrain 
was visually divided into three sectors along the rostro-caudal axis using well-defined 
anatomical landmarks, i.e. MHB (yellow arrow), otic capsules (blue arrow) and obex (green 
arrow): rostral sector (1), otic capsule level (2) and caudal sector (3).   

D. Examples of recordings during the four different motor states (200 ms): rest, 
stimulation/no start of swimming, stimulation/start of swimming, sustained swimming. Raw 
traces for hindbrain extracellular activity (hb, black trace) and right and left VR recording (rVR 

https://doi.org/10.1016/j.conb.2017.10.023
https://doi.org/10.1016/j.conb.2017.10.023
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and lVR, grey traces) are presented. Red arrowheads indicate stimulus delivery, blue arrowhead 

indicates the start of swimming.  

  

Figure 2. Type A and type B units are activated at the start of swimming.  

Ai. Average heat map of type A units recorded in the hindbrain (25 units in 11 animals, minimum 

of 4 trials per motor state per unit). Coefficients of variation (CV=standard deviation/mean) 

were calculated for each time bin (5 ms) on the number of spikes fired by single units in the four 

motor states. Aii. Examples of spikes fired by a single type A unit recorded in the four motor 

states investigated (rest, stimulation/no start, stimulation/start, swimming). 150 ms are 

reported for each example. Red lines indicate spikes fired by the unit, and they are presented 

above the respective extracellular hindbrain raw trace recording (black trace). Fictive swimming 

is shown by rhythmic right and left VR bursts (grey trace, rVR and lVR). Red arrowheads 

represent the delivery of the electrical stimulus; blue arrowhead indicates the start of 

swimming.   

Bi. Average heat map of type B units recorded in the hindbrain (11 units in 8 animals, minimum 

of 4 trials per motor state per unit). Coefficients of variation (CV=standard deviation/mean) 

were calculated for each time bin (5 ms) on the number of spikes fired by single units in the four 

motor states. Bii. Examples of spikes fired by a single type B unit recorded in the four motor 

states investigated (rest, stimulation/no start, stimulation/start, swimming) 150 ms are reported 

for each example. Green lines indicate spikes fired by the unit, and they are presented above 

the respective extracellular hindbrain recording raw trace  

(black trace). Fictive swimming is shown by rhythmic right and left VR bursts (grey trace, rVR and 

lVR). Red arrowheads represent the delivery of the electrical stimulus; blue arrowhead indicates 

the start of swimming  

  

Figure 3  

A. Neural activity of non-significant units is not correlated to swim behaviour.   

Ai. Average heat map of non-significant units recorded in the hindbrain (54 units in 14 animals, 

minimum of 4 trials per motor state per units). Coefficients of variation (CV=standard 

deviation/mean) were calculated for each time bin (5 ms) on the number of spikes fired by single 

units during the same 5 ms in the four motor states. Aii. Examples of spikes fired by a single non-

significant unit recorded in the four motor states investigated (rest, stimulation/no start, 

stimulation/start, swimming) 200 ms are reported for each example. Orange lines indicate 

spikes fired by the unit, and they are presented above the respective extracellular hindbrain raw 

trace recording (black trace). Fictive swimming is shown by rhythmic bursts of the right VR (grey 

trace, rVR). Red arrowheads represent the delivery of the electrical stimulus; blue arrowhead 

indicates the start of swimming. B. Hindbrain unit distribution.  

Bar charts representing percentages for non-significant (grey), type B (green) and type A units 

(violet) across the entire hindbrain (Bi), and in different hindbrain sectors as depicted in Fig. 1C 
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(Bii, rostral sector; Biii, otic capsule level; Biv, caudal sector). Percentages were calculated over 

the total number of units recorded in the hindbrain (Bi, 54/90 = 60.0% non-significant units; 

11/90 = 12.2% type B units, 25/90 = 27.8% type A units), and over the total number of units 

recorded in each of the hindbrain sectors (Bii, rostral sector, 21/33 = 63.6% non-significant units, 

2/33 = 6.1% type B units, 10/33 = 30.3% type A units; Biii, otic capsule level, 26/36 = 72.2% non-

significant units, 3/36 = 8.3% type B units, 7/36 = 19.4% type A units; Biv, caudal sector, 7/21 = 

33.3% non-significant units; 6/21 = 28.6% type B units, 8/21 = 38.1% type A units)  

  

Figure 4. Central Patter Generator (CPG) units.   

A. Average heat map of CPG units recorded in the hindbrain (3 units in 3 animals, minimum 

of 4 trials per motor state per unit). Coefficients of variation (CV=standard deviation/mean) 

were calculated for each time bin (5 ms) on the number of spikes fired by single units in the four 
motor states.   

B. Examples of spikes fired by a single non-significant unit recorded in the four motor 
states investigated (rest, stimulation/no start, stimulation/start, swimming). 200 ms are 

reported for each example. Green lines indicate spikes fired by the unit, and they are presented 

above the respective extracellular hindbrain raw trace recording (black trace). Fictive swimming 
is shown by rhythmic bursts of the right VR (grey trace, rVR). Red arrowheads represent the 

delivery of the electrical stimulus; blue arrowhead indicates the start of swimming.  

C. Scatter plot of spikes fired by one rostral CPG (blue), one CPG recorded at the otic 

capsule level (red) and one caudal CPG (green) at the initiation of swimming. Dotted grey line 

(ms=0) marks the start of fictive swimming. Black solid lines indicate median values. Kruskal-
Wallis test, p=0.356; rostral CPG unit 261.9 ± 141.5 ms; CPG unit at the otic capsule level 248.4 

± 143.9 ms; caudal CPG unit 205.9 ± 120.6 ms. Values expressed as median ± SD. 69 spikes from 
1 rostral unit, 110 spikes from 1 unit at the otic capsule level, 15 spikes from 1 caudal unit.  

Figure 5 A) Type A and Type B units are activated at different latencies   

Ai) Firing rates of type A (violet line) and type B units (green line) recorded before movement 

initiation and in the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the start 

of fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001; type A units 0.0925 ± 0.0139, type B units 0.0299 ± 

0.0031 (mean ± SEM). Type A units N=25, type B units N=11; minimum 4 trials/unit. 

****p<0.0001  

Aii) Scatter plot of spikes fired by type A units (violet) and type B units (green) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values (median ± SD= 72.69 ± 104.4 

ms for type A units; median ± SD = 160.8 ± 144.3 ms for type B units). Kolmogorov-Smirnov test, 

p<0.0001; 1145 spikes from 25 type A units, 288 spikes from 11 type B units. ****p<0.0001  

B, C) Type A and type B units show different firing rates throughout the hindbrain   
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Bi) Firing rates of type A units recorded in the rostral sector (blue), at the otic capsule level (red) 

and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) marks the start of 

fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Repeated 

measures one-way ANOVA with Bonferroni correction for multiple comparisons, p=0.0003; 

rostral vs OC level, mean diff.=0.0725; rostral vs caudal, mean diff.= 0.0376; OC level vs caudal, 

mean diff.= 0.1101. Rostral sector N=10 units; otic capsule level N=7 units; caudal sector N=8 

units; minimum 4 trials per unit. ***p<0.001  

Bii) Scatter plot of spikes fired by type A units recorded in the rostral sector (blue), at the otic 

capsule level (red) and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) 

marks the start of fictive swimming. Black solid lines indicate median values (median ± SD = 

71.94 ± 93.29 ms for rostral units; median ± SD = 65.97 ± 117.5 ms for otic capsule level units; 

median ± SD= 78.32 ± 109.5 ms for caudal units). Kruskal-Wallis test, p=0.0618; 558 spikes from 

10 rostral units, 284 spikes from 7 otic capsule level units, 303 spikes from 8 caudal units.  

Ci) Firing rates of type B units recorded in the rostral sector (blue), at the otic capsule level (red) 

and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) marks the start of 

fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Repeated 

measures one-way ANOVA with Bonferroni correction for multiple comparisons, p<0.0001; 

rostral vs OC level, mean diff.= 0.0390; rostral vs caudal, mean diff.= 0.0137; OC level vs caudal, 

mean diff.= -0.0254. Rostral sector N=2 units; otic capsule level N=3 units; caudal sector N=6 

units; minimum 4 trials per unit. ****p<0.0001  

Cii) Scatter plot of spikes fired by type B units recorded in the rostral sector (blue), at the otic 

capsule level (red) and in the caudal sector (green) of the hindbrain. Dotted grey line (ms=0) 

marks the start of fictive swimming. Black solid lines indicate median values (median ± SD = 

127.8 ± 148.6 ms for rostral units; median ± SD = 190.2 ± 160.7 ms for otic capsule level units; 

median ± SD = 162.2 ± 134.1 ms for caudal units). Kruskal-Wallis test, p=0.2837; 63 spikes from 

2 rostral units, 73 spikes from 3 oc level units, 152 spikes from 6 caudal units.  

Fig. 6. Subpopulations of type A units are activated differently  

Ai) Firing rates of first (type A1, pink line) and second level (type A2, violet line) type A units 

recorded before movement initiation and in the first 500 ms of sustained swimming. Dotted 

grey line (ms=0) marks the start of fictive swimming. Data are presented as mean (solid lines) ± 

SEM (shaded area). Wilcoxon matched pairs signed rank test, p=0.0511; type A1 units 0.0695 ± 

0.0100 ms, type A2 units 0.1094 ± 0.0180 ms (mean ± SEM). First level type A1 units N=11, type 

A2 units N=14; minimum 4 trials/unit.  

Aii) Examples of spikes fired by one type A1 unit (top trace, pink lines) and one type A2 unit 

(bottom trace, violet lines), recorded in the stimulation/start motor state. Spikes fired by the 

units are presented above the respective extracellular hindbrain recording raw trace (hb, black 

trace). Fictive swimming is shown by rhythmic VR bursts (grey trace, VR). For clarity, only the VR 

with the first burst, marking swimming initiation, is shown here. Red arrowheads represent the 

delivery of the electrical stimulus; blue arrowhead indicates the start of swimming.  
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Bi) Firing rates of type A1 (pink line) and type A2 (violet line) units recorded in the first 500 ms 

after stimulation. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001; type A1 units 0.0149 ± 0.0018 ms, type A2 units 0.0000 

± 0.0000 (mean ± SEM). Type A1 units N=11, type A2 units N=14; minimum 4 trials/unit. 

****p<0.0001  

Bii) Examples of spikes fired by one type A1 unit(top trace, pink lines) and one type A2 unit 

(bottom trace, no lines), recorded in the in the stimulation/no start motor state. Spikes fired by 

the units are presented above the respective extracellular hindbrain recording raw trace (hb, 

black trace). The absence of fictive swimming is shown by the silent VR (grey trace, VR). As both 

VR were silent in this case, for clarity only one VR is shown here. Red arrowheads represent the 

delivery of the electrical stimulus.  

C) Scatter plot of spikes fired by type A1 units (pink) and type A2 units (violet) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values. Kolmogorov-Smirnov test on 

data recorded before swim initiation, p=0.0187; type A1 units -25.75 ± 50.27 ms; type A2 units -

17.19 ± 26.90 ms (median ± SD). 60 spikes from 11 type A1 units, 120 spikes from 14 type A2 

units. Kolmogorov-Smirnov test on data recorded after swim initiation, p=0.0923; type A1 units 

91.09 ± 94.18 ms; type A2 units 88.95 ± 104.5 ms (median ± SD). 450 spikes from type A1 units, 

565 spikes from type A2 units. *p<0.05  

  

Fig. 7. Subpopulations of type B units are activated differently  

Ai) Firing rates of type B1 (blue line) and type B2 (green line) units recorded before movement 

initiation and in the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the start 

of fictive swimming. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0394; type B1 units 0.0237 ± .0035, type B2 units 0.0350 ± 

0.0042 (mean ± SEM). Type B1 units N=5, type B2 units N=6; minimum 4 trials/unit. *p<0.05  

Aii) Examples of spikes fired by one type B1 unit (top trace, blue lines) and one type B2 (bottom 

trace, green lines), recorded in the in the stimulation/start motor state. Spikes fired by the units 

are presented above the respective extracellular hindbrain recording raw trace (hb, black trace). 

Fictive swimming is shown by rhythmic VR bursts (grey trace, VR). For clarity, only the VR with 

the first burst, marking swimming initiation, is shown here. Red arrowheads represent the 

delivery of the electrical stimulus; blue arrowhead indicates the start of swimming.  

Bi) Firing rates of type B1 (blue line) and type B2 (green line) units recorded in the first 500 ms 

after stimulation. Data are presented as mean (solid lines) ± SEM (shaded area). Wilcoxon 

matched pairs signed rank test, p<0.0001; type B1 units 0.0111 ± 0.0017, type B2 units 0.0000 ± 

0.0000 (mean ± SEM). Type B1 units N=5, type B2 units N=6; minimum 4 trials/unit. ****p<0.0001  

Bii) Examples of spikes fired by one type B1 (top trace, blue lines) and one type B2 unit (bottom 

trace, no lines), recorded in the in the stimulation/no start motor state. Spikes fired by the units 

are presented above the respective extracellular hindbrain recording raw trace (hb, black trace). 
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The absence of fictive swimming is shown by the silent VR (grey trace, VR). For clarity, only one 

VR is shown here. Red arrowheads represent the delivery of the electrical stimulus.  

C) Scatter plot of spikes fired by type B1 (blue) and type B2 units (green) before movement 

initiation and during the first 500 ms of sustained swimming. Dotted grey line (ms=0) marks the 

start of fictive swimming. Black solid lines indicate median values. Kolmogorov-Smirnov test on 

data recorded before swim initiation, p=0.1182; type B1 units -15.65± 11.20 ms; type B2 units -

30.61 ± 38.49 ms (median ± SD). 8 spikes from 5 type B1 units, 21 spikes from 6 type B2 units. 

Kolmogorov-Smirnov test on data recorded after swim initiation, p=0.0803; type B1 units 183.5 

± 152.7 ms; type B2 units 183.9 ± 125.3ms (median ± SD). 75 spikes from 5 type B1 units, 184 

spikes from 6 type B2 units.  

  

Fig. 8. Proposed neural mechanism for motor descending control  

A) Scheme of the proposed neural circuit active when a suprathreshold stimulus is 
delivered to the tadpole (stimulation/start). Solid arrows represent known synaptic 
connections, solid line boxes indicate known circuits (sensory pathway and swimming). Dotted 

arrows and boxes represent proposed connections and circuits in the hindbrain (sensory 
processing, motor planning, descending motor control). A higher firing rate in the various 

synaptic connections is represented by thicker arrows, compared to the same arrows in B. Red 
star represents stimulation that is strong enough to lead to swim initiation.  

Scheme of the proposed neural circuit active when a subthreshold stimulus is delivered to the 

tadpole (stimulation/no start). Solid arrows represent known synaptic connections, solid line 

boxes indicate known circuits (sensory pathway and swimming). Dotted arrows and boxes 

represent proposed connections and circuits in the hindbrain (sensory processing, motor 

planning, descending motor control). A lower firing rate in the various synaptic connections is 

represented by thinner arrows, compared to the same arrows in B. Red star represents a weaker 

stimulation than in A, which does not lead to swim initiation. Red ‘X’ indicates that the tadpole 

does not start to swim. 

 



13. Appendix 

 

209 
 

 



13. Appendix 

 

210 
 

 



13. Appendix 

 

211 
 

 

 



13. Appendix 

 

212 
 

 

 

 

 


