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Abstract 

The research presented in this thesis is focused on the use of passive optical network (PON) 

dynamic bandwidth allocation (DBA) algorithms for converged fronthaul.  This work adapts 

and extends an existing model for use with a status reporting DBA that incorporates a 

colorless grant.  This thesis also proposes a hybrid DBA that operates with the status reporting 

DBA and cooperative DBA. 

 

The models for the status reporting DBA and the proposed hybrid DBA are implemented in 

the OMNeT++ network simulator.  The performance of both DBAs is evaluated using four 

simulation experiments in two deployment scenarios for a 10 Gbit/s symmetric PON (XGS-

PON) system with an emphasis on the average optical network unit (ONU) upstream queueing 

delay and the proportion of frames meeting the latency requirement for fronthaul traffic.  

This is achieved by allocating bandwidth to the different types of traffic in a converged 

network based on their priority and latency requirement. 

 

The key findings from the simulation experiments show that, when the delay distribution of 

frames is analysed, a status reporting DBA that incorporates a colorless grant is suitable for 

meeting the latency requirement in a converged network, provided an adequate allocation of 

bandwidth is made available for fronthaul traffic.  More than 99% of the fronthaul traffic at 

80% traffic load in all scenarios meet the fronthaul latency requirement in the status reporting 

DBA.  Furthermore, when the two DBAs are compared, the hybrid DBA provides zero frame 

loss for fronthaul traffic in all scenarios which is not achievable using the status reporting DBA.   
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1. Introduction 

1.1 Background and Motivation 

According to a recent report by Cisco, global mobile data traffic is expected to increase 

tremendously by the year 2023, with an estimated 5.3 billion users (see Figure 1.1) and 

13.1 billion mobile devices connected to the Internet, as shown in Figure 1.2 [1].  

Ericsson forecasts global mobile data traffic to exceed 300 exabytes (EB) per month in 

2026, up from 58 EB per month at the end of 2020 [2].  The current and future 

applications driving this high demand in mobile data traffic include industrial Internet of 

Things (IoT) solutions, connected home applications, 4K video streaming, real time 

gaming, autonomous driving cars, monitoring sensor networks, augmented reality (AR), 

virtual reality (VR), among others [1], [2]. The next generation of mobile networks are 

expected to satisfy this high and heterogeneous demand in traffic through new 

converged network architectures. 

 

 

Figure 1.1: Global Internet user growth [1]. 
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Figure 1.2: Global mobile device and connection growth [1]. 

 

Traditionally, the development of fixed and mobile networks has progressed 

independently.  Fixed networks started from the first generation using the POTS (Plain 

Old Telephone Service) analogue technology to transmit voice traffic, the second 

generation with asymmetric digital subscriber line (ADSL) technologies, the third 

generation with VDSL (Very High Speed DSL) – a higher data rate version of DSL, to the 

fourth generation using G.fast – a DSL protocol standard, and GPON, a passive optical 

network (PON) technology.  Fixed networks are now in their 5th generation, known as 

Fixed Generation Fixed Network (F5G) [3].  The key developments over the generations 

have been the shift from analogue to digital technologies and the increasing 

replacement of copper with optical fibre in the access network infrastructure, which has 

led to higher capacity, lower latency, higher reliability and longer distances for 

broadband access. 

 

Starting in the 1970s, mobile networks have undergone four generations – 1G, 2G, 3G 

and 4G – and the fifth generation (5G) is currently being deployed worldwide.  The 



 
 

3 
 

mobile network generations are discussed extensively in Chapter 2.  The introduction of 

5G mobile networks are targeted at enabling new requirements that must be met, such 

as high capacity (> 10 Gbit/s), low latency (< 1 ms) and high reliability (> 99.999% 

connection availability)  [4].     

 

The large-scale deployment of 5G mobile networks will rely heavily on optical fibre 

connections, especially in the access segment.  The convergence of the fixed and mobile 

networks, also known as fixed mobile convergence (FMC), will provide broadband access 

for fixed residential and business users as well as serve as a transport network for mobile 

networks.  Future passive optical networks are also expected to meet the same 

transport requirements as 5G in order to transmit both mobile and fixed access traffic.   

 

The European FP7 project – COnvergence of fixed and Mobile BrOadband 

access/aggregation networks (COMBO) – defined two key aspects of a FMC network [5].  

In a structurally converged network, the existing network infrastructure is shared and 

reused for 4G and 5G small cell deployments.  In functionally converged networks, a set 

of generic network functions are implemented to realise similar goals in different 

network types (fixed, mobile, Wi-Fi). 

 

Since 2017, the mobile standards body 3rd Generation Partnership Project (3GPP) and 

the Broadband Forum’s Wireless-Wireline Convergence (WWC) Work Area have 

collaborated on FMC for 5G.  The first set of convergence specifications describing the 

architecture, functions and interfaces for 5G FMC were published at the end of 2020 

[6]–[8], [9]. The 5G wireless wireline convergence architecture includes a mediation 
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function, the access gateway function (AGF), that resides between existing fixed access 

networks (fibre, coaxial, twisted-pair) and the 5G core to create a truly converged 

deployment.  The ultimate goal of the collaboration is to have a common core for both 

the fixed and mobile access networks [10]. 

 

Fixed broadband access networks generally use time division multiplexing passive 

optical networks (TDM-PON) to provide connectivity because of their ability to use one 

fibre cable to connect multiple users which leads to a cost advantage when compared 

to a point-to-point connection.  The total bandwidth is shared between all users using a 

dynamic bandwidth allocation (DBA) scheme with one wavelength in the upstream and 

one in the downstream direction.  The DBA method widely used in TDM-PON is the 

status reporting DBA (SR-DBA) [11] which adapts to the actual demands of the network 

traffic and allows for statistical multiplexing that increases bandwidth utilisation 

efficiency.  However, the latency due to the DBA for upstream transmission in a TDM-

PON is a major challenge in 5G networks.  A new DBA method has been specified by the 

ITU Telecommunication Standardization Sector (ITU-T) [12], named the cooperative DBA 

(CO-DBA), which allows for cooperation between 5G network elements and PON 

transport elements when allocating bandwidth.   

 

Much of the research on latency in converged networks has largely focused on PONs 

specified by the Institute of Electrical and Electronics Engineers (IEEE), a standards 

development organisation.  A relatively few DBA algorithms based on the ITU-T 

standards have been studied for use in the converged networks.  This will be discussed 

in Chapter 4. 



 
 

5 
 

1.2 Thesis Goals 

The main goals of this thesis are listed below: 

 

The first goal of this thesis is to investigate the use of a passive optical network dynamic 

bandwidth allocation algorithm for converged fronthaul by adapting and extending the 

model presented in [13].  This model was used to study energy efficient cyclic sleep 

dynamic bandwidth allocation schemes for passive optical networks [14], [15].   

 

The second goal of this thesis is to demonstrate the PON DBA using simulation 

experiments and to analyse its performance. The analysis focuses on the average ONU 

upstream queueing delay and the proportion of frames meeting the fronthaul latency 

requirement. 

 

The third goal of this thesis is to propose a hybrid DBA that operates with a PON DBA 

and the cooperative DBA, which enables a mix of different traffic types to be transmitted 

on the same PON while satisfying the transport requirements for converged fronthaul.  

This will be based on a 250 µs latency requirement and 99.9% reliability requirement for 

fronthaul traffic. 

 

The fourth goal of this thesis is to show that the hybrid DBA can be used to effectively 

reduce the latency, increase the proportion of frames meeting the fronthaul latency 

requirement and efficiently utilise the bandwidth in a converged fronthaul.  The hybrid 
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DBA is validated by comparing it with the extended Immediate Allocation with Colorless 

Grant (IACG) DBA model on which it operates with. 

 

1.3 Contributions 

This section discusses the key contributions of the research work presented in this 

thesis. 

 

Extension of PON DBA model for use in a converged network.  

The original DBA model has been extended to account for the different types of traffic 

in a converged network using distinct traffic generators for each transmission container 

(T-CONT) type in the optical network units (ONUs) and assigning them different 

bandwidth service classes with priorities.  The model was also extended to include frame 

counters at the ONUs to keep track of the number of frames exiting the ONU queue in 

the upstream direction.  The ONU frame counters enable an accurate determination of 

the ONU queueing delay by using a fixed frame size of 1500 bytes. The original DBA 

model used the tri-modal distribution traffic generation model which generated frames 

of three different sizes – 64, 500, 1500 bytes.  Due to the frame fragmentation that is 

allowed in ITU TDM-PONs, the original model took into account the queueing delay of 

all frame fragments of a particular frame leaving the ONU which led to inaccurate 

results.  In addition, the extended model enabled traffic to be generated in different 

proportions for each T-CONT so as to investigate different simulation experiments. 
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Use of IACG DBA for meeting latency requirements in a converged network carried out 

for the first time.   

Existing ITU TDM-PON DBA algorithms are largely based on the GIANT DBA which only 

grants bandwidth once during a service interval and does not have a colorless grant 

phase like the IACG DBA.  The use of IACG DBA provides lower delay values due to it 

sending bandwidth grants in every downstream frame and the use of the colorless grant 

phase which assigns the unallocated bandwidth of the upstream frame at the end of the 

DBA cycle to each ONU equally.  The delay distribution of the T-CONT frames were 

analysed to determine whether the IACG DBA algorithm is suitable for meeting the 

latency requirement in a converged network.  Several simulation experiments in two 

deployment scenarios were investigated to determine the percentage of fronthaul 

traffic that met the latency requirement.  This was achieved by making a trade-off 

between the different traffic types whereby fronthaul traffic is given a proportionally 

much higher bandwidth allocation, as the other types of traffic have less stringent 

latency requirements.  The results showed that 99% of fronthaul traffic at 80% load in 

the two deployment scenarios met the latency requirement.  The findings, which were 

published in the proceedings of the 25th International Conference on Optical Network 

Design and Modelling (ONDM 2021) [16], are presented in Chapter 4. 

 

Proposal of a novel hybrid DBA that operates with the IACG DBA and Cooperative DBA. 

The proposed hybrid DBA enables a mix of different traffic types to be transmitted on 

the same PON while satisfying the strict latency requirement for fronthaul traffic.  The 

latency-sensitive fronthaul traffic is handled by the cooperative DBA while the latency-

tolerant non-fronthaul traffic (midhaul, backhaul and fixed access traffic) is handled by 
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the IACG DBA, which is a status reporting DBA.  By combining the cooperative DBA with 

the IACG DBA, the hybrid DBA reduces the idle period in a converged network.  The idle 

period is the time during which the ONUs wait for their bandwidth allocation from the 

OLT.  Reducing the idle period leads to a reduction in latency and increases the 

bandwidth utilisation of frames in a converged network.  In addition, the hybrid DBA 

achieves upstream bandwidth allocation that takes into account the priorities of the T-

CONT types to meet the latency requirements of different traffic types in a converged 

network.  The hybrid DBA when compared with the IACG DBA was shown to provide 

zero frame loss for fronthaul traffic in all scenarios which is not achievable using the 

IACG DBA.  These findings are presented in detail in Chapter 5 and have been submitted 

to a journal for publication. 

 

1.4 Publications 

The following have been published as a result of the research carried out and presented 

in this thesis. 

 

[1] S.O. Edeagu, “Passive Optical Networks in 5G Mobile Fronthaul,” 2nd PhD and 

ECI Meeting Report of Activities and Proceedings, European Network for High 

Performance Integrated Microwave Photonics (EUIMWP) COST Action CA16220, 

Thessaloniki, Greece, 9 September 2019, pp. 63 – 72. 

 

[2] S.O. Edeagu, R.A. Butt, S.M. Idrus, and N.J. Gomes, “Performance of PON 

Dynamic Bandwidth Allocation Algorithm for Meeting xHaul Transport 
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Requirements,” Proceedings of 25th International Conference on Optical 

Network Design and Modelling (ONDM 2021), Gothenburg, Sweden, 28 June – 1 

July 2021, pp. 1 – 6. 

 

[3] S.O. Edeagu, R.A. Butt, S.M. Idrus, and N.J. Gomes, “A Hybrid Dynamic Bandwidth 

Allocation Scheme operating with IACG and Cooperative DBA for Converged 

Fronthaul,” Optical Switching and Networking (submitted). 

 

1.5 Thesis Outline 

The thesis is divided into six chapters, including this one. The general contents of the 

chapters are given below: 

 

Chapter 2 presents a review of the radio access network (RAN) architecture, starting 

with the various mobile network generations and architectures.  The chapter focuses on 

the fifth generation (5G) of mobile networks and discusses the latency, synchronisation 

and reliability requirements for converged networks and the various RAN functional 

splits.   

 

Chapter 3 describes an overview of passive optical networks (PONs), its architecture and 

standards.  The various dynamic bandwidth allocation algorithms (DBAs) used in PONs 

are also discussed with a focus on ITU PON DBAs. 
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Chapter 4 presents the simulations of the ITU PON DBA introduced in Chapter 3.  

Different simulation scenarios are presented considering the various traffic types in a 

converged network.  The simulations were conducted using the open source discrete-

event network simulator called OMNeT++. The results obtained are analysed and 

discussed. 

 

Chapter 5 presents a proposed hybrid DBA for a converged fronthaul. The hybrid DBA 

operates with the cooperative DBA and the IACG DBA, which is a status reporting DBA 

for PON. 

 

Chapter 6 contains the conclusion of the research work presented in this thesis. In 

addition, the chapter outlines suggestions for possible future work. 
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2. Radio Access Network Architecture 

2.1 Introduction 

This chapter focuses on the radio access network architecture (RAN) of fifth generation 

(5G) mobile networks.  In section 2.2, an overview of mobile network technologies is 

presented, followed by a discussion of new RAN architectures, the 5G transport network 

and its requirements. Finally, the 5G RAN architecture, the protocol stack and the 

different functional splits are described in section 2.3. 

 

2.2 Mobile Network Architecture 

A typical mobile network architecture is made up of a core network (CN) and a radio 

access network (RAN). The RAN connects a large number of user equipment (UE) to the 

core network via base stations using a transport network called the backhaul [17].  The 

RAN implements a radio access technology (RAT), such as GSM, UMTS, LTE, NR.  Mobile 

networks are categorised into generations. A new generation usually occurs every ten 

years and started with the first generation in the early 1980s.  This thesis is focused on 

the RAN segment, which is discussed in subsequent sections in this chapter. 

 

First Generation (1G) 

The first generation of mobile networks was based on analogue transmission 

techniques. There were several competing standards around the world.  It was called 

the Advanced Mobile Phone Service (AMPS) in the United States, the Total Access 

Communication System (TACS) and later Enhanced TACS (ETACS) in the United Kingdom, 
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while the Nordic countries (Denmark, Finland, Iceland, Sweden, Norway) implemented 

the Nordic Mobile Telephone (NMT) system. 

 

Second Generation (2G) 

2G saw the advent of digital transmission technology and a more common standard, 

initiated by the European Telecommunications Standards Institute (ETSI). The Global 

System for Mobile Communications (GSM) was largely adopted in Europe, the Middle 

East, Africa and most of Asia. The United States opted for the IS-136 (Digital AMPS or D-

AMPS) and IS-95 (cdmaOne). Provision for data was added through GPRS (General 

Packet Radio Services) and EDGE (Enhanced Data rates in GSM Environments).  The GSM 

architecture [18], as shown in Figure 2.1, includes base station controllers (BSC) which 

manage the radio resources for one or more base transceiver stations (BTS) located at 

various cell sites.  The BTS connects to the BSC via the logical interface Abis while the 

BSC connects to the mobile switching centre (MSC) in the core network using the A 

logical interface. 

 

Figure 2.1: 2G GSM architecture. 

 

 



 
 

13 
 

Third Generation (3G) 

3G, which was named IMT-2000 by the International Telecommunication Union (ITU), 

evolved as two variants. In Europe, it was called the Universal Terrestrial Mobile System 

(UMTS) and the American version was CDMA2000 – a code division multiple access 

(CDMA) version of IMT-2000.  Further enhancements were introduced to UMTS known 

as the High Speed Packet Access (HSPA) and HSPA+. As shown in Figure 2.2, the various 

base stations – Node B – are controlled by the radio network controller (RNC) through 

the logical interface Iub [18].  The RNC is connected to the core network using the logical 

interface Iu while communication between the RNCs occur over the logical interface Iur. 

 

Figure 2.2: 3G UMTS architecture. 

 

Fourth Generation (4G) 

4G or IMT-Advanced, saw the convergence of the two variants in 3G into the Long Term 

Evolution of UMTS (LTE) standard used by the 3rd Generation Partnership Project (3GPP) 

standards organisation. Release 8 and 9 of the 3GPP specification series define LTE while 

Releases 10 – 12 specify LTE-Advanced. Release 13 is considered a bridge between 4G 

and 5G, and is called LTE Advanced Pro or 4.5G.  As shown in Figure 2.3, the base station, 

eNodeB or eNB, is connected to the core network, Evolved Packet Core (EPC), using the 
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logical interface, S1.  The X2 logical interface provides connections between the 

eNodeBs. LTE is based on a flat, all-IP (Internet Protocol) architecture, meaning there is 

only one element type (eNodeB) for the radio network, and one element type (EPC) for 

the core network [19]. 

 

 

Figure 2.3: 4G LTE architecture. 

 

Fifth Generation (5G) 

In 2015, the ITU through its Radiocommunication Sector (ITU-R) [4] chose IMT-2020 as 

the formal name for the next generation of mobile broadband communication systems 

beyond IMT-Advanced (4G).  The technical foundation of 5G started with the 3GPP 

Release 15 standard first published in 2018 [20] and completed in 2019.  Further releases 

have since been published with Release 16 completed in 2020 and ongoing work with 

Release 17 and Release 18, also known as 5G Advanced. The various radio technology 

candidates for IMT-2020 were finalised by the ITU-R in 2021 [21].  In 5G, a new radio 

interface – New Radio (NR) – was introduced [22], where the use of more bandwidth at 

higher frequency ranges (e.g., around 4 GHz [23], [24] and around 30 GHz [25]) is 

available and a higher number of antenna ports and Multiple Input Multiple Output 
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(MIMO) layers are supported.  The 5G NR architecture is discussed in section 2.3.  There 

are several factors that drive the need for new mobile generations such as overcoming 

deficiencies and shortcomings of previous mobile generations, industry-driven 

standards and the need to benefit from licensing standard essential patents, research 

into new mobile technologies in university and industry labs, government policies and 

incentives. 

 

Next generation mobile networks (5G and beyond) are expected to meet diverse latency 

(delay), bandwidth and reliability requirements. These requirements are needed in 

order to support new use cases, defined generally by the enhanced mobile broadband 

(eMBB), ultra-reliable and low-latency communications (URLLC) and massive machine 

type communications (mMTC) service types [4].   

 

The eMBB use case addresses scenarios which require extremely high data rates and 

low latency. They also offer wide area coverage and hotspot, i.e., an area with a high 

number of users (e.g., stadia, shopping malls). The URLLC use case requires low latency 

and high reliability.  mMTC, also known as massive IoT, is characterised by a very large 

number of connected devices which are capable of staying inactive for long periods of 

time. Table 2.1 lists examples of the three main 5G use cases and their requirements 

[26]. 
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Table 2.1: Examples of 5G use cases and requirements [26]. 

Use cases Example Max End-to-end 
Latency 

Data Rate Reliability 

eMBB Augmented and virtual 
reality (AR/VR) 
environments 

5 – 10 ms 0.1 – 10 Gbit/s 99.99 % 

eMBB Interactive gaming 
services 

10 ms 0.1 – 1 Gbit/s 99.99 % 

URLLC Remote control for 
process automation 

50 ms 100 Mbit/s 99.9999% 

URLLC Wireless road-side 
infrastructure backhaul 

30 ms 10 Mbit/s 99.999% 

mMTC Medical monitoring 100 ms < 1 Mbit/s 99.9999% 

 

Addressing these new requirements led to the introduction of new RAN architectures 

such as the centralised RAN (C-RAN) [27] and the virtualised RAN (vRAN).   

 

Legacy mobile networks are largely based on the distributed radio access network (D-

RAN) architecture in which the base stations are connected to the core network by 

backhaul links [28].  In a D-RAN, the radio frequency (RF) and baseband processing are 

located at the cell site, as shown in Figure 2.4.  

 

Figure 2.4: Distributed RAN (D-RAN) architecture. 
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The Centralised RAN was first proposed by the China Mobile Research Institute in 2009 

[27].  The C-RAN involves separating the RF related functions of the base station (Remote 

Radio Head: RRH) from the baseband processing functions (Baseband Unit: BBU), as 

shown in Figure 2.5. The BBU is centralised in a single location and serves a large number 

of RRHs [28], [29]. In general, there is one BBU for each radio access technology (GSM, 

UMTS, LTE, LTE-Advanced, NR).  The transport link, known as the fronthaul network, 

connects the RRH to the BBU [30].  The protocol used to communicate between the BBU 

and the RRH – the Common Protocol Radio Interface (CPRI) – requires a significantly 

higher data transmission rate than the payload that it is carrying.  The fronthaul is usually 

implemented using optical fibre because it provides large bandwidth and high data rates 

over long distances.  The various options using optical fibre include dark fibre, 

wavelength division multiplexing (WDM), optical transport network (OTN) and passive 

optical network (PON) [27].  Other transport options include Ethernet (Ethernet over 

dark fibre, FlexE and G.mtn), free space optics and microwave and millimetre wave radio 

transmission [31].  The most widely used mobile network standards deployed as C-RAN 

is 4G (LTE and LTE-Advanced). 

 

 

Figure 2.5: Centralised RAN (C-RAN) architecture. 
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The benefits of the C-RAN architecture to mobile operators and equipment vendors for 

future mobile networks include [32], [33]: 

 

 Reduction of operational and capital expenditure (OPEX and CAPEX) – By 

implementing C-RAN, the number of BBUs at the cell sites are reduced leading 

to lower energy consumption and cost of base station deployment.  

 

 The centralisation of BBUs makes coordinated and cooperative processing 

techniques such as coordinated multi-point (CoMP) and enhanced inter-cell 

interference coordination (eICIC) much easier to implement. This leads to 

increased throughput because of lower interference levels and decrease in the 

time needed to perform handovers. 

 

 The flexible allocation of radio resources for different network traffic loads 

among the connected RRHs leads to a statistical multiplexing gain. 

 

A virtualised RAN (vRAN), is an implementation of the centralised RAN whereby the 

baseband processing in the BBU pool at the central location is virtualised, as shown in 

Figure 2.6.  The virtualised BBUs run on commercial-off-the-shelf (COTS) hardware and 

the computing resources in the BBU pool can dynamically be shared among the cells in 

a mobile network. 
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Figure 2.6: Virtualised RAN (vRAN) architecture. 

 

The 5G transport network is made of three segments: fronthaul, midhaul and backhaul. 

In 5G, the BBU is now split into two network elements – the Distributed Unit (DU) and 

the Central Unit (CU), which form the 5G base station (gNB). The RRH has been replaced 

with the network element known as the Radio Unit (RU) and the core network is known 

as 5G Core (5GC).  The transport network connects the various 5G network elements 

(5GC, CU, DU and RU).  The backhaul connects the 5GC to the CU, the midhaul connects 

the CU with the DU and the fronthaul connects the DU with the RU [34], as illustrated 

in Figure 2.7.  Together, the three network segments are referred to as an xHaul network 

[35].  The key transport options that may be used within the 5G access network include 

dark fibre, passive and active WDM, Ethernet (Ethernet over dark fibre, Flex Ethernet 

and G.mtn), OTN, microwave and millimetre wave radio transmission, PON and free 

space optics [31].  The split architecture in 5G poses new challenges for the xHaul 

network since fronthaul, midhaul and backhaul traffic must meet different latency 

(delay) requirements in the same network.  The maximum one-way delay requirement 

for fronthaul is 250 µs.  The midhaul and backhaul latency requirements are similar, with 

a delay requirement of 1.5 ms – 10 ms for midhaul and 1 ms – 50 ms for backhaul  [36], 
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[37].  The delay constraint for midhaul and backhaul are derived mainly from the target 

service’s (eMBB, URLLC and mMTC) latency requirements, as listed in Table 2.1. 

 

 

Figure 2.7: 5G transport network. 

 

With the introduction of the fronthaul in the centralised RAN architecture, several 

interface specifications were defined for communicating between the BBU and RRH.  

The three main interfaces are the Common Public Radio Interface (CPRI) [38], the Open 

Base Station Architecture Initiative (OBSAI) [39] and the Open Radio Interface (ORI) [40]. 

CPRI was designed by the leading telecommunication equipment vendors (Ericsson, 

Huawei, NEC Corporation and Nokia) and has been adopted by most telecom operators.  

 

The CPRI specification defines the structure of a CPRI frame used for the transfer of user 

plane data, control and management data as well as synchronisation data between RU 

and DU.  CPRI is a constant bit rate interface which transmits the digitised in-phase (I) 

and quadrature-phase (Q) waveforms of mobile signals between RUs and DUs.  The CPRI 

specification defines eleven line rates, ranging from 614.4 Mbit/s (option 1) to 24.33 

Gbit/s (option 10) [38].  The lower rate options (1 to 7) use the 8B/10B encoding scheme 

while the higher rate options (7A to 10) use 64B/66B encoding.  The 64B/66B encoding 

is much more efficient (3% overhead) than the 8B/10B encoding (20% overhead) [41]. 
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To transport digitised radio samples over a fronthaul requires the sampled output of the 

inverse fast Fourier transform (iFFT) to be quantised prior to it being framed for 

transportation [42].  The I and Q samples are quantised with a 16-bit resolution and then 

inserted into the payload section of a generic framing structure.  The required data rate 

that will need to be accommodated by the fronthaul per physical antenna port without 

including the line coding and control overheads of the transport interface is given by 

equation 2.1 [43]: 

 

Data rate = 2(𝐼 𝑄⁄ ) x 𝑆  x 𝑁  x 𝑓 

where: 

2(I/Q) is a multiplication factor for in-phase (I) and quadrature-phase (Q) data; 

Sr is the sampling rate used for digitisation (sample/s/carrier, e.g., 15.36 MHz per 

10MHz LTE bandwidth, 30.72 MHz per 20 MHz LTE bandwidth); 

N is the sample width (bits/sample); 

f is a carrier aggregation factor normalised to a 20 MHz channel. 

 

With the addition of the overhead information in the CPRI frames, the CPRI data rate is 

given by equation 2.2 [43]: 

Data rate = 𝑀 x 𝑆  x 𝑁 x 2(𝐼 𝑄⁄ ) x 𝐶  x 𝐶 

where: 

M is the number of antennas per sector; 

Sr is the sampling rate used for digitisation (sample/s/carrier, e.g., 15.36 MHz per 

10MHz LTE bandwidth, 30.72 MHz per 20 MHz LTE bandwidth); 

N is the sample width (bits/sample); 

(2.2) 

(2.1) 
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2(I/Q) is a multiplication factor for in-phase (I) and quadrature-phase (Q) data; 

Cw is the factor of CPRI control word; 

C is the coding factor (either 10/8 for 8B/10B line coding or 66/64 for 64B/66B 

line coding). 

 

For a 20 MHz LTE carrier and 2 x 2 MIMO (M = 2, Sr = 30.72 MHz, N = 15, Cw = 16/15 and 

C = 10/8), the data rate is 2.4576 Gbit/s, which corresponds to line rate option 3 in [38].   

Data rate = 2 x 30.72 𝑀𝐻𝑧 x 15 x 2 x 
16

15
 x 

10

8
= 2.4576 𝐺𝑏𝑖𝑡/𝑠 

and for a 20 MHz LTE-Advanced carrier and 4 x 4 MIMO (M = 4, Sr = 30.72 MHz, N = 15, 

Cw = 16/15 and C = 10/8), the data rate is 4.9152 Gbit/s, which corresponds to line rate 

option 5 in [38].   

Data rate = 4 x 30.72 𝑀𝐻𝑧 x 15 x 2 x 
16

15
 x 

10

8
= 4.9152 𝐺𝑏𝑖𝑡/𝑠 

 

The CPRI line rate is constant regardless of the amount of traffic being transmitted.  With 

the use of more bandwidth and a higher number of antenna ports and MIMO layers, the 

data rates of 5G networks are expected to be potentially 1000x more than the existing 

LTE bandwidth.  Table 2.2 shows the CPRI data rate requirements using various 

parameter values [43]. 
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Table 2.2: CPRI data rates for LTE and 5G [43]. 

Channel 
Bandwidth  
(MHz) 

Sample  
rate  
(MHz) 

CPRI data rate (Gbit/s) 

 Antennas per sector 
  1 2 4 8 16 64 
20 30.72 1.2288 2.4576 4.9152 9.8304 16.2202 64.8806 
40 61.44  2.4576 4.9152 9.8304 16.2202 32.4403 129.7613 
80 122.88  4.9152 9.8304 16.2202 32.4403 64.8806 259.5226 
100 153.6  6.1440 10.1376 20.2752 40.5504 81.1008 324.4032 

 

In Table 2.2, only the data rates with values equal to or less than 10.1376 Gbit/s (in 

green) are currently supported by the CPRI specification [38].  To support data rates 

listed in Table 2.2 greater than 10.1376 Gbit/s (in yellow), solutions such as defining new 

interface points (‘splits’) within the radio protocol stack or using data compression 

techniques have been proffered [44], [45], [46], [47].  

 

Another solution is using Ethernet as a transport protocol in the fronthaul [48].  One of 

the ways to handle CPRI traffic in a packet fronthaul network is by encapsulating CPRI 

traffic directly over Ethernet [49].  In 2017, the CPRI cooperation group released an 

enhanced version of CPRI, known as eCPRI [50], to meet the needs of 5G networks and 

provide support for packet-based Ethernet and IP fronthaul transport networks.  

 

There are various challenges associated with using Ethernet in the fronthaul that must 

be overcome. One of these is the issue of timing and synchronisation between different 

RRHs. These challenges were studied by the EU Horizon 2020 research project – The 

intelligent Converged network consolidating Radio and optical access aRound User 

equipment (iCIRRUS) [48], [51] from 2015 to 2017. Ethernet is not a synchronous 

protocol like CPRI, so in order to meet the demands of 5G networks, synchronisation 
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must be provided for mobile traffic that will be transmitted through an asynchronous 

Ethernet network. There are several ways to achieve synchronisation over Ethernet and 

they are discussed in section 2.2.2.  

 

2.2.1 Latency Requirements 

The user plane latency is the contribution of the radio network to the time from when 

the source sends a packet to when the destination receives it [52].  The key issues to 

consider for latency in a fronthaul network are the network entry or physical random 

access channel (PRACH) procedure and the hybrid automatic repeat request (HARQ) 

protocol [47]. PRACH is used to access the network by the UE.  The main latency 

constraint is imposed by the HARQ protocol, which is used to handle transmission errors 

between the UE and the BBU. HARQ is a combination of the Automatic Repeat Request 

(ARQ) and Forward Error Correction (FEC) schemes. It is used to check for errors in which 

the receiver sends an Acknowledgement (ACK) or a Negative Acknowledgement (NACK) 

back to the transmitter to indicate if an error or no error is detected in the received 

subframe. 

 

According to the HARQ timing requirement in an LTE network, the UE should receive an 

ACK/NACK from the eNodeB (RRH and BBU at the cell site) in three subframes, i.e., in 

the fourth subframe after sending uplink data.  Otherwise, the UE retransmits the data. 

Given that the transmission of an LTE subframe is 1 ms, the period between the time of 

the n subframe and the time of the n + 4 subframe is 5 ms, of which 2 ms are for uplink 

and downlink data transmission, as shown in Figure 2.8.  Therefore, only 3 ms is available 

for the additional delays and baseband processing time at the eNodeB.   
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In the C-RAN architecture, the fronthaul network between the RRH and the BBU is 

mostly implemented using optical fibre.  The separation of the RRH and the BBU in the 

fronthaul network introduces additional delays such as delay due to optical transmission 

and delay by active equipment in the fronthaul network (e.g., active wavelength division 

multiplexing, passive optical networks).  Figure 2.8 shows the timing diagram for the 

downlink and uplink HARQ process in a C-RAN. 

 

Figure 2.8: LTE HARQ timing diagram in a C-RAN [53]. 
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In order to maintain the timing requirement for eNodeB processing, the 

telecommunication equipment vendors design the eNodeB to complete the processing 

and send ACK/NACK within 2.75 ms, instead of 3 ms [53]. Therefore, about 250 µs can 

be allowed in the fronthaul network.  The delay components occurring in the fronthaul 

network are listed in Table 2.3. 

Table 2.3: Delay components in the fronthaul network (uplink latency) [53]. 

2a. Rx antenna (cell site) to 
Modem (CO) 

2b. BBU processing (CO) 2c. Modem (CO) to Rx antenna 
(cell site) 

(i) RRH/RF processing (UL) (v) BBU/CPRI processing (x) Optical fibre latency (BBU to 
RRH) 

(ii) RRH/CPRI processing (UL) (vi) UL frame decoding in PHY 
layer 

(xi) Active equipment processing 

(iii) Optical fibre latency (RRH to 
BBU) 

(vii) ACK/NACK creation in MAC 
layer 

(xii) RRH/CPRI processing (DL) 

(iv) Active equipment processing (viii) DL frame creation in PHY 
layer 

(xiii) RRH/RF processing (DL) 

 (ix) BBU/CPRI processing  

 

In a fronthaul network built with active wavelength division multiplexing (WDM), the 

delay components involved in the data transmission after the RRH receives data from 

the UE and before it sends an ACK/NACK to the UE are listed in Table 2.4 below [53]. 

Table 2.4: Optical Fibre Distance between RRH (cell site) and BBU (CO) [53]. 

Delay Components Related 
Network 
Equipment 

Description Typical values 

(a) Round trip RF processing time RRH i + xiii ≈ 25 – 40 µs 
(b) Round trip CPRI processing 
time 

RRH, BBU ii + v + ix + xii ≈ 10 µs 

(c) BBU round trip baseband 
processing time 

BBU vi + vii + viii ≈ 2700 µs 

(d) Fronthaul equipment round 
trip processing delay 

Fronthaul 
requirements 

iv + xi ≈ 40 µs (OTN encapsulation) 
≈ few µs (non-OTN 
encapsulation) 
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To determine how the optical fibre delay for non-OTN encapsulation (250 µs) is 

obtained, the sum of the delay components is subtracted from the eNodeB processing 

time (3 ms) and is calculated in equation 2.3 [53]: 

 

𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑓𝑖𝑏𝑟𝑒 𝑑𝑒𝑙𝑎𝑦 = 𝑒𝑁𝑜𝑑𝑒𝐵 − Σ[(𝑎) + (𝑏) + (𝑐) + (𝑑)] 

where: 

eNodeBprocessing is the eNodeB processing time = 3000 µs; 

(a) is the round trip RF processing time = 40 µs (Table 2.4); 

(b) is the round trip CPRI processing time = 10 µs (Table 2.4); 

(c) is the BBU round trip baseband processing time = 2700 µs (Table 2.4); 

(d) is the fronthaul equipment round trip processing delay = 4 µs (Table 2.4). 

 

𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑓𝑖𝑏𝑒𝑟 𝑑𝑒𝑙𝑎𝑦 = 3000 𝜇𝑠 − (40 𝜇𝑠 + 10 𝜇𝑠 + 2700 𝜇𝑠 + 4 𝜇𝑠) 

= 3000 𝜇𝑠 − 2754 𝜇𝑠   

= 246 𝜇𝑠   

≈ 250 𝜇𝑠 

 

From the above calculation, the one-way latency over the fronthaul network is expected 

to be 250 µs or less.  Due to the 250 µs latency requirement in the fronthaul, the 

maximum separation distance between the RRH and the BBU is limited and can be 

calculated as shown in equation 2.4 [53]:   

 

𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑓𝑖𝑏𝑟𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
𝑜𝑝𝑡𝑖𝑐𝑎𝑙 𝑓𝑖𝑏𝑟𝑒 𝑑𝑒𝑙𝑎𝑦

5
𝜇𝑠
𝑘𝑚

 𝑥 2
 

(2.3) 

(2.4) 
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=
246 𝜇𝑠

10
𝜇𝑠
𝑘𝑚

 

= 24.6 𝑘𝑚 

≈ 25 𝑘𝑚 

 

The value of the one-way transmission delay time per km (≈ 5 µs/km) is obtained using 

the speed of light in optical fibre, as given in equation 2.5 [54]: 

 

𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑎 𝑣𝑎𝑐𝑢𝑢𝑚 (𝑐) = 299,792,458 m/s =  299.792458 m/μs 

 

A refractive index of 1.47 can typically be used for fused silica or quartz which is found 

in optical fibre. This value takes into account two types of single mode optical fibres 

(G.652 and G.655) for three optical transmission windows (wavelength, λ = 1310 nm, 

1550 nm and 1625 nm) [55] [56] and is used in equation 2.6: 

 

𝑅𝑒𝑓𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑎 𝑚𝑒𝑑𝑖𝑢𝑚 (𝑛) =
𝑠𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑎 𝑣𝑎𝑐𝑢𝑢𝑚 (𝑐)

𝑠𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑡ℎ𝑎𝑡 𝑚𝑒𝑑𝑖𝑢𝑚 (𝑣)
 

𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑡ℎ𝑎𝑡 𝑚𝑒𝑑𝑖𝑢𝑚 (𝑣) =
𝑠𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 𝑖𝑛 𝑎 𝑣𝑎𝑐𝑢𝑢𝑚 (𝑐)

𝑟𝑒𝑓𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑎 𝑚𝑒𝑑𝑖𝑢𝑚 (𝑛)
 

=
299.792458 𝑚/𝜇𝑠

1.47
 

= 203.94 𝑚/𝜇𝑠 

1

𝑣
= 0.0049033

𝜇𝑠

𝑚
= 0.0049033 𝑥 10 μs/km = 4.9033 𝜇𝑠/𝑘𝑚 ≈ 5 𝜇𝑠/𝑘𝑚 

 

(2.5) 

(2.6) 
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To meet the latency requirement, the fronthaul distance should not exceed 25 km.  For 

most telecom network operators, a typical 5G fronthaul link is limited to 10 km [57]. 

 

Different values for the one-way latency can be found in industry reports, white papers 

and standards published by the 3GPP [36], CPRI cooperation group [58], the O-RAN 

Alliance [37], the Institute of Electrical and Electronics Engineers (IEEE) [59], the NGMN 

Alliance [60] and the Small Cell Forum (SCF) [61].  The value only depends on the specific 

vendor implementation of the HARQ loop [62].  However, there is agreement on the 

latency requirement for user plane latency (one way) for eMBB which is 4 ms  [62].  The 

importance of latency in a network is key to deploying current and future time-sensitive 

and mission-critical applications such as industrial IoT in factories, cloud gaming, intra-

rack communications in edge data centres, holographic-type communications and 

vehicle-to-everything (V2X) communication.  In this thesis, the 250 µs latency value is 

used in the simulation model that will be discussed in Chapters 4 and 5.   

 

2.2.2 Synchronisation Requirements 

Precise synchronisation and timing are required for the reliable transmission of data in 

a mobile network. Globally, mobile networks are equipped with a high precision clock 

which has an accurate primary reference. The reference is in the form of signals 

transmitted by global navigation satellite systems (GNSS) such as the United States' 

Global Positioning System (GPS), Russia's Global Navigation Satellite System (GLONASS), 

the European Union's Galileo, China's BeiDou Navigation Satellite System (BDS), Japan’s 

Quasi-Zenith Satellite System (QZSS) and the Indian Regional Navigation Satellite System 
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(IRNSS) [63] [64]. Synchronisation requirements can be classified into three different 

types: frequency, phase and time [65].  

 

Frequency synchronisation 

Synchronisation in the frequency domain relates to the alignment of clocks in frequency, 

i.e., the leading edges of the clock pulses occur at the same time [65].  It also refers to 

the frequency accuracy measured by comparing the actual frequency generated by the 

base station in the air interface (carrier frequency) to a Primary Reference Clock (PRC) 

or Primary Reference Source (PRS) based on a GNSS receiver. This frequency accuracy is 

measured in units of ppb (parts per billion) or ppm (parts per million). 

 

Frequency synchronisation is always required in mobile networks, typically in order to 

allow handover of the mobile devices or user equipment (UE) between cells [66].  In a 

5G FDD network, the carrier frequency must be within 50 ppb of the allocated frequency 

for wide area base stations (macro cells) and ±100 ppb for medium range (micro cells) 

or local area (pico-cells) base stations [65] [67].  For example, using a 700 MHz frequency 

band, the frequency accuracy requirement of 50 ppb means that the carrier frequency 

could be anywhere between 699,999,965 Hz and 700,00,035 Hz. 

 

For the deployment of 2G and 3G mobile networks, only frequency synchronisation was 

required. With 4G, requirements for phase and time were added to enable advanced 

features such as coordinated multi-point (CoMP) [68] and enhanced inter-cell 

interference coordination (eICIC) to be included [19].   
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Phase synchronisation 

Phase synchronisation refers to the process of aligning clocks in a telecommunication 

network with respect to phase (i.e., the time difference between two events) [69].  It is 

typically represented in microseconds (µs) or nanoseconds (ns).  Phase synchronisation 

is needed to support requirements for the air interface of time division duplexing (TDD) 

mobile networks [63].  For 5G TDD networks, base stations must be synchronised to 

within 3 µs of each other.  This cell phase synchronisation accuracy is defined as applying 

at the base station antenna connectors [70]. 

 

Time synchronisation 

Time synchronisation refers to the distribution of a time reference to different nodes in 

a telecommunication network [69] and the stringent requirements apply to the 

generation of signals over the air interface of mobile networks [63].   

 

There are various ways to achieve synchronisation over Ethernet in the fronthaul. They 

include using the IEEE 1588 Precision Time Protocol (PTP) [71] and/or the ITU-T 

Synchronous Ethernet (SyncE) [72]. IEEE 1588 provides both frequency and phase 

synchronisation while SyncE can only deliver frequency synchronisation. 

 

2.2.3 Reliability Requirements 

Reliability relates to the capability of transmitting a given amount of traffic within a 

predetermined time duration with a high success probability [52].  The reliability 

requirement for transmitting a 32-byte packet in URLLC use cases, such as industrial 

automation, intelligent transportation and remote healthcare,  is 1 − 10-5 (99.999%) with 
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a user plane latency of 1 ms [52].  For eMBB use cases, such as enhanced multimedia 

and consumer entertainment, the reliability requirement is 1 − 10-3 (99.9%) [73] with a 

user plane latency of 4 ms (one way). The reliability requirements for both use cases are 

relevant when considering the proportion of frames meeting the latency requirements, 

as will be discussed in section 5.4.2.   

 

Transport networks are designed to achieve very low bit error rate (BER) [74].  According 

to the CPRI/eCPRI specification, the maximum allowed BER and one-way frame loss rate 

for fronthaul is 10-12 and 10-7, respectively [38] [58]. 

 

2.3 5G RAN Architecture 

The 5G RAN (NG-RAN) architecture, as illustrated in Figure 2.9 [75], consists of a set of 

5G radio base stations (known as gNBs) connected to the 5G core network (5GC) via the 

NG logical interface.  The gNBs are interconnected through the Xn logical interface. The 

gNB is further split into two units: the Central Unit (CU) and the Distributed Unit (DU) 

which are connected via the F1 logical interface.   
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Figure 2.9: 5G RAN architecture [75]. 

 

In section 2.2, the terms fronthaul, midhaul and backhaul, were described.  These three 

terms can be mapped to the three logical interfaces (NG, Xn and F1) used in the 5G RAN 

architecture, as shown in Table 2.5.   

Table 2.5: 3GPP and ITU-T terminology for RAN interfaces [76]. 

3GPP logical interface 
or CPRI name 

ITU-T transport 
network name 

Interface description 

CPRI/eCPRI Fronthaul Interface between RU and CU 
F1 Midhaul Logical interface between the CU and DU 
NG Backhaul Logical interface between the gNB (CU) and  

the 5GC 
Xn Midhaul or backhaul Logical interface between gNB nodes 

 

2.3.1 Radio Protocol Stack 

Two different radio protocol stacks exist in the 5G architecture: user plane protocol 

stack and control protocol stack, as illustrated in Figure 2.10 and Figure 2.11, 

respectively [77].  The user plane protocol stack carries user data between different 

applications in the UE and gNB.  The control plane protocol stack carries control 

information between the UE and 5G core network. 
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Figure 2.10: 5G NR user plane protocol stack [77]. 

 

 

Figure 2.11: 5G NR control plane protocol stack [77]. 
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The NR radio protocol stack is slightly different for the user plane and the control plane. 

The PHY, MAC, RLC and PDCP layers are common for both user and control plane, while 

the RRC layer only resides in the control plane.  On top of the RRC is the Non-Access 

Stratum (NAS) layer, which terminate in the UE and the AMF (Access and Mobility 

Management Function) of the 5G core network but not in the gNB.  In 5G, a new user 

plane layer has been added above the PDCP, named the Service Data Adaptation 

Protocol (SDAP).  

 

The arrowed horizonal lines in Figure 2.10 and Figure 2.11 depict the logical connections 

between the UE and the gNB for each protocol using 5G NR interfaces.  The UE connects 

to the gNB at layers 1 – 3 via the Uu interface. N1 is the interface between the UE and 

the AMF through the gNB.  It is used to transfer UE information (related to connection, 

mobility and sessions) to the AMF.  N2 is the interface between the gNB and the AMF.  

It handles control-plane signalling.   

 

Due to the gNB split architecture, the CU hosts all the upper layer protocols: RRC, SDAP 

and PDCP while the DU hosts all the lower layer protocols: RLC, MAC and PHY.  In the 

3GPP standards [77], 5G NR protocol stack is made up of three layers.  The 5G layer 1 is 

the PHY (physical) layer.  The 5G layer 2 includes MAC, RLC, PDCP. The 5G layer 3 is the 

RRC layer.  As shown in Figure 2.12, layer 1 and layer 2 in the 5G NR protocol stack is 

mapped to the data link and physical layers in the seven-layer Open Systems 

Interconnection (OSI) network reference model [41] [78]. 
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Figure 2.12: Mapping of 5G NR protocol stack (user plane and control plane) to OSI network reference 
model [34]. 

 

The protocols in the control and user planes are described below: 

 Physical layer (PHY) [79] 

It is responsible for radio related functions such as frequency/time synchronisation, 

modulation/demodulation, encoding/decoding, and MIMO antenna processing. The 

physical layer offers services to the MAC layer via the transport channels. 

 Medium Access Control (MAC) [80] 

This is the layer located below the RLC layer and above the PHY layer. It is responsible 

for mapping between logical and transport channels, multiplexing and 

demultiplexing of MAC Service Data Units (SDUs), error correction using the Hybrid 

ARQ (HARQ) technique and the scheduling of radio resources for both uplink and 

downlink. The MAC layer provides services to the RLC layer via the logical channels. 

 Radio Link Control (RLC) [81] 

This is the layer located below the PDCP layer and above the MAC layer. It is 

responsible for the concatenation, segmentation and reassembly of data/IP packets 

known as RLC SDUs. It also performs error correction using the Automatic Repeat 
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reQuest (ARQ) technique.  The RLC layer provides services to the PDCP layer via RLC 

channels. 

 Packet Data Convergence Protocol (PDCP) [82] 

This is the layer located below the RRC layer and above the RLC layer. It is responsible 

for header compression of IP data flows using the Robust Header Compression 

(ROHC) protocol. It also handles ciphering and deciphering of user and control plane 

data, and integrity protection of control plane data.  The PDCP layer provides 

services to the SDAP layer via radio bearers. 

 Radio Resource Control (RRC) [83] 

This is the layer located above the PDCP layer. It is responsible for handling all the 

control plane signalling between the UE and the eNodeB. These signalling messages 

are needed to regulate the UE behaviour in order to comply with the network 

procedures. 

 Non-Access Stratum (NAS) [84] 

This is the highest layer in the control plane and sits above the RRC.  The NAS 

protocol supports the mobility of the UE and the session management procedures 

to establish and maintain the IP (Internet Protocol) connectivity between the UE and 

a packet data network gateway. 

 Service Data Application Protocol (SDAP) [85] 

This is a new layer introduced in the NR user plane and sits above the PDCP. Its main 

functions are the mapping between Quality of Service (QoS) flows and data radio 

bearers (DRBs), and marking QoS flow identifiers (IDs) in downlink (DL) and uplink 

(UL) packets.  The SDAP layer provides services to the 5G core via QoS flows. 
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2.3.2 RAN Functional Split 

In order to reduce the fronthaul bandwidth required by the CPRI protocol, functional 

splits were introduced in the RAN.  The 3GPP standards organisation defined eight 

functional split options for the 5G NR protocol stack [36], as illustrated in Figure 2.13.  

Each functional split comes with different requirements for the fronthaul transport 

protocol based on the functions each layer performs [19], as described in section 3.3.1. 

 

 

Figure 2.13: 5G RAN functional split architecture [36]. 

 

Two functional split groups were identified by 3GPP based on their latency requirements 

– a high layer split (HLS) and a low layer split (LLS).  Options 1 to 3 make up the HLS 

group, located within the non-real time functions of the RAN, and options 4 to 8 form 

the LLS group, which are located within the real time functions of the RAN, i.e., has to 

operate synchronously to the radio [62].  Split options 1, 2 and 3 have the most relaxed 

latency (1 – 10 ms) requirements, similar to backhaul [86], while split options 4 to 8 have 

more stringent latency requirements (< 250 μs).   
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One split option was chosen for each group – Option 2 for HLS and the sub-options of 

Option 7 (7.x) for LLS, e.g., Option 7-2x by the O-RAN Alliance [87], as shown in Figure 

2.14.   

 

Figure 2.14: High layer and low layer splits. 

 

The eight functional split options between the CU and DU, shown in Figure 2.13, are 

described below: 

 Option 1 

In this option, also referred to as RRC – PDCP split, the RRC is in the CU. The PDCP, 

RLC, MAC, physical layer and RF are in the DU, thus the entire user plane is in the 

DU.  

 Option 2  

In this split option, also referred to as PDCP – RLC split, the RRC, PDCP are in the CU. 

The RLC, MAC, physical layer and RF are in the DU.  

 Option 3  

In this option, also referred to as High RLC – Low RLC split, the Low RLC (partial 

function of RLC), MAC, physical layer and RF are in DU. The PDCP and High RLC (the 

other partial function of RLC) are in the CU.  There are two sub-options – Option 3.1 

and Option 3.2. 
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 Option 4  

In this split option, also referred to as RLC – MAC split, the MAC, physical layer and 

RF are in DU. The PDCP and RLC are in the CU. 

 Option 5  

In this option, also referred to as High MAC – Low MAC split or Intra-MAC split, the 

RF, physical layer and lower part of the MAC layer (Low MAC) are in the DU. The 

higher part of the MAC layer (High MAC), RLC and PDCP in the CU. Therefore, by 

splitting the MAC layer into 2 entities (e.g., High MAC and Low MAC), the services 

and functions provided by the MAC layer will be located in the CU, in the DU, or in 

both. 

 Option 6  

In this split option, also referred to as MAC – PHY split, the MAC and upper layers 

are in the CU. The PHY layer and RF are in the DU.  

 Option 7  

In this option, also referred to as High PHY – Low PHY split, the split point is within 

the physical layer. Part of the physical layer function and RF are in the DU while the 

upper layers are in the CU. Multiple realisations of this option are possible, including 

asymmetrical options which allow to obtain benefits of different sub-options for UL 

and DL independently. 

o Option 7-3 (Only for DL) 

This option is only applicable to the DL. The encoder is in the CU and the rest 

of the PHY functions are in the DU. 
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o Option 7-2 

In this option, the DU performs Fast Fourier Transform (FFT), cyclic prefix (CP) 

removal, and resource element mapping in UL, and inverse FFT (iFFT), CP 

insertion, resource element mapping and precoding in DL. All other functions 

are performed in the CU. 

o Option 7-1 

In this option, the DU performs FFT and CP removal in UL and iFFT, and CP 

insertion in DL.  All other functions are performed in the CU. 

 Option 8  

In this option, also referred to as PHY – RF split, the RF functionality is in the DU and 

the upper layers are in the CU. This split permit centralisation of processes at all 

protocol layer levels, resulting in very tight coordination of the RAN. This allows 

efficient support of functions such as coordinated multi-point (CoMP), multiple-

input, multiple-output (MIMO), load balancing, and mobility. 

 

Table 2.6 shows a summary of the functional split options between the CU and DU.  As 

can be seen, the lower the split option, the less functions are in the CU and the higher 

the split option, the less functions are in the DU. 
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Table 2.6: Functional split options between the CU and DU. 

Split Option Central Unit (CU) Distributed Unit (DU) Description 
Option 1 RRC PDCP 

RLC 
MAC 
PHY 
RF 

PDCP – RLC split 

Option 2 PDCP 
RRC 

RLC 
MAC 
PHY 
RF 

PDCP – RLC split 

Option 3 High-RLC 
PDCP 
RRC 

Low-RLC 
MAC 
PHY 
RF 

High RLC – Low RLC split 

Option 4 RLC 
PDCP 
RRC 

MAC 
PHY 
RF 

RLC – MAC split 

Option 5 High-MAC 
RLC 
PDCP 
RRC 

Low-MAC 
PHY 
RF 

High MAC – Low MAC split or 
Intra-MAC split 

Option 6 MAC 
RLC 
PDCP 
RRC 

PHY 
RF 

MAC – PHY split 

Option 7 High-PHY 
MAC 
RLC 
PDCP 
RRC 

Low-PHY 
RF 

High PHY – Low PHY split 

Option 8 PHY 
MAC 
RLC 
PDCP 
RRC 

RF PHY – RF split 

 

Table 2.7 summarises the latency and bandwidth requirements for the eight split 

options, as defined by 3GPP [36], for the downlink (DL) and uplink (UL).  Note that 

according to ITU-T [62], the Options 7a, 7b and 7c used in Table 2.7 are not equivalent 

to Options 7-1, 7-2 and 7-3. 
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Table 2.7: Latency and bandwidth requirements for RAN functional splits [36]. 

Split option Required bandwidth 
(Downlink) 

Required bandwidth 
(Uplink) 

Max one-way latency 

Option 1 4 Gbit/s 3 Gbit/s 10 ms 
Option 2 4.016 Gbit/s 3.024 Gbit/s 1.5 – 10 ms 
Option 3 Lower than Option 2 for uplink/downlink 1.5 – 10 ms 
Option 4 4 Gbit/s 3 Gbit/s ≈ 100 μs 
Option 5 4 Gbit/s 3 Gbit/s Hundreds of μs 
Option 6 4.133 Gbit/s 5.640 Gbit/s 250 μs 
Option 7a 10.1 – 22.2 Gbit/s 16.6 – 21.6 Gbit/s 250 μs 
Option 7b 37.8 – 86.1 Gbit/s 53.8 – 86.1 Gbit/s 250 μs 
Option 7c 10.1 – 22.2 Gbit/s 53.8 – 86.1 Gbit/s 250 μs 
Option 8 157.3 Gbit/s 157.3 Gbit/s 250 μs 

 

The parameters used for the required bandwidth in Table 2.7 are listed in Table 2.8.  

Table 2.8: Parameters for bandwidth requirements [88]. 

Channel bandwidth 
(MHz) 

Modulation 
scheme 

Number of 
MIMO layers 

IQ bitwidth (bit) Number of  
antenna ports 

100 (DL/UL) DL: 256 QAM 
UL: 64 QAM 

DL: 8 
Ul: 8 

DL: 2x (7 – 16) 
UL: 2x (10 – 16) 

32 (DL/UL) 

 

The Small Cell Forum (SCF) adopted Option 6 as the basis for its 5G network functional 

application platform interface (5G nFAPI) used in small cell deployments [89].  The O-

RAN Alliance  adopted Option 7-2x for its Open Fronthaul Interface [87]. Option 7-2x has 

two variants based on where the precoding operation occurs.  If precoding and resource 

element mapping take place in the DU and the RU handles beamforming, then it is a 7-

2a split.  If precoding happens in the RU, then it is a 7-2b split. 

 

The method for calculating the fronthaul bandwidth (BW) for split option 7-2x is based 

on the O-RAN Alliance specifications [37].  Fronthaul bandwidth is dimensioned per cell 

site, where a number of carriers are deployed at different frequency bands (Low- and 
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mid-bands in Sub-6 and millimetre wave in high band), and at different sectors. The 

fronthaul bandwidth for a cell site depends on the following key parameters: 

 Number of sectors 

 Radio channel bandwidth of each carrier 

 MIMO order of each carrier 

 

Various sizes of site configuration may be considered for the eCPRI fronthaul traffic: 

 Small: single sector, carriers in either millimetre wave or Sub-6 frequency range 

with low MIMO order 

 Medium: multiple sectors, carriers in both Sub-6 and millimetre wave frequency 

range with medium MIMO order 

 Large: multiple sectors, carriers in both millimetre wave and Sub-6 frequency 

range with Massive MIMO 

 

The millimetre wave frequency band consists of the following frequencies: 24.25 – 27.5 

GHz, 37 – 43.5 GHz, 45.5 – 47 GHz, 47.2 – 48.2 and 66-71 GHz while Sub-6 are 

frequencies under 6 GHz, made up of low-band (< 1 GHz) and mid-band (2.5 GHz, 3.5 

GHz, and 3.7 – 4.2 GHz). 

 

Table 2.9 and Table 2.10 provides typical peak fronthaul bandwidths for the various sizes 

of site configurations.  CBW is the aggregated channel bandwidth of all carriers in a 

sector, ABW is the antenna bandwidth (= number of sectors x number of MIMO layers x 

CBW) and fronthaul BW is the fronthaul bandwidth for Option 7-2x (transport protocol 

overhead not included).  Table 2.11 provides the total fronthaul bandwidth for Option 
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7.2x by adding the fronthaul bandwidths of the Sub-6 and millimetre wave frequency 

bands from Table 2.9 and Table 2.10. 

Table 2.9: Fronthaul bandwidth for Option 7-2x in Sub-6 [37]. 

 Sub-6 
 Number  

of sectors 
Total CBW 
(MHz) 

MIMO 
layers 

ABW (MHz) Fronthaul BW 
(Gbit/s) 

Small 1    0 
Medium 3 100 4 1200 23 
Large 3 100 16 4800 90 

 

Table 2.10: Fronthaul bandwidth for Option 7-2x in millimetre wave [37]. 

 Millimetre wave 

 Number  
of sectors 

Total CBW 
(MHz) 

MIMO 
layers 

ABW (MHz) Fronthaul BW 
(Gbit/s) 

Small 1 400 2 800 15 
Medium 3 400 4 4800 87 
Large 3 800 4 9600 175 

 
 

Table 2.11: Total fronthaul bandwidth for Option 7-2x in Sub-6 and millimetre wave [37]. 

 Sub-6 Fronthaul BW 
(Gbit/s)  

Millimetre wave Fronthaul BW 
(Gbit/s)  

Total Fronthaul BW 
(Gbit/s) 

Small 0 15 15 
Medium 23 87 110 
Large 90 175 265 

 

The formula used for the fronthaul BW calculation in Table 2.9 and Table 2.10 is given in 

equation 2.7 [37]: 

Fronthaul BW = 2 x 10 (1 + 𝑐) (Gbit/s) 

where: 

𝑣  is the maximum number of supported layers; 

𝑁  is the maximum resource block (RB) allocation for a given channel 

bandwidth and numerology µ; 

(2.7) 
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𝑁  is the number of mantissa bits. 𝑁  = 9 used in Table 2.9 and 

Table 2.10; 

𝑁  is the number of the exponent bits. 𝑁  = 4 used in Table 2.9 

and Table 2.10; 

𝑇  is the average OFDM symbol duration in a subframe for a given numerology, 

i.e., 𝑇 =
 x 

 (second); 

c is the overhead from the control-plane. For downlink, c ≈ 10% and for uplink c 

≈ 0, as the control-plane is primarily the downlink traffic in O-RAN specification 

[87]. The overhead may also take different value depending on vender specific 

implementation. 

 

The fronthaul bandwidth calculation in equation 2.7 does not include the protocol 

encapsulation overhead (e.g., eCPRI header, Ethernet header, and IP header).  

 

In this thesis, the focus is on the lower layer split which is used for the fronthaul 

transport network and supports the coordinated multipoint scheme, a key technology 

in 5G RAN.  This split includes options 6 and 7-2x, which have stringent latency 

requirements and their bitrates dynamically change in proportion to the user plane 

traffic.  In a disaggregated RAN, the split option 6 is ideal for centralised scheduling with 

a virtualised CU and small cell deployments, while option 7-2x are typically suited for 

ultra-reliable, low-latency communication use cases and virtualised DUs running on 

general purpose processing platforms located at near-edge data centres. 
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2.4 Conclusion 

In this chapter, an overview of the mobile network architecture, mobile technology 

generations and new RAN architectures were discussed.   The latency, synchronisation 

and reliability requirements for the 5G fronthaul network were described. The 5G radio 

access network architecture and the radio stack were described while the fronthaul 

bandwidth for the different functional splits was calculated.   

 

The evolution of the transport network architecture from a centralised architecture to 

a disaggregated and virtualised architecture has led to meeting different bandwidth and 

latency requirements for the fronthaul, midhaul and backhaul transport segments.   

Various transport options have been suggested in the literature to meet these 

requirements including passive optical networks.  Passive optical networks, which are 

widely deployed in broadband access networks for residential and business use, have 

become a cost-effective option to meet the transport requirements for current and 

future communication networks.  Passive optical networks will be discussed in detail in 

Chapter 3. 

 

In 3G and 4G mobile systems, the CPRI interface is used in the fronthaul and provides a 

constant bitrate transmission regardless of the amount of traffic being transmitted.  

With the RAN functional splits in 5G mobile systems and using various fronthaul 

interfaces the required bandwidth in the fronthaul varies and is in proportion to the 

mobile traffic.  The focus of this thesis is the lower layer split options 6 or 7-2x, which is 
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used by the 5G fronthaul network and is chosen based on the specific use case and 

deployment type.  
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3. Passive Optical Networks 

3.1 Introduction 

This chapter provides an overview of passive optical networks – their architecture and 

standards. The different types of dynamic bandwidth allocation (DBA) algorithms used 

are discussed with a focus on ITU-T PON DBAs followed by the various mechanisms by 

which DBA algorithms work.   

 

3.1.1 Architecture  

A passive optical network (PON) is a point-to-multipoint optical access network in which 

the transmission path between the central office (CO) and the customer premises is 

passive, i.e., it does not contain active electronic devices and does not require any 

electrical power supply.  In contrast, an active optical network uses active electronic 

devices, such as an Ethernet switch or router in the transmission path, which require 

electrical power.  In a PON, power is only required at the CO or at the customer premises.  

PONs are mainly used for very short distances in the ‘last mile’ (the last segment of the 

network seen by end users) or ‘first mile’ (the first segment of the network seen by end 

users), connecting the service providers’ central office (CO) or local exchange to 

individual subscribers or end users.  PONs are widely used to provide high capacity 

broadband access to residential and business users in fibre-to-the-x (FTTx) systems, 

where ‘x’ can be ‘node,’ ‘curb,’ ‘building,’ ‘home’. 
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The major FTTx systems are described below and illustrated in Figure 3.1 [90]: 

 FTTN (Fibre to the node, -neighborhood): In FTTN, optical fibre is terminated in 

a street cabinet that is close to the end user’s premises. FTTN relies on copper 

for the final connections. 

 FTTC (Fibre to the curb, -cabinet): FTTC is similar to FTTN in that the optical fibre 

is terminated in a street cabinet but with a shorter distance to the end user’s 

premises. 

 FTTB (Fibre to the building, -basement): In FTTB, the optical fibre terminates in 

the end user’s premises, such as an apartment building or multi-dwelling unit 

(MDU). The final connection to the individual home is provided by wireline or 

wireless technologies. 

 FTTH (Fibre to the home): In FTTH, the optical fibre is terminated at the boundary 

of an individual’s home, usually a box on the wall. 

 

In Figure 3.1, the following technologies are shown: asymmetrical digital subscriber line 

(ADSL), very-high-bit-rate digital subscriber line (VDSL), hybrid fibre-coaxial (HFC) and 

cable TV (CATV) with various network devices such the digital subscriber line access 

multiplexer (DSLAM), and modulator-demodulator (modem).  The configuration in FTTx 

systems can be point to point (PtP) or point to multipoint (PtMP) like a PON.  
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Figure 3.1: FTTx network architectures [90]. 

 

There are three main network elements in a PON – an optical line terminal (OLT), an 

optical network unit (ONU) and an optical distribution network (ODN), as shown in 
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Figure 3.2.  The OLT is located at the service providers’ central office (CO) or local 

exchange. It provides the interface between the ODN and the backbone network.  The 

ONU is located near subscribers’ or end users’ premises. The ODN is the interconnection 

between the OLT and the ONU and it consists of optical fibres passing through a passive 

optical splitter/combiner, splices, connectors and filters.  The feeder fibre from the OLT 

is directly interconnected to distribution (or drop) fibres going to the ONUs. 

 

 

Figure 3.2: PON architecture. 

 

The OLT broadcasts data to all ONUs in the downstream direction (from OLT to ONU). In 

the upstream direction (from ONU to OLT), each ONU is able to send data to the OLT but 

not directly with one another. In summary, the downstream direction of a PON can be 

said to have a point-to-multipoint architecture while in the upstream direction, a 

multipoint-to-point architecture.  The optical splitter/combiner is used to divide (split) 

and distribute the downstream optical signal into multiple, equal but low power signals 

to the ONUs and combine (couple) the upstream optical signals from the ONUs.  The 

optical splitter in the ODN has a split ratio of 1: N, where N can typically range from 4 to 

256. The distance between the OLT and each ONU ranges from 10 to 20 km.   
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3.1.2 Multiple Access and Multiplexing Methods 

There are various methods of handling traffic in the upstream and downstream 

directions in a PON.  Multiplexing allows the combination of multiple data streams, each 

dedicated to one or several terminals, over the transmission medium in the downstream 

direction. The multiple access method allows several terminals to share the same 

transmission medium in the upstream direction [91]. 

 

 Time Division Multiple Access (TDMA): This method allows the OLT to provide 

different time slots to each of the connected ONUs. Each ONU has a dedicated 

bandwidth to transmit their data for the duration of its allocated time slot. To 

avoid any collision of the data in the upstream, each ONU needs to negotiate 

with the OLT when it is permitted to send its data. This negotiation process is 

accomplished by using bandwidth allocation algorithms.  To realise a TDMA 

system, a burst-mode optical receiver and transmitter are required at the OLT, 

as well as a passive optical power splitter at the optical distribution node (ODN) 

or remote node (RN). 

 Wavelength Division Multiple Access (WDMA): In this method, each ONU is 

assigned a pair of dedicated wavelengths. This means that each ONU can send 

data to the OLT at any time. To implement WDMA, a WDM multiplexer is used 

at the RN and a WDM demultiplexer is located at the CO to separate the multiple 

wavelength signals at the OLT. 

 Code Division Multiple Access (CDMA): CDMA uses the CDM multiplexing 

method to allow multiple signals from multiple users to share the same 

communication channel.  This is achieved by assigning each channel a unique 
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and orthogonal code to separate it from one another. Each user can transmit at 

any time regardless of when the others are transmitting. 

 Orthogonal Frequency Division Multiple Access (OFDMA): In OFDMA, the 

OFDM modulation scheme is used, whereby a high-bandwidth signal is divided 

into a number of orthogonal channels (i.e., subcarriers). A typical OFDM-PON 

architecture is discussed in section 3.2.3. 

 

3.2 PON Architectures 

The three major PON architectures, differentiated by their multiplexing scheme, are 

time division multiplexing (TDM) PON, wavelength division multiplexing (WDM) PON 

and orthogonal frequency division multiplexing (OFDM) PON. There is a fourth type of 

PON technology, time and wavelength division multiplexed (TWDM) PON, which is a 

combination of the TDM and WDM schemes.  The focus of this thesis is on TDM PONs. 

 

3.2.1 Time Division Multiplexed PON (TDM-PON) 

TDM-PON is the most widely used PON architecture today.  It was invented in the late 

1980s at the British Telecom Research Laboratories (BRTL), now BT Labs, to provide last 

mile broadband access [92][93][94][95].  In a TDM-PON, downstream traffic is broadcast 

by the OLT to all ONUs that share the same optical fibre. Since ONUs normally have 

different distances to the OLT, the data bursts from these ONUs must be scheduled 

carefully for a collision-free and efficient upstream data communication.  In the 

upstream, each ONU is granted time slots in which to transmit their data to the OLT, as 

shown in Figure 3.3. An arbitration mechanism is required so that only a single ONU is 
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allowed to transmit data at a given point in time because of the shared upstream 

channel. The start time and length of a transmission timeslot for each ONU are 

scheduled using a bandwidth allocation scheme. 

 

 

Figure 3.3: TDM-PON architecture. 

 

3.2.2 Wavelength Division Multiplexed PON (WDM-PON) 

Wavelength division multiplexed (WDM) PONs were proposed in the late 1980s by a 

group at Bell Communication Research (Bellcore), USA [96][97][98].  In a WDM-PON, 

one optical fibre is used to carry different wavelengths to each end user. Each ONU has 

its own upstream and downstream wavelength for communication with the OLT e.g., 

the separate wavelengths allow each ONU to have a point-to-point connection to the 

OLT.  In a WDM-PON, a passive wavelength splitter such as a thermal arrayed waveguide 

grating (AWG) is used at the remote node (RN). The function of the AWG is to (de-) 

multiplex optical wavelengths.  The point-to-point connection enables each wavelength 

channel (λ) to run at a different data rate (e.g., 1.25 Gbit/s, 2.5 Gbit/s, 10 Gbit/s) and 

with a different protocol, as shown in Figure 3.4. 
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Figure 3.4: WDM-PON architecture. 

 

3.2.3 Orthogonal Frequency Division Multiplexed PON (OFDM-PON) 

In an OFDM-PON, the upstream/downstream traffic in the PON is transmitted over one 

wavelength channel, where each OFDM subcarrier is dynamically assigned to different 

ONUs in different time slots, as illustrated in Figure 3.5.  Due to their orthogonal nature, 

there will be no interference among the subcarriers from different ONUs.   
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Figure 3.5: OFDM-PON architecture [99]. 

 

3.2.4 Time and Wavelength Division Multiplexed PON (TWDM-PON) 

The time- and wavelength-division multiplexed PON (TWDM-PON) is based on a 

combination of the TDM and WDM schemes. In this case, the optical spectrum is divided 

into frequency channels, and each channel is divided into time slots. 

 

3.3 PON Standards 

The main organisations involved in PON standardisation are the International 

Telecommunication Union (ITU) through its Telecommunication Standardization Sector 

(ITU-T) and the Institute of Electrical and Electronics Engineers (IEEE).  The Full Service 

Access Network (FSAN) Group initiated the development of passive optical network 
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systems in 1995. The FSAN is not a standards development organisation but they offer 

contributions to the ITU-T SG15/Q2 group (the Question 2 subgroup under Study Group 

15: Networks, Technologies and Infrastructures for Transport, Access and Home is 

responsible for writing recommendations for passive optical networks (PONs)) [100]. 

 

3.3.1 ITU-T PON Standards 

The first TDM-PON standard (G.983.x series) was based on the asynchronous-transfer 

mode (ATM) communication protocol and became known as ATM PON (APON) [101]. It 

evolved into the broadband PON (B-PON) [101] and led to the development of the 

Gigabit-capable PON (GPON), based on the G.984 series of recommendations [102].  

Other ITU-T PON standards include the G.987 series for 10-Gigabit-capable PON (XG-

PON) [103]–[106], G.9807 series for 10-Gigabit-capable symmetric PON (XGS-PON) 

[107], G.989 series for next-generation PON stage 2 (NG-PON2) [108] and G.9804 series 

for Higher speed PON [109] [110] [111].  A summary of the major ITU-T PON standards 

is given in Table 3.1. 
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Table 3.1: Summary of ITU-T PON standards. 

 GPON XG-PON XGS-PON NG-PON2/ 

TWDM-PON 

Higher 
Speed 
PON 

ITU-T 

Standard 

G.984   G.987   G.9807 G.989 G.9804 

Downstream  

Line Rate 

2.5 Gbit/s 10 Gbit/s 10 Gbit/s 2.5, 10 Gbit/s  
(4 channels) 

12.5, 25 
Gbit/s 

Upstream  

Line Rate 

1.25 Gbit/s 2.5 Gbit/s 10 Gbit/s 2.5, 10 Gbit/s  
(4 channels) 

50 Gbit/s 

Transmission 
Wavelengths 
(Downstream) 

1480–1500 nm 1575–1580 nm 1575–1580 nm  

 

1596–1603 nm O-band 

Transmission 
Wavelengths 
(Upstream) 

1260–1360 nm 
(regular) 

1290–1330 nm 
(reduced) 

1300–1320 nm 
(narrow) 

1260–1280 nm 1260–1280 nm  

 

1524–1544 nm 
(wide),  

1528–1540 nm 
(reduced),  

1532–1540 nm 
(narrow) 

O-band 

 

3.3.2 IEEE PON Standards 

The PON standards specified by IEEE include IEEE 802.3ah (Ethernet Passive Optical 

Network (EPON)) [112], 802.3av (10 Gbit/s EPON) [113], 802.3ca (100G-EPON – 25, 50, 

and 100 Gbit/s over EPONs) [114] and 802.3cs (“Super-PON”) which defines an 

increased-reach, 10 Gbit/s optical access with at least 50 km reach and 1:64 split ratio 

per wavelength pair, 16 wavelength pairs and is scheduled for completion in 2022 [115].   

A summary of the IEEE PON standards is listed in Table 3.2. 
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Table 3.2: Summary of IEEE PON standards. 

 EPON 10G-EPON NG-EPON 

IEEE Standard 802.3ah 802.3av 802.3ca 

Downstream  
Line Rate 

1 Gbit/s 10 Gbit/s 25, 50 Gbit/s 

Upstream  
Line Rate 

1 Gbit/s 1, 10 Gbit/s 10, 25, 50 Gbit/s 

Transmission  
Wavelengths 
(Downstream) 

1480–1500 nm 1575–1580 nm 1590–1610 nm, 

1524–1544 nm 

 

Transmission 
Wavelengths  
(Upstream) 

1260–1360 nm 1260–1280 nm (for 10 Gbit/s upstream)/ 
1260–1360 nm (for 1 Gbit/s upstream) 

1280–1360 nm 

 

As shown in Table 3.1 and Table 3.2, the upstream and downstream wavelength bands 

are essentially the same for the ITU-T and IEEE PON standards.  This has led to the use 

of common optical components by both standard organisations [116]. 

 

3.4 Dynamic Bandwidth Allocation (DBA) 

The dynamic bandwidth allocation (DBA) represents a method to allow the OLT to 

reallocate bandwidth quickly across the entire PON according to current traffic 

conditions. The DBA would allocate upstream time slots to different ONUs such that no 

collision is observed at the OLT. This requires accurate ranging and timing to measure 

the round-trip time (RTT) between the OLT and ONU such that the OLT can appropriately 

offset the upstream time slots granted to ONUs to avoid upstream packet collision. 
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3.4.1 Bandwidth Management in PON 

To effectively utilise the bandwidth in the upstream direction in a TDM-PON, three 

processes are usually used: bandwidth negotiation, scheduling and bandwidth 

allocation [117].  These processes take place at the data link layer of the TDM-PON. 

 

Bandwidth Negotiation: Bandwidth negotiation is the process by which information is 

exchanged between the OLT and ONUs. This is required to enable each ONU to request 

a time slot to transmit its data and for the OLT to send its bandwidth arbitration decision 

to each ONU. In TDM-PONs, the MAC layer defines a protocol that supports bandwidth 

negotiation between the OLT and ONUs.  

 

Scheduling: The scheduling process is used to decide the transmission order of data 

from different ONUs to the OLT. This is usually determined by a scheduling algorithm. 

The most widely-used scheduling algorithm is round-robin (RR). RR is simple to 

implement but is not adaptive to instantaneous traffic conditions at each ONU. This 

issue was addressed by [118] who proposed two adaptive scheduling algorithm: the 

longest-queue-first (LQF) algorithm and the earliest-packet-first (EPF) algorithm. 

 

Bandwidth Allocation: In order to allocate bandwidth to each ONU, the OLT uses a 

bandwidth allocation protocol. There are two broad categories: static bandwidth 

allocation (SBA) and dynamic bandwidth allocation (DBA) [117], [119].  In an SBA, each 

ONU is granted a predefined bandwidth allocation.  As shown in Figure 3.6, the traffic 

from the users arrives at the ONU at a fixed rate.  Once an ONU is idle, its allocated 

bandwidth is unavailable to other ONUs in the network.  For example, in Figure 3.6, ONU 
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2 cannot transmit data using the idle time slots made available by ONU 1 and ONU 3.  

This leads to a higher latency for ONU 2 and a reduced performance in overall upstream 

utilisation [120].    In a DBA, the OLT adjusts the bandwidth allocation to the varying 

(bursty) amount of traffic in the network.  As shown in Figure 3.7, the bandwidth not 

used by ONU 1 and ONU 3 is allocated to ONU 2.  Also, ONU 1 uses the timeslot not used 

by ONU 3.  This leads to a more efficient bandwidth utilisation in the network.  Using a 

DBA also offers a statistical multiplexing gain and a better quality of service (QoS) to end 

users [120].  

 

 

Figure 3.6: Static Bandwidth Allocation Example [120]. 

 

 

Figure 3.7: Dynamic Bandwidth Allocation Example [120]. 
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3.4.2 Ranging and Discovery 

In order to prevent collisions as each ONU transmits its data to the OLT, a waiting period 

is adhered to before transmission. However, the various ONUs have varying distances 

from the OLT and this affects the time at which each received upstream data reaches 

the OLT. This variation in propagation time may eventually result in collision.  Ranging is 

a method used to determine the round-trip time (RTT) from the OLT to the ONU. The 

RTT is calculated as the difference between the OLT local time and the incoming 

timestamp [121]. The ranging process is performed by the OLT during ONU initialisation 

before the ONU is permitted to transmit any upstream data. 

 

3.4.3 ITU-T DBA Methods 

The ITU-T PON standards supports three DBA methods to infer the buffer occupancy 

status of each ONU [122] – status reporting DBA (SR-DBA), traffic monitoring DBA (TM-

DBA) and cooperative DBA (CO-DBA).  An OLT can implement one or all three of these 

methods. 

 

Status Reporting DBA (SR-DBA): In a SR-DBA, all ONUs report their upstream data queue 

occupancy to the OLT periodically using the dynamic bandwidth report upstream (DBRu) 

field of the upstream frames. Each ONU may have several transmission containers (T-

CONTs), each with its own traffic class. The OLT computes the upstream bandwidth 

allocations for each T-CONT in an ONU based on the received reports using a DBA 

algorithm. It then sends the bandwidth allocation to the ONUs as a grant via the 

bandwidth map (BWmap) field of the downstream frames, as shown in Figure 3.8. When 
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an ONU has no information to send, it sends an idle frame (a GEM frame with zero 

payload length, consisting of an all-zero GEM header) upstream to indicate that its 

buffer is empty.  This informs the OLT that the grants for that T-CONT can be assigned 

to other T-CONTs. 

 

Figure 3.8: Timing diagram of SR-DBA process. 

 

Traffic Monitoring DBA (TM-DBA): In a TM-DBA, ONUs do not provide explicit queue 

occupancy information. Instead, the OLT estimates the ONU queue status, typically 

based on the actual transmission in the previous cycle. For example, if an ONU has no 

traffic to send, it transmits idle frames during its allocation period. The OLT would then 

observe the idle frames and decrease the bandwidth allocation to that ONU in the 

following cycle. In the opposite case, the OLT constantly increases the allocation size 

until idles are detected, slowly adjusting to growing traffic. 

 

Cooperative DBA (CO-DBA): In a CO-DBA, which is mainly used for use cases involving 

PON-based fronthaul, the OLT receives mobile scheduling information from the CU/DU 
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and allocates bandwidth to the ONUs in advance of the request from the RU, as shown 

in Figure 3.9.  Chapter 5 describes in detail the CO-DBA method. 

 

 

Figure 3.9: Timing diagram of CO-DBA process. 

 

3.4.4 GPON Encapsulation Method (GEM) 

For transport over the PON, GPON must encapsulate service data units (SDUs). SDUs 

include user data (Ethernet) frames and OMCI messages. The result of the encapsulation 

is called a GEM frame: GPON encapsulation method, as shown in Figure 3.10. This occurs 

at the GTC layer.  Each GEM frame is tagged with a GEM port ID, which uniquely 

identifies a particular flow on the PON.  GEM frame encapsulation serves two functions: 

(1) multiplexing of GEM ports and (2) payload data fragmentation.  GEM frames allow 

the GPON protocol to support variable-size frames such as Ethernet.  The GEM frame 

consists of a header and a payload (which could be a full frame or a frame fragment).  In 
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IEEE PONs, the user data is transmitted as native (normal) Ethernet frames in the PON 

[123]. 

 

Figure 3.10: GPON Encapsulation Method (GEM). 

 

The downstream and upstream GTC frames have a fixed duration of 125 µs.  In the 

downstream direction, GEM frames are transmitted from the OLT to the ONUs using the 

GTC frame payload section, as shown in Figure 3.11. The payload section carries 

variable-size GEM frames.  The header section is known as the downstream physical 

control block (PCBd).  The PCBd section consists of a fixed part and a variable part. The 

fixed part contains the following fields: 

 A 4-byte physical synchronisation (PSync) field,  

 A 4-byte Identification (Ident) field and  

 A 13-byte downstream physical layer operations administration and 

maintenance (PLOAMd) field.  
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Figure 3.11: Frame structure in GPON [11]. 

 

The fields in the fixed part of the PCBd are protected by a 1-byte bit-interleaved parity 

check (BIP).  The variable part of the PCBd contains a duplicated 4-byte downstream 

payload length indicator (PLend), which gives the length of the upstream bandwidth 

allocation map (US BW map) in the T-CONT.  The US BW map is N x 8 bytes long and 

contains N entries associated with N time-slot allocation identifications for the ONUs. 

Each entry in the US BW map consists of: 

 A 12-bit Alloc-ID of a T-CONT 

 A 2-byte (or 16-bit) start pointer field (SStart) that indicates when the upstream 

transmission window starts 

 A 2-byte (or 16-bit) stop pointer field (SStop) that indicates when the upstream 

transmission window stops 
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 A 1-byte (or 8-bit) cyclic redundancy check (CRC). The access structure is 

protected by a CRC-8 that provides 2-bit error detection and 1-bit error 

correction. 

 A 12-bit flags field that indicates how the allocation should be used. 

 

In the upstream direction, frames are transmitted from ONU to OLT using the configured 

GEM allocation time. The ONU buffers GEM frames as they arrive, and then sends them 

in bursts when allocated time to do so by the OLT. The OLT receives the frames and 

multiplexes them with the frames from the other ONUs. The upstream GTC frame 

consists of four types of overhead fields and a variable-length user data payload that 

contains a burst of transmission. The four overhead fields are: 

 The upstream physical layer overhead (PLOu) 

 The upstream physical layer OAM (PLOAMu) 

 The upstream power levelling sequence (PLSu) 

 The upstream dynamic bandwidth report (DBRu) 

 

Transmission of the PLOAMu, PLSu and DBRu fields are optional depending on the 

downstream flags in the US BW map. A DBRu field is tied to each T-CONT for reporting 

the upstream traffic status of the associated T-CONT and is protected against bit errors 

by a CRC. The DBRu field contains the dynamic bandwidth allocation (DBA) report which 

is used to indicate the upstream queue length for dynamic bandwidth allocation. The 

DBA report contains the number of GEM blocks (which are 48-byte in length) waiting in 

the upstream traffic. 
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Each upstream transmission burst starts with a PLOu and one or more bandwidth 

allocation intervals associated with individual Alloc-IDs. The US BW map dictates the 

arrangement of the bursts within the frame and the allocation intervals within each 

burst. Each allocation interval is controlled by a specific allocation structure of the US 

BW map.  In order to accommodate traffic from multiple ONUs, it is often desirable to 

fragment an Ethernet frame.  GEM allows for the fragmentation of Ethernet frames in 

order to increase bandwidth utilisation. A large Ethernet frame may be split into 

fragments spanning multiple GEM payload fields.   

 

The GEM process in GPON is similar to those used in XG-PON [105] and XGS-PON [107] 

standards, where it is called the XG-PON and XGS-PON encapsulation method (XGEM), 

respectively. 

 

3.5 PON DBA Algorithms 

In the various PON standards (IEEE and ITU-T), the DBA algorithm itself is not 

standardised. This has allowed for a lot of research in finding efficient DBA algorithms 

for PON. 

 

3.5.1 ITU-T PON DBA Algorithms 

There are several ITU-T TDM-PON (GPON, XG-PON) DBAs such as the GigaPON Access 

NeTwork (GIANT) [124], [125], [126], Immediate Allocation with Colorless Grant (IACG) 

[127], Efficient Bandwidth Utilization (EBU) [128], GPON Redundancy Eraser Algorithm 

for Long-Reach (GREAL) [129], [130], Balance Transfer (BLT) [131] [132] and the Offset-
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based Scheduling with Flexible Intervals (OFSI)/OSFI using Predictive Colorless Grants 

(PCG-OSFI) [133]. A detailed survey of ITU-T PON DBAs can be found in [134].  In this 

section, the focus will be on the GIANT, IACG and EBU DBAs, which are the only 

algorithms to have been physically  implemented [135]. 

 

GigaPON Access NeTwork (GIANT) DBA: The GIANT DBA was the first DBA algorithm 

compliant with the ITU-T GPON standard. It was proposed and implemented [136] to 

counter the bursty nature of the upstream traffic in a network, i.e., there are periods 

when the traffic source generates packets at a very high rate compared to the average 

rate.  The DBA supports four traffic service classes – transmission containers (T-CONT) 

types 1, 2, 3 and 4 (T1, T2, T3 and T4) as defined in [137]. Each T-CONT type has two 

service parameters, a service interval (SI) and an allocation byte (AB). The SI determines 

how often the T-CONT gets served, while the AB determines how many bytes on the 

upstream frame can be assigned to the T-CONT. The SI is expressed in multiples of the 

frame duration (i.e., 125 µs) and the AB is expressed in bytes.  

 

The algorithm allocates the available bandwidth to the T-CONTs based on two service 

parameters (SImax or SImin, and ABmin or ABsur) in order to estimate the respective share 

of each T-CONT demand.  SImax and SImin denote the maximum and minimum service 

interval, respectively while ABmin and ABsur denote the minimum and surplus allocation 

bytes, respectively.   

 

Each T-CONT has a down counter (SImax_timer or SImin_timer) for bandwidth allocation. The 

down counter represents the SI of the corresponding T-CONT and is decreased by one 
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every frame duration.  The OLT can only allocate bandwidth to a T-CONT when the down 

counter of the queue reaches 1 (i.e., the timer has expired). The expiration of each down 

counter invokes the allocation of allocation bytes for the corresponding T-CONT and the 

down counter is reset to its service interval value. For bandwidth allocation to the T-

CONT types, GIANT uses a fixed allocation for T1 and reservation-based allocation for T2 

– T4.  Table 3.3 shows the service parameters and counters of the GIANT DBA algorithm 

for each T-CONT. 

 
Table 3.3: GIANT DBA service parameters and counters. 

T-CONT 
type 

Bandwidth Service Parameters Down 
Counters 

Applications 

T1 Fixed SImax, ABmin SImax_timer Constant bit rate (CBR) traffic 

T2 Assured SImax, ABmin SImax_timer Variable bit rate (VBR) traffic 

T3 Assured SImax, ABmin SImax_timer Better than best effort 

Non-assured 
(Surplus) 

SImin, ABsur SImin_timer 

T4 Best-effort SImax, ABmin (polling) 

SImin, ABsur (surplus) 

SImax_timer 

SImin_timer 

Best effort 

 

The allocated bandwidth is calculated as the fraction of the allocation byte over the 

service interval (i.e., service rate, R = AB/SI). The assured service rate is expressed as: 

ABmin/SImax, while the surplus (non-assured) service rate is expressed as: ABsur/SImin. 

 

The GIANT bandwidth scheduling mechanism includes two phases – guaranteed phase 

allocation (GPA) and surplus phase allocation (SPA). It executes GPA and SPA recursively.  

This assures fairness of allocation by picking T-CONTs in a round-robin manner during 

each GPA and SPA.  Both GPA and SPA are executed during a service interval.  The 
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scheduling priority is in order of the assured bandwidth of T2, the assured bandwidth of 

T3, the polling bandwidth of T4, the surplus bandwidth of the T3, and the surplus 

bandwidth of T4.  

 

The GIANT MAC algorithm has the drawback that each T-CONT can obtain the 

transmission time slot only when its down counter reaches 1. This drawback results in 

performance degradation.  It also does not consider the unallocated remainder of the 

transmission time slot. If the total queue length at the OLT is less than the upstream 

frame size, then the upstream transmission time slot is not fully allocated. 

 

Immediate Allocation with Colorless Grant (IACG) DBA: The IACG DBA is based on the 

GIANT DBA and was proposed [127] to overcome the drawbacks in GIANT. This was 

achieved in IACG with a colorless grant phase that utilises the unallocated remainder of 

the upstream frame and assigns this unallocated remainder to each ONU with equal 

share. Also, IACG makes use of an additional parameter (available byte counter) to 

increase the grant allocation frequency, which purely relied on the service timer expiry 

of each T-CONT.  The IACG DBA bandwidth scheduling mechanism is discussed in section 

3.6. 

 

Efficient Bandwidth Utilization (EBU) DBA: The EBU DBA was proposed [128] for XG-

PON as an improved version of IACG.  EBU seeks to solve the utilisation problem of 

unused bandwidth which was not addressed by the GIANT, IACG and PCG-OSFI 

algorithms. It achieves this by allowing any unused bandwidth to be utilised by other 
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ONUs.  However, the implementation complexity of EBU is higher than that of IACG 

because an extra stage is required for the update of the available byte counters. 

 

3.5.2 IEEE PON DBA Algorithms 

A variety of DBA algorithms have been proposed for IEEE PONs and a detailed study of 

some of these algorithms can be found in [138], [117], [119].  The DBA algorithms for 

IEEE PONs are not compatible with ITU-T PONs and they are compared in Table 3.4 [139]. 

 
Table 3.4: Comparison of ITU-T and IEEE PON DBA algorithms [139]. 

ITU-T PON DBA IEEE PON DBA 

Designed for transfer of time-critical data Designed for non-time-critical data transfers 

Upstream frame is synchronised with 
downstream frame 

Frames are not synchronised 

Uses a single frame format for both upstream and 
downstream communications 

Uses different frame formats for communication, 
like GATE and REPORT 

Strict bandwidth requirements for a service class No strict requirements 

Different frame structure – uses a GEM (GPON 
Encapsulation method) frame 

Frame structure has close resemblance to the 
Ethernet structure – easier to study and test 

Allows fragmentation by using a segmentation 
and reassembly function  

Does not allow fragmentation 

Both upstream and downstream frames have a 
fixed duration of 125 µs 

Frames do not have a fixed size 

Uses line coding e.g., non-return-to-zero (NRZ) Uses block coding e.g., 8B/10B 

 

3.6 IACG DBA Bandwidth Scheduling 

The IACG DBA uses the same two service parameters (SImax or SImin, and ABmin or ABsur) 

and down counters (SImax_timer or SImin_timer) as the GIANT DBA and an additional 

parameter, known as the available byte counter (Va or Vs). The available byte counter, 
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which represents the remaining available allocation bytes, is used to immediately 

allocate the transmission bandwidth for a T-CONT regardless of the down counter value. 

To limit the maximum allocation amount for a T-CONT, the algorithm cannot allocate 

more than the value of the available byte counter, and the available byte counter is 

decreased by the allocation amount.  

 

The bandwidth scheduling mechanism of IACG consists of three phases – the 

Guaranteed Phase Allocation (GPA), Surplus Phase Allocation (SPA) and Colorless Grant 

(CG) phase.  In the CG phase, the algorithm assigns the unused bandwidth equally 

among all the ONU T-CONTs at the end of a DBA cycle.  During the bandwidth scheduling 

mechanism, the GPA is executed first, followed by the SPA, then the CG phase. In the 

GPA phase, bandwidth is allocated to the assured bandwidth of T-CONT 2 and the 

assured bandwidth of T-CONT 3 while in the SPA phase, bandwidth is allocated to the 

surplus bandwidth of T-CONT 3 and the best-effort bandwidth of T-CONT 4. After the 

SPA phase, the CG phase takes place whereby the remaining unassigned bandwidth is 

equally allocated to the ONUs using T-CONT 5. The ONUs uses the remaining unassigned 

bandwidth in a strict class priority order: the assured bandwidth of T-CONT 2, the 

assured bandwidth of T-CONT 3, the surplus bandwidth of T-CONT 3 and the best-effort 

bandwidth of T-CONT 4. 

 

IACG uses the two service parameters (SImax or SImin and ABmin or ABsur) for each T-CONT 

in an upstream transmission in order to allocate the available bandwidth.  IACG uses the 

two counters to monitor: 
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 the available bytes that can be allocated to ONUs within the SI (available byte 

counter for the assured bandwidth, Va or surplus bandwidth, Vs), and 

 the remaining duration of the SI itself (down counter for assured bandwidth, 

SImax_timer or surplus bandwidth, SImin_timer). 

 

Table 3.5 shows the service parameters and counters for each T-CONT type used in IACG. 

 
Table 3.5: IACG DBA service parameters and counters. 

T-CONT type Bandwidth Service Parameters Down Counters Available Byte Counters 

T2 Assured SImax, ABmin SImax_timer Va 

T3 Assured SImax, ABmin SImax_timer Va 

Non-assured 
(Surplus) 

SImin, ABsur SImin_timer Vs 

T4 Best-effort SImin, ABsur SImin_timer Vs 

 

Note that the maximum value of the available FB in every cycle (125 μs) is 38,880 bytes 

for a 2.48832 Gbit/s (approximately 2.5 Gbit/s) upstream line rate and 155,520 bytes for 

a 9.95328 Gbit/s (approximately 10 Gbit/s) upstream line rate.  The DBA process is 

described as follows: if the available byte counter (Va or Vs) and available frame bytes 

(FB) are greater than zero, then each ONU is granted a bandwidth allocation specified 

by the minimum of its request, the maximum allocation bytes of the T-CONT and the 

available FB (grant = min(Va, request, FB)) in the following order: the assured 

bandwidth of T2 (shown in Figure 3.12), assured bandwidth of T3 (shown in Figure 3.13), 

surplus bandwidth of T3 (shown in Figure 3.13) and best-effort bandwidth of T4 (shown 

in Figure 3.14). The available byte counter is decreased by the grant amount and 

recharged to the allocation bytes (Va = ABmin or Vs = ABsur) when its down counter 
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(SImax_timer or SImin_timer) reaches 1.  At the end of the bandwidth allocation, any 

unallocated remainder of the available FB is distributed equally to all ONUs using T5 

(shown in Figure 3.14).  

 

The execution of the three phases of the bandwidth assignment process and sending 

bandwidth grants in every downstream cycle aid to reduce the upstream delay by 

decreasing the grant time, i.e., the time after which the DBA algorithm is executed and 

allocations are sent to ONUs.  This ultimately leads to the reduction of the OLT time, 

which depends on the grant time and DBA processing time. 

 

Each ONU transmits a bandwidth report for each T-CONT, if requested by the OLT, in the 

dynamic bandwidth report upstream (DBRu) field of an upstream frame.  The bandwidth 

report reflects the actual queue length of each T-CONT, which is used by the DBA 

algorithm in the OLT to create bandwidth grants which are sent in a downstream frame 

as the bandwidth map (BWmap) to each ONU every 125 µs. The BWmap defines the 

transmission timeslot allocated to each frame from a particular T-CONT in the upstream. 

Based on the bandwidth grants received, each ONU can begin to transmit their T-CONT 

frames in the upstream to the OLT. 
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Figure 3.12: IACG DBA algorithm grant process flowchart for T1 (fixed bandwidth) and  
T2 (assured bandwidth). 
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Figure 3.13: IACG DBA algorithm grant process flowchart for T3 (assured bandwidth and non-assured or 
surplus bandwidth). 
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Figure 3.14: IACG DBA algorithm grant process flowchart for T4 (best-effort bandwidth) and T5 (colorless 
grant). 

 

As discussed in section 3.5.1, the colorless grant phase in IACG allows for a more efficient 

allocation of bandwidth.  This is because the algorithm sends bandwidth grants to the 

ONUs in every downstream frame during a SI and it assigns the unallocated remainder 

of the upstream frame equally to each ONU.   
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3.7 Conclusion 

In this chapter, the architecture and standards of passive optical networks were 

reviewed.  In addition, the various DBA algorithms based on the ITU-T and IEEE PON 

standards were discussed with a focus on ITU-T DBA methods and algorithms.  In 

particular, the different DBA methods were explained, in addition to the bandwidth 

scheduling mechanism of two ITU-T standard compliant status reporting DBA algorithms 

– GIANT DBA and IACG DBA.   

 

The DBA process is a key component in meeting the latency requirements and 

supporting different types of traffic in a TDM-PON for 5G and future networks.  A 

combination of existing DBA methods can be used to handle both fixed and mobile 

traffic in a TDM-PON.  Some advantages of the IACG DBA over the GIANT DBA include 

the ability to send bandwidth grants in every downstream frame and its use of a 

colorless grant phase which enables it to assign unallocated bandwidth to each ONU 

equally, leading to a higher bandwidth efficiency.  The performance of the IACG DBA 

algorithm in meeting the latency requirements of a PON-based converged fronthaul will 

be evaluated in Chapter 4. 
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4. Dynamic Bandwidth Allocation Algorithm for Fronthaul 

4.1 Introduction 

This chapter presents the performance evaluation of a PON dynamic bandwidth 

allocation algorithm with regard to meeting the xHaul transport latency requirements.  

The focus is on the performance of the DBA in terms of the queueing delay, the average 

ONU upstream delay and the proportion of frames meeting the latency requirement.  

The chapter discusses the bandwidth grant cycle process and how it affects the delay 

between the ONU bandwidth requests and the arrival of the bandwidth grants from the 

OLT.  Also, three different frame sizes are evaluated to determine their effect on the 

queueing delay. 

 

4.2 Related Work 

Passive optical networks (PONs) are fundamental to the implementation of 5G mobile 

networks and next-generation fixed networks [140], [141], which has been discussed in 

Chapters 2 and 3.  A large proportion of the research on DBA algorithms for the fronthaul 

have focused on IEEE TDM-PON (EPON and 10G-EPON) [142], [143], [144], [145].  Several 

ITU TDM-PON (GPON, XG-PON, XGS-PON) DBA algorithms have been studied for use in 

the fronthaul.  These include the Round Robin DBA (RR-DBA) [146], Group Assured 

GIANT (gGIANT) DBA [147] – both based on the well-known GigaPON Access NeTwork 

(GIANT) DBA [125], [126] – and Optimized-Round Robin (Optimized-RR) DBA [148].  In 

[148], the authors improve the gGIANT and RR DBAs by redistributing unused bandwidth 

of lightly-loaded transmission containers (T-CONTs) equally to heavily-loaded T-CONTs, 

resulting in sub-300 µs upstream delays.  The authors in [149] demonstrate sub-250 µs 
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delay values for eCPRI functional split fronthaul traffic using the fixed-elastic DBA (FE-

DBA) algorithm, which uses the ITU-T fixed bandwidth type for fronthaul traffic and the 

other bandwidth types (assured, non-assured and best-effort) for backhaul and FTTH 

traffic in the same TDM-PON.  A self-adjusting DBA algorithm for the support of 5G 

fronthaul over PON networks was proposed in [150] by dynamically adjusting the 

allocation intervals to the current required fronthaul throughput based on the requests 

reported from the ONUs to guarantee the maximum latency delay of 250 µs.  The 

authors in [151] proposed a PON-based mobile fronthaul transport architecture to 

maintain low fronthaul transport latency (≈ 100 µs) under varying mobile traffic 

conditions. 

 

4.2.1 IACG DBA Algorithm Implementation 

The OMNeT++ implementation of the IACG DBA algorithm is based on work done in [13].  

In the work of this thesis, the original IACG DBA model has been extended to fit the 

requirements for use in a converged network.  The major modifications to the model 

include the following: 

 

 A frame counter at the ONU. The original IACG DBA model does not use a frame 

counter.  The original model used the tri-modal distribution traffic generation model 

which generated frames of three different sizes – 64, 500, 1500 bytes.  In order to 

keep track of the number of frames being sent from the ONU to the OLT, a fixed 

frame size of 1500 bytes was chosen.  ITU PON standards (GPON, XG-PON and XGS-

PON) transmit GEM or XGEM frames (described in section 3.4.4), which allows 

frames to be fragmented into several smaller frame fragments of various sizes.  Each 
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frame fragment is transmitted individually over one or more upstream 

transmissions.  All the frame fragments of a 1500-byte size frame must be 

transmitted before subsequent arriving frames in the queue are sent.  The frame 

fragments are identified using the GEM Port ID and arrival time of the frame at the 

T-CONT buffer ingress in the ONU.  A 1500-byte size frame that is fragmented and 

transmitted from the ONU cannot be said to have arrived at the OLT until the last 

fragment of the frame is received.   

 

 Traffic generators for each T-CONT type in each of the 16 ONUs in the User module. 

The original model had one traffic generator for all the T-CONT types in one ONU.  

This was modified to have distinct traffic generators for each T-CONT type in an ONU 

and assigning them different bandwidth service classes with priorities. 

 

 Use of a 10 Gbit/s upstream line rate.  The original model used an upstream line 

rate of 2.5 Gbit/s, which is insufficient for the traffic needs of a converged network.  

In order to support the traffic in the fronthaul and obtain lower delay values, the 

minimum upstream line rate that is required is 10 Gbit/s [152].  In addition, a 10 

Gbit/s upstream line rate increases the number of frames available for the upstream 

bandwidth transmission which will lead to increasing the number of frames that 

meet the latency and reliability requirements.  This required recalculation of the 

downstream and upstream arrival rates in the initialisation file and changes to 

several modules (ONU and OLT modules) in the original model.   
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The aim of the ONU frame counter algorithm is to keep track of the number of 

frames (of size 1500 bytes) extracted from the ONU buffer to be sent to the OLT in 

the upstream direction and record the time of exit from the buffer to determine the 

queueing delay.  In the original model, the queueing delay of all the frame fragments 

of a frame sent to the OLT was taken into account when computing the queueing 

delay.  This problem is addressed using the frame counter such that only the 

queueing delay of the last frame fragment of a frame sent to the OLT is used in the 

computation of the queueing delay. 

 

The flowchart for the (e.g., T-CONT 2 (T2)) frame counter in the ONU module is shown 

in Figure 4.1.  The algorithm starts by checking if there is a frame to be extracted from 

the ONU buffer (Frame size != 0).  If there is no frame to be extracted, the algorithm 

ends.  If there is a frame to be extracted, its frame size is added to the total frame size  

(T2 total = T2 total + Frame size), which is initially assigned a zero value (T2 

total = 0).  As more frames arrive in the queue, the algorithm proceeds to check if the 

total frame size (T2 total) is equal or greater than 1500 bytes (T2 total >= 1500).  If 

the total frame size is less than 1500 bytes, the algorithm waits until the remaining frame 

fragment(s) for that specific frame to arrive in the ONU buffer.  If the total frame size is 

equal or greater than 1500 bytes, the value of 1500 is subtracted from the total frame 

size (T2 total = T2 total - 1500) and the frame counter is incremented by one  

(T2 counter = T2 counter + 1) and the exit time of the frame is noted.  The value of 

1500 continues to be subtracted until the total frame size is no longer equal or greater 

than 1500 bytes. 
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Figure 4.1: Flowchart for T2 frame counter in the ONU module. 
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4.3 Bandwidth Grant Cycle Process 

This section investigates the bandwidth grant cycle process in relation to the ONU-OLT 

distance and propagation delay.  This is important in order to determine how long it 

takes for the OLT to fulfill the bandwidth request of the ONUs.  An ONU-OLT distance of 

10 km (equivalent to a propagation delay of 50 µs) is used which represents the typical 

value for fronthaul links in a PON [140].  The remaining system parameters used are 

listed in Table 4.1.   

 

During the PON transmission, after an ONU sends its queue report to the OLT, it must 

wait for a time period before receiving the bandwidth grant which informs it to send the 

frames in its queue.  While waiting for the bandwidth grant from the OLT (which occurs 

every 125 µs), the ONU may use the available extra bandwidth (T5) to send T-CONT 

frames in the upstream. Also, frames from the users continue to arrive at the ONU while 

waiting for the bandwidth grant from the OLT. 

 

Figure 4.2 to Figure 4.5 show the packet trace extracts from a simulation with the timing 

for the bandwidth requests of the ONU and the bandwidth grants from the OLT.   

Column A (Grant Cycle) shows the grant cycle number with the corresponding start time 

of each cycle in seconds in Column B (OLT time). The ONU number for each of the 16 

ONUs is shown in Column C (ONU ID) with their corresponding bandwidth grants (in 

bytes) for T-CONT 2 (T2), T-CONT 3 (T3), T-CONT 4 (T4) and T-CONT 5 (T5 or colorless 

grant, CG) in Columns D, E, F, and G, respectively.  Columns A to G take place at the OLT 

and grants are sent in batches of 16.  Column H (ONU time) show the start of the 
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upstream transmission cycle at the ONU in seconds with the corresponding ONU 

number in Column I (ONU ID).  The received bandwidth allocations (in bytes) from the 

OLT for each T-CONT are shown in Columns J to M.  The queue lengths for T-CONT 2, 3 

and 4 at the start of the ONU upstream transmission cycle are shown in Columns O, P 

and Q, respectively. Columns H to Q take place at the ONU.   

 

 

Figure 4.2: Packet trace extract showing first grant cycle at 0.000125 s (125 µs). 

 

The first frames from the users arrive at the ONUs at 0.000274 s (274 µs).  In the first 

example, the queue length information of ONU 5 (shown in red in Figure 4.3) is sent to 

the OLT at time = 0.00028501 s (285.01 µs) and arrives at the OLT at 0.00033501 s 

(335.01 µs), i.e., 50 µs later.  The propagation delay of 50 µs ensures that the bandwidth 

request of ONU 5 can only be taken into account by the OLT in the third grant cycle at 

time = 0.000375 s (375 µs), as shown in blue in Figure 4.4.  The OLT grants a bandwidth 

allocation of 1500 bytes (T2) to ONU 5, which arrives at the ONU at 425 µs. 
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Figure 4.3: Packet trace extract showing second grant cycle at 0.000250 s (250 µs). 

 

 

Figure 4.4: Packet trace extract showing third grant cycle at 0.000375 s (375 µs). 

 

The received allocation (1500 bytes) for T2 in ONU 5 is used to transmit the 1500-byte 

T2 frame in the queue at 0.00053501 s (535.01 µs) to the OLT, as shown in green in Figure 

4.5.  It can be observed that it took 250 µs or two grant cycles before ONU 5 was able to 

receive a bandwidth allocation from the OLT for its bandwidth request.  
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Figure 4.5: Packet trace extract showing fourth grant cycle at 0.000500 s (500 µs). 

 

It should be noted that the colorless grant or T5 bandwidth allocation to the ONUs is 

made available to T2, T3, and T4 in that order. If T2 has frames in its queue, and it doesn’t 

have any or insufficient bandwidth allocation from the OLT, then it makes use of the 

colorless grant (T5). The unused bandwidth allocation is then made available to T3 and 

subsequently T4, if needed. After cycling through the three T-CONTs, the unused 

bandwidth allocation is set to zero. 

 

4.3.1 Results and Discussion 

The ONU-OLT distance and corresponding propagation delay is a major factor in 

determining how quickly the bandwidth grant process in the OLT responds to bandwidth 

requests made by the ONUs.  A shorter waiting time (250 µs) is achieved when using an 

ONU-OLT distance of 10 km rather than a distance of 20 km, which has a longer waiting 

time of 375 µs.  This leads to the likelihood that T2 will use its own bandwidth grant 

allocation to transmit frames rather than using the colorless grant (T5). 
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4.4 IACG DBA with a 10 Gbit/s Upstream Line Rate (XGS-PON) 

The 2.5 Gbit/s upstream line rate, as used in the IACG DBA algorithm in the simulation 

model in [15], is insufficient for carrying 5G traffic.  In order to support the traffic in the 

fronthaul and obtain lower delay values, the minimum upstream line rate that is 

required is 10 Gbit/s [152].   By examining the queueing delay against normalised load, 

the results obtained can be made more generally applicable, especially for higher 

upstream data rates beyond 10 Gbit/s, such as 40 Gbit/s (NG-PON2) [108] and higher 

speed PONs (25, 50, 100 Gbit/s) [109] [153] [154] [115]. 

 

4.4.1 System Model 

The system model consists of three sets of ONUs at the customer premises to 

accommodate the following types of traffic: (1) fronthaul (LLS), (2) midhaul (HLS), (3) 

backhaul, and (4) fixed access (FTTx), as illustrated in Figure 4.6.  It also includes an OLT 

at a central office (CO) and an optical distribution network (ODN) that includes a passive 

optical splitter/combiner.  The simulations involve 16 ONUs at a distance of 10 km from 

the OLT.  Two simulation scenarios are used to evaluate the IACG DBA algorithm.   

 

The network architecture being modelled represents a PON-based 5G xHaul transport 

network with both higher layer split (HLS) and lower layer split (LLS) configurations.  A 

mixed functional split scenario such as this may represent a network in which there is a 

need to provide for legacy and new deployments and differentiated services, e.g., dense 

small cells, business and residential broadband services.  It could also provide for 

functions such as coordinated multi-point (CoMP), interference cancellation, and 
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differing degrees of RAN centralisation [141], [62].  The PON elements (OLT, ONU) are 

deployed to connect the RAN elements (CU, DU, RU).  The PON must then also meet the 

throughput and latency requirements of the CU-DU (midhaul) and DU-RU (fronthaul) 

transport.  In addition, to provide for comprehensive convergence possibilities, it is 

assumed that backhaul and fixed access traffic may be carried over the same PON. 

 

 

Figure 4.6: PON-based xHaul network architecture. 

 

4.4.2 Evaluation Metrics 

In the upstream direction, the PON transports Ethernet frames for the various types of 

traffic, such as fronthaul, midhaul, backhaul and fixed access.  The upstream delay of 

the frames will consist of delay components such as propagation delay (fixed), 

serialisation delay (fixed, for a specific frame length) and queueing delay (variable).  

According to the 3GPP standards organisation, the one-way delay requirement for 5G 

fronthaul traffic is set at 250 µs [36].  Accordingly, a new queueing delay threshold of 
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140 μs is obtained after deducting the following delays from 250 µs: propagation delay 

of a 10 km optical fibre link (50 µs), DBA processing time (≈ 40 µs), optical-electrical-

optical (OEO) conversion delay (≈ 15 µs) and FEC coding/decoding (≈ 5 µs) [155], [156].  

The queueing delay is the only variable delay component of the upstream delay and is 

thus the focus in this chapter.  Ethernet frames can vary in length but a 1500-byte fixed 

length is assumed in order to have a fixed serialisation delay value and simplify the 

analysis.  The following performance metrics were used in the simulation: 

 

Queueing Delay 

The queueing delay is the waiting time of a frame in the ONU buffer from its arrival at 

the buffer’s ingress to its departure from the buffer’s egress.  For each T-CONT, the 

granting of bandwidth in IACG can result in 1500-byte frames being fragmented and split 

over one or more upstream transmissions. The frame delay is then considered to be the 

queueing delays of the last frame fragments leaving the ONU buffer of each 1500-byte 

frame arriving at the ONU buffer.  In the simulation model, this is achieved by using a 

counter at the ONU to keep track of all the frame fragments of each 1500-byte frame 

sent from the ONU to the OLT.  The operation of the frame counter is discussed in 

section 4.2. 

 

Average ONU Upstream Delay 

To compute the ONU upstream delay of each T-CONT at the OLT, the serialisation delay 

is added to the queueing delay.  To transmit a 1500-byte packet on a 10 Gbit/s interface, 

it would take 1.2 μs to serialise.  In the simulations, using the ONU upstream delays for 

many frames, the average ONU upstream delay is computed, and its cumulative 
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distribution function (CDF) is obtained.  This is done for each T-CONT aggregating the 

upstream delays obtained at all ONUs. 

 

Percentage of Frames Meeting the Queueing Delay Requirement 

The number of frames meeting the 140 μs queueing delay requirement is calculated as 

a percentage from the ONU upstream delay or as a percentage of frames lost (1 – 100%).  

This value is used to examine the distribution of delay for each T-CONT frame. 

 

4.4.3 Simulation Setup 

An XGS-PON system of 16 ONUs with downstream and upstream line rates of 10 Gbit/s 

[107] is implemented in the OMNeT++ open-source discrete event network simulator 

[157].  The simulation model is depicted in Figure 4.7, and shows the different modules 

in the simulation.  The User module acts as the upstream traffic generator and a sink for 

downstream traffic.  There are traffic generators for each T-CONT type (T-CONTs 2, 3 

and 4) of an ONU and this ensures the random frame generation of traffic in every ONU.  

The traffic generator uses an exponential distribution for the inter-arrival times, as the 

load varies from 0.1 to 0.9.  The OLT is connected to the Server module which acts as a 

downstream traffic generator and upstream sink.  The ONU-OLT distance is 10 km and 

each ONU has a buffer size of 1 MB [127].  To meet the latency requirement, the 

fronthaul distance should not exceed 25 km.  For most telecom network operators, a 

typical 5G fronthaul link is limited to 10 km [57]. 
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T-CONT 1 uses a fixed bandwidth type and is not considered in the simulation since it is 

mainly suited for constant bit-rate traffic, and would result in inefficient bandwidth 

utilisation in a network with varying user traffic.  T-CONT 5 supports a combination of 

one or more of the other four bandwidth types (T2 – T4) [11], [105]. 

 

Figure 4.7: Simulation setup as implemented in OMNeT++. 

 

The simulation parameters for the simulation setup are listed in Table 4.1 and focus on 

the data link layer where the DBA operates.  Physical layer parameters such as the fibre 

type, transmission wavelength, optical modulation index of optical transmitters, and 

responsivity of optical detectors are not considered. 

Table 4.1: Simulation parameters for IACG DBA. 

Parameter Value 

OLT 1 

Total number of ONUs 16 

Upstream line rate 10 Gbit/s 

Downstream line rate 10 Gbit/s 

Link rate 200 Mbit/s 

Buffer size 1 MB 

Ethernet frame size 1500 bytes 

T-CONT types T2, T3 and T4 

Distance between ONU and OLT  10 km 

Propagation delay 5 µs/km 
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The two simulation scenarios used to evaluate the IACG DBA are: 

Scenario 1 (T2 as fronthaul): T-CONT 2 (T2) carries fronthaul traffic, T-CONT 3 (T3) 

carries midhaul traffic and T-CONT 4 (T4) carries backhaul & fixed access traffic. 

Scenario 2 (T2 and T3 as fronthaul): T2 carries control and signalling (fronthaul) traffic, 

T3 carries user data (fronthaul) traffic and T4 carries midhaul traffic. 

 

The use of multiple T-CONTs (T2, T3 and T4) in each ONU for various types of traffic in 

the network is common to both scenarios.   

 

Scenario 1 

In this scenario, the fronthaul traffic with the highest priority is placed in T2, midhaul 

traffic with medium priority placed in T3 and backhaul & fixed access traffic with the 

lowest priority placed in T4.  The amount of fronthaul traffic generated by the users is 

made larger due to higher overheads and the possible need to transmit multiple antenna 

streams.  In a packet based 5G transport network, the fronthaul bandwidth (split options 

6 or 7 where the CU/DU is located away from the RU) is significantly higher [36][62] due 

to overheads from scheduling control, synchronisation and the Ethernet frame [158] 

[159] and the scaling of the bandwidth with the number of antennas. The bandwidth 

allocations for the T-CONTs in this scenario are made according to the data rate 

requirements of the split options.  The low layer split (options 6 or 7 – fronthaul) requires 

a much larger bandwidth allocation than the high layer split (option 2 – midhaul), 

approximately 2.5 times more for the uplink bandwidth [36]. This is reflected in the 

distribution of traffic to the various T-CONTs by giving T2 most of the traffic generated.  

The traffic is distributed as follows: 55% (342 Mbit/s per ONU, at 100% load) to T2, 25% 
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(156 Mbit/s) to T3 and 20% (124 Mbit/s) to T4.  Table 4.2 lists the T-CONT bandwidth 

and traffic types for T2, T3 and T4 in each ONU for scenario 1.  The latency requirement 

in the downstream direction is assumed to be met so the focus is on the traffic sent in 

the upstream direction. 

 

A baseline or worst-case scenario experiment will show that when fronthaul traffic (T2) 

is transmitted using 16 ONUs, the average ONU upstream delay and percentage of 

frames lost are much higher than when fronthaul traffic is transmitted by a specific 

number of ONUs out of a total of 16 ONUs.  In this experiment, the bandwidth allocation 

to T2 cannot be overallocated as there is no other T-CONT types being generated in the 

network so the total bandwidth (622 Mbit/s) in each ONU is allocated to T2.  The results 

obtained showed that 97.45% of T2 frames at 80% traffic load met the 140 µs queueing 

delay requirement with an average ONU upstream delay of 69 µs.  The use of an 80% 

traffic load for the experiment is to show the effect on the number of frames that meet 

the latency requirement at a higher traffic load because at lower traffic loads (such as 

50% and 60%), 100% of frames meet the latency requirement. 

 

Table 4.2: T-CONT bandwidth and traffic type in scenario 1 (T2 as fronthaul traffic) for IACG DBA. 

T-CONT type Bandwidth Type ONU Traffic Type 

T2 Assured 0 – 15 Fronthaul 

T3 Assured and Non-assured (Surplus) 0 – 15 Midhaul 

T4 Best-effort 0 – 15 Backhaul 
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Table 4.3: Initial bandwidth allocation using 16 ONUs in scenario 1 (T2 as fronthaul traffic) for IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 15 ABmin2 = 31248 bytes, SImax2 = 5 400 Mbit/s 

T3 0 – 15 ABmin3 = 25000 bytes, SImax3 = 10 160 Mbit/s 

0 – 15 ABsur3 = 3124 bytes, SImin3 = 10 20 Mbit/s 

T4 0 – 15 ABsur4 = 6248 bytes, SImin4 = 10 40 Mbit/s 

 

The bandwidth was initially allocated to each ONU as follows: 400 Mbit/s to T2 (at 100% 

load), 180 Mbit/s to T3 and 40 Mbit/s to T4, as shown in Table 4.3.  The average ONU 

upstream delay for T2 was 65 µs at 80% load.  However, from the results obtained, it 

was found that only 99.81% of T2 frames were meeting the 140 µs queueing delay 

requirement at 80% traffic load while 100% of T3 and T4 frames were meeting the less 

stringent 1 ms latency requirement.  However, some 5G services may require a packet 

reliability of 99.9% or higher [26].  Therefore, the bandwidth allocation of T2 was 

increased to 560 Mbit/s to ensure that T2 frames access the network with minimal delay.  

The bandwidth allocations to T3 and T4 were lowered to 40 Mbit/s and 20 Mbit/s, 

respectively, as shown in Table 4.4.   

 

Table 4.4: Bandwidth allocation using 16 ONUs in scenario 1 (T2 as fronthaul traffic) for IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 15 ABmin2 = 43748 bytes, SImax2 = 5 560 Mbit/s 

T3 0 – 15 ABmin3 = 1560 bytes, SImax3 = 5 20 Mbit/s 

0 – 15 ABsur3 = 1560 bytes, SImin3 = 5 20 Mbit/s 

T4 0 – 15 ABsur4 = 1560 bytes, SImin4 = 5 20 Mbit/s 
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Even though, the average ONU upstream delay of T2 indicates that the latency 

requirement is being met, there may be a significant number of frames that do not meet 

it.  This requires further investigation by examining the distribution of delay for T2 in 

order to get a realistic analysis of the scenario.  Using the new bandwidth allocation 

values in Table 4.4, it was observed that 99.96% of T2 frames at 80% traffic load meet 

the 140 µs queueing delay requirement and that the average ONU upstream delay of T2 

at all traffic loads does not exceed 70 µs.  At 80% load, the average ONU upstream delay 

of T3 and T4 is 69.46 µs and 71.37 µs, respectively, thus satisfying the 1 ms requirement 

for midhaul and backhaul traffic.  When compared with the baseline or worst-case 

experiment, the results for the bandwidth overallocation experiment showed a 2.56% 

increase in the number of T2 frames meeting the 140 µs queueing delay requirement 

and a 7.25% decrease in the average ONU upstream delay.  Therefore, the 

overallocation of bandwidth to fronthaul traffic (T2) shows an increased improvement 

in performance for meeting the 140 µs queueing delay requirement at 80% load.   

 

In order to replicate a mixed functional split scenario, instead of sixteen ONUs (see Table 

4.2) transmitting all three types of T-CONTs as described above, specific ONUs are 

chosen to transmit T2, T3 and T4 separately.  Therefore, nine of the sixteen ONUs 

(56.25%) transmit only T2, four ONUs (25%) transmit only T3 and three ONUs (18.75%) 

transmit only T4, as shown in Table 4.5.  In the case where there is no over-allocation of 

bandwidth, 98.42% of T2 frames at 80% traffic load meet the 140 µs queueing delay 

requirement. However, when there is an over-allocation of bandwidth for T2, 99.18% of 

T2 frames meet the 140 µs queueing delay requirement with an average ONU upstream 
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delay of 66 µs.  Figure 4.8 shows the CDF of the queueing delay at 80% traffic load, with 

the vertical purple line showing the 140 µs queueing delay requirement. 

Table 4.5: Bandwidth allocation using specific ONUs in scenario 1 (T2 as fronthaul traffic) for IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8  ABmin2 = 43748 bytes, SImax2 = 5 560 Mbit/s 

T3 9 – 12 ABmin3 = 1560 bytes, SImax3 = 5 20 Mbit/s 

9 – 12 ABsur3 = 1560 bytes, SImin3 = 5 20 Mbit/s 

T4 13 – 15 ABsur4 = 1560 bytes, SImin4 = 5 20 Mbit/s 

 

 

Figure 4.8: CDF of queueing delay at 80% traffic load in scenario 1 with frame size of 1500 bytes for IACG 
DBA. 

 

Scenario 2 

Scenario 2 is much more challenging for the PON since both T2 and T3 carry fronthaul 

traffic that must meet stringent latency requirements (< 250 µs).  In this scenario, nine 

ONUs (ONU 0 to 8) transmit both control and signalling (fronthaul) traffic and user data 

(fronthaul) traffic in T2 and T3, respectively (shown in Table 4.6).  The total traffic 
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generated by the users for ONU 0 to 8 is split between T2 and T3 and allocated as 22% 

(136.84 Mbit/s per ONU, at 100% offered load) to T2 and 78% (485.18 Mbit/s) to T3.  

The remaining seven ONUs (ONU 9 to 15) transmit only T4 with 100% (622.08 Mbit/s) 

of the traffic generated by the users allocated to T4.  The 22%:78% ratio is based on 

having the same number of ONUs for fronthaul traffic (nine) in scenario 1 such that 

control and signalling (fronthaul) traffic is always a smaller proportion of the user data 

(fronthaul) traffic. 

 

As shown in Table 4.7, T3 is allocated the highest amount of bandwidth since it carries 

user data (fronthaul) traffic.  However, T2 has higher priority but requires less bandwidth 

to transmit control and signalling (fronthaul) traffic.  The midhaul traffic carried in T4 

has a less stringent latency requirement (1 ms) to meet so it is allocated the least 

bandwidth.  Although the T4 bandwidth allocation is low, it is expected that T4 will use 

the colorless grant (T5) to transmit its frames.  The CDF in Figure 4.9 shows that at 80% 

traffic load, 100% of T2 frames and 98.97% of T3 frames meet the 140 µs queueing delay 

requirement, as indicated with the vertical purple line. 

 

Table 4.6: T-CONT bandwidth and traffic type in scenario 2 (T2 and T3 as fronthaul traffic) for IACG DBA. 

T-CONT type Bandwidth Type ONU Traffic Type 

T2 Assured 0 – 8 Fronthaul (control and signalling) 

T3 Assured and Non-assured (Surplus) 0 – 8 Fronthaul (user data) 

T4 Best-effort  9 – 15 Midhaul  
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Table 4.7: Bandwidth allocation using specific ONUs in scenario 2 (T2 and T3 as fronthaul traffic) for 
IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 9372 bytes, SImax2 = 5 120 Mbit/s 

T3 0 – 8  ABmin3 = 35936 bytes, SImax3 = 5 460 Mbit/s 

0 – 8  ABsur3 = 1560 bytes, SImin3 = 5 20 Mbit/s 

T4 9 – 15  ABsur4 = 1560 bytes, SImin4 = 5 20 Mbit/s 

 

 

Figure 4.9: CDF of queueing delay at 80% traffic load in scenario 2 with frame size of 1500 bytes for IACG 
DBA. 

 

4.4.4 Results and Discussion 

Meeting the delay requirements largely depends on the amount of bandwidth allocated 

to each T-CONT and the traffic load.  When compared to other DBAs, the IACG DBA [127] 

provides lower delay values for T2, T3 and T4 at all loads by sending bandwidth grants 

every downstream frame and assigning the unallocated bandwidth of the upstream 

frame at the end of the DBA cycle to each ONU equally (colorless grant phase).  The 

GIANT DBA [125], [126] does not have a colorless grant phase and only grants bandwidth 
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once during a service interval (SI), so it was found to give higher delays for the traffic 

classes at all loads [146][148].  Also, the RR DBA [146], gGIANT DBA [147] and optimized 

RR DBA [148], which all use a 2.5 Gbit/s upstream line rate, show average upstream 

delay values at slightly less or higher than 300 µs at the same per-ONU traffic load used 

in the optimized RR DBA [148].  Note that the authors in [148] did not simulate traffic 

for the optimized RR DBA in the LLS point but used a delay requirement for the HLS 

point.  When using a 2.5 Gbit/s upstream rate for the IACG DBA, the results obtained 

show an average upstream delay of 90.89 µs (< 100 µs).  However, the emphasis is on 

the percentile delay result which shows that 86.06% of T2 frames at 80% traffic load 

meet the 140 µs queueing delay requirement in scenario 1.  As has been discussed 

earlier in scenarios 1 and 2, the percentage of frames meeting the 140 µs queueing delay 

requirement is significantly higher when the upstream line rate is 10 Gbit/s. This is 

because more frames are available for the upstream bandwidth transmission.  An 

upstream line rate of 10 Gbit/s can accommodate 155,520 bytes compared to 38,880 

bytes when using a 2.5 Gbit/s upstream line rate. 

 

4.4.5 Frame Size Comparison 

In Scenarios 1 and 2, a fixed frame size of 1500 bytes was assumed for all traffic 

generated by the users. In this section, in order to study the effect of the frame size on 

the queueing delay, two other frame sizes (1000 and 500 bytes) are investigated using 

a 10 km ONU-OLT distance for both scenarios. 

 

Figure 4.10 shows the CDF of the queueing delay at 80% traffic load for a frame size of 

500 bytes in scenarios 1 and 2.  It can be observed that 100% of T2 frames in scenario 1 
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meet the 140 µs queueing delay requirement, as indicated with the vertical purple line, 

and in scenario 2, 100% of both T2 frames and T3 frames also meet the 140 µs queueing 

delay requirement. 

 

 

Figure 4.10: CDF of queueing delay at 80% traffic load in scenarios 1 and 2 with frame size of 500 bytes 
for IACG DBA.  

 

4.4.6 Results and Discussion 

A summary of the results for the different frame sizes in scenario 1 and 2 at 80% traffic 

load are shown in Table 4.8 and Table 4.9.  The results show that as the frame size 

decreases from 1500 bytes to 500 bytes, the percentage of frames meeting the 140 µs 

queueing delay requirement increases while the average ONU upstream delay 

decreases.  The reason for the steady increase of T-CONT frames meeting the delay 

requirement is that during the transmission of frames from the ONU to the OLT, a lot 

more frames avoid the need for fragmentation and are being transmitted in one 

upstream cycle leaving fewer frame fragments waiting for subsequent upstream cycles 
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to be transmitted.  In the case where different frame sizes are generated, the maximum 

Ethernet frame size of 1500 bytes will be the worst-case scenario.  For 500-byte frames 

sizes, 100% of T2 frames will meet the 140 µs queueing delay requirement, as shown in 

both cases above. 

Table 4.8: Frame size comparison in scenario 1 (T2 as fronthaul traffic) at 80% load with a 10 Gbit/s 
upstream line rate for IACG DBA. 

T2 
Frame Size (bytes) CDF (%) Average Queueing Delay (µs) 

1500 99.18 66.00 
1000 100 63.66 
500 100 63.52 

 

Table 4.9: Frame size comparison in scenario 2 (T2 and T3 as fronthaul traffic) at 80% load with a 10 
Gbit/s upstream line rate for IACG DBA. 

 T2 T3 
Frame Size (bytes) CDF (%) Average Queueing Delay 

(µs) 
CDF (%) Average Queueing Delay 

(µs) 
1500 100 63.94 98.97 66.05 
1000 100 63.94 100 63.71 
500 100 63.94 100 63.71 

 

4.5 IACG DBA with a 2.5 Gbit/s Upstream Line Rate (XGS-PON) 

In this section, the results obtained from using a 2.5 Gbit/s upstream line rate are 

discussed and compared with the results in section 4.4.  The results, as seen in Table 

4.10 and  

Table 4.11, show that using a 2.5 Gbit/s upstream line rate worsens the proportion of T2 

frames meeting the 140 µs queueing delay requirement by 21.9% and 25.3% in scenarios 

1 and 2, respectively when compared to using a 10 Gbit/s upstream line rate (see Table 

4.8 and Table 4.9) and the average ONU upstream delay of T2 in scenarios 1 and 2 

decrease by 9.6% and 12.7%, respectively.  The proportion of frames meeting the 

queueing delay requirement for T2 is 89.54% in scenario 1 while its average ONU 
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upstream delay is 84.54 µs.  The proportion of frames meeting the queueing delay 

requirement scenario 2 is 87.28% and 84.47% for T2 and T3, respectively, while the 

average ONU upstream delay for T2 and T3 are 85.65 µs and 90.74 µs, respectively.  In 

both scenarios, T4 meets its 1 ms latency requirement.  The results therefore justify the 

need to use a 10 Gbit/s upstream line rate, which is consistent with the recommendation 

of the O-RAN Alliance specifications [152] for fronthaul traffic in a converged fronthaul 

network.  The frame size comparison at 80% traffic load is shown in Table 4.10 and  

Table 4.11 for scenarios 1 and 2, respectively.   

Table 4.10: Frame size comparison in scenario 1 (T2 as fronthaul traffic) at 80% load with a 2.5 Gbit/s 
upstream line rate for IACG DBA. 

T2 
Frame Size (bytes) CDF (%) Average ONU Upstream Delay (µs) 

1500 86.06 90.89 
1000 88.85 86.47 
500 98.14 71.80 

 
 

Table 4.11: Frame size comparison in scenario 2 (T2 and T3 as fronthaul traffic) at 80% load with a 2.5 
Gbit/s upstream line rate for IACG DBA. 

 
 T2 T3 

Frame Size 
(bytes) 

CDF (%) Average ONU Upstream 
Delay (µs) 

CDF (%) Average ONU Upstream 
Delay (µs) 

1500 94.51 75.06 78.03 102.47 
1000 100 67.17 83.19 94.41 
500 100 67.23 97.55 72.53 

 

4.6 Experiments for Scenarios 1 and 2 at all traffic loads 

Three more experiments are conducted for scenarios 1 and 2 at all traffic loads in order 

to further analyse the results.  In the first experiment (Bandwidth allocation proportional 

to maximum load), the total available bandwidth in the upstream is shared in proportion 

to the number of ONUs carrying T2, T3 and T4 traffic in scenario 1, as follows: 350 Mbit/s 

to T2, 156 Mbit/s to T3 and 116 Mbit/s to T4, as shown in Table 4.12.   The bandwidth is 
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totally allocated independent of the actual load.  Table 4.13 lists the bandwidth 

allocation for the first experiment in scenario 2.  In the second experiment (Bandwidth 

allocation proportional to actual load), the bandwidth in the upstream is allocated in 

proportion to the specific traffic load.  In the third experiment, bandwidth overallocation 

for the fronthaul traffic (T2) is used, in order to reduce the delay and improve the 

performance of meeting the 140 µs queueing delay requirement at all traffic loads. 

Table 4.12: Bandwidth allocation proportional to maximum load in scenario 1 (T2 as fronthaul traffic) for 
IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 27337 bytes, SImax2 = 5 350 Mbit/s 

T3 9 – 12  ABmin3 = 11760 bytes, SImax3 = 5 151 Mbit/s 

9 – 12 ABsur3 = 390 bytes, SImin3 = 5 5 Mbit/s 

T4 13 – 15  ABsur4 = 9113 bytes, SImin4 = 5 116 Mbit/s 

 

Table 4.13: Bandwidth allocation proportional to maximum load in scenario 2 (T2 and T3 as fronthaul 
traffic) for IACG DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 6015 bytes, SImax2 = 5 77 Mbit/s 

T3 0 – 8 ABmin3 = 21150 bytes, SImax3 = 5 271 Mbit/s 

0 – 8 ABsur3 = 170 bytes, SImin3 = 5 2 Mbit/s 

T4 9 – 15  ABsur4 = 21260 bytes, SImin4 = 5 272 Mbit/s 

 

4.6.1 Results and Discussion 

Figure 4.11 shows the T2 frame loss ratio for the three experiments in scenario 1 for the 

IACG DBA at various traffic loads. It can be observed that where there is bandwidth 

overallocation to T2, the frame loss is the smallest.  This is also the case for the T3 frame 

loss in scenario 2, which carries user data (fronthaul) traffic, as shown in Figure 4.12.  In 
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scenario 2, the frame loss for T2, which carries control and signalling (fronthaul) traffic, 

is zero.  This is due to its smaller amount of T2 traffic being transmitted and T2 having a 

higher priority over T3 in bandwidth allocation. 

 

 

Figure 4.11: Percentage of T2 frame loss vs. traffic load in scenario 1 (T2 as fronthaul) for IACG DBA. 
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Figure 4.12: Percentage of T3 frame loss vs. traffic load in scenario 2 (T2 and T3 as fronthaul) for IACG 
DBA. 

 

4.7 Scenarios 1 and 2 with increased number of ONUs 

In order to further test the performance of the IACG DBA, a fourth experiment is 

conducted in which the number of ONUs carrying fronthaul traffic for scenarios 1 and 2 

is increased from 9 to 15 ONUs with only 1 ONU carrying midhaul traffic in scenario 2 or 

both midhaul and backhaul/fixed access traffic in scenario 1.  Scenario 1 uses one ONU, 

with T3 carrying midhaul traffic and T4 carrying backhaul/fixed access traffic in the ratio 

57:43 (T3:T4) while scenario 2 uses one ONU with T4 carrying midhaul traffic.   

 

In the IACG DBA, with the increased number of ONUs for fronthaul traffic, it is observed 

that there is a higher frame loss.  In scenario 1, the frame loss for fronthaul traffic at 90% 

traffic load increased from 1.57% to 4.51%.  There is a decrease in the average ONU 
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upstream delay for midhaul (81 µs → 67 µs) and a significant increase for backhaul traffic 

(82 µs → 164 µs).  This is due to only one ONU being used for both midhaul (T3) and 

backhaul (T4) traffic with a larger proportion of traffic generated going to midhaul traffic 

and the backhaul traffic having a lower priority in bandwidth allocation.  In scenario 2, 

the frame loss for control and signalling – fronthaul traffic (T2) remains the same at 0% 

while user data – fronthaul traffic (T3) increased from 1.98% to 5.87%. The midhaul 

traffic (T4) has a large increase in average ONU upstream delay from 82 µs to 207 µs.  

This is due to only one ONU (previously 7 ONUs) carrying T4 traffic and the T4 traffic 

class having the lowest priority. 

 

4.8 Conclusion 

In this chapter, the performance of the IACG DBA was presented as being suitable for 

meeting the latency requirement in an PON-based converged transport network, 

provided an adequate allocation of bandwidth is made available for fronthaul traffic.  

The delay distribution of T-CONT frames in a PON-based converged transport network 

with different traffic priorities was analysed to show the proportion of frames that meet 

the different latency requirements.   The results obtained using an upstream line rate of 

10 Gbit/s (XGS-PON) was also compared with those when using an upstream line rate of 

2.5 Gbit/s (XG-PON), which is insufficient for the traffic needs in a converged network.   

A 10 Gbit/s upstream line rate can accommodate four times more bytes for the 

upstream bandwidth transmission. 
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The IACG DBA was used because of its colorless grant process which allocates 

unallocated bandwidth equally to T-CONTs in the ONU at the end of a DBA cycle, thereby 

ensuring higher bandwidth efficiency.  The results obtained from the simulations show 

that the average ONU upstream delays for fronthaul traffic is below the 250 µs latency 

requirement while midhaul and backhaul traffic can meet its 1 ms latency requirement.  

Further analysis of the delay distribution shows that 99% of fronthaul traffic at 80% load 

in both scenarios are below the 250 µs latency requirement.  The frame loss for 

fronthaul traffic in scenario 1 for the bandwidth overallocation experiment is the 

smallest when compared with the experiments for bandwidth allocation proportional to 

maximum load and actual load at various traffic loads (10% to 90%).  In scenario 2, the 

frame loss for user data (fronthaul) traffic is zero while the frame loss for control and 

signalling (fronthaul) traffic is the smallest.  However, when the number of ONUs for 

fronthaul traffic is increased, there is a higher frame loss for fronthaul traffic in scenario 

1 and user data (fronthaul) traffic in scenario 2 while the frame loss for control and 

signalling (fronthaul) remains the same at 0%.  Overall, the results indicate that the 

latency requirements of fronthaul traffic can be met by over-allocating bandwidth to it 

relative to other types of traffic (midhaul, backhaul and fixed access) in the network.  

The non-fronthaul traffic have less stringent latency requirements and can be assumed 

that they would make use of the colorless grant to access unused bandwidth.  The results 

obtained can be adapted for higher upstream line rates of 40 Gbit/s, where there will 

be a higher proportion of frames meeting the queueing delay requirement and the 

delays are likely to be lower.  
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 With the change of the upstream line rate from 2.5 Gbit/s to 10 Gbit/s, the proportion 

of T-CONT frames meeting the latency requirement for fronthaul traffic increased by 

21.9% and 25.3% in scenarios 1 and 2, respectively.  Also, the average ONU upstream 

delay decreased by 9.6% and 12.7% in scenarios 1 and 2, respectively. 

 

In order to further reduce the upstream latency, it is necessary for the mobile base 

station to share the mobile scheduling information with the DBA at the OLT in advance 

of the arrival of uplink data.  This concept is implemented in Chapter 5 by proposing a 

hybrid DBA that operates with the IACG DBA and cooperative DBA. 
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5. Proposed Hybrid DBA for Converged Fronthaul operating 

with IACG DBA and Cooperative DBA 

5.1 Introduction 

In this chapter, a proposed hybrid DBA for low latency in a fronthaul network is 

introduced.  The proposed hybrid DBA operates with a status reporting DBA (SR-DBA) – 

the IACG DBA [127], which was discussed in Chapter 4.   

 

In order to satisfy the latency requirement in a converged fronthaul, the concept of 

coordinating scheduling between the mobile scheduler (in the CU/DU) and the PON 

scheduler (in the OLT) was introduced in [142] and has been recognised by the ITU-T as 

a DBA method known as the cooperative DBA (CO-DBA) [160].  A corresponding 

bidirectional interface is needed by the CO-DBA to facilitate the scheduling so an open 

interface known as the cooperative transport interface (CTI) was specified by the O-RAN 

Alliance [152], [160]. The CTI is used to receive user equipment (UE) scheduling 

information from the mobile scheduler and pass it to the PON scheduler. 

 

Tashiro et al. [142] proposed the first CO-DBA scheme for TDM-PON, which was based 

on the interleaved polling with adaptive cycle time (IPACT) algorithm [161].  In this 

scheme (M-DBA), the OLT receives the scheduling information from the centralised 

baseband unit (BBU) and allocates time slots according to the received information. 

Uzawa et al. [162] proposed a practical M-DBA scheme that properly allocates time slots 

by estimating the arrival period of the data from the scheduling information.  Also, 
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Uzawa et al. [163], [164] proposed a DBA scheme that combines fixed bandwidth 

allocation (FBA) with CO-DBA to converge mobile fronthaul and Internet of Things (IoT) 

networks on a single TDM-PON.  The proposed DBA scheme allocates bandwidth 

differently for each sub-network.  However, using an FBA scheme cannot satisfy the 

demands of varying traffic in a 5G mobile fronthaul and has the disadvantage of low 

bandwidth allocation efficiency.  Zhou et al. [165], [166] proposed a mobile fronthaul 

architecture based on a PHY functional split with a unified mobile and PON scheduler 

known as Mobile-PON.  The use of the unified Mobile-PON scheduler eliminates the 

need for additional scheduling delay at the PON by combining the PHY functional split 

and Mobile-PON mapping scheme.  Hisano and Nakayama [145] proposed the 

introduction of a forwarding order control in CO-DBA to maximise the number of ONUs 

that can transmit fronthaul streams within the requirement and the bandwidth usage 

efficiency in a fronthaul link.  Hatta et al. [143] proposed a DBA scheme that 

automatically adjusts the DBA cycle length according to the traffic load in order to 

achieve low latency.  Nomura et al. [167] proposed a DBA scheme that combines both 

status-reporting DBA and CO-DBA based on EPON, an IEEE PON standard.  This scheme 

is implemented using an NG-PON2 system that only uses three ONUs with two ONUs for 

fronthaul and one ONU for midhaul traffic. 

 

The DBA schemes mentioned above are mainly focused on the IEEE PON standards (e.g., 

EPON and 10G-EPON) with a few performing studies on ITU-T PON standards (e.g., 

GPON, XG-PON, XGS-PON), such as the papers in  [145] and  [150].  In this thesis, a hybrid 

DBA based on XGS-PON, an ITU-T PON standard, is proposed.  The hybrid DBA is 

designed to operate with the cooperative DBA which transmits latency-sensitive 



 
 

114 
 

fronthaul traffic and IACG DBA, which has a colorless grant phase, and transmits non-

fronthaul traffic with less stringent latency requirements.  The proposed hybrid DBA 

enables a mix of different traffic types to be transmitted on the same PON while 

satisfying the strict latency requirement for fronthaul traffic.  The latency-sensitive 

fronthaul traffic is handled by the cooperative DBA while the latency-tolerant non-

fronthaul traffic (midhaul, backhaul and fixed access traffic) is handled by the IACG DBA, 

which is a ITU-T standard compliant status reporting DBA.  By combining the cooperative 

DBA with the IACG DBA, the hybrid DBA reduces the idle period in a converged network.  

The idle period is the time during which the ONUs wait for their bandwidth allocation 

from the OLT.  Reducing the idle period leads to a reduction in latency and increases the 

bandwidth utilisation of frames in a converged network. 

 

In a converged fronthaul network that uses a SR-DBA (e.g., IACG DBA), the CU/DU sends 

the mobile scheduling information to the UE(s), as shown in Figure 5.1.  The UE(s) mobile 

scheduling request for upstream bandwidth is assumed to be already at the CU/DU.  The 

UE(s) uses this information to transmit its data in the upstream to the RU, which arrives 

at the ONU.  The ONU makes a request to the OLT for bandwidth using the information 

of the data received from the RU.  Meanwhile, the upstream data from the RU waits in 

the ONU until the OLT allocates bandwidth and sends a grant to the ONU.  Using the 

grant from the OLT, the ONU can finally begin transmission of the data to the CU/DU. 
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Figure 5.1: Timing diagram for a status reporting DBA in a converged fronthaul network. 

 

The proposed hybrid DBA scheme combines a SR-DBA, in this case the IACG DBA with a 

CO-DBA, in order to reduce the upstream latency in a converged fronthaul network.  

Figure 5.2 shows the timing diagram of the CO-DBA. Again, the UE(s) mobile scheduling 

request is assumed to be already at the CU/DU.  Since the OLT and CU/DU share a 

common interface (CTI), the OLT is able to access and read the scheduling information 

of the UE(s) at the same time it is being sent by the CU/DU.  This enables the OLT to 

allocate upstream bandwidth in advance before the arrival of the uplink mobile data 

from the RU at the ONU.  Using the mobile scheduling information, the OLT makes 

available the bandwidth allocation as close as possible to the estimated mobile data 

arrival time.  This process allows the CO-DBA to avoid waiting for the mobile data to 

arrive in the ONU buffer before allocating bandwidth. 
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Figure 5.2: Timing diagram for the CO-DBA in a converged fronthaul network. 

 

5.2 System Model  

The system model was developed using the OMNeT++ discrete event network simulator 

[157], as discussed in section 4.4, to emulate how the CO-DBA would work in a 

converged fronthaul network using a 10 Gbit/s symmetrical PON (XGS-PON) [107].  The 

system model implementation of the CO-DBA, as shown in Figure 5.3, is designed to 

emulate its use in a real-world deployment scenario, with random frame generation for 

traffic in the upstream direction modelling the UE data arrival from the RU. This is 

achieved by creating two paths – a data path and a message path – in the model, with a 

relative delay between both paths. The message path represents the mobile scheduling 

information from the CU/DU and the data path represents the mobile data from the RU, 

as discussed in section 5.1.  A screenshot of the simulation model as implemented in 

OMNeT++ is shown in Figure 5.4. 
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Figure 5.3: Network design diagram of simulation model in scenario 1 (T2 as fronthaul) for proposed 
hybrid DBA. 

 

 

Figure 5.4: Screenshot of simulation model implemented in OMNeT++. 

 

The simulation parameters used for the model are listed in Table 5.1. 

Table 5.1: Simulation parameters for hybrid DBA. 

Parameter Value 

OLT 1 

Total number of ONUs 16 

Upstream line rate 10 Gbit/s 

Downstream line rate 10 Gbit/s 

Link rate 200 Mbit/s 

Buffer size 1 MB 

Ethernet frame size 1500 bytes 

T-CONT types T2, T3 and T4 

Distance between ONU and OLT  10 km 

Propagation delay 5 µs/km 
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The results in section 4.3 showed that when using an ONU-OLT distance of 10 km, it 

takes 250 µs before an ONU’s bandwidth request is fulfilled by the IACG DBA in the OLT.  

The 250 µs time period consists of two cycles – a 125 µs packet generation cycle and a 

125 µs upstream transmission cycle.  The packets generated in one cycle will all fit in the 

next upstream transmission cycle because of the 250 µs relative delay between the data 

path and the message path.  The OLT sends grants to the ONU every 125 µs, in the form 

of a bandwidth map.  After an ONU receives a grant, it has to wait for the next upstream 

transmission cycle.  The upstream transmission cycle is the time period when packets 

are allowed to be transmitted from the ONU in the upstream direction. If the grant 

misses this cycle, it has to wait another 250 µs for the next upstream transmission cycle.  

A 60 µs delay between the ONU and the OLT is needed to ensure that the grants arrive 

at the ONU within the upstream transmission cycle.  The 60 µs delay consists of a 50 µs 

propagation delay and 10 µs for the forwarding latency in the switching stages of the 

ONU and OLT [152].  Figure 5.5 shows the timing diagram for the packet generation cycle 

and the upstream transmission cycle for nine ONUs (ONU 0 – ONU 8) in both the 

message path and data path. 

 

As shown in Figure 5.5 (a), the OLT sends the first grant (G1) at 125 µs which arrives at 

the ONUs 60 µs later at 185 µs.  The first set of reports from the 9 ONUs are sent to the 

OLT during the first upstream transmission cycle from 125.01 µs (ONU0: R1) to  

181.01 µs (ONU8: R1) with an interval gap of 7 µs between each ONU.  The bandwidth 

reports arrive at the OLT before the second grant (G2) is sent at 250 µs.   

 



 
 

119 
 

The first packet generation cycle from the users start at 250 µs and the packets are sent 

to the OLT along with the messages (ONU0: P1 + M1 to ONU8: P1 + M1), shown in red 

in Figure 5.5 (b).  The packets and messages travel on the data and message path, 

respectively and both arrive at the host 10 µs later.  The messages (ONU0: M1 to ONU8: 

M1), continue on to the ONU while the packets wait at the host to transmit their data.  

On arrival at the ONU, the mobile scheduling information contained in the messages is 

used by the ONU in its third bandwidth report to the OLT (ONU0: R3 to ONU8: R3), as 

shown in Figure 5.5 (c).  These reports (ONU0: R3 to ONU8: R3) arrive at the OLT before 

the fourth grant (G4) at 500 µs.  The OLT uses the information received by the reports 

to make the appropriate bandwidth allocations which arrive in advance of the packets 

at the ONU.  As shown in red in Figure 5.5 (d), the first set of packets (ONU0: P1 to ONU8: 

P1) which contain the mobile data all arrive at the ONU before the next upstream 

transmission cycle between 625.01 µs and 681.01 µs.  They make use of the bandwidth 

allocated to send its mobile data to the OLT. 

 

 

(a) First grant (G1) from OLT at 125 µs for ONUs 0 – 8. 
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(b) First set of packets and messages (in red) from users at 250 µs for ONUs 0 – 8. 

 

 

(c) First set of messages from users (in red) used in third bandwidth report (in red) to OLT. 
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(d) First set of packets (in red) for ONU 0 – 8 sent to OLT. 

Figure 5.5: Timing diagram of proposed hybrid DBA implemented in OMNeT++. 

 

5.3 Proposed Hybrid DBA with T2 as fronthaul traffic 

In this section, a proposed hybrid DBA with T2 as fronthaul traffic is evaluated using a 

scenario whereby the bandwidth for T2 is not overallocated as was the case for the IACG 

DBA in section 4.4.   In the proposed hybrid DBA, T2 does not use the DBA process so its 

bandwidth allocation is zero.  The performance of the hybrid DBA is evaluated in terms 

of the average ONU upstream delay and the proportion of frames meeting the queueing 

delay requirement and compared with the IACG DBA.  A further evaluation of the same 

scenario is undertaken where the number of ONUs needed to transport T2 traffic is 

increased.  The simulation parameters used are the same listed in Table 5.1 in section 

5.2.  
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5.3.1 Scenario 1 (T2 as fronthaul) 

This simulation scenario is based on a zero-bandwidth allocation to T2 and its effect on 

the performance of the average ONU upstream delay and the proportion of frames 

meeting the queueing delay requirement when compared to the case where the T2 

bandwidth is overallocated in the IACG DBA, as discussed in section 4.4.  The unused T2 

bandwidth is shared between T3 and T4 in proportion to the number of ONUs used by 

T3 and T4, as shown in Table 5.2.  In this scenario, fronthaul traffic (T2) is carried by 9 

ONUs, midhaul traffic (T3) is carried by 4 ONUs and backhaul traffic (T4) is carried by 3 

ONUs, similar to scenario 1 in section 4.4, and depicted in Figure 5.3. 

Table 5.2: Bandwidth allocation in scenario 1 (T2 as fronthaul traffic) for proposed hybrid DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 0 bytes, SImax2 = 5 0 Mbit/s 

T3 9 – 12 ABmin3 = 27344 bytes, SImax3 = 5 350 Mbit/s 

9 – 12 ABsur3 = 391 bytes, SImin3 = 5 5 Mbit/s 

T4 13 – 15 ABsur4 = 20859 bytes, SImin4 = 5 267 Mbit/s 

 

5.3.2 Results and Discussion 

The simulation results are presented in terms of the average ONU upstream delay, the 

proportion of frames meeting the queueing delay requirement and the amount of 

colorless grant (T5) used by T2, T3 and T4.  The performance of the proposed hybrid DBA 

is evaluated taking into account the increased bandwidth to T3 and T4.  Figure 5.6 shows 

the cumulative distribution function (CDF) of the average ONU upstream delay for the 

IACG DBA and the proposed hybrid DBA, at an offered load of 80%.  It can be observed 

that 99.18% of T2 frames meet the 140 µs queueing delay requirement (as discussed in 

section 4.4) and this increases to 100% in the proposed hybrid DBA.   
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Figure 5.6: CDF of queueing delay at 80% traffic load in scenario 1 (T2 as fronthaul traffic) for the IACG 
DBA and proposed hybrid DBA. 

 

In the proposed hybrid DBA, the reallocation of T2 bandwidth to T3 and T4 enables more 

T3 frames to utilise their own allocated bandwidth rather than using the colorless grant 

(T5). This is because T3 now becomes the first priority in grant allocation in the DBA 

process in place of T2 as was the case in the IACG DBA.  This results in a 39% decrease 

(89% → 54%) in the amount of colorless grant bandwidth (T5) used by T3, when 

compared with the IACG DBA.  With the increased bandwidth, the average ONU 

queueing delay of T3 and T4 reduces by 6% and 9% to 65.44 µs and 65.37 µs, 

respectively.  The results for T3 and T4 also show that 100% of the frames continue to 

meet the 1 ms latency requirement for HLS [59]. 

 

5.3.3 Scenario 1 with increased number of ONUs 

In the IACG DBA, the bandwidth for T2 was overallocated in order to obtain a better 

performance in terms of average ONU upstream delay and the proportion of frames 
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meeting the 140 µs queueing delay requirement.  In this experiment, the number of 

ONUs used by T2 is increased in order to show that overallocation of bandwidth to T2 

can be avoided and at the same time obtain improved results using the proposed hybrid 

DBA.  Now 12 ONUs carry T2 traffic instead of 9, as was the case in section 5.3.1, while 

3 ONUs and 1 ONU carry T3 and T4 traffic, respectively.  The bandwidth in the upstream 

is shared in proportion to the number of ONUs carrying T2, T3 and T4 traffic, and are 

listed in Table 5.3.   This scenario uses the same simulation parameters listed in Table 

4.1 in section 4.4.3.   

Table 5.3: Bandwidth allocation in scenario 1 (T2 as fronthaul traffic) with increased ONUs for proposed 
hybrid DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8, 10 – 12 ABmin2 = 0 bytes, SImax2 = 5 0 Mbit/s 

T3 13 – 15 ABmin3 = 35938 bytes, SImax3 = 5 

 
460 Mbit/s 

13 – 15 ABsur3 = 469 bytes, SImin3 = 5 6 Mbit/s 

T4 9 ABsur4 = 12188 bytes, SImin4 = 5 156 Mbit/s 

 

5.3.4 Results and Discussion 

The effect of increasing the number of ONUs used by T2 on the average ONU upstream 

delay and proportion of frames meeting the 140 µs queueing delay requirement is 

evaluated and compared to the IACG DBA. The results show that the proportion of 

frames meeting the 140 µs queueing delay requirement for T2 increased by 1.61 %, from 

98.42% to 100 % in Figure 5.7.  There is also an improvement in the average ONU 

upstream delay (67.57 µs → 63.63 µs). 
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Figure 5.7: CDF of queueing delay at 80% traffic load in scenario 1 (T2 as fronthaul traffic) with increased 
ONUs for the IACG DBA and proposed hybrid DBA. 

 

In this experiment, it is observed that the higher the number of ONUs used by T2 in the 

proposed hybrid DBA, the larger the proportion of frames that meet the 140 µs queueing 

delay requirement and the lower the average ONU upstream delay.  This proves that the 

overallocation of bandwidth to T2 is not required to obtain increased performance when 

using the proposed hybrid DBA. 

 

5.4 Proposed Hybrid DBA with T2 and T3 as fronthaul traffic 

In this section, the proposed hybrid DBA is implemented with both T2 and T3 as 

fronthaul traffic, separated as control and signalling in T2 and user data in T3.  There is 

no overallocation of bandwidth for T2 and T3 in the proposed hybrid DBA, since they 

will not require the use of the IACG DBA process.  The proposed hybrid DBA is compared 

with the IACG DBA in terms of average ONU upstream delay and the proportion of 

frames meeting the 140 µs queueing delay requirement using a simulation scenario with 
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increased loads for T2 and T3.  Figure 5.8 shows the simulation model for the proposed 

hybrid DBA as was discussed in section 5.2, along with the simulation parameter 

settings.  The T2 and T3 messages, which contain the mobile scheduling information, 

travel along the message path while the T2 and T3 packets, which contain the mobile 

data travel along the data path.   

 

 

Figure 5.8: Network design diagram of simulation model in scenario 2 (T2 and T3 as fronthaul) for 
proposed hybrid DBA. 

 

5.4.1 Scenario 2 (T2 and T3 as fronthaul) 

This scenario is composed of 9 ONUs carrying the fronthaul traffic with control and 

signalling (T2) and user data (T3) in the ratio 22:78 (as discussed in section 4.4).  The 

remaining 7 ONUs carry the midhaul traffic (T4).  In the hybrid DBA, both T2 and T3 are 

not allocated bandwidth, so T4 is allocated the total bandwidth per ONU, as listed in 

Table 5.4. 

Table 5.4: Bandwidth allocation in scenario 2 (T2 and T3 as fronthaul traffic) for proposed hybrid DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 0 bytes, SImax2 = 5 0 Mbit/s 

T3 0 – 8 ABmin3 = 0 bytes, SImax3 = 5 0 Mbit/s 

0 – 8 ABsur3 = 0 bytes, SImin3 = 5 0 Mbit/s 

T4 9 – 15 ABsur4 = 48594 bytes, SImin4 = 5 622 Mbit/s 
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5.4.2 Results and Discussion 

The proportion of frames meeting the 140 µs queueing delay requirement for T2 

remains unchanged at 100% as shown in Figure 5.9 and Figure 5.10, while there is an 

increase, from 98.97% to 100%, for T3.  The increased percentage is significant as some 

5G use cases may require a packet reliability of 99.9% or higher, as described in section 

2.2.3. 

 

Figure 5.9: CDF of queueing delay at 80% traffic load in scenario 2 (T2 and T3 as fronthaul traffic) for 
IACG DBA. 
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Figure 5.10: CDF of queueing delay at 80% traffic load in scenario 2 (T2 and T3 as fronthaul traffic) for 
proposed hybrid DBA. 

 

The results obtained for the average ONU upstream delay show a 1% decrease (63.94 

µs → 63.10 µs) for T2 and a 4% decrease (66.05 µs → 63.65 µs) for T3.  Even though T2 

carries a much smaller amount of the fronthaul traffic than T3, the delay values are 

similar.  These results show that the overallocation of bandwidth for T2 and T3 in the 

IACG DBA can be discarded or eliminated in the proposed DBA while at the same time 

producing improved outcomes for fronthaul traffic in terms of the average ONU 

queueing delay and the proportion of frames meeting the 140 µs queueing delay 

requirement.  

 

5.4.3 Scenario 2 with increased number of ONUs 

This scenario is similar to the scenario in section 5.4.2, but with the number of ONUs 

carrying fronthaul traffic (T2 and T3) increased from 9 to 15 and 1 ONU carrying midhaul 
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traffic (T4).  The bandwidth allocations for T2, T3 and T4 are listed in Table 5.4. in section 

5.4.1. 

 

5.4.4 Results and Discussion 

The results obtained are compared with the scenario for the IACG DBA with 9 ONUs 

carrying fronthaul traffic (T2 and T3) as was described in section 5.4.2.  As the number 

of ONUs for fronthaul traffic is increased using the proposed DBA, the proportion of 

frames meeting the 140 µs queueing delay requirement remains unchanged at 100%.  

When this scenario is compared with the IACG DBA, there is no increase (unchanged at 

100%) for T2 but a 2.18% increase (97.17% → 100%) for T3 in terms of the proportion of 

frames meeting the 140 µs queueing delay requirement as shown in Figure 5.11 and 

Figure 5.12.   

 

However, the average ONU upstream delay for T2 increases from 63.10 µs with 9 ONUs 

to 64.02 µs with 12 ONUs, a 1.45% increase.  The average ONU upstream delay for T2 

(64.02 µs) in the hybrid DBA results in a slight increase over that of the IACG DBA (63.77 

µs) and a large decrease for T3 from 69.59 µs to 63.84 µs in the hybrid DBA. 
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Figure 5.11: CDF of queueing delay at 80% traffic load in scenario 2 (T2 and T3 as fronthaul traffic) with 
increased ONUs for the IACG DBA. 

 

Figure 5.12: CDF of queueing delay at 80% traffic load in scenario 2 (T2 and T3 as fronthaul traffic) with 
increased ONUs for proposed hybrid DBA. 

 

5.5 Experiments for Scenarios 1 and 2 at all traffic loads 

For scenarios 1 and 2 in the proposed hybrid DBA, the same three experiments 

(experiment 1 – Bandwidth allocation proportional to maximum load, second 
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experiment 2 – Bandwidth allocation proportional to actual load and experiment 3 – 

bandwidth overallocation) described in section 4.6 are conducted but with different 

parameters for the T2, T3 and T4 bandwidth allocation.  The fronthaul traffic, i.e., T2 (in 

scenarios 1 and 2) and T3 (in scenario 2), in the proposed hybrid DBA does not require 

the use of the IACG DBA process so its bandwidth allocation is zero, as shown in Table 

5.5 and Table 5.6.  The performance of the hybrid DBA is evaluated in terms of the 

average ONU upstream delay and the percentage of frame loss meeting the 140 µs 

queueing delay requirement and compared with the IACG DBA. 

Table 5.5: Bandwidth allocation proportional to maximum load in scenario 1 (T2 as fronthaul traffic) for 
proposed hybrid DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 0 bytes, SImax2 = 5 0 Mbit/s 

T3 9 – 12  ABmin3 = 11760 bytes, SImax3 = 5 151 Mbit/s 

9 – 12 ABsur3 = 390 bytes, SImin3 = 5 5 Mbit/s 

T4 13 – 15  ABsur4 = 9113 bytes, SImin4 = 5 116 Mbit/s 

 

Table 5.6: Bandwidth allocation proportional to maximum load in scenario 2 (T2 and T3 as fronthaul 
traffic) for proposed hybrid DBA. 

T-CONT type ONU Parameters Bandwidth 

T2 0 – 8 ABmin2 = 0 bytes, SImax2 = 5 0 Mbit/s 

T3 0 – 8 ABmin3 = 0 bytes, SImax3 = 5 0 Mbit/s 

0 – 8 ABsur3 = 0 bytes, SImin3 = 5 0 Mbit/s 

T4 9 – 15  ABsur4 = 21260 bytes, SImin4 = 5 272 Mbit/s 

 

5.5.1 Results and Discussion 

Figure 5.13 and Figure 5.14 shows the results for the percentage of frame loss for 

bandwidth overallocation in the IACG DBA and proposed hybrid DBA.  It can be clearly 
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seen that the proposed hybrid DBA performs better than the IACG DBA and provides 

zero frame loss for T2 (in scenarios 1 and 2) and T3 (in scenario 2) at all traffic loads.  The 

reason for this is that in the proposed hybrid DBA, there is no bandwidth waste at the 

ONU as the OLT knows the amount of bandwidth to allocate to T2 before the arrival of 

the frames at the ONU buffer in the upstream. 

 

 

Figure 5.13: Percentage of T2 frame loss vs. traffic load for bandwidth overallocation in scenario 1 (T2 as 
fronthaul) for IACG DBA and Hybrid DBA. 
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Figure 5.14: Percentage of T3 frame loss vs. traffic load for bandwidth overallocation in scenario 2 (T2 and 
T3 as fronthaul) for IACG DBA and Hybrid DBA. 

 

In scenario 1 (T2 as fronthaul), the average ONU upstream delay for fronthaul traffic (T2) 

at 90% traffic load in the IACG DBA is the least (approximately 68 µs) when there is 

bandwidth overallocation, as shown in Table 5.7.  For the hybrid DBA, the average ONU 

upstream delay for T2 is lower and remains the same at approximately 64 µs for all three 

experiments. 

 

In scenario 2 (T2 and T3 as fronthaul), the average ONU upstream delay at 90% traffic 

load for T2 (control and signalling – fronthaul traffic) in the IACG DBA remains at 

approximately 64 µs for the three experiments, while it is approximately 64 µs in the 

hybrid DBA.  As shown in Table 5.8, the average ONU upstream delay at 90% traffic load 

for T3 (user data – fronthaul traffic) for the hybrid DBA remains constant at 64 µs in the 
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three experiments and this value is lower than the smallest value for the IACG DBA, 

obtained for the bandwidth overallocation experiment. 

Table 5.7: Comparison of T2 average ONU upstream delay in IACG DBA and Hybrid DBA for Scenario 1 
(T2 as fronthaul) at 90% traffic load. 

Experiment IACG DBA Hybrid DBA 

Bandwidth allocation proportional to maximum load 71 µs 64 µs 

Bandwidth allocation proportional to actual load 71 µs 64 µs 

Bandwidth overallocation 68 µs 64 µs 

 

Table 5.8: Comparison of T3 average ONU upstream delay in IACG DBA and Hybrid DBA for Scenario 2 
(T2 and T3 as fronthaul) at 90% traffic load. 

Experiment IACG DBA Hybrid DBA 

Bandwidth allocation proportional to maximum load 76 µs 64 µs 

Bandwidth allocation proportional to actual load 75 µs 64 µs 

Bandwidth overallocation 68 µs 64 µs 

 

In order to further test the performance of the proposed hybrid DBA, a fourth 

experiment (Increased number of ONUs) is conducted, in which the number of ONUs 

carrying fronthaul traffic for scenarios 1 and 2 is increased from 9 to 15 ONUs with 1 

ONU carrying midhaul traffic in scenario 2 or both midhaul and backhaul/fixed access 

traffic in scenario 1.  Scenario 1 uses one ONU, with T3 carrying midhaul traffic and T4 

carrying backhaul/fixed access traffic in the ratio 57:43 (T3:T4).  This ratio is used to 

represent the number of ONUs used by T3 and T4 in the third experiment – bandwidth 

overallocation (4 out of 16 ONUs for T3 = 57% and 3 out of 16 ONUs for T4 = 43%).  The 

number of ONUs used by fronthaul traffic is increased in order to show that 

overallocation of bandwidth to T2 can be avoided while at the same time obtaining 

improved results using the proposed hybrid DBA.   
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In the hybrid DBA, for both scenarios 1 and 2, the frame loss of the fronthaul traffic (T2) 

remains at 0% while the average ONU upstream delay remains unchanged at 

approximately 64 µs when using either 9 ONUs or 15 ONUs for transmission.  The 

average ONU upstream delay for midhaul traffic (T3) in scenario 1, which is transmitted 

using only one ONU, decreases from 66 µs to 63 µs, compared to the case when 4 ONUs 

was used for transmission while the backhaul traffic (T4), decreases from 66 µs (when 

using 3 ONUs) to 64 µs (when using 1 ONU).  In scenario 2, the average ONU upstream 

delay for midhaul traffic (T4) remains the same at 66 µs.   

 

Increasing the number of ONUs for fronthaul traffic in the proposed hybrid DBA shows 

that the performance for frame loss and average ONU upstream delay remains 

unchanged in both scenarios.  However, for non-fronthaul traffic (midhaul, backhaul and 

fixed access) there is a slight improvement in the average ONU upstream delay. 

 

5.6 Conclusion 

In this chapter, a hybrid DBA operating with both the CO-DBA and the IACG DBA for a 

converged fronthaul was proposed.  The hybrid DBA used an XGS-PON system model 

developed using the OMNeT++ discrete event network simulator.  In the proposed 

hybrid DBA, the CO-DBA transmitted fronthaul traffic while the IACG DBA, using its 

colorless grant phase, transmitted non-fronthaul traffic (midhaul, backhaul and fixed 

access traffic) in the network.  There is no bandwidth allocation for fronthaul traffic (T2) 

in both scenarios thereby allowing for much higher loads to be implemented in T2. 
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The performance of the proposed hybrid DBA was evaluated using the same four 

experiments in two deployment scenarios as the IACG DBA, described in Chapter 4.  The 

hybrid DBA was shown to give enhanced performance over the IACG DBA for the 

percentage of frame loss meeting the 140 µs queueing delay requirement for fronthaul 

traffic and the average ONU upstream delay.  It also showed that the midhaul traffic (T3) 

in scenario 1 relies less on the IACG DBA colorless grant.  This is significant in achieving 

low-latency transmission in the upstream for fronthaul. 

 

When the number of ONUs carrying fronthaul traffic is increased, the IACG DBA shows 

an increased frame loss and average ONU upstream delay while the hybrid DBA 

maintained a zero-frame loss for fronthaul traffic.  This shows that the overallocation of 

bandwidth to fronthaul traffic is not required to obtain improved performance for frame 

loss and average ONU upstream delay when there is an increase in the number of ONUs 

used to carry fronthaul traffic. 

 

  



 
 

137 
 

6. Conclusion and Future Work 

6.1 Summary 

This thesis has presented a detailed description of the research work focused on the use 

of a passive optical network dynamic bandwidth allocation scheme in meeting the 

transport requirements in a converged fronthaul network.  The transport requirements 

were based on a threshold of 250 µs for the latency requirement and 99.9% (eMBB use 

cases) to 99.999% (URLLC use cases) for the reliability requirement. 

 

 The first goal of this research was to investigate the use of the IACG DBA in a 

converged network by extending and making improvements to the existing 

model. 

 

 The second goal was to evaluate the IACG DBA using simulations and to analyse 

its performance. The analysis focused on the average ONU upstream delay and 

the proportion of frames meeting the fronthaul latency requirement. 

 

 The third goal was to propose a hybrid DBA, operating with the IACG DBA and 

cooperative DBA, that handles a mix of fronthaul traffic and non-fronthaul traffic 

in a converged network while satisfying the strict latency requirement for 

fronthaul traffic.  
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 The fourth goal was to use the proposed hybrid DBA to effectively reduce the 

ONU upstream queueing delay and efficiently utilise the bandwidth for fronthaul 

traffic. 

 

6.2 Conclusions 

The following conclusions can be learnt from the main results in this thesis: 

 

 A modified version of the IACG DBA is suitable for meeting the latency 

requirements in a converged network.  This can be achieved by allocating a 

higher proportion of bandwidth to fronthaul traffic as compared to other types 

of traffic in the network. 

 

 The average upstream delay of the fronthaul traffic may not reveal whether all 

the T-CONT frames being sent in the upstream direction are meeting the latency 

requirement.  In order to obtain a realistic view of this, further investigation by 

examining the delay distribution of the T-CONT frames is necessary. 

 

 An analysis of the delay distribution of T-CONT frames was carried out and it was 

observed that the IACG DBA is suitable for meeting the latency requirement in a 

converged network provided an adequate allocation of bandwidth is made 

available for fronthaul traffic. 
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 Higher upstream line rates beyond 10 Gbit/s will show a higher proportion of 

frames meeting the latency requirement and the delays are likely to be lower. 

 

 A higher percentage of frames meet the latency requirement and the average 

upstream delay decreases as the frame size decreases.  This is because smaller 

frame sizes avoid the need for fragmentation and are likely to be transmitted in 

one upstream transmission cycle leaving fewer frame fragments waiting for 

subsequent upstream cycles to be transmitted. 

 

 The proposed hybrid DBA was successfully implemented using the OMNeT++ 

network simulator.  The simulation model was modified for a converged network 

that transmits a mix of different traffic types and uses the ITU-T cooperative DBA 

and status reporting DBA methods. 

 

 The proposed hybrid DBA was designed to operate with the cooperative DBA 

which transmits latency-sensitive fronthaul traffic and IACG DBA, which has a 

colorless grant phase, and transmits non-fronthaul traffic with less stringent 

latency requirements. 

 

 The proposed hybrid DBA is shown to provide improved results for the average 

ONU upstream delay and proportion of frames meeting the latency requirement 

for fronthaul traffic. 
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6.3 Future Work 

A hybrid DBA and model operating with the IACG DBA and cooperative DBA has been 

proposed in Chapter 5.  The proposed hybrid DBA can be extended in various ways, 

which is discussed below. 

 

Adjusting the burst allocation frequency is one way to improve the existing model of the 

hybrid DBA.  In the hybrid DBA, the transmission of non-fronthaul traffic is handled by 

the IACG DBA where a single burst is assigned to each ONU every 125 µs frame i.e., 

serving an ONU every 125 µs.  The burst allocation frequency can be increased to 4 

bursts per 125 µs frame (serving an ONU every 31.25 µs) and even 16 bursts per 125 µs 

frame (serving an ONU every 7.8 µs).  Different burst allocation frequencies can be used 

for different ONUs and for different traffic types in the same PON to investigate its 

impact on the upstream latency in a converged network. 

 

ONU activation and ranging is a process that is performed by the OLT when a new ONU 

wants to join a PON and before the ONU is permitted to transmit any upstream data.  

This process can cause traffic disruptions for ONUs carrying fronthaul traffic in the 

network.  These traffic disruptions can be reduced by modifying the hybrid DBA model 

to include a second PON system in the network that handles the ONU activation and 

ranging process and then the newly activated ONU can join the first PON system 

afterwards.  This is a possible way to improve the hybrid DBA model and further reduce 

upstream latency for fronthaul traffic.   
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A fixed frame size of 1500 bytes was used in the proposed hybrid DBA and model.  An 

upstream transmission of mixed frame sizes with URLLC (short frame size) and eMBB 

(long frame size) traffic can be investigated to determine the impact of URLLC traffic on 

eMBB reliability and data rate.   

 

Different scheduling approaches for transmitting URLLC and eMBB traffic in a converged 

network based on their respective requirements can be studied and compared.  This is 

achieved by using the different T-CONT types in an ONU for URLLC and eMBB traffic. 

 

A study of having different frames sizes being transmitted using different T-CONTs can 

be performed.  This study can be compared with the existing model that uses a fixed 

frame size for transmission of T-CONTs.  This is to determine the impact on the 

performance of the network in terms of latency.  

 

Loss of synchronisation is a challenge for mobile traffic that will be transmitted through 

an asynchronous Ethernet network.  Synchronisation over Ethernet can be achieved 

through the exchange of time-stamped packets using the IEEE 1588 Precision Time 

Protocol (PTP).  The model can be extended by partitioning the time on the network to 

ensure contention-free transmission of certain packets.  A study of the Packet Delay 

Variation (PDV) can be performed to determine its effect on the network.  

 

The model can be extended for use in high-speed PONs (hsp), e.g., 50 Gbit/s PON, 

currently undergoing standardisation by the ITU-T.   The performance of the fronthaul 
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network can be studied in terms of the latency, latency variation, bandwidth utilisation 

efficiency and reliability.  

 

The improvements to the hybrid DBA model stated above for future work are important 

to further reducing the upstream latency and increasing the proportion of frames that 

meet the fronthaul latency requirements which is needed for also meeting the reliability 

requirements for different 5G use cases such as eMBB, URLLC and mMTC. 
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