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Abstract

Hybrid organic-inorganic halide perovskites (HOIHPs) are a new class of material
that combine molecular and valence solids to form a disordered material that exhibits
flexible bonding and is susceptible to structural distortions. With applications in
optoelectronics and as light-harvesters in solar cell devices, HOIHPs have been exten-
sively researched. This thesis focuses on understanding the structure and dynamics
of the archetypal HOIHP, methylammonium lead iodide (MAPbI3), developing new
methods for tuning the structure of the material and characterising new structural
phases.

This research started with a detailed study of the structure and dynamics of MAPbI3
at ambient temperature, the temperature most critical to the operation of HOIHP
based solar cell devices. For this purpose, traditional analysis of X-ray single crystal
and neutron powder diffraction measurements were combined with maximum en-
tropy method (MEM) analysis. This revealed the structure to be significantly more
disordered than previously realised. Following the observation of interstitial iodine
sites the Pblg framework was found to exhibit distortions that when combined with
analysis of variable temperature synchrotron powder diffraction data allowed a mech-
anism for iodine diffusion to be proposed. Bond distance analysis of both migrating
and distorted iodines were consistent with the formation of neutral I, and suggests
the redox couple 2I™ — I, + 2e™. The proposed mechanism for iodine diffusion
describes the population of interstitial iodide sites only through the collective motion

of MA™ cations in a gate opening type mechanism.

Following the significant structural disorder observed for MAPbI3 at ambient temper-
ature, a series of experiments aimed at characterising subtle changes to the average
structure of MAPDI3 following a number of post synthesis thermal treatments were
conducted. Some of these treatments are consistent with those described in the lit-
erature for the processing of HOIHP based solar cell devices. Analysis of variable
temperature synchrotron powder diffraction measurements revealed low temperature

(<80 °C) annealing in air to result in subtle distortions to the structure consistent



vi

with the incorporation of interstitial oxygen. Low temperature (<80 °C) vacuum
annealing was found to have little effect, however at higher temperatures (>80 °C)
subtle changes to the tilting of the Pblg octahedral framework were observed. This
was followed by a series of X-ray single crystal and neutron powder diffraction mea-
surements on MAPbI3 samples annealed at high temperature and under a vacuum.
This research demonstrates precise control of both the framework tilting and bond
lengths of the Pblg octahedral framework as well as disorder that is dependent on
annealing temperature. This treatment was found to have no significant effect on the
thermal stability of the material. The changes observed are attributed to the loss of
MA that results in a change in the interaction between the organic A-site cation and
inorganic framework, demonstrating the flexible nature of the structure that allows

for a range of structures to be stabilised.

After demonstrating precise control of principle structural features of MAPDbI3
following high temperature vacuum annealing, a post synthesis thermal iodine
treatment was devised that resulted in the stabilisation of a new structural phase
MAPbDI;3, . The structural characterisation of this phase was investigated between
100 K and 400 K through a combination of variable temperature X-ray powder
and single crystal diffraction measurements. Between the measured temperature
range this compound was found to exhibit four structural phases that are stabilised
through the incorporation of additional interstitial iodine positioned at the centre face
of the perovskite framework. At ambient temperature this phase exhibits ordering
of the MA™ cations, a reduction in both Pblg framework tilting and Pb-I bond
lengths, and a decrease in the disorder of the framework that demonstrates increased
rigidity of the structure. Below ambient temperature, ordering of the interstitial
iodine sites is observed to correlate with tilting of the framework and ordering of the
MA™. This research provides experimental evidence for intrinsic doping of MAPbI;
and demonstrates the porous nature of HOIHPs, whilst presenting a new route for

synthesising novel variants of HOIHP photovoltaic materials.

This thesis demonstrates HOIHPs to be flexible, highly disordered materials. Most
surprisingly, the structure of these materials is shown be highly dependent on the
synthesis method and post synthesis thermal treatment undertaken. Through demon-
strating precise control of the structure of these compounds, this thesis contributes
towards producing more stable, highly efficient photovoltaic devices through the

development of new structural phases for MAPbI3.
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Introduction

1.1 Motivation

In just 90 minutes the earth is exposed to more energy from the sun (6.45 x 10?0 J)
than humanity uses in a single year (5.72 x 10%° J as of 2001) [1]. Considering this,
and that as of 2019 solar power makes up just 0.46% of global energy production
the solar resource is drastically under utilised [2]. The under representation of solar
power as a clean energy resource is set against a backdrop of increased global
energy demands and the reality of climate change, which is thought to be a result of
greenhouse gases released through the burning of coal, oil and gas. These processes

currently dominate the global energy market.

For the purpose of developing new solar power technology, photovoltaics are now
a thriving area of materials research, where reducing the cost and efficiency of
materials that exhibit photovoltaic properties is a key goal. First discovered by
Edmond Becquerel in 1839 the photovoltaic effect is the mechanism by which
solar cells generate electrical power through exposure to light. The basic process
involves incident photons exciting valence electrons to the conduction band of
semiconducting materials allowing them to propagate through the material. Typically
excited electrons will relax back to a ground state, but in a solar cell a characteristic
asymmetry results in the flow of excited electrons that are then used in an external
circuit [3].

A series of recent discoveries have demonstrated that a class of semiconducting
materials refereed to as hybrid organic-inorganic halide perovskites (HOIHPs) can
be used to produce low cost cells that already demonstrate efficiencies competitive
with silicon [4-6]. The functional properties of these materials extends beyond
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light-harvesting for solar cell devices, with applications in optoelectronics [7, 8],
transistors [9, 10] and X-ray detection [11]. Currently, the underlying mechanism by
which these properties are exhibited is largely unknown, and therefore fundamental
studies of these materials are required if a commercial HOIHP based solar cell
is to be realised. This provided an exciting opportunity for a rewarding study, for
which this thesis intends to contribute through the characterisation, and study of the
structure and dynamics of HOIHPs.

1.2 Development of Solar Cell Technology

The potential advantages of HOIHP based solar cells is best understood through
considering the development of solar cell technology and the underpinning funda-
mental materials research. The advancement of solar cell technology over the past
70 years can be categorised into first (I), second (II) and third (III) generation, each
distinguishable by the materials technology, and how they balance efficiency with
production costs. To summarise, first generation solar cells are based on silicon
wafers that form a p-n junction. Despite their high costs these cells show relatively
low efficiencies [12]. Second generation thin films are defined by cheap and simple
manufacturing processes with thin photoactive layers, these cells exhibit even lower
efficiency. However, commercial potential lies in the opportunity for mass produc-
tion and the ability to integrate these cells into small electronic devices at low cost
[13]. The industry now looks to be on the verge of a third revolution in solar cell

technology that aims to produce low cost high efficiency solar cells.

1.2.1 First Generation Solar cells

Developed in 1954 at Bell labs, first generation solar cells are currently the most
widely adopted solar cell technology, a result of their high power efficiencies. How-
ever, these devices are expensive to manufacture and mainly comprised of mono-

crystalline Silicon (c-Si) or multi-crystalline Silicon (mc-Si) wafers.

Mono-Crystalline Silicon

Mono-crystalline solar cells are comprised of single crystal silicon square wafers
generally between 125 mm and 156 mm in size. Columns of single crystal ingots
are grown by the Czochralski method from which the silicon wafers are cut [12].
This process involves melting high-purity silicon in a quartz crucible, into which a
seed crystal mounted rod is submerged. Through careful control of the temperature
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gradients a single-crystal ingot is pulled from the melt. The float zone method is also
a common method of producing higher purity silicon but at a greater cost.

Multi-Crystalline Silicon

Multi-crystalline silicon is prepared by a simpler casting method that results in the
growth of polycrystalline ingots. The process was refined for photovoltics by Wacker
Chemitronic in the 1970’s and involves solidifying molten silicon from the bottom
up producing large grains typically 0.1 cm to 10 cm in size. The large ingots are then
cut into wafers to be used in constructing solar cells. This manufacturing process is
less rigorous than those used for mono-crystalline Silicon with lower tolerances. It is
therefore cheaper than the Czochralski method, but results in a reduction by up to
20% in cell efficiency [14].

Constructing a Silicon Solar Cell

A basic silicon solar cell consists of a single p-n junction formed at the contact
point between two adjacent layers of p and n type doped silicon wafers. The p
type wafer is placed above a metal contact forming the base of the solar cell. This
is generally the thickest component of the cell at around between 300-500 um
and is used to absorb as much light as possible. The doping is dilute for increased
diffusion lengths increasing the probability that photogenerated electrons reach the
p-n junction. The n-type layer is thin to insure as much light as possible reaches the
p-type base, this layer is heavily doped increasing electron-hole recombination and
therefore less charge carriers are produced. The final layer consists of a top contact
and anti-reflection (AR) coating that is typically deposited from liquid or vapour.
For silicon the AR coating is around 80 nm to 100 nm thick and usually made from
titanium dioxide [15].

The Limitations of Silicon Solar Cells

First generation silicon based solar cells make up the vast majority of the solar cell
market. It benefits from the fact that the silicon manufacturing industry is incredibly
well developed, a result of its massive application across micro-electronics. The
growth of high quality single crystal silicon on an industrial scale has existed for many
years. Although there has been progress towards so called "dirty silicon’ referring to
low purity silicon for use in solar cell applications, the growth of high purity silicon

still makes up a large portion of the cost in producing current devices.
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As a photovoltaic material silicon has some significant drawbacks. For instance,
silicon poorly absorbs sunlight meaning silicon solar cells have to be much thicker
than alternative photovoltaic materials, this limits commercial solar cells to bulky
rigid form factors. For terrestrial based solar cells the optimum band gap for photo-
voltaic applications is 1.34 eV for a single junction solar cell, which is demonstrated
by the Shockley-Queisser limit with a maximum possible efficiency of 33% [16].
Silicon falls short of this ideal with a band gap of 1.1 eV and is therefore not ideal
as a photovoltaic. The growth of large single crystal silicon ingots requires a large
amount of energy input to produce, this means although the end result is a clean

energy source the industrial process is extremely energy consuming.

1.2.2 Second Generation Solar Cells

Second generation solar cells are a group of photovoltaic devices based on thin
films. Thin films are much cheaper to produce compared with first generation silicon
devices, and can be incorporated into an ultra thin flexible form factors, a result of
the reduced raw material cost and low temperature chemical deposition manufac-
turing methods. The thin-film devices are primarily comprised of three materials,
amorphous silicon (a-Si), copper indium gallium selenide (CIGS) and cadmium
telluride (CdTe).

Amorphous Silicon (o-Si)

The first thin-film solar cell was constructed from «-Si by Carlson and Wronski
in 1976, demonstrating a power conversion efficiency of 2.4% [17]. These thin
film cells are most commonly found at the top of scientific calculators, and their
popularity originates from their abundance and non-toxicity. Low temperature pro-
cessing allows for the manufacturing of flexible and cheap substrates with a high
absorption coefficient relative to crystalline silicon, allowing layers to be as thin
as 1-2 um. This high absorption coefficient is the most attractive property of o-Si
and stems from the inherent high disorder and abundance of dangling bonds present
within the amorphous structure. Unfortunately, the disorder in a-Si promotes re-
combinations, and drastically reduces charge carrier lifetime, but more importantly
the high defect concentration makes n- or p-type doping difficult. This problem was
solved by incorporating 10% hydrogen into the film. The hydrogen bonds contain an
unpaired electron (dangling bond) and thereby remove the ability to trap an electron
or hole, reducing the defect density from 10'° cm™3 to 10!® cm™3. The resulting
material, @-Si:H, has significantly enhanced electrical properties, and possesses a
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well defined direct band gap of 1.75 eV where doping is now possible allowing for
the manufacturing of junction devices [18].

The primary downside of &-Si:H as a photovoltaic is the degradation resulting from
the Staebler Wronski effect. Over a period of time the defect density can increase
with light exposure, which increases recombinations that can reduce efficiency by
up to 30% over a 6 month time span. The root cause is believed to be the breaking
of Si-H bonds. However, degraded o-Si:H can be restored by annealing at a few
hundred degrees Celsius and means a-Si:H based solar cells perform better at high

temperatures [19].

Constructing a Amorphous Silicon Solar Cell

An -Si:H based solar cell consists of a p-i-n junction, where the p and n doped
regions are consistent with a typical p-n junction but an intrinsic (i) undoped region
is placed between the two increasing the area in which photons are absorbed [19].
The i region is the thickest part of the cell often 250-500 nm and is responsible for
the majority of photon absorption allowing for the doped p- and n-type regions to be
much thinner. The built-in bias remains but the electric field is extended across the 1
region, which drives charge separation and increases the short charge carrier life time
present in &-Si. The photocarriers are collected by drift and not diffusion in contrast
to a p-n junction. A thicker i region maximises photon absorption but the electric
field is reduced by charge defects. At a certain width the i region will exceed the
space charge width resulting in a layer that does not contribute to the photocurrent.
Therefore, the depletion width is greater than the i region, and in general the limit is

approximately 0.5 um.

The first layer in an amorphous silicon solar cell is normally a glass substrate onto
which a transparent conducting oxide is coated usually made up of tin oxide or
indium tin oxide [19]. The p-type, undoped and n-type o-Si:H layers are sequentially
deposited at 240-400 °C in a design type known as "superstrate”. A large number of
deposition techniques exist but the most commonly used are plasma decomposition
of silane and sputtering. Finally a rear contact usually zinc oxide is deposited onto

the n-type layer and then sealed with a metal layer.

Evolution of the Amorphous Silicon Solar Cell

Optimising the design of ¢-Si based solar cells has seen the efficiency rise from 2.4%
(Carlson and Wronski, 1976) [17] to 13.6% [20]. These improvements stem from a

series of incremental design iterations starting with the discovery of hydrogenated
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a-Si:H by Tawada et al. in 1982 pushing the efficiency to 8.04% [21]. The next
key iteration came in the form of multi-junction cells. These cells have multiple
band gaps as a result of layered junctions such that the cell responds to a larger
proportion of the solar spectrum. Through alloying each junction, the device can be
tuned to a specific band gap where the top layer junction has the highest band gap,
this sequentially reduces with each layer of the cell. This allows for the capture of

photons that would normally be lost in a single junction cell [22].

Copper Indium Gallium Diselenide

As a photovoltaic, copper indium diselenide (CulnSe;) is ideal. It has a direct band
gap of 1 eV and is an excellent light absorbing material allowing for extremely thin
cell layers (1.2—4.04 um) [18, 19]. Interestingly, structural defects do not impede
the electrical behaviour of CulnSe, meaning that solar cell performance is less
dependent on impurities and crystal defects [18]. Often CulnSe; is alloyed with Ga
producing CulnGaSe, (CIGS), which has the effect of raising the band gap as well

improved electronic behaviour at the contacts.

The most effective CIGS based solar cells follow a hetrojunction structure. These
devices employ different base compounds for the p- and n-type layers, typically
an n-type CdS emitter layer is used on a doped p-type CIGS base [19]. The CdS
layer is highly doped with a band gap of 2.5 eV [18], thereby acting as a window to
reduce collection losses and transport electrons from the p-n junction to the front
contact with minimal resistance. The use of a heterojunction introduces a number
of new problems at the interface that impede performance, such as unwanted new
compounds forming at the junction. For example, at the CulnSe; - CdS interface the
compounds CuSe; and CuS; form [19]. Differences in the lattice constants of the
two compounds result in intra-band gap defect states at the junction, which increase
Shockley-Read-Hall recombination, this increases dark currents and reduces the
open circuit voltage of the cell. Variations in the band gap of the two materials can
introduce a narrow barrier or spike in the conduction or valence band at the interface.
This means that the photogenerated charge carriers crossing the p-n junction must
tunnel across the spike before collection. If the step is much less than 0.5 eV the
effect is minimal but for Cu(In,Ga)Se,-CdS this barrier is 0.5 eV in the conduction
band and disrupts collection [19].

Constructing a CulnGaSe; Solar Cell

To construct a CulnGaSe, based solar cell CIGS is deposited onto a molybdenum

coated substrate. Two methods can be employed for CIGS deposition, either copper
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indium gallium and selenium are vapour co-deposited or the selenisation of Cu/In
films is used. The layer is then annealed in oxygen. The n-type CdS layer is formed
through a chemical bath followed by the application of a zinc oxide conducting layer
that doubles as an anti reflection coating. This manufacturing process, and the costly
raw materials makes CIGS based solar cells expensive to manufacture compared
with other thin film devices [19]. Development of CIGS based solar cells began in
1976 by Kazmerski et al. with a cell efficiency of 4.5% [23]. As of 2015 the highest
recorded efficiency of CIGS based solar cells was 22.3%.

Cadmium Telluride

Belonging to the II-VI group of materials in theory cadmium telluride (CeTe) is an
ideal photovoltaic semiconductor. It has a direct band gap of 1.4 eV and an excellent
photon absorption coefficient [18]. CdTe can be doped both p- and n- type, one of
only two II-VI compounds for which this is possible [19]. Growth of both single
crystal and polycrystalline CdTe is possible. However for thin films polycrystalline
is of most interest and so far has produced the most efficient solar cells. CdTe forms
a wurtzite crystal structure. The strong chemical bonding means that the compound
has a high chemical and thermal stability. However, it tends to suffer from excess Te

atoms at grain boundaries that form defect states deep in the band gap [19].

CdTe based solar cells follow the same heterojunction design a CIGS. They use a n-
Cds emitter layer with a p-CdTe base layer. The most effective deposition technique
for CdTe layers is close space vapour transport although gas phase evaporation and
spray pyrolysis can also be implemented. Typically CdTe layers are between 3 and 5
um thick for good optical absorption [19]. CdTe dominates the thin-film solar cell
market, with a record efficiency of 22.1% [24].

Are Second Generation Solar Cells the Future?

Stability and reliability are two key areas where thin film solar cells perform poorly,
especially when compared to crystalline silicon. As discussed previously the Staebler-
Wronski effect is prevalent in the degradation of -Si thin film technology. Although
it has been shown that thinner intrinsic layers show reduced performance loss as
a result of decreased recombination of photocarriers, this still poses a significant
stability issue [25].

High operating temperatures pose a serious obstacle to the reliability of thin film
solar cells. As shown by Figure 1.1, increased temperatures result in a reduction of

fill factor, this represents a decrease in maximum power output for CIGS and CdTe
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thin films with the exception of ®-Si. The annealing effect discussed previously
that counters the Staebler-Wronski effect is responsible for ¢¢-Si high temperature

performance [26].
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Fig. 1.1 Comparison of fill factor for a variety of thin-film cell materials as a function
of temperature [26].

Abundance of raw materials is an important factor to consider when looking at emer-
gent solar cell technologies. For instance in order for CdTe and CIGS photovoltaics
to become the dominant solar technology we would require 75 times more gallium
and tellurium than has ever been produced for all other applications combined. This
combined with the relative availability of silicon being 20,000 and 300,000,000 times
more abundant than gallium and tellurium, respectively. This makes the complete

adoption of either of these thin-film technologies difficult [27].

The toxicity of compounds found in CdTe and CIGS solar cells pose a significant
health risk throughout the life cycle of the solar cell. Both cell types utilise an n-type
CdS emitter layer. Cadmium presents the most significant health and environmental
risk as it has been demonstrated to cause pulmonary inflammation and fibrosis [28].
Significant leaching of the compounds occurs through roof-top acidic runoff and
disposal in an aquatic environment and waste dump sites [29, 30]. Clearly the toxicity
of the materials used in thin-film CdTe and CIGS solar cells should be considered

when arguing for widespread adoption of these technologies.

Commercial solar cells are sold in modules where the reported efficiencies are often
significantly lower than the those achieved by research lab cells. By comparing
a number of commercially available solar cell modules in Table 1.1 it becomes
clear that thin-film solar cells significantly under perform when compared with
traditional crystalline silicon. Although CdTe has come the closest to rivalling the
efficiencies of crystalline silicon, the toxic properties of cadmium pose a significant
issue [26].
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Material PCE (%)
o-Si 9.8
CdTe 19.0
CIGS 19.0
Crystalline Silicon 21.5

Table 1.1 Comparison of solar cell module efficiency for a number of solar cell
materials as of 2020 [31].

When comparing power conversation efficiency (PCE) alone, crystalline silicon
clearly dominates. However this is not the only metric by which a solar cell technol-
ogy should be judged. Price per watt is cited as an important metric for a solar cell
systems characteristic. When considering the large amount of investment required to
meet global energy demands, this metric should be at minimum considered along
side power conversion efficiency. It is here that thin-films excel, being the first to
brake the $1/Watt landmark [32]. This is in part a result of the thin photoactive layers
and simple manufacturing techniques. Thin-film solar cells are able to target areas of

the market where cost is everything and space is irrelevant.

1.2.3 Third Generation Solar Cells

Third generation solar cells look to achieve the high efficiency of first generation
devices whilst maintaining the low cost deposition techniques of second generation
devices. These technologies are currently less commercially viable and therefore
considered "emerging’ technology. Examples of these include organic photovoltaics,
copper zinc tin sulfide (CZTS), dye-sensitised solar cells (DSSCs) and the subject of
this thesis HOIHP based solar cells.

Dye-Sensitised Solar Cells (DSSCs)

After the invention of the dye-sensitised solar cells by Oregan and Gritzel in 1991,
it became apparent that this configuration defined a new class of solar cells (third
generation) with instantaneous commercially viable efficiencies of 7.1%, whilst
utilising low to medium purity materials and a low cost manufacturing process
[33].

The key innovation of the dye-sensitised solar cell was to separate the charge carrier
transport and light absorption functions carried out by the n-type semiconductor into
a dye and electrolyte layer respectively. A layer of charge transfer dye is covalently

bonded onto a mesoporous oxide layer usually made up of TiO, nano-particles.
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Charge carriers are generated through photon electron interactions in the dye layer
which is ideally a single molecule thick due to the short lifetime of the carriers. The
photogenerated electrons are transferred to the TiO, conduction band where they

diffuse to the anode.

The large band gap of TiO, makes the regeneration of the dye unlikely, as such regen-
eration is facilitated through a redox mediator. Typically the iodide and triiodide (I~
I5') redox couple is used in the liquid electrolyte [34]. The dye sensitizer is extremely
poor at harvesting light, a smooth monomolecular layer will absorb less than 1% of
monochromatic light. The solution uses TiO; nanoparticles where the entire free
surface of the particles is coated and arranged in an extremely porous structure. The

large pore size allows for an electrolyte to diffuse through the structure.

In 2009, a new class of quantum dot materials, HOIHPs, were reported by Miyasaka
et al. to exhibit photovoltaic performance equal to the best chalcogenides-based
cells at the time [35]. Later developments allowed for HOIHPs to be incorporated
as the sensitised layer in a DSSC cell [36]. More recently the use of a solid hole
transporting material, replacing the unstable liquid iodine redox electrolyte allowed
hybrid perovskite based solar cells to emerge as highly efficient [37], low cost
devices that are already competitive with their silicon counterpart, with efficiencies
surpassing 24% [38]. The continued increase in performance is now faster than that
any previous photovoltaic technology, this is combined with low cost raw materials

and low temperature solution processing [39].
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1.3 Hybrid Perovskites

1.3.1 Perovskite Structure

Since the discovery of calcium titanium oxide (CaTiO3), by Lev Alekseevich Per-
ovski in 1839, any compound that shares its chemical formula (ABX3) and structure
are given the classification of perovskite. This perovskite aristotype is comprised of
a B site metal cation bonded to six X site anions. At the cuboctahedral intercises of
the resulting framework of corner-sharing BX¢ octahedra sits a large A-site cation.
The resulting simple cubic (Pm3m) structure is shown in Figure 1.2.

Fig. 1.2 Atomic coordination of the perovskite structure ABX3.

The versatility of the perovskite structure is evidenced by the abundance of possible
atomic substitutions into the structure. This has made it ideal for studying the effect
of different elements on the bonding, crystal structure and properties of solid-state
materials. As a result of the extensive range of chemical compositions and structures,
perovskites have become a staple of functional materials research, owing to the large
range of functional properties they exhibit. Specifically the well-known properties
of oxide based perovskites such as BaTiO3, that display both ferromagnetism and
ferroelectricity and the superconductivity of layered perovskites such as Ba; YCu307.
Oxide based perovskites also show excellent magnetic, electrical and structural
properties that are often governed by distortions resulting from collective Jahn-Teller
effects and tilting of the corner sharing octahedral framework. For example the trans-
port properties of ruthenates and manganites are influenced by the B-O-B octahedral



1.3 Hybrid Perovskites 12

tilt angle. For this purpose, structural distortions from the simple cubic perovskite
structure (Pm3m) through octahedral tilting have been extensively described, most
notably by Goldschmidt (1926 [40]), Glazer (1972 [41]) and Woodward (1997 [42]).
In order to predict the likelihood of a tilted structure and the stability of a perovskite
compound the Goldschmidt tolerance factor, T was devised:

Ra+Rx

=4 4 1.1
V2(Rg +Rx) (b

Here, the perovskite lattice is treated as a series of close-packed hard spheres.
According to Equation 1.1, the ideal perovskite forms when the ionic radii of the A
site cation (Ry4) results in a B-X bond length that is twice the size of the unit cell edge
and the A-X bond length is twice the length of the face diagonal. For this formulation
a value for 7 between 1.05 > 7 > 0.78, predicts the formation of the archetypal cubic
perovskite (described by the space group Pm3m).

The majority of perovskite compounds exhibit distortions that deviate from the
simple cubic structure though octahedral tilting. This is often temperature dependent
where the ideal perovskite structure is only found at high temperature, typically
above 1000 K for oxide perovskites. Upon temperature decrease lower symmetry
phase transitions are displayed that exhibit octahedral tilting. For a tilted perovskite
structure, the coordination of the A-site cation changes dramatically compared with
that of the B-site cation. Octahedral tilting about the crystallographic axes optimises
the anion coordination of the A-site cation. Therefore, octahedral tilting is driven by
a mismatch in the size of the A-site cation and X site anion resulting in structural
phase transitions, and can lead to the formation of nonperovskite structures. The
possible tilting of perovskite structures and the associated space groups have been
extensively studied by Glazer (1972 [41]), Woodward (1997 [42]), Howard and
Stokes (2002 [43]). The resulting first and second order phase transitions that are
made possible are identified in Figure 1.3 where the tilt systems and respective
space-group relationships are shown.
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Fig. 1.3 Perovskite group-subgroup relationships derived by Howard and Stokes
[43].

Beyond oxide based perovskites, inorganic halide perovskites were first reported by
Wells in 1893, in the form of CsPbX3 (X = Br, Cl, I). They were later characterised
by Moller in 1958 as exhibiting a black perovskite phase for CsPbBr3 and CsPbCl3
at ambient temperature. The range of inorganic perovskites CsPbX3 (X = Br, Cl, I)
exhibit a photo-active cubic perovskite phase. However, for CsPbl; this phase only
exists above 315 °C below which the structure reverts to a nonperovskite orthorhom-
bic phase, despite possessing a tolerance factor value of 0.89. In general, compared to
oxide based perovskites the tolerance factor does not generalise well as an indicator
for the formation of halide based perovskite compounds as shown in Figure 1.4.
Considering 576 oxide and halide based perovskites experimentally characterised
under ambient conditions [44]. T correctly predicts 62.87% and 77.27% of oxide
and fluoride based perovskites respectively, whilst on average only 20% of C1—, Br™
and I~ based systems. The increased covalency of metal-halide bonds compared
with metal-oxide perovskites results in larger observed atomic radii of metal halide
perovskites beyond those described by Shannon’s tables and therefore leads to values

of 7 outside of the range considered for stable perovskite compounds.
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Fig. 1.4 The number of correctly classified perovskites based on a tolerance factor
value 0.825 < t < 1.059 from a data set of 576 experimentally characterised ABX3
compounds containing X = O, F~, Cl7, Br~, I". Plotted from data reported by
Bartel et. al. [44].

1.3.2 Hybrid Perovskite Structure

The classification of materials according to the nature of their chemical bonding
serves as a useful distinction for studying materials and their properties. For this
purpose, functional materials can traditionally be categorised as being one of the
following: a metal, ionic crystal, a valence or covalent crystal, a molecular crystal or
a semi-conductor. This type of categorisation is useful in developing theories and
methodologies to better understand fundamental material properties, and develop
new technology. For instance, studying the physical properties of metals and semi-
conductors has resulted in the development of modern electronic components such
as transistors, photovoltaic cells and diodes. The study of ionic and covalent crystals,
has lead to an understanding of magnetic ordering and electrical polarisation that
emerges from ionic shifts, enabling the development of both magnetic and ferro-
electric materials respectively. More recently, molecular solids have shown potential
in functional electronics with the development of molecular semiconductors and

optoelectronics [45].
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Fig. 1.5 A number of possible atomic substitutions are shown for each of the A, B
and X sites for which the hybrid perovskite can be synthesised.

In searching for new material properties scientists now look to blur the lines between
these distinct classes of materials. The development of hybrid organic-inorganic
halide perovskites (HOIHPs), a class of material that combines molecular and valence
solids, provides an exciting opportunity for new exciting research with potential
applications in optoelectronics. The incorporation of an organic A-site cation into the
perovskite structure, defined by the chemical formula ABX3 and here consisting of a
post transition metal (B-site) halide (X-site) framework were first reported in 1978 by
Weber, where a simple cubic perovskite structure for the compound CH3NH3PbX3
(X =Cl, Br, I) was described. The substitution of a large organic ammonium cation,
in this case methylammonium onto the A-site and has been shown to extend the
functionality and flexibility of purely organic perovskite compounds. With respect to
photovoltaic applications, atomic substitution onto the B-site of HOIHPs has been
restricted to IVA group metals (Pb>* and Sn>*) whilst combined with X-site halides
Cl™, Br~ and I". The resulting BX¢ octahedral framework is typically populated by
the organic cations methylammonium (MA) and formamidinium (FA). Incorporation
of organic linkers onto the X-site such as azides, formates, dicyanamides, cyanides

and dicyanometallates have also been successfully synthesised.

The series of hybrid perovskites that has received the most attention from the aca-
demic community, and the subject of this thesis, MAPbX3 (MA = CH3NH;3 and
X =Cl, Br and I) has lattice constants in the range of 5.7 A t0 6.3 A. This is con-
siderably larger than the 4 A of conventional lead oxide based perovskites such as
PbTiO3. In addition, the relatively low bulk and Young modulus of between 10-25
GPa for HOIHP materials, is in contrast to 144 GPa for PbTiO3. These distinctions
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point towards relatively flexible bonds, and makes HOIHPs susceptible to structural

distortions.

As with oxide based perovskites, HOIHPs exhibit temperature dependent phase
transitions. Many of which, upon cooling follow phase transitions from cubic to
tetragonal to orthorhombic driven by changes to symmetry. The temperature depen-
dent structural phase transitions for the first synthesised hybrid perovskite MAPbI3,
which is the focus of this thesis, were first reported in 1978 by Weber as an analog
to the inorganic perovskite CsPbls [46]. It was reported that MAPbI3 exhibits three
structural phases, the first above 330 K, where the compound is described by the
archetypal simple cubic perovskite space group Pm3m and is denoted as phase 1.
Between 160 K and 330 K the structure is tetragonal and was described by the
space group I4/mcm, which is denoted II. Below 160 K the structure transitions
to an orthorhombic Pnma phase, labelled III. More recent studies conducted by
Weller et al. [47] and Whitefield er al. [48] aimed to derive a complete structure
solution for MAPbI3. These were based on powder diffraction measurements and
synchrotron total scattering, on both hydrogenous and deuterated samples. For these
studies, solutions for each of the temperature dependant structural phases (I, II and
III) were reported including hydrogen and deuterium atomic parameters respectively
[47, 48].

Tetragonal - 14/mcm or 14/m Orthorhombic - Pnma

Cubic - Pm3m

L. v '
(a) (b) (c)

Fig. 1.6 The rotations of the Pblg octahedra for the (a) cubic, (b) tetragonal and (c)

orthorhombic phases of MAPDI3 as derived by Weber [46].

For the high temperature cubic Pm3m phase I, the MA™ cation has C3, point group
symmetry and therefore completely orientationally disordered at the centre cavity
of the surrounding Pblg framework, as shown in Figure 1.7a. The Pb-I bonds that
form the octahedra sit along each of the crystallographic axis and are O~ symmetric.

This zero tilt system is described by Glazer notation a’a®a°.
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Fig. 1.7 The structure of MAPDI3 at (a) 352 K and (b) 180 K as reported by Weller
et al. [47]. For this figure the ellipsoids describe; lead yellow, iodine purple, carbon
black, nitrogen blue and hydrogen grey.

As the temperature is reduced and the structure transitions to tetragonal (phase II)
with lattice parameters v/2a X v/2a x 2a, a drop in symmetry results, with out-of
phase tilting of the Pblg octahedra about the crystallographic c-axis, denoted by
Glazer notation a®a’c™ and shown in Figure 1.7b. This notation form was originally
designed with inorganic mineral perovskites in mind, and the linear MA™ cations
adopts a relaxed disordered configuration according to their site symmetry. With the

-NH3 ends pointed towards the centre face of the perovskite Pblg framework.

The transition from the tetragonal phase II to the orthorhombic phase III at 160 K with
lattice parameters V2a xV2ax2a corresponds with head-to-tail anti-ferroelectric
orientational ordering of the MA™ cations. The tilting of the Pblg octahedra is
found to conform with the ordering of the MA™ cations and characterised by Glazer

notation a~b"a~ as shown in Figure 1.8.

Unlike inorganic based perovskites, such as PbTiO3, the non-spherical symmetry of
organic cations, such as MA™, means the material is not characterised by a highly
periodic array of atoms. Instead, for the high temperature simple cubic phase, the
MAT™ sits on the A-site described by m3m symmetry, and has been shown to be
completely orientational disordered through inelastic neutron scattering experiments
in order to stabilise the structural phase [49]. The principal interaction between the
inorganic BX3 framework and the organic cation is electrostatic. However, unlike
organic perovskites, hydrogen bonding (N-H- - -H for MA and FA) between the

organic cation and surrounding inorganic framework influences structural distortions
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Fig. 1.8 The structure of MAPbI3 at 100 K as reported by Weller et al. [47]. For this
figure the ellipsoids describe; lead yellow, iodine purple, carbon black, nitrogen blue
and hydrogen grey.

of the octahedral framework exhibited at ambient temperature [47]. The dynamics of
the PbX3 framework are therefore strongly coupled with the molecular cation, the
result is a highly disordered framework [50]. The combination of flexible chemical
bonding and considerable disorder point towards a new class of dynamic solids that

is the focus of this work.

1.3.3 Evolution of the Perovskite Solar Cell

With respect to photovoltaics, the potential of HOIHP compounds was first realised
in 2006 when Kojima et. al used the HOIHP CH3;NH3PbBr3 as a light sensitizer
layer in an otherwise typical dye-sensitized solar cell (DSSC) [51]. These cells
demonstrated an efficiency of 2.2%. Further work by the same group found that
substitution of the bromide component with iodide resulted in a jump in efficiency to
3.8% [52].

The perovskite demonstrated an order of magnitude better light absorption than the
common dye N719 used in typical DSSC devices. However the perovskite rapidly
dissolved in the electrolyte component, with 80% degradation over 10 minutes [53].
This motivated a search for an alternative electrolyte material, specifically research
focused on solid-state hole transport materials (HTM). In 2012 the originator of
the DSSC configuration Michael Gritzel demonstrated spiro-MeOTAD (2,2°,7,7°-
tetrakis(N,N-di-p-methoxyphenylamine)-9,9’-spirobifluorene) as an effective HTM
that boosted stability as well as further increasing photovoltaic efficiency to 9.7%
[37].
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Fig. 1.9 The architecture of a simple perovskite solar cell [54].

In 2012 and 2013 key improvements to both stability and efficiency were made
by Snaith ef al. that moved hybrid perovskites into the photovoltaic spotlight [55,
56]. The first being the use of a mixed halide perovskite absorber, specifically
CH;3NH;Pbl;_Cl,, which improved stability but also increased diffusion lengths to
1 um [57]. Next, by replacing the conducting TiO, layer with the non-conducting
Al,O3 it was found that both open-circuit voltage (V,.) and efficiency increased. This
was a key finding as it demonstrated the ambipolar nature of the hybrid perovskite,
here the material transfers both holes between the perovskite and spiro-OMeTAD
layers and electrons to the respective electrical contact better than the original TiO;
layer. The resulting device was no longer "sensitised", instead it was a two-component

hybrid cell with a Al,O3 meso-scale scaffold.

Electron beam induced current (EBIC) measurements on perovskite based devices
later confirmed that charge carriers are collected by both electrodes on the device
[58]. Charge carrier life times of hundreds of nanoseconds and diffusion lengths of 1

um have been measured for perovskite devices [57].

Additional improvements were made by coating the nonporous scaffold with an ex-
tremely thin absorber perovskite layer, the scaffolding could also be entirely removed
to form simple planar cells that exploited the electron-hole transport properties of
the perovskite [59]. The basic configuration of these solid-state perovskite solar cells

is shown in Figure 1.9.

As shown in Figure 1.10, a series of incremental improvements has seen the effi-

ciency of perovskite based solar cells increase rapidly compared with competing



1.3 Hybrid Perovskites 20

technologies over the same time period. As of early 2020 the efficiency record for a
perovskite solar cell device stands at 25.5% making it competitive with the indus-
try standard silicon based devices [38], alone this sets perovskite apart from other

emerging solar cell technologies.
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Fig. 1.10 The increased efficiency of a number of solar cell technologies over time
[38].

Year Device Structure PCE (%)
2009 FTO/bl-TiO,/mp-TiO,/CH3NH3Pbl3/Redox Liquid electrolyte/Pt 3.8 [52]
2011 FTO/bl-TiO2/mp-TiO,/CH3NH;3PblI3/Redox Liquid electrolyte/Pt 6.5 [53]
2012 FTO/bl-TiO2/mp-TiO,/CH3NH3Pbl3/Spiro-OMeTAD/Au 9 [37]
March 2013 FTO/bl-TiO2/mp-Al,O3/CH3NH;3Pbl;_,Cl,/Spiro-OMeTAD/Ag 12.3 [60]
July 2013 FTO/bl-TiO2/mp-TiO,/CH3NH;3Pbl3/Spiro-OMeTAD/Au 15[61]
2013 FTO/Graphene-TiO>/mp-Al,03/CH3NH;3Pbls_,Cl,/Spiro-OMeTAD/Au 15.6 [62]
December 2013 ITO/np-ZnO/CH3NH3Pbl3/Spiro-OMeTAD/Ag 15.7 [63]
August 2014 1 ITO-PEIE/Y-TiO,/CH3NH3Pbls_,Cl,/Spiro-OMeTAD/Au 19.3 [64]
June 2015 FTO/bl-TiO,/mp-TiO,/(FAPbI3); _(MAPbBr3),/PTAA/Au 20.1 [65]
March 2016 1 FTO/bl—TiOQ/mp—TiOZ/CSX(MA()‘17FA0‘33)1,be(10.83BI‘0A17)3/Spir0—OMCTAD/Au 21.1 [66]

Table 1.2 Incremental changes to the architecture of the most efficient perovskite
solar cells.

These high performance solar cells focus on mixed cation and halide hybrid per-
ovskites, in particular a mixture of the standard perovskite compounds MAPbX3,
FAPbX3 and CsPbX3 (X = Br or I). Each of these compounds demonstrate pho-
tovoltaic properties, however, they each have their own drawbacks. The ability to
swap cations and halides highlights the versatility of the perovskite structure to tune
material properties, such as a band gap range of 1.1 to 3.3 eV as well as stability
[67—-69] . This versatility is also evident in the wide range of processing techniques

available including spin coating, dip coating, 2-step interdifussion, chemical vapour
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deposition, spray pyrolysis, atomic layer deposition, ink-jet printing or thermal
evaporation.

Device Architecture

A strong absorption coefficient across the visible spectrum, ambipolar properties
(the diffusion of both positive and negative species) and a high power conversion
efficiency has meant that hybrid perovskite solar cells have gathered a considerable
amount of interest from the photovoltaic community. This has resulted in the devel-
opment of a large number of device architectures. These devices largely fall under
one of two structures, mesoscopic (as shown in Figure 1.11a and Figure 1.11b) and
planar (as shown in Figure 1.12a and Figure 1.12b).

Mesoscopic Architecture

Mesoscopic configurations shown on Figure 1.11a and Figure 1.11b are defined
by the presence of an oxide scaffold onto which a layer of perovskite absorber is
coated. This architecture can be further divided into conductive and non conductive
scaffolds. It is unclear if the scaffold is necessary for obtaining perovskite cells of

high performance.

nter electr
Counter electrode Counter electrode

Charge transporting layer

Perovskite Perovskite

Mesoporous Mesoporous
oxide oxide

Compact oxide

Compact oxide

FTO FTO

(a) (b)

Fig. 1.11 Mesocopic heterojunction perovskite solar cell device architectures with
(a) no perovskite overlay and (b) with a perovskite overlay. Figures adapted from
[70].

TiO; is the most studied conductive scaffold, the thickness of which has a varied
effect on efficiency. For instance Kim ef al. showed that for excellent performance

only a submicron thick mesoporous TiO; layer is required compared to the ~ 3 um
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thick layer required for regular DCCS cells [71]. Cell performance dependency on the
presence of the mesoporous TiO» layer has been attributed to a perovskite pore filling
effect. Enhanced performance of devices containing TiO, has also been ascribed to

the high electron density in TiO, improving charge collection and transport.

As discussed previously replacing the TiO, with the non conducting A10, demon-
strated the ambipolar nature of the hybrid perovskite. This passive scaffold also
drastically reduced the temperature of solution processing during deposition. TiO;
requires high temperature (500 °C) sintering in order to remove organic binders from
within the thin film. In contrast, Al;O3 requires <150 °C processing temperature
where nanoparticles free of any binder are sintered [60]. This reduces the cost of
producing the devices as well as making them compatible with flexible substrates.
Improvements in the V. also occur when replacing TiO, with Al,O3 scaffolds, the
result was an increase from 0.8 to 0.98 V respectively [59]. This can be attributed to
a lack of surface and sub-band gap states that significantly decrease the chemical

capacitance of the solar cell.

Planar Architecture

A planar solar cell is constructed with the exclusion of an oxide scaffold, and typically
employ n-i-p or p-i-n configurations. Although <150 °C processing is possible for
mesoscopic perovskite solar cells through the use of nanoparticles, the majority of
high performance mesoporous films are incompatible with these processing methods.
Hence removal of the scaffold allows for the low-temperature processing of planar
heterojunction perovskite solar cells. The benefits of this architecture is integration
with flexible polythylene terephlate (PET) substrates, the possibility of incorporating
them into tandem cells and the increased versatility in deposition technique.
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Fig. 1.12 Two planar perovskite device architectures with (a) "n-i-p" and (b) inverted
"p-i-n" configurations. Figures adapted from [70].

The n-i-p configuration often denoted "conventional” is most comparable to the
most commonly used mesoscopic perovskite device (FTO/TiO,/perovskite/spiro-
OMeTAD/Au). Here an n-type layer is deposited onto a transparent conductive
substrate, a perovskite layer is subsequently coated followed by a p-type layer and
finally a metal contact. For this configuration the mesoscopic layer is replaced by a

single metal n-type layer opposed to both.

A p-i-n configuration often referred to as "inverted" are comprised of solution-
processable organolead halide perovskite placed between an n-type fullerene deriva-
tive (PCg;BM) and a p-type conducting polymer (PEDOT:PSS), here the p-type
layer is coated onto the transparent conductive substrate first. This architecture type
has seen a massive increase in performance over a short period of time, where PCE
has risen from 3.9% to greater than 15% [70].

A Comparison of Mesoscopic and Planar Architectures

Both planar and mesoscopic devices architectures have demonstrated a commercially
viable PCE of greater than 15%. A further comparison is therefore required. To start,
the planar configuration is much simpler to process making it better for large-scale
manufacturing. Charge carrier mobility is also greater in planar films, although these
cells do suffer from photovoltage loss [72]. The use of a mesoporous scaffold often
results in a more extensive heterogeneous nucleation and smaller crystallites [60].



1.3 Hybrid Perovskites 24

The larger crystal sizes of planar films often improves charge transport, although
producing excellent films on planar substrates is difficult. A common issue with
hybrid perovskite films is decomposition. This results in the formation of Pbl, which
tends to be more pronounced in mesoporous architectures [73]. The wide bandgap
of Pbl; (Eg = 2.3 €V) and its poor optical absorption makes it an unwanted impurity
in photovoltaic devices.

1.3.4 Challenges to Overcome in Perovskite Solar Cells

In terms of photovoltaics, excellent progress has been made with HOIHP materi-
als given the relatively short time they have been studied. However, a number of

challenges remain before a commercial product can realised.

Stability

Perovskite solar cells are highly sensitive to air and water vapour, and degrade
quickly in the mildest of environmental conditions into products of Pbl, and I, for
CH3NH3Pbl3. In humid conditions, degradation is evident from a decrease in film
absorption between 530 and 88 nm. Degradation resulting from exposure to moisture
results in a reduction in crystallinity and the formation of Pbl; and I, (although I,
only forms in the presence of moisture and light) [74]. The Pbl, product is highly

soluble in water and toxic to humans.

In terms of currently commercialised solar cells, perovskite based cells most re-
semble CIGS. Without encapsulated CIGS solar cells degrade under environmental
conditions similar to those based on perovskite. Preventing moisture penetration is
possible through double glass layers. However, this drastically restricts the design
of the cells and removes the possibility of flexible form factors. Recent approaches
such as the incorporation of a moisture barrier like Al;O3 may free up the design
of perovskite solar cells. Perovskite solar cells also suffer from degradation under
ultraviolet light that is most severe for TiO, scaffold device architectures, although

ultraviolet filters may mitigate this problem.

Environmental Impact

Thus far the most promising cells have been based on lead based HOIHP perovskites.
Lead is highly toxic and a carcinogenic element, it is therefore associated with
health and environmental concerns. As discussed above, Pbl; is a common product
of degradation in these perovskite cells, thus a number of possible candidates for

replacing lead have been highlighted including Sn, Cu and Fe. However success
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in producing an efficient solar cell has been limited. This problem is shared with
the successfully commercialised CdTe based thin-film solar cells where sufficient
encapsulation prevents contamination. However the environmental impact at the end
of life disposal of these cells remains unclear. The commercialisation of CdTe solar
cells was possible as photovoltaic modules are exempt from the European Restriction
on Hazardous Substances (RoHS) [75], with a limit of 0.01% Cd by weight for any
homogeneous layer, no CdTe module would be commercially feasible. Although the
limits outlined by the RoHS for lead are ten times higher than that of Cd, this limit
is still breached even if it was acceptable to consider the scaffold as a homogenous
layer.

1.3.5 Compositional Engineering

In aiming to solve the problems posed in section 1.3.4, research has primarily focused
on compositional engineering of the perovskite system in order to improve the power
conversion efficiency (PCE), stability and environmental toxicity of hybrid perovskite
solar cell devices.

For this approach, the traditional indicator for determining stable perovskite struc-
tures is the Goldschmidt tolerance factor (1), as shown in section 1.3.1 for halide
based perovskites the prediction power of 7 is poor. As a result, with respect to pho-
tovoltaic applications the range of atomic species used in compositional engineering
has remained relatively limited. For each of the sites A, B and X the atomic species
MA or FA for the A-site, Pb2*, Sn?t or Ge?* for the B-site and C1~, Br~ or [~ for
the X-site have been reported as successful atomic substitutions.

In terms of PCE, A-site substitution has seen the state of the art move beyond the pris-
tine MAPbI; and towards the so-called triple cation MA,FA 95_Cs osPb(I1_Bry)3
that has displayed the highest efficiency perovskite based solar cell device [66]. In
principle A-site substitution aims to produce a more stable cubic phase. The larger
radius of FA' compared with MA™ causes the structure of the material to move
from the tetragonal MAPbI;3 to the cubic FAPbI3, this results in indirect changes
to the electronic structure. As well as cation size, the structural changes observed
when substituting MA™ for FA™ are effected by increased hydrogen bonding that
alters the covalent/ionic nature of the Pb-I bonds, and may explain the observed
increased thermal stability of FAPbI3 [76, 77]. The favourable band gap of FAPbI;
(1.47 eV) sits closer to the Shockley-Queisser optimum and has driven the mixed
cation approach compared with pristine MAPbI3 (1.57 eV) [78, 69]. However, the
practicality of producing a highly crystallised photo-active phase thin film of FAPbI3
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has proven difficult. Therefore, significant work surrounding A-site substitution
looks to compromise the band gap for stability and crystallinity.

In recognising the toxicity of Pb>* based perovskite solar cells, efforts to substitute
Pb2" for both Sn?T and Ge?™ is vital for commercialisation. ASnlz and AGels based
systems show increased octahedral tilting of the perovskite framework, observed
through a deviation from 180° for the bond angle X-A-X that correlates with a
reduction in the observed band gap [79]. For MAPbI; based perovskites this moves
the band gap towards a more desirable value. However, a relatively low number of
reports on Ge>* based systems combined with reduced stability has meant B site
substitution has not yet proved viable.

The influence of X-site halide substitution, specifically CI™, Br~ or Br™ has been
studied extensively for MAPbXs3. With respect to pristine MAPbI3, the favourable
band gap (1.5 eV) means a high current density, however it results in a relatively
low open circuit voltage (V,. ~ 0.85 V). In general MAPbI; based solar cells have
reported the highest PSCs, primarily this is attributed to rapid charge extraction,
high light absorption and efficient ambipolar charge transport [80-82]. The poor
stability of MAPbI3 has proven problematic, for which the structure is tetragonal
under operating conditions and prone to degradation [83], this intensifies the toxicity
concerns. Moving towards bromide based MAPbBr3, the large band gap (2.2 eV)
means much higher open circuit voltage (V. ~ 1.2 — 1.5 V) combined with good
charge transport this has meant bromide based hybrid perovskites have gathered
significant attention [84, 85]. The stability of Br™ is also improved compared with
I™, where the smaller anion size means the structure adopts a pseudocubic structure
[86]. They do however exhibit poor light absorption hindering solar cell device
performance. Chloride based devices, MAPbClI3, have the highest band gap (3.1 eV)
making them the least appropriate for solar cell applications due to the resulting poor
light absorption [87, 88]. The complementary properties of the pristine compounds
MAPbBX3 (X =CI17, Br~ or ") makes a mixed halide based perovskite an obvious
approach for improving the PSCs. In this regard there has been great success in
dictating the band gap of MAPbI3 based solar devices through halide substitution of
CI™ and Br~ where a range 0.6 eV can be achieved. This relationship is consistent
for FAPbI3, where upon substitution of I~ for Br™ results in a drop in band gap from
2.23to 1.48 eV [89].
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2.1 Diffraction Geometry

2.1.1 X-ray Scattering

X-rays describe the region of the electromagnetic spectrum with a wavelength
around 1 A. This is within the order of a crystals atomic spacing, and means X-rays
are ideal for investigating the geometry of a crystal structure. In most laboratory
based diffractometers X-rays are generated in a sealed high vacuum tube. A beam
of electrons are accelerated towards an anode (typically made of Copper (Cu) or
Molybdenum (Mo)), by the application of a large voltage (between 30 kV and 60
kV). The incident electrons ionise the target atoms, specifically the K-shell. When
the resulting hole in the electron shell is filled from an electron in a higher level an
X-ray with a well defined wavelength is released. The selection rules that govern the
allowed transitions between an upper level (typically L-shells) and lower K-shell
mean that a high energy doublet is emitted denoted Ky and Ky» (A = 1.54056 A
and A = 1.54439 A for Cu respectively). These are the characteristic wavelengths
used to study the atomic structure of crystalline materials in most laboratory based
diffractometers. Synchrotron facilitates offer an alternative source of radiation that
benefits from very high intensity, tuneable wavelengths, low divergence and a high

degree of polarisation.

X-ray scattering is a phenomenon that results from the interaction between an
incident X-ray and the electrons bound to atoms that make up a material. A single
electron will oscillate when interacting with the electric field of an incident X-ray,
the resulting acceleration causes the X-ray to be scattered through the emission of an
electromagnetic plane wave. When considering the scattering of a beam of incident
radiation (%) by a pair of atoms separated by a distance 7, the phase of the waves
scattered by the two atoms (k') will shift due to the different path lengths. For an

elastic process where |7<'| = \1?' , the resulting change in wave vector, referred to as

the scattering vector (Q) is defined by:

o=k @.1)

As shown on Fig.2.1, the scattering angle 26 can be related to the scattering vector
0 by:

. 47sin(6
|Q|=Q=—m;n( ) (2.2)
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Fig. 2.1 The geometry of X-rays scattered by neighbouring atoms.

For a many particle system the scattering amplitude can be described by the sum of
phase shifts for each particle in the system at a distance 7 from a defined origin:

N 2
F(Q)=Y fie 07 (2.3)
i=1

Here, the scattering of different particle types has been accounted for by weighting
each component of the amplitude. In terms of X-rays, f; is refereed to as the X-ray
atomic scattering factor.

For an atom defined by a continuous distribution of particles, where an origin is
defined by the center of the atom. The scattering of incident radiation by a small area
of the distribution at a distance 7 from the origin and with a density p(7) can be used
to calculate the scattering across the whole distribution of particles by integrating
across the entire volume:

@)= [ " p(Pe 07 dr 2.4)

This equation is essential to our understanding of observed scattering as it allows us
to describe diffraction in terms of a Fourier transform. Specifically, the amplitude of
scattering from incident X-rays by an atom is the Fourier transform of the electron
density. This is especially useful when it comes to the analysis of our diffraction
results through the use of convolution. This is because we can describe the crystal
structure as the convolution of the atomic coordinates of the unit cell, the lattice and
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the thermal motion of the atoms, and therefore the Fourier transform of the crystal
structure corresponds to the product of the Fourier transform of each component. In
this way the Fourier transform of the crystal structure, and therefore the observed
scattering, can be constructed through treatment of each component of the struc-
ture and its Fourier transform separately, simplifying the structure determination

process.

2.1.2 Neutron Scattering

Neutrons have zero charge and negligible dipole moment, such that they only interact
with atoms through the nuclear force and the intrinsic magnetic moment of an atom.
Therefore neutrons will penetrate deep within a material making neutron scattering
ideal for studying the position of nuclei within a crystal structure. The different inter-
action mechanisms of X-ray and neutron scattering makes the information gathered
by the respective techniques complimentary. For example hydrogen does not interact
strongly with X-rays but has a large negative neutron scattering length in contrast to

most other elements.

The wavelength (1) of a neutron is related to its velocity (V) according to the De
Broglie relation. In terms of the wavevector k pointing in the direction travelled this
relationship is expressed as:

2wTmy

k=
h

(2.5)

Where h represents Planck’s constant and m represents the mass of a neutron. An
incident neutron is described by the wavefunction ek (r being the position of the
neutron) where the neutron has exact momentum é’—; but is equally likely to be
found at all positions r. A nucleus will scatter a passing neutron when the neutron
passes through an associated scattering cross section (o) defined by the interaction
distance. This area is small compared to the wavelength of a neutron and therefore
the scattering is uniform (isotropic). The wavefunction of an isotropic scattered
neutron is _Tbe’%?, where b represents the strength of the interaction and is known
as the scattering length. The incident and scattered neutron is represented by the

parallel and spherical wavefronts on Figure 2.2 respectively.

This is an example of elastic scattering and is a result of the fixed position of the

nucleus, neither the energy of the neutron or nucleus changes. The relationship be-
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Fig. 2.2 An incident neutron wave and scattered isotropic scattering neutron wave.

tween the incident and scattered neutron wave vector is represented by the scattering
vector (Q) and is defined as:

0=k —% (2.6)

The angle between the incident and scattered neutron is defined as the scattering
angle (20) and is illustrated on Figure 2.3.

For elastic scattering |7€| = |I€’ | and the scattering vector can be defined in terms of
the scattering angle:

0= 47rs;fl(6) 2.7
In practice it is the intensity of scattered neutrons that is measured as a function of
O for elastic scattering experiments. Neutron diffraction is an example of coherent
scattering where neutrons that are scattered by neighbouring atoms interfere. The
atom at which scattering occurs becomes the origin of a spherical wavefront that has
a definite phase compared to waves scattered by neighbouring atoms. At specific
directions waves scattered by different atoms constructively interfere, which is
dependent on the distance between atoms meaning structural information can be
determined. The elastic nature of the scattering measured in this project means
the equilibrium position of atoms is measured. Any incoherent scattering observed
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Fig. 2.3 The geometry of elastic neutron scattering.

during an elastic scattering measurement, such as quasielastic contributions to an
observed Bragg peak are sufficiently small that it can be considered as background.
Unlike X-ray scattering, for neutrons the coherent scattering length that describes the
probability of a scattering interaction is independent of the scattering angle.

2.1.3 The Bragg Equation

A crystal structure is most often described by a unit cell containing many atoms.
When describing the conditions required for diffraction to occur it is useful to
consider each atom in the unit cell individually and as an isolated set of lattice points
that extend throughout the crystal in three dimensions. The crystal is therefore made
up of a number of these individual lattices that represent each atom in the unit cell.
In order to understand how the geometry of a crystal results in a diffraction pattern
it is useful to begin with the simple example of a crystal made up of a single atom
that extends along a single direction spaced periodically. An incident wave will be
scattered by this array of atoms at the same angle of incident. For the waves to be
reflected in phase the path difference (or atom spacing) must be an integer number
of wave lengths.

0Q — PR = mA (2.8)
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Fig. 2.4 Bragg scattering geometry.

We can use the two assertions described above to derive a condition required for the
reflected wave to be observed, this is illustrated in Figure 2.5.

cos(v) = % sin(f) = %a(cos(v) —cos(i)) =mA (2.9)

_® V'l e °

Fig. 2.5 Laue scattering geometry for a single dimension.

For a two dimensional array of atoms the above condition can be applied along two
directions, the resulting condition for the reflected wave to be observed is therefore
the common point between the two cones, as shown in Figure 2.6.

At this point it is simple to extend these conditions to three dimensions. The result
is a set of Laue equations that describe the conditions of scattering for which a
reflection will be observed in a diffraction experiment. It is the restrictive nature of
these conditions that means for a single crystal diffraction experiment the crystal
must be rotated around all possible angles for the respective crystal lattice to be

constructed. For a powder diffraction experiment the scattering is measured along a
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Fig. 2.6 Laue scattering geometry for two dimensions.

single angle, it is therefore convenient to simplify the Laue equations and describe
the angle for which diffraction will occur in terms of the path difference between a
wave reflected by a lattice plane and a wave reflected by a lattice plane immediately
adjacent. This relationship was derived by W.L. Bragg and is hence known as the

Bragg equation:

2dsin(0) =nA(n=1,2,3...) (2.10)

For a wave with wavelength A incident on a set of lattice planes with spacing d, the
angle 0 defines the order of diffraction n.

2.1.4 Reciprocal Lattice

For every real (or direct space) lattice defined by a set of axes and angles a,b,c, o, B, 7,
there corresponds a reciprocal lattice set a*,b*,c*, a*, B*,y* whoes dimensions are
reciprocally related. The reciprocal lattice is populated by a set of points with spacing
defined by a*,b*,c¢* and correspond to a set of direct lattice planes.

2.1.5 Ewald Construct

In order to relate the reciprocal lattice to the conditions of a diffraction experiment
the Ewald sphere is introduced. This is particularly useful in describing the geometry
of single crystal diffraction experiments. The Ewald sphere is a geometric sphere
constructed in reciprocal space such that the sample crystal is situated at the origin,
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as shown on Figure 2.7. The incident X-ray (75) passes through both the centre of
the Ewald sphere and the origin of the reciprocal lattice (corresponding to a (000)
reflection), which lies on the surface of the sphere. The radius of the sphere is
%, where A is the wavelength of the incident X-ray. The geometry of the Ewald
sphere is such that any reciprocal lattice point that lies on the surface of the sphere
describes a lattice plane that meets the Bragg condition (Equation 2.10). The angle
between the incident radiation and a vector that joins the centre of the Ewald sphere
to a reciprocal lattice point on the surface of the sphere is 26. Hence the distance

between the reciprocal lattice origin and the diffraction lattice point on the surface

1
dpig

rotates about the origin of the reciprocal lattice passing through the reciprocal lattice.

of the sphere is -—. By rotating a crystal sample the centre of the Ewald sphere
For a single crystal X-ray diffraction measurement lattice points that intersect the
surface of the Ewald sphere are projected onto a 2-dimensional plane in front of the
sphere, by placing a CCD area-detector between the X-ray source and the sample
the projected diffraction points of the reciprocal lattice can be recorded as points of
intensity. The points of intensity therefore describe the lattice planes that diffract
within a sample. The design of single crystal diffractometers allow for the rotation of
a sample at all angles with respect to the X-ray beam using a 4-circle goniometers,
each goniometer has a respective degree of freedom defined by the angles ¢, 20,
o and k. A set of spatial axis (x, y, z) are defined with respect to the diffraction
instrument, it must be determined how these axis relate to the reciprocal axis (a*, b*,
¢*) in order to calculate the A, k, [ of a diffraction pattern. The orientation matrix
describes this relationship:

X a; by ci| |h
E=Ah— |y| = |a; b5 | |k (2.11)
Z a; by ci| |I

Where A is defined as the orientation matrix and describes the magnitude of the
components of the reciprocal cell axes (a*, b*, ¢*) with respect to x, y and z. The
orientation matrix is determined by measuring a small region of the reciprocal space,
this is a quick process and allows for an initial unit cell to be calculated at the start of
a single crystal diffraction experiment. A comprehensive diffraction pattern is then

measured.
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Fig. 2.7 Geometry of an Ewald sphere.

2.1.6 Structure Factor

So far the elastic scattering processes for incident X-rays and neutrons by electrons
and nuclei respectively has been described. It has been shown that for a crystalline
material this will result in diffraction if Bragg’s equation conditions are met. For a
diffraction experiment this leads to the measurement of a series of reciprocal lattice
points from which the reciprocal lattice is constructed through the Ewald construct.
Where the measured intensity of reciprocal lattice points, known as the structure
amplitude Fjy;, are then related to the atomic structure of the crystalline material.
This is the primary objective of most material characterisation studies and diffraction

experiments.

For a unit cell made up of n atoms of different scattering factors and lengths for
incident X-ray and neutrons respectively, the total scattering amplitude of each Bragg
reflection (Fjy;) is calculated through the summation of the scattering contributions

for each atom in the unit cell:

Fyy = g]t] (s)fj (S)eZﬂl(hx/+ky/+lzj) (212)
=1

J

For each reflection the scattering contribution from each atom in the unit cell is

defined in terms of its atomic co-ordinates x,y and z, the occupancy of the atomic
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site (g/), the atomic displacement parameter ¢/ (describing the thermal motion of the
atom) and the atomic scattering f/(s) factor. The occupancy term describes the time
averaged occupation of a given atomic site, typically this is expressed as a fraction
of a fully occupied site with a value of 1, and depends on the amount of disorder in
the average structure of the material and the symmetry of the site. The interpretation
of the temperature factor (#/) and atomic form factor (f/ (s)) are less obvious and

worth exploring in more detail.

Atomic Displacement Factor - t/

Crystal lattice excitations result in the oscillation of atoms about an equilibrium posi-
tion defined by the atomic coordinates x, y, z. The temperature factor is introduced
into the structure amplitude equation in order to account for this thermal motion and
the resulting spread in scattering. In material characterisation there are two levels
of approximation made about the thermal motion of atoms. The simplest isotopic
description assigns a single atomic displacement parameter to each atom in the unit

cell, for which the temperature factor is defined as:

) sinz(e)

BT (2.13)

t/=e
Where B; is the displacement parameter of the j atom, 6 describes the Bragg
angle of the reflection for which the structure amplitude is being calculated and A
is the incident wavelength. During analysis of diffraction data B; is typically the
parameter that is determined, from which the root mean square deviation (x?) from
the equilibrium position (A2) can be calculated using:

B = 8n2(u?)! (2.14)

Often the isotropic model is not sufficient to describe more complex atomic thermal
motion, for this case the anisotropic model is used, where the thermal motion is
described by an ellipsoid centred at the equilibrium position of a specific atom. This
model uses 6 anisotropic atomic displacement parameters ﬁlj 1 ﬁzjz, Béjy ﬁljz, [3{3, ﬁzjs
to describe the shape of the ellipsoid, the corresponding temperature factor is defied

as:

17 — o= (BB + B3 P+ By hiet-Blyhi+BJkD) 2.15)
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It should be noted that like the atomic coordinates the anisotropic displacement
parameters are subject to the symmetry requirements of the subject atom. As such
the appropriate restraints should be applied such that the symmetry requirements are

accounted for.

Atomic Form Factor - f/(s)

In section 2.1.1 and section 2.1.2 the scattering geometry for both electrons and
nuclei by X-rays and neutrons respectively was described, we showed that for X-
rays a characteristic scattering factor results in a drop in the measured scattering
intensity as a function of Bragg angle. This scattering factor was also shown to
drop as a function of the number of electrons for the scattering nuclei. For neutrons
the scattering length does not vary as function of Bragg angle. The atomic form
factor f/(s) is the general term given to describe the scattering factor for X-rays and
scattering length for neutrons. The functional dependency of scattering factor on
scattering angle 6 has a general form across the periodic table. As such it is common
for the relevant scattering factor of an element to be calculated from the general

equation:

fé(sin(%)) =)+ ia{ e bisin(3) (2.16)
im

This describes the scattering factor as a function of 9 coefficients: co, a; — a4, by —ba
and sin(%), which can be found in the International Tables for Crystallography,
vol. C [90]. So far we have restricted our discussion of the scattering capability of
atoms with respect to the element type and scattering angle dependency. However,
for the majority of elements anomalous scattering contributions must be accounted
for. These contributions are most notable close to the absorption edge of a given
element and results from the promotion of electronic transition by incident radiation.
Including anomalous scattering contributions our equation for the atomic form factor

becomes:

() = i (s) + 87 i f" (2.17)

Where f// and § f/" are the real and imaginary anomalous scattering components

and can be looked up in the International Tables for Crystallography [90].
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2.2 Single Crystal Diffraction

2.2.1 Data Collection

Crystal Selection

The quality of a structural solution derived from any single crystal diffraction mea-
surement is subject to the quality of the crystal measured. Hence the procedure for
proper crystal selection is worth outlining. The size and shape of a selected crystal is
an important consideration when performing single crystal diffraction measurements,
especially when measuring on in house laboratory based diffractometers such as the
Rigaku Supernova (section 2.2.6) that provide limited intensity. Typically a crystal
between 30 and 300 um is acceptable for the collection of high-resolution data. For
microfocus beam-lines such as those at the ESRF (section 2.2.7) high quality data
acquisition is possible for smaller crystals. Crystal shape is often a prerequisite of the
crystal structure and crystal growth technique employed during sample preparation.
This makes selecting the ideal crystal, that is one whose dimensions are uniform
in all directions, is often impractical. Plate or needle like crystals pose the biggest
problems during data collection but can often be cut to a more appropriate shape. In
general data collection is possible for most crystal shapes given proper treatment of
absorption correction.

A polarising stereo microscope is helpful for effective crystal selection. The optical
examination of a crystal can allow for satellite crystals and various other imperfec-
tions to be spotted. A set of polarising filters placed in front and behind the crystal
specimen and rotated such that they are cross polarised allows for the isotropic,
uniaxial or biaxial nature of the crystal to be determined when rotating the crystal
between the two filters. This serves two main purposes, firstly it provides an initial
assessment of the crystal lattice type. Secondly, if a crystal is made up of more than
one fragment then the crystal will appear to be comprised of bright and dark regions
and the specimen can be rejected. This type of examination is also useful for spotting
twinning before preliminary measurements.

The best test for a crystals quality is through a series of short screening measurements
where reflections can be manually inspected for signs of satellites, tails, streaks and

powder rings.

Crystal Mounting

Once a crystal thought to be of sufficient quality has been selected it is ready to

be mounted onto the diffractometer goniometer head. A goniometer is made up of
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two perpendicular slides that can be adjusted in-order to centre the crystal through
the rotational axis of the diffractometer circles. The crystal is mounted to either
a small loop or capillary and held in place by either a viscous oil or amorphous
glue depending on the temperature range being measured. Once secured the loop or
capillary can be mounted onto the goniometer head and secured to the diffractometer.
As mentioned above after mounting the crystal it must be centred within the path
of the beam for all rotations of the goniometer. This is often aided through the
use of a high magnification video camera which also enables the recording of a
crystal movie so that a crystal shape model can be generated and used for numerical
absorption correction during data reduction. For a four-circle diffractometer such
as those commonly found at beamlines and the Rigaku Supernova the ¢-axis is
orientated perpendicular to the microscope axis. From this position the goniometer
slides can be used to centre the crystal whilst rotating the crystal along the ¢-axis for

multiple full rotations.

Collection of X-ray Intensities

After successful mounting and centring of the crystal the data collection process
can begin. A data collection strategy must be decided, that is often based upon a
pre-experiment where small regions of reciprocal space can be measured, from which
an initial unit cell and orientation matrix can be established. Based on this a collec-
tion strategy that reaches an appropriate level of completeness and redundancy is
calculated along with a reasonable exposure level for the diffractometer CCD.

2.2.2 Data Processing

Once the data has been collected the data processing routines can begin. This includes
all data handling processes up until the structural refinement procedure. In this thesis,

all data processing has been carried out using the CrysAlisPro program.

Peak hunting

The purpose of the peak hunting routine is to search each diffraction image recorded
during data collection for Bragg peaks above a given threshold. There are a number
of options for carrying out this process, each option aims to find an appropriate

balance between distinguishing background noise and Bragg peaks.
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Indexing and Unit Cell Determination

Reflection indexing and unit cell determination finds the most appropriate unit cell
for a given set of reflections by determining an orientation matrix that relates the
experiment coordinates system to the samples unit cell. After this process, manual
inspection of the fit is required. Here alignment between the lattice and reflections
can be assessed along each of the directions a*, b* and c*. A distribution histogram is
useful for determining if any reflections are not accounted for by the current unit cell.
For example, it is common that low intensity reflections have not been accounted for
that sit between the centre and edge peaks on the histogram for a given axis. In this

case doubling of the unit cell along the given axis is required.

Data Reduction

Once an orientation matrix has been determined, the process of extracting reflection
intensities and formatting them ready to be used by the structure refinement program
can begin.

The first step is to decide if a lattice centring filter should be applied to the list of
observed reflections, if the structure is unknown it is recommended that no filter is
applied. Next an algorithm used for predicting the position of reflections based on
the orientation matrix is chosen. Following this the method used for background

evaluation is decided.

The next step is to choose whether outlier rejection is to be applied. In the case that
an unknown structure is measured then no outlier rejection is used. This allows for

outliers to be assessed.

Space Group Determination

Once the measured reflection files are prepared the process of determining the space
group begins. This process is carried out using GRAL, a space group determination
module which has an interactive mode in CrysAlisPro. The first step involves deter-
mining if a centred crystal lattice is present. This involves comparing the number
of missing reflections or systematic absences you would expect to find if a specific
centring, with the number of these systematic absences that are present in the mea-
sured data. The number of absence violations that exist are then compared with the
intensity of the violations in order to asses if the centring conditions are violated. It
should be noted that if a centring filter is applied in the data reduction process then
0 violations will be recorded for that given centring, but this is only because they

are not counted for in the data reduction process. Next a Niggli reduction routine is
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applied to the unit cell in order to find if a standard reduced form of the current cell

exists.

At this point the space group selection begins. To start, the E-value statistics are
used as a cautious hint for if the structure is non-centrosymmetric. These values are
based on the normalised structure factors scaled such that the mean value of E? is
1 in all resolution shells. It has been shown that for centrosymmetric space groups
it is statistically more likely that E values are either very large or very small. For
observed data the value < E? — 1 > can be used to judge this statistical occurrence
[91]. For centrosymmetric and non-centrosymmetric space groups this value is likely
to be closer to 0.97 and 0.74 respectively.

Finally a list of possible space group are generated based on systematic absences
generated by the occurrence of either screw axes and glide planes. This analysis was
performed along three axial directions of the reciprocal lattice and varies according to
the crystal system. At this point either a single space group option becomes apparent

or a series of space groups with identical reflection conditions are given.

2.2.3 Data Finalisation

The data finalisation process was used to apply frame scaling and absorption correc-
tions to the reflection intensities obtained in the data reduction process. After the data
reduction process an automatic finalisation process is run by default, however for
unknown structures and data collected at beam-line facilities the full data finalisation
process is run. This allows for inspection of the data reduction output and individual
data quality indicators. The R;,; value is used as the final indicator for accessing
the quality of the data collection, when this value is sufficiently large (>15%) then

accurate structural refinement is not possible.

Once the data finalisation process is complete the software package SHELX is used

for structure solution and refinement.

Observed and Calculated Structure Factors

The observed structure factors F2 are determined during the data reduction process
from the intensities measured (/,) during the data collection process. A series of
experimental corrections were made, these include: the application of a scale factor

(k), Lorentz-polarisation correction (Lp) and a transmission factor.

2 I o

=2 2.18
© kxLpxA 2.18)
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The basis for the structure solution and refinement processes is the calculation of
the structure factors () based on a crystallographic structural model. The structure
factor describes the Bragg scattering of an incident wave by a family of crystal lattice
planes for a given crystalline sample. The scattering contribution of each atom in the

unit cell is calculated for each reflection (hk/) using the equation:

F.=YY fexp {—B,-( 5129 )2} exp [2mi(hx; + kyi + 1z;)] (2.19)
hil i
This equation describes a scattering model for each atom in the unit cell dependant
on the atomic form factor (f;) of a given element, the mean-square isotropic thermal
contribution (B;), the atomic coordinates x;, y; and z; and the scattering angle (6) of
the scattered X-ray with a wavelength A. A more complicated equation is used for
describing anisotropic thermal contributions. From the calculated structure factor
both the amplitude (the square of which gives the measured intensity) and phase
angle can be determined. However, the phase of a measured structure factor is not
experimentally observable, and constitutes the famous phase problem. If the phases
were experimentally observable the electron density (pyy,) of a structures unit cell
would be directly accessible by the inverse Fourier transform of the structure factors

over the volume (V) of the unit cell:

1 .
Py = VZFhklexp[—Zﬂl(hx+ky+ 17)] (2.20)
hkl

However as this is not possible a number of methods have been derived that serve
to obtain a structural model from the measured diffraction data. This is known as
structure solution. The choice of method depends on a variety of experimental factors
such as atom types, anomalous scattering contributions and the maximum resolution
of the measurement and are described below.

2.2.4 Structure Solution

After data finalisation is carried out the process of solving and refining the structure
is performed. At this point in the process the following is obtained: a set of integrated
reflection intensities, lattice constants, a space group and an idea about the chemical
composition of the sample. The next step is to generate a starting model for the
structure that is to be used for structural refinement. This is done with the program
SHELXS which has the options of implementing either Patterson or direct methods

for generating a solution. These programs are relatively self contained and run with
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little to no input from the user and therefore a complete description of these methods
is beyond the scope of this work. For this work, the direct methods were found to be
sufficient. This step results in the generation of initial phase angles for the measured
structure factors from which an initial electron density map of the structure’s unit
cell can be calculated. The model generated at this stage typically only contains the
positions of a few heavy atoms, these positions are often not correct and often the
wrong atom type has been assigned. The refinement process is therefore required in

order to obtain a model that more accurately describes the measured data.

2.2.5 Structure Refinement

The program SHELXL was used to refine crystal structure models against diffraction
data obtained in single crystal X-ray diffraction measurements. In order to use
SHELXL two input files are required, a reflection data file (*.hkl) containing h, k,
1, F? and o(F?) data columns and a measurement/structure model file (*.ins) that
provides a number of instructions to the program through four-letter keywords along
with information describing the crystal structure. The program merges equivalent
reflections and removes systematic absences by default. A general description of
the refinement workflow is as follows. The *.ins and *.hkl files are read by the
SHELXL program using the command "shelx] name.ins", the program then performs
the crystal structure refinement routine and outputs a series of files including a *.res
file. Here more accurate phase angles have been calculated and an updated electron
density map is generated, from this more accurate atom positions are derived for
the current model. Peaks and holes in the electron density map allow for new atom
positions to be found as well as identifying positions where atoms are already located
and should be removed. The updated structural information found in the *.res file
is then copied into the *.ins ready to be refined again by SHELXL. This process
is repeated until reasonable agreement parameters have been reached, this entire

process is known as refinement.

Least-Squares Refinement

The principal method used for determining changes to a structural model during
structural refinement of diffraction data is known as least squares. The general
principle of this method is simple, a set of structure factors are obtained from a
structural model by Fourier transformation. A function that relates the observed (F,)
and calculated (F;) structure factors is then minimised, the two equations used for

this purpose are:
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Y wAt =Y w(|F,| - |F.|)* = min (2.21)
hkl hkl
Y wa3 =Y W (|F|* = |F.[*)* = min (2.22)
hkl hkl

Here the symbols A; and A, refer to minimisation based on F, and F(,2 both of which
can be used in structure determination. The parameter w refers to the weights applied
to each observation, this allows for the errors that relate to more accurately observed
data to be counted as more important than errors associated with less accurately
recorded data. Although both F,, and FO2 can be used for minimisation, in practise
the use of F? has been shown to be more beneficial. This is because during the data
reduction process weak data may result in the recording of negative F2 values, where
the background model has been determined to be stronger than a peak. For this
case negative reflections are given an arbitrary value when Fj, is used for refinement.
This affects the structure determination as the resulting bias ignores the structural
information contained within these weak reflections.

The process of minimising the squared difference of observed and calculated structure
factors involves calculating the partial derivative of each structure factor with respect
to the parameters (p;) used to calculate the structure factor. The parameters used to
calculate the structure factors vary depending on if anisotropic or isotropic thermal

parameters are refined for each atom:

Y w(|F,| - |F. | =0 (2.23)
hkl

Anisotropic : p; = x1,y1,21,U11(1), U22(1): Us3(1), U23(1), U13(1)- Ur21)»
x2,¥2,22,U11(2), U22(2), U33(2), U23(2): U13(2): Ur2(2) - (2.24)

ISOIV’OpiC pPi= x17y17Z1,Uis0(1)7x27y27Z27Uis0(2)7 '--xi7yi7Zi,Uis0(i) (225)

This process requires that over a single cycle only small changes (Ap;) are made
to each parameter (p;) that describes the current structural model. The calculated

structure factors (F;) are calculated using the equation:

dF, dF, JF,
—Apr+...—Ap, 2.26
a1 955 y22) o Y2 (2.26)

Fe=Feo) +
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A starting structural model (F;g)) that is close to correct is required so that the shifts
made to each parameter are small. The small shift requirement means that a Taylor
series expansion can be used for determination of each partial derivative. The result
is a series of normal equations for each parameter from which parameter shifts can
be calculated and the model improved.

R-Factors

The validity of a structural model obtained through the methods described above can
be assessed by a number of residual factors (R-factors). These factors are g iven for
any published structure and in general used as a merit for the validity of a model.

The most commonly reported of these is the R-factor:

R Lhkl ||| — | Fell (2.27)
Y hkl|F,|

This describes the average deviation between the observed and calculated structure
factors. It does not however, account for the weights used during the refinement
process, which if accounted for generally give a worse value. This weighted R-factor

(WR) is calculated as follows for F, and F? respectively:

Y wA?
R—=,| = — 2.2
v \ L WES (2.28)

thl W(F02 — Fc2)2
R, = 2.29
i \/ L w(F7)? 229

This quantity is most useful in illustrating if changes to the structural model are
significant to the validly of the model. Finally a further indicator, the goodness of fit
(S, GooF or GoF) is also used:

A2
S = thl—w(z'?,())
Ngr — Np

This calculation uses the number of independent reflections (Ng) and number of
refined parameters (Np). This value is subject to manipulation from an improper
weighting scheme, but if used correctly should give a value close to 1. This is useful
for determining if a structural model is overfitted (S<1) or underfitted (S>1) and
gives an indication as to if the absorption correction was not carried out correctly or
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if model has been assigned the the wrong space group. As a rule of thumb values
for wR, and R-value below 0.15 and 0.05 respectively are reasonable for a complete

structure.

2.2.6 Single Crystal Diffractometer - Rigaku Oxford Diffraction

Supernova

Variable temperature single crystal diffraction measurements were performed us-
ing a dual wavelength (Cu/Mo) microfocus Rigaku Oxford Diffraction Supernova
Diffractometer. Operating at 0.8 kV and 50 mA, with multi-layer focusing optics
diffraction images are recorded using an Atlas S3 CCD area detector. The sample is
held using a MiTeGen microloop and experimental temperature is maintained using
a Oxford Cryosystem cryo cooling system allowing for data to be collected between
80 K and 500 K.

2.2.7 Multipurpose Diffractometer - PILATUS@SNBL

Variable temperature single crystal and powder synchrotron diffraction experiments
were conducted using the PILATUS @SNBL based single-crystal diffractometer
located at the Swiss-Norwegian Beam Lines (SNBL), European Synchrotron Ra-
diation. An X-ray wavelength of A = 0.956910 A was used for all measurements
focused using a pair of collimating and vertically focusing rhodium-coated X-ray
mirrors and a sagittally focusing double-crystal Si(111) monochromator. Samples
are mounted to a flexible kappa-goniometer. Diffraction images are recorded using
the large area detector, Pilatus 2M detector as shown on Figure 2.8. Primarily the
diffractometer was developed for single-crystal diffraction. However, powder diffrac-
tion measurements are made possible through azimuthal integration of raw area
detector images. An Oxford Cryostream 700+ nitrogen blower is used to maintain
experimental temperatures between 80 K and 500 K. The non standard wavelength
(0.9569 A) used for these experiments required the anomalous absorption factors
f” and f” to be calculated for each element during analysis, this was done using the

software package Hephaestus.
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Fig. 2.8 Photograph of the PILATUS @SNBL based single-crystal diffractometer
including Pilatus 2m detector and the Huber mini-kappa goniometer located at the
Swiss-Norwegian Beam Lines (SNBL) [92].
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2.3 Powder Diffraction

2.3.1 Powder Diffraction Pattern

As discussed in section 2.1.4 and section section 2.1.5 the diffraction pattern ob-
served for a single crystal can be understood in terms of a three dimensional array
of reflections (reciprocal space) constructed from the geometry of the diffraction
experiment using the Ewald sphere. The situation is very different when studying
powders. Typically a powder is a collection of identical single crystals, crystallites
or grains, these are measured in a similar way to single crystals, through irradiation
by an incident monochromatic beam. For an ideal experiment the crystallites are
large in quantity and randomly orientated such that the resulting diffraction pattern
is made up of many identical reciprocal lattices randomly orientated with respect to
one another. Importantly each reciprocal lattice shares a common origin, meaning
that common reflections (or simply identical reciprocal lattice vectors) across all
the reciprocal lattices will be equidistant from the origin. If we construct an Ewald
sphere in the same maner as discussed in section 2.1.5 then identical lattice vectors
will form a ring across the surface of the Ewald sphere. The scattering vector will
form a cone thats apex corresponds to the centre of the Ewald sphere that passes
through the ring formed by the spread of identical lattice vectors. The assumption
made in a powder diffraction experiment is that the number of crystallites approaches
infinity, this means the density of the scattering vector ring is constant and therefore
a flat detector only has to measure along a narrow plane that passes through the
centre of the Ewald sphere. As the detector follows this arc of measurement the angle
the detector makes with the incident scattering vector is known as 26. This means
that a powder diffraction measurement can be represented as a series of intensities
(total number of counts) along a single axis (260) and is referred to as the diffraction

pattern in this work.

2.3.2 Components of Powder Diffraction

Compared with a single crystal experiment a powder diffraction pattern contains the
information described by the reciprocal lattice of a large number of randomly ori-
entated crystallites compressed along a single axis. Despite this loss of information
a large amount of information about the crystal structure of the sample, the macro-
scopic properties of the sample crystallites and the instrument used for measurement
can be analysed. In some cases powder diffraction offers significant benefits over its
single crystal counter part. For instance it is not possible to synthesise single crystals

of some compounds of sufficient size or quality for a single crystal experiment. It is
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also a better study of the average structure of a material where stoichiometry and
structural variations from crystal to crystal for the same sample mean only powder

diffraction offers the ability to study the bulk properties of a material.

In order to understand a powder diffraction pattern it is useful to separate the pattern
into a number of components each of which contain different structural information.
The first component is a continuous background, this contains information about
the crystallinity of the sample, the information contained within the background is
often discarded during analysis. Overlaid onto the background is a discrete set of
observed peaks that arise from the Bragg diffraction described above, as such they
are often referred to as Bragg peaks. The peaks of a diffraction pattern contain all the
structural information to be analysed and are comprised of the following components:
position, intensity and shape, all of which encode separate information about the
crystal structure, sample properties and the instrument used for the measurement.

Details of each of the contributing components are discussed below.

The data recorded during a powder diffraction experiment takes the form of a series
of discrete intensities recorded at regular step sizes. The measured intensity Y (i)
of the ! data point can be considered as the sum of all contributions, yi, from m
overlapping Bragg peaks. Therefore all that is required to describe the diffraction

pattern is to calculate Y (i) for the total number of measured data points.

Y (i) = Y Ilye(oxx) + 0.5y (xx + )] (2.31)
k=1

Peak Position

The peaks that make up a diffraction pattern arise from Bragg scattering by a periodic
lattice. The measured 26 angle at which each peak appears is a function of the lattice
plane (described by Miller indices h,k and 1) from which the diffraction occurs. The
dimensions of the samples unit cell and the wavelength of the incident radiation. The
quadratic form of the Bragg equation describes this relationship:

2
) 2 %2 27 %2 2 %2
0)=-1\h +k°b™ +1 +
sin*(6) = glha ¢ (2.32)

2kIb*c*cos(a™ +2lhc*a*cos(B*) 4 2hka*b* cos(y")]

The complexity of this equation is reduced when considering different crystal system
types (for instance if @ = § = ¥ = 90°). For an ideal crystal and diffractometer setup
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this formula completely describes the angle at which each reflection is measured.
However in reality a number of sample and instrumental factors result in a shift
in the measured angle. The most common corrections required are displacement
parameters arising from a shift in the measured sample and improper alignment of
the diffraction axes in relation to the radiation source and detector. These are known
as specimen displacement and zero shift respectively. Typically these are the only

corrections considered during analysis.

Peak Intensity

The structure factor is the primary contributing factor to the measured intensity of
a Bragg reflection, it derives from the atomic structure of the sample is therefore
most important for material characterisation. However, for a powder diffraction
experiment there are a number of other factors that are not directly related to the
atomic structure of the measured sample but never-the-less required in understanding
the measured Bragg peak intensity. We will see later that a number of sample and
instrumental factors mean that for a powder diffraction experiment the measured
peaks are not sharp delta functions as you might expect from our understanding
of the structure factor but instead these instrumental and sample factors result in
peak broadening. This means for powder diffraction the intensity of a Bragg peak is
defined as the total area under a given peak. The term profile intensity (y;) is given to
the experimentally measured intensity for a discrete set of scattering angles (7;) and
are typically measured with a fixed step size. Including both sample and instrumental

factors the integrated intensity can be calculated as follow:

Iy = KxPyyyxLoxPoxAgx Ty xEpx|Fi | (2.33)

The factors included in this equation will be discussed in detailed below but for
reference: K is the scale factor, Py, is the multiplicity factor, Lg is the Lorentz
multiplier, Py is the polarisation factor, Ag is the absorption correction, T is the
preferred orientation function, Ejy; is the extinction factor and Fj; is the structure

factor.

Scale Factor - K

The scale factor is a simple multiplier applied to each structural phase considered in
the analysis. This factor accounts for the fact that the atomic structure contributions
to the intensity such as the structure factor are typically calculated for a single unit

cell, in order to calculate the resulting measured intensity a large number of known
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experimental and sample factors would be required including the intensity of the
incident beam and the volume of the sample measured. In practice this is not possible
and therefore the scale factor is introduced in order to normalise the calculated

intensity with respect to the measured intensity.

Multiplicity Factor - Py,

As previously discussed a powder diffraction experiment measures the reciprocal
lattice of a large number of randomly orientated crystallites along a single axis. This
means that Bragg reflections where the magnitude of the reciprocal lattice vector is
the same will be observed at the same Bragg scattering angle. For certain symmetry
the Bragg reflections that share the same reciprocal lattice vector will also share the
same intensity. Therefore when modelling the measured intensity it is only required
that a single intensity is calculated for a group of reflections and then a multiplier
can be applied to obtain the total measured intensity.

Lorentz-Polarisation Factor - Lg and Py

Two adjustments to our calculated Bragg reflection intensity are required that account
for the geometry of a diffraction experiment. The first known as the Lorentz factor
has two components. The first results from the fact that different reflections will fulfil
the conditions of diffraction longer than others. This can be derived from the Ewald
construction. Here a reciprocal lattice rotating with a constant angular velocity will
result in shorter scattering vectors spending shorter periods of time intersecting with
the surface of the Ewald sphere and therefore fulfil the conditions for diffraction
less than longer scattering vectors. This results in a smaller measured intensity and
is relevant to both single crystal and powder diffraction experiments. From this

explanation it is simple to see that this correction is 8 dependent and proportional
1

sin(0)

therefore only relevant to powder diffraction). This means that a fixed length of each

to . The other component arises from the fixed length of the detector slit (and
Debye ring will be measured for all Bragg angles. For each ring the total scattering
intensity is evenly distributed across its entire circumference, the length of which
is dependent on Bragg angle. This means that the portion of the total scattering
intensity for each ring measured by the detector is proportional to m. Both of
these contributions are combined into a single Lorentz factor defined as:

L=——"+— (2.34)
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The second correction to be made to our peak intensities results from the partial
polarisation of a scattered electromagnetic wave. Here the electric vector of an
incident electromagnetic wave can be separated into two components. The first
component is that where the wave amplitude is parallel to the reflected plane, for
this component the reflected amplitude is unperturbed by the scattering interaction.
For the second component the amplitude is perpendicular to the reflection plane, for
which the reflected wave is reduced by a factor of cos?(20). The total polarisation

factor (p) is calculated as:

_ 1+4cos?(26)

> (2.35)

Absorption correction - Ag

In powder diffraction the absorption correction required varies depending on the
sample measured and the geometry of the diffractometer. In general the intensity
of an incident X-ray beam (/,) will be reduced when passing through a material
due to inelastic (Compton) scattering, elastic (Raleigh) scattering and ionisation.
Considering this the absorption of an incident beam can be calculated in terms of the

linear absorption coefficient () using the equation:

[=1e" (2.36)

Here [ is the total path length travelled by the incident beam through the material
resulting in a measured intensity of the transmitted beam as /. For a diffraction
experiment the effect of absorption (A) can be calculated by integrating over the
entire volume (V) of the sample that contributes to scattering (in the path of the
incident beam):

1
A= Vve_“effldv (2.37)

Here the effective linear absorption coefficient (Uesr) 1s introduced to account for the

reduced density of a packed powder.

Preferred Orientation - 7},

A powder diffraction pattern arises from the measurement of a large number of
randomly orientated crystallites. This assumption implies that the same number of

crystallites are orientated such that the scattering contributions are equal for each
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Bragg reflection. However certain experimental factors can reduce how random the
orientation of each crystallite is for a measured sample, the most notable of which is

the crystallite size and shape.

For a sample made up of a large number of isotropic crystallites, achieving a random
distribution of orientations is easy. However, for crystallites that deviate from this
ideal, such as plate-like or needle-like crystals the natural packing of crystallites
introduces a bias into the orientations of the crystallites. The effect of this is an
adjustment in the scattering intensities for families of reflections and is known as

preferred orientation.

The preferred orientation factor aims to counter the effects of preferred orientation
in a set of measured Bragg peaks. However, it is important to not that proper sample

preparation is the best way to reduce any of the effects outline above.

Extinction Factor - Ej;

Two types of extinction effects (primary and secondary) are relevant to the reduction
of measured intensity for both powder and single crystal diffraction experiments.
Primary extinction results from the back-reflection of a scattered wave back into
the crystallite of origin. Here the reflected wave is usually out-of phase with the
incident wave and therefore results in destructive interference. Secondary extinction
occurs in crystals with low mosaicity, here a scattered beam is re-scattered by a
different neighbouring block that happens to fulfil the conditions of diffraction for
the scattered beam.

Peak Shape - Q(Tj/)

As discussed above the powder diffraction pattern describes the collapse of a 3d
dimensional reciprocal space across a single axis. This inevitably results in a signif-
icant overlap of Bragg peaks, meaning that the process of analysing a diffraction
pattern requires the modelling of a peak shape with a function from which individual
peak positions and intensities can be extracted. The peak shape function describes
the observed peak shape and is constructed from the convolution of instrument
broadening contributions, wavelength dispersion and a sample related function. The

background contributions are also linearly added.

The instrument contributions relate to the geometry of the diffractometer and the
wavelength dispersion function describes any variation in the wavelength of the
source and is therefore dependent on the source type and monochromator used.

These contributions are inconsequential to material characterisation and are typically
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determined through the measurement of a standard material that does not contain
any broadening from the sample. The sample function however, is directly related to
the properties of the sample being measured and therefore useful in the structural
analysis process. The predominant sample related properties that give rise to peak
broadening are the average crystallite size (7) and microstrain (€). The additional
broadening (f3) contribution for each Bragg peak resulting from sample size and

strain is calculated from:

A
ﬁsize - ‘L'COS(O) (2.38)
and
ﬁstrain = ke tan(e) (239)

The constant k is dependent on the nature of the microstrain. In order to calculate
the additional sample related broadening 8 a peak shape function is required from
which the extra width B can be extracted. For this purpose two basic peak shape

functions are defined, the Gaussian and Lorentzian distributions:

G(x) = agexp(—bgx?)

2 4ln2
v — b = (2.40)
In2 H?
Hy\/ 7
1
Bc=— (2.41)
ac
ar,
L(x) =
1+br7?
5 A (2.42)
ap = TL'H, L — H2
1
Br=— (2.43)
ar,

The Lorentzian distribution can be described simply as a sharp peak with a long
tail where as the Gaussian distribution does not have a tail but has a rounded tip. In
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practice a powder diffraction peak is often described as a mix of both Gaussian and
Lorentzian components. Ideally a convolution of the two would be used, however
traditionally the computational complexity required to perform these calculations
over a number of cycles was not available and therefore a linear combination of the

two has become standard. This function is known as the psudo-Voigt function:

Q(x) =nL(x)+ (1 -1)G(x) (2.44)

Here 7 is a mixing parameter describing the ratio of the Gaussian and Lorentzian
contributions. As noted above, the width of the peak is an important parameter in
material characterisation. This is denoted as H above and is known as the Caglioti
formula [93], this describes the full width half maximum (FWHM) as a function
of 0 [94]. The parameters U, V and W are free variables refined during structure

determination.

H = \/Utan2(6) +V tan(6) + W (2.45)

In practice this formula for H is rarely used. This is because the Gaussian and
Lorentzian separately describe the instrument and sample broadening contribu-
tions respectively. Therefore separate definitions of H for both Gaussian (Hg) and
Lorentzian (Hy) distributions are desirable. This is achieved through the Thompson-
Cox Hastings modified pseudo-voigt, for which the separate Lorentzian and Gaussian

components are defined as:

I
HE = (U +D3p)tan*(0) + Vtan(0) + W + COTG

2(9) (2.46)

Y +F(S.)

H =X
L tan(6) + cos(0)

(2.47)

Here the free parameters (U, X) and (Y, /) relate to sample broadening resulting
from strain and size respectively. The parameters Dgy and F(S;) also refer to strain

and size broadening and there meaning is dependent on strain/size model used.

2.3.3 Rietveld Refinement

The primary purpose of a powder diffraction measurement is material characterisation

through the determination of a correct crystal structure model. The loss of information
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that results from the 1 dimensional nature of a powder diffraction pattern means
that generating a solution from scratch is impractical for all but the simplest cases.
However, if an approximate structural model is known the analysis of powder
diffraction data proves a powerful technique for the optimisation and refinement of a
crystal structure model and when appropriately implemented is comparable to its
single crystal diffraction counterpart. This is primarily due to the contributions made
by Rietveld in the development of the the Rietveld refinement method.

Rietveld refinement aim is to minimise the weighted difference between the calcu-

lated (Y¢¥) and measured (Y %) profiles of a powder diffraction pattern:

P — Wl'(YiObs . Yl_cthC)Z (2.48)

-

1

~

For a set of n measured data points the weight w; is assigned to every data point
and minimised through a non-linear least squares routine. Therefore the task is to
generate a calculated profile that best describes the crystal structure of the measured
sample taking into account both instrumental and sample scattering contributions.
Using the concepts described earlier in the chapter the calculated profile can be
defined as:

Y =Y 8o Y Is ja (T — Ty pa) + bi (2.49)
o hkl

Here 1y pi; 1s defined by equation 2.33. The model is therefore a summation over
the number of refined structural phases ¢ that contribute to the measured Bragg
scattering. As the name implies the Rietveld refinement method involves the refine-
ment of the following parameters related to the structural and instrumental scattering
contributions:

» The parameters that describe the background function (b;), either defined as a
set of discrete intensities as a function of 20 with refined shifts or a 1 to 24
Chebychev polynomial.

» Zero-shift and other parameters related to the geometry of the experimental
setup (described in section 2.3.2).

* Parameters associated with describing the peak shape function Q(7; — T jx)
(described in section 2.3.2).
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* The lattice parameters of the unit cell (described in relation to peak position in
section 2.3.2).

* Any preferred orientation, absorption or extinction parameters (described in
section 2.3.2).

* The scale factor of each structural phase Spp; (described in section 2.3.2).
* The atomic coordinates of the atomic sites assigned to the structural model
* The occupancy of each atomic site (described in section 2.1.6).

* The thermal displacement parameters describing the thermal motion of each
atom, where the number of parameters depends on the use of an isotropic or

anisotropic model (described in section 2.1.6).

It is unusual that from the start of a refinement all of these parameters are allowed to
refine. The complexity of the problem and number of refined parameters mean that
typically the parameters are allowed to refine sequentially allowing the least-squares
routine to minimise before the next parameter is refined. The order in which these
parameters are allowed to refine is dependent on the data quality, the accuracy of
the starting structural model and how well the instrument/profile contributions are
defined.

2.3.4 Agreement Factors

The agreement between the measured and calculated profile gives an indication of
the quality of a refinement. For this purpose a number of statistical agreement factors
are used for both comparing crystal structure models and determining when the
refinement process is finished. For this purpose the R-factors, R;, and R,,,, are used

to directly compare the difference in observed and calculated intensities:

Zizl,n |Yiobs o Yicalc|
b
Zizl,n Yio $

R, =100 (2.50)

Zizl,n Wi|Yl'0bs o chalc’Z] |
Yio1wiY P57

(]

R,,, =100] (2.51)
These values directly relate to the quantity minimised during the Rietveld optimisa-
tion process. Looking at our definitions for R, and R, it is clear that for an ideal
model the average value for (Yi”bs — Yf‘”c )2 is equal to the statistical error for each
data point (GZ[YI."bS ]). Given that the weights (w;) for our definition of R,,, are for
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_1
o2 [Yiobs]

wi(lfi"b“ — Yi""l")2 and the resulting value for R, is the best possible value we could

most circumstances defined as this ideal model would give a value of 1 for

obtain. As such for a given data set the best possible R,,, is a useful parameter, this

is known as the expected R-factor (R,,p):

n—p .1

Reyp = 100 ————= 2 (2.52)
exp Zl WlYObSlz

Here n is the number of data points and p is the number of refined parameters.

Using the above definitions we can define our final agreement parameter for powder

diffraction, the statistical value ¥ known as Chi-squared:

2 Ryp

(2.53)
Rexp

For least-squares refinement the value of x> should decrease for every cycle, if this
is not the case it is an indicator that there is a problem with the refinement or several
of the refined parameters are correlated. Given our definition for x? it is clear that
it’s value should never go below 1 and an ideal value is one that is close to 1.

2.3.5 Powder Diffractometer - Empyrean Panalytical

For the purpose of determining phase purity and initial structure refinement powder
X-ray diffraction measurements were performed on ground polycrystalline samples
mounted to a zero-background silicon sample holder using a Empyrean Panalytical
with Cu K radiation. The Empyrean Panalytical diffractometer typically operates
at 4.6 kW (40 kV and 40 mA) generating high resolution monochromatic incident
X-rays from Cu X-ray tubes. The zero-background sample holder is secured to a
reflection-transmission spinner, and variable angles measured with a 6-260 goniome-
ter, typically between 5-160 26 in increments of 0.05° steps. Scattered X-rays are

detected with an X’ Celerator detector.

2.3.6 High Resolution Powder Diffractometer - BT1

The constant wavelength powder neutron diffraction measurements described in
Chapter 3 were carried out using the BT1 diffractometer at the NIST Center for
Neutron Research (NCNR) Gaithersburg, Maryland, USA. Neutrons are generated
from a uranium fuel cell reactor at a flux of 4 x 10* neutrons/cm?s. Scattered neutrons

are detected using a set of 32 *He detectors placed at 5° intervals, detectors are
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shifted such that a 20 range of 0 to 165 degrees can be measured. Low angle
detectors are partially masked to minimise Bragg peak shifting, broadening and
asymmetry resulting from finite detector slits. Three different monochromators
allowing for a choice of three incident neutron wavelengths Ge(311), Cu(311) and
Ge(733) with respective take off angles of 75°, 90° and 120°, along with two different
incident Soller collimators, the resulting flexibility allows for a range of experimental

setups.

2.3.7 High Resolution Powder Diffractometer - POWGEN

The time-of-flight (TOF) neutron diffraction measurements described in Chapter 4
were collected using the powder diffractometer POWGEN located at the Spallation
Neutron Soruce (SNS), Oak Ridge National Laboratory. POWGEN is unique as a
TOF powder diffractometer, the 360° radial collimator design allows for all detected
scattered neutrons to be focused to a single diffraction pattern allowing for a high
count rate with varying resolution as a function of d-spacing. For this, a resolution of
Ad/d of 0.0015 at a d-spacing of 1 A. The instrument allows for a variety of incident
wavelengths over a wide range through adjustment of bandwidth-limiting choppers

and pulse repetition rates.
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2.4 Maximum-Entropy Based Whole-Pattern Fitting

The maximum entropy method (MEM) is an iterative procedure that aims to es-
timate the average structure of a compound based on limited information. Here,
information entropy is maximised under a number of constraints consistent with
observed physical quantities. First described in 1990, Sakata et al. analysed X-ray
powder diffraction data by converting measured diffraction intensities to electron
scattering density maps for CeO, [95]. Sakata et al. later extended the technique
(1993) for determining nuclear scattering densities based on neutron diffraction data.
For this purpose, the negative scattering length of atoms such as Ti and H are treated

separately from positive scattering atomic species [96].

Traditional analysis of diffraction data, particularly single crystal diffraction, involves
repeatedly determining the difference between modelled and real structures. For this
purpose calculation of Fourier difference maps based on the difference between the
Fourier transform of observed and calculated structure factors (F,(hy) and F(hy)
respectively) is carried out. Although sufficient for most practical applications, it is
often difficult to interpret any physical meaning from the resulting residual density
with the appearance of a high significant to noise ratio. This is a result of the
termination effect, where high-Q structure factors are not experimentally measured.
As well as this, for powder diffraction data the collapse of 3D reciprocal space onto a
single dimension means observed structure factors are difficult to observe accurately
when reflections are heavily overlapped.

MEM analysis poses a solution to both of these problems. For Fourier synthesis
observed structure factors are fit based upon a model function using Rietveld refine-
ment. For MEM analysis, within the errors of observed diffraction data, a scattering
density of a sample’s unit cell is estimated that maximises the information entropy.
The Fourier transform of which then provides a series of calculated structure factors
(FyEMm) that a diffraction pattern can be fit against, in essence the reverse process of

Fourier synthesis.

2.4.1 Maximum Entropy Method

In general, the principle of the maximum entropy method (MEM) is to maximise
the information entropy (S) under a series of constraints through an iterative process.
The first method for such a process was devised by Jaynes in 1957, where a method
for describing a probability distribution from an incomplete set of discrete testable
data was proposed. The theory is derived from Claude Shannon’s description of
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information entropy (S) as a measure of the uncertainty in a probability distribution
[97, 98]:

N
S= —Zpiln(pi) (2.54)

Here, p; describes the probability of outcome i from a discrete number of possible
outcomes N. Jaynes demonstrated that by maximising entropy, an equal distribution
of probability is given to those outcomes we have no information about. Therefore,
the probability distribution that maximises entropy (S) results in the least biased
distribution. With respect to MEM analysis of diffraction data, the probability distri-
butions are represented by scattering densities for a given unit cell are represented by
a Ny X N X N = Npjx grid of voxels. The information entropy of a scattering density
grid is then described:

Npix 'y
s==Y p(x)in (’; ’Er; ) (2.55)

Here, p/(r) represents the normalised scattering density at each position ry for a given
scattering density grid. 7/(r) describes the normalised scattering density derived
from prior information. MEM is an iterative process for determining a final solution
for p/(r), where the value for 7'(r) is initialised as a uniform distribution across
the scattering grid cell. For subsequent iterations the value for 7/(r) is taken from
the scattering density of the previous iteration. The prior probability (7/(r)) and
probability (p’(r)) scattering densities are defined in terms of the scattering density

distributions 7(r) and p(r) respectively:

iy P(r)
p(r)= T o) (2.56)

t(r)

"0 =5

(2.57)

For the purposes of diffraction analysis, the value for S represents the uncertainty of
a given scattering density. When S is maximised the subsequent scattering density is
the most "uncertain’ distribution of scattering densities for all possible distributions
given the information available. For the MEM process the value of S is maximised
by a method of undetermined Lagrange multipliers under a number of constraints
C.
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The value MF is the total number of reflections where the respective phases are
known. For a given reflection, hg, F.(hy) is the calculated structure factor, F,(hg) is
the observed structure factor and o (|F,(hk)|) is the standard uncertainty of |F,(hg)|.
As stated above, the density grid described by the grid N, x Nj, X N = Ny, that
maximises S is iteratively derived by the method of undetermined Lagrange multiplier
by maximising Q with respect to p, and two Lagrange multipliers A and p using

the equation:

N
Q=S—-AC—u(Y pk—1) (2.58)
K=1
For neutron diffraction data, a modification to the above is required for MEM analysis
when dealing with elements of negative coherent scattering length such as Ti and
H. As there is often negligible overlap of nuclear densities an approximate value for
the entropy S is described as the sum of positive (S ) and negative (S_) scattering
densities:

S=8.+5_ (2.59)

This is extended to the calculation of scattering factors (F;(hy)) from nuclear scatter-
ing density (p;):

NplX . . .
Fe(he) = Y (p] +p)e™ i (2.60)
j=1

From the above the final MEM solution for neutron diffraction data is the given as

the sum of positive and negative scattering densities.

2.4.2 MEM based Whole Pattern Fitting

The process of MEM based whole pattern fitting starts with a Rietveld refinement
using an initial structural model, from which estimated structure factors (denoted
F,(Rietveld)) are calculated. Rietveld based structure factors are then used to esti-
mate the observed integrated intensity (I, (Rietveld)) based on the profile intensity of
overlapping reflections determined during Rietveld Analysis. For powder diffraction
the standard uncertainty of the observed structure factor o (|F,(Rietveld)|) are then
calculated from the equation:
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|F, (Rietveld)| 1 n o(s)
2 El,(Rietveld) s

o (|F,(Rietveld)|) = )22 (2.61)
Here, E is a factor to adjust o (|F,(Rietveld)|). s is the scale factor for which o (s) is
the standard uncertainty. Using the real and imaginary components of F,(Rietveld)
(where X-ray dispersion contributions are subtracted) and the values for F,(Rietveld)
and o (|F,(Rietveld)|) the MEM process is carried out to generate a set of 3D scat-
tering densities, p(x,y,z). A set of MEM based structure factors are also calculated

by the Fourier transform of p(x,y,z) for a unit cell of a given volume V:

F.(MEM)=V / / / P (x,y,z) 2T+ gy dydz (2.62)

In calculating values for F.(MEM), the bias towards any structural model is min-
imised. The scattering densities generated (p(x,y,z)) are then analysed visually and
the structural model is modified accordingly, if necessary then the above steps are

repeated.

The observed diffraction data is then fit using values for F.(MEM) obtained above.
The structure factors fit during this refinement are fixed at F.(MEM) where only
parameters not relevant to crystal structure are refined such as scale-factor, lat-

tice parameters and background, in a process refereed to as whole pattern fitting

(w.p.f).

Values for integrated intensity are then calculated (I, (w.p.f.)), from which F,(w.p.f.)
is obtained resulting in a set of real and imaginary components for F,(w.p.f.) (where
X-ray dispersion effects are again subtracted). The MEM process is then repeated
using values for o(|F,(w.p.f.)|) and F,(w.p.f.) for which a new set of scattering
densities, p(x,y,z), are generated. Subsequently values for F.(MEM) are generated

using equation 2.62.

The process of calculating F.(MEM) from p(x,y,z) as illustrated in Figure 2.9,
calculating new values for I,(MEM) through the whole pattern fitting and then
feeding I,(MEM) into the MEM process generating new values for p(x,y,z) is
repeated until convergence. These cycles are refereed to as Remedy cycles. As the
MEM process is carried out, the derivation of additional structural information in
the calculated scattering densities (p(x,y,z)) alters the contributions of individual
scattering factors (F(w.p.f.)) to the integrated intensity (I,(w.p.f.)) for heavily
overlapping peaks. This serves to reduce the bias towards any structural model in the

generated scattering densities following the initial Rietveld refinement.
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Compared with Rietveld refinement, the reduced bias of MEM based whole pattern
fitting and generation of scattering density maps allow for a better representation of

chemical bonding, anharmonic thermal motion and static/dynamic disorder.

Powder Diffraction Data ’ ‘ Initial Structural Model ’

A\ 4 A\ 4

Revised
Rietveld Analysis }‘7 Structural Model

Visual Interpration of ’

Fo (Rietveld) [ Scattering Density

i Fe (MiM) :

E —( Whole-Pattern Fitting ’ Remedy
| l Cycles

! Fo(W.p.f) 5

Fig. 2.9 The steps involved in MEM based whole pattern fitting.
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2.5 Other Characterisation Techniques

2.5.1 SEM and EDX

Scanning electron microscopes (SEM) and Energy Dispersive X-ray spectroscopy
(EDX) enable the elemental composition and surface topology of a sample to be
determined. This is particularly useful for determining changes to the B-site and
X-site composition of organic-inorganic hybrid perovskites due to the population of
heavy atoms on these sites. All SEM and EDX measurements described in this work
were performed at ambient temperature using a Hitachi S-3400N.

2.5.2 TGA and DSC

Thermogravimetric analysis (TGA) and Differential Scanning Calorimetry (DSC)
allow the thermal stability of a compound to be determined by measuring the mass
loss and heat absorption of a sample as a function of temperature.

The TGA and DSC measurements described in this work were conducted in air with
samples placed in an aluminium crucible. Initial measurements were carried out using
an empty crucible and then subtracted in order to isolate the sample contribution.
A Netzsch STA 409 PC TGA-DSC was used for all measurements and conducted
between 20 °C and 500 °C, with a heating rate of 10 °C/min. Data was analysed

using Netzsch Proteus.

2.5.3 Raman Spectroscopy

Through measurement of the inelastic (Raman) scattering of monochromatic light by
the polarisable electron density of a sample, Raman spectroscopy allows a materials
vibrational modes to be probed from which bonding types can be identified. The
Raman measurements reported in chapter 3 were carried out at the university of
Kent, Canterbury. For the measurements reported a Horiba “LabRam HR” was used,
this implements a 180° collection system. A range of four lasers are available at the
University of Kent’s Raman system that allows for a choice of excitation wavelength
that is best suited for the sample being measured and one that limits fluorescence.
The range of lasers available are: a 472.98 nm blue laser (4.87 mW); a 532.00 nm
green laser (6.29 mW); a 632.81 nm red laser (1.65 mW); and a 784.15 nm infrared
laser (20.10 mW).
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2.6 Materials Synthesis

The excitement surrounding hybrid perovskites and their applications in photo-
voltaics lies in the potential for manufacturing highly efficient, low cost and low
temperature solution processed materials. For this purpose, perovskite layers are
typically deposited through precursor chemistry using organic polar solvents such
as dimethylformamide (DMF), dimethyl sulfoxide (DMSO) and y-butyrolactone.
The experimental techniques used in this work required both bulk powder and single
crystal samples of CH3NH3Pbl3, for which several techniques have been used to
successfully synthesis samples. A detailed outline of the two methods used here are
given below along with the synthesis methods for precursor materials. Both methods
involve decreasing the solubility of precursor solution to the point that it becomes
saturated, upon which nucleation occurs and crystal growth follows. Primarily, the
two methods differ in the length of time taken for crystal growth, the first uses slow
evaporation of a solvent over a number of weeks to grow large single crystals. The
second method produces a powder and small single crystals through fast precipitation

from solution.

2.6.1 CH;NH;I Precursor Synthesis

The precursor material methylammonium iodide (CH3NH3I or MAI) was used in all
sample preparation methods for the synthesis of CH3NH3Pbl3z and all its derivatives.
To begin the synthesis of CH3NH3I, 30ml of hydroiodic acid (57 wt% in water,
Sigma Aldrich) and 27.8 ml of methylamine (40% in methanol, Sigma Aldrich)
were cooled to 0 °C in a water-ice bath. These were slowly mixed in a conical flask
and stirred with a magnetic stirrer at 0 °C for 2 hours in the water-ice bath. The
solvent is evaporated by placing the solution in a hot water bath at 80 °C over several
days. The resulting precipitate is recovered and purified by washing in diethyl ether
(anhydrous < 99.0%, Sigma Aldrich) and filtered using a vacuum filtration system,
the precipitate is then dried in a furnace overnight producing CH3NH3I in a white

powdered form.

2.6.2 MAPDI; Slow Evaporation

In order to synthesis single crystals (<1 mm) of CH3NH3Pbl3 (MAPbI3) the precursor
CH;3NHs3I (1.9923 g) was mixed with Pbl; (5.7776 g, 99%, Sigma Aldrich) ata 1:1
molar ration with the solvent y-butyrolactone (15 ml to 20 ml). The y-butyrolactone

solution was contained within a conical flask and placed in a vacuum oven at 120 °C.
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The solvent was slowly evaporated off over the course of a week, this allowed for
crystallisation to occur producing single crystal samples of CH3NH3Pbls.

2.6.3 MAPDI; Solution Synthesis

The rapid precipitation of CH3;NH3Pbl; (MAPDI3) from solution starts with dissolv-
ing PbO powder (5 mmol) in a boiling solution of HI (38 mmol) and H3PO; (7.75
mmol) while magnetic stirring for 5 minutes, the result is a bright yellow liquid. The
precursor MAI (5 mmol) is then added to the solution, immediately precipitating a
black powder that redissolved into a yellow solution with continued stirring. The
stirring is then stopped and the solution is left to cool down to ambient temperature
resulting in black crystals at the bottom of the solution as shown in Figure 2.10.

300pm

(a) (b)

Fig. 2.10 Scanning electron microscope (a) and optical microscope (b) images of
MAPDbI; crystals grown through solution synthesis outlined in section 2.6.3.

2.6.4 Sample IDs

This thesis describes the synthesis and characterisation of a number of MAPbI3
samples synthesised under different conditions and subsequently treated differently
post synthesis. For the purpose of clarity each sample has been given a unique ID
that makes it distinguishable based on both the synthesis method and post processing
routine followed. Table 2.1 provides a reference for each sample and the respective
treatment. In addition to the denotations described in Table 2.1 this work also
makes reference to "prototypical MAPbI3", this refers to MAPbI3, its properties and
structure as typically reported in the literature, and outlined in section 1.3.2.
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Sample ID Description Section
SE-MAPbI; Evaporated slowly from solution, no post processing. | 2.6.2
SS-MAPbI3 Solution processed, no post processing. 2.6.3
AA80-MAPDI3 | Solution processed, annealed in air at 80°C. 2.6.3
AV80-MAPDI; Solution processed, annealed under vacuum at 80°C. | 2.6.3
AV200-MAPbDI; | Solution processed, annealed under vacuum at 200°C. | 2.6.3
AV300-MAPbBI; | Solution processed, annealed under vacuum at 300°C. | 2.6.3
AV280-MAPDI3 | Solution processed, annealed under vacuum at 280°C. | 2.6.3
AV285-MAPbDI; | Solution processed, annealed under vacuum at 285°C. | 2.6.3
AV290-MAPbBI; | Solution processed, annealed under vacuum at 290°C. | 2.6.3
AV295-MAPbDI; | Solution processed, annealed under vacuum at 295°C. | 2.6.3
AV300-MAPDbBI; | Solution processed, annealed under vacuum at 300°C. | 2.6.3
AV305-MAPDI3 | Solution processed, annealed under vacuum at 305°C. | 2.6.3
AV310-MAPbBI; | Solution processed, annealed under vacuum at 310°C. | 2.6.3
AV315-MAPbDI; | Solution processed, annealed under vacuum at 315°C. | 2.6.3
AV320-MAPbI3 | Solution processed, annealed under vacuum at 320°C. | 2.6.3
AI200-MAPbI3 | Solution processed, annealed in 12 a to 260°C. 2.6.3

Table 2.1 A description of each MAPbI3; sample described in this thesis, the corre-

sponding sample ID and the thesis section the synthesis method is described.



Structural Dynamics and Disorder of
MAPDI;

Hybrid perovskites have emerged as prominent candidates for the next generation
of solar cell devices. However, the excellent optical and electronic properties these
materials exhibit is undermined by a lack of understanding of the photovoltaic mech-
anism. This in part, stems from a lack of clarity on their structure and dynamics. In
this chapter the application of maximum entropy method analysis on neutron powder
and single crystal X-ray diffraction measurements in conjunction with Rietveld
refinement of variable temperature synchrotron X-ray diffraction measurements are
reported for MAPbI;. Following this, characterisation of the ambient temperature
tetragonal phase was carried out, for which considerable structural disorder has been
observed including the presence of interstitial iodide sites above 280 K. This allowed
for a mechanism for ambient temperature iodine migration to be proposed that is
facilitated through the collective motion of MA™ cations.
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3.1 Introduction

3.1.1 Ambient temperature Average Structure Studies

Observation of low exciton binding energy and strong light absorption [99-101],
coupled with a low recombination rate of photogenerated charge carriers [102],
makes hybrid perovskites a promising candidate for the photoactive layer in the next
generation of solar cells. For this purpose, understanding their photovoltaic mecha-
nism is essential, which in part relies on a complete understanding of their crystal
structure. Although it was only in 2009 that hybrid perovskites was first used for
photovoltaic applications, studies on organic-inorganic post transition metal halide
based perovskites dates back to the 1980’s. The first detailed study on the characteri-
sation of hybrid perovskites were on methylammonium lead iodide (CH3NH3Pbl3
or MAPbI3), and was conducted by D. Weber and A. Poglistich [46] in 1987. In this
work the ambient temperature structure, most relevant for photovoltaic applications,
was determined through single crystal X-ray diffraction where the compound was
ascribed the tetragonal crystal system with space groups I4/m or I4/mcm. The per-
ovskite framework of Pblg octahedral was found to tilt along the crystallographic
c-axis (Glazer notation a—a¢™) to form a cuboctahedral, the interstices of which
are populated by methylammonium (MA™) cations. Hydrogen bonding was shown
to play an important role, weak N-H- - - bonds and a coordination of 12 iodide atoms
restricts the rotational dynamics of the linear cation, and therefore significant cation

disorder is expected over a number of orientations.

Compared with traditional semiconductors, that are typically described by a rigid
crystal structure with a highly periodic array of atoms, hybrid perovskites exhibit
a flexible crystal structure, significant rotational and positional freedom of the
organic cation [49]. The breaking of average long-range order makes determining a
reliable average crystal structure challenging. For this purpose a number of structural
studies have been conducted, that report a number of alternative space groups for
the ambient temperature phase of MAPbI3. These include I4/mcm [103, 104, 47],
I4cm [105, 106], 1422 [107], I4/m [108] and Fmmm [109]. Correct space group
assignment, especially the choice of a centrosymmetric or non-centrosymmetric
space group for example, has important implications for the predicted properties
of the material. The ferroelectric nature of MAPbI3; being a primary example for
which the generally accepted centrosymmetric space group I4/mcm would not allow.
This is despite experimental reports of such behaviour [110]. Ferroelectric properties
have been suggested as a reason for the exceptional power conversion efficiency of

hybrid perovskite solar cell devices, these properties cannot be inferred from the
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polar nature of the CHg)NH3+ cation alone due to the significant dynamic disorder
exhibited at ambient temperature, evidenced by quasielastic neutron diffraction
studies [111, 112]. The dynamic disorder of the MA™ complicates refinement of the
tetragonal phase II, where a four-fold model of the MA™ has typically been used for
structural refinements [47, 113]. However, at temperatures closer to the orthorhombic-
tetragonal structural phase transitions NMR [114, 115] and heat capacity [116]
measurements suggest the MA™ has 8-fold symmetry. Average structure modelling
of the MA™, including the assignment of hydrogen positions has been studied through

a number of powder neutron diffraction measurements [47, 48].

3.1.2 Ion Migration

High ionic conductivity of hybrid perovskite compounds is not a recent observation.
Before their excellent light harvesting and charge carrier collection properties were
reported, halide conductivity was observed by Yamada ez al. in Ge-based perovskite
compounds such as MAGeCl;3 [117]. However, it is only recently that the migration
of charged species has been observed for MAPbI; [73, 118]. Hybrid perovskites such
as MAPbI; are now considered mixed conductors [119], and therefore consideration
of their ionic conduction is important. Especially as ion migration has important
implications for both the operating performance and stability of hybrid perovskite
solar cell devices. Materials that exhibit both electronic and ionic conductivity will
form stoichiometric gradients across the material when placed between ion-blocking
materials [120]. This type of architecture is typical for perovskite based solar cell
devices and therefore an inherent source of instability. There are also reports that
ion migration near device interfaces contributes to anomalous observations of [-V
hysteresis [121, 122]. Practical uses for ion migration have been found, with inter-
esting applications in perovskite resistance-switching memory devices [123, 124]
and through manipulation under an electric field, fast response photodetectors can be
produced [125, 126]. Therefore highlighting the benefit of better understanding the
ion migration process for developing new hybrid perovskite based devices.

For typical semiconductors, an abundance of defects is associated with shorter charge
carrier diffusion lengths and faster charge carrier recombination, therefore lessening
photovoltaic performance. However, for hybrid perovskites, despite significantly
higher defect densities in polycrystalline hybrid perovskite thin films (10'® cm™3
[127]) compared with inorganic semiconductors such as Si (1013 10 em—3 [128])
and CdTe/Cds (10'! - 10'3 cm™3 [129]), a high defect density is found to have little
effect on charge carrier transport properties [82, 55]. This has made determining the
origin and nature of ion migration in hybrid perovskites such as MAPbI3 the subject
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of conflicting reports. With respect to MAPDI3, extensive studies having been carried
out on all possible migrating candidates MA™, Pb>* and I~

There have been a number of theoretical studies that aimed to determine the most
likely mobile ion within MAPbI3 from first principle calculations. Here, the activation
energy for all possible mobile ions is calculated. Eames er al. calculated the lowest
activation energy to be associated with I~ ions (0.58 eV) that migrate along a curved
edge across the I-I edge of the Pblg octahedron [130]. This is compared to Pb?*
and MA™ with activation energies of 2.31 eV and 0.84 eV respectively. Further
calculations carried out by Azpiroz et al. calculated the activation energy of MA™,
Pb”* and Pb>" to be 0.46 eV, 0.80 eV and 0.08 eV respectively [131]. The calculated
value for I is significantly lower than those calculated by Eames et al., however
both studies do agree that I are the most likely mobile ions, although only Schottky
defects were considered in this report. For Frenkel defects, Wan-Jian et al. have
calculated the interstitial formation energies of I~ and MA™ to be between 0.23—
0.83 eV and 0.20-0.93 eV respectively, and therefore comparable to the activation
energies of vacancy defects [132].

MA-I plane
Pb—1 plane

(a) (b)

Fig. 3.1 Illustration published by Eames et al. describing the ionic transport mecha-
nism involving conventional vacancy hoping for (a) I” migration along an octahedron
edge and Pb>* migration along the diagonal direction <110> [130]. (b) CH3NH3T
migration between neighbouring vacant A-site perovskite cavity.

Based on theoretical calculations, there is a consensus for I~ ions as the candidate
for ion conductivity in MAPbI3, experimental evidence has been far less consistent.
The first direct experimental evidence for mobile ions within MAPbI3 was provided
by Yuan et al., where the migration of MA™ ions was reported [133]. This study
used photothermal induced resonance (PTIR) microscopy to measure the depletion
of MA™ ions from the anode side of a MAPbI; based solar cell device, with an

access of MA™ ions measured at the cathode end following the application of an
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electric field. Further experiments carried out by Leijtens ef al. aimed to measure
ion migration under ambient conditions for thin films of MAPbI3. For this purpose,
Auger electron spectroscopy mapping was able to observe significantly more MA™
migration compared to I” when in the presence of moisture. Following this, at the
point where degradation was apparent Pb>* migration was also observed around the
cathode. Importantly, these experiments do not exclude I~ migration.

At the time the work described in this chapter was carried out, experimental ob-
servations of MA™ migration were clear, less so was experimental observations of
mobile I™. At least at ambient temperature, work carried out by Yang et a. reported
the observation of possible I migration at elevated temperatures [119]. Through
the construction of an electrochemical cell consisting of Pb | MAPbI3 | Agl | Ag
layers, it was reported that upon long term current flow a Pbl, phase forms at the
Pb | MAPbI; interface. It was suggested that I~ migration could be responsible.
Further evidence of I~ has been reported by Bastiani et al., where a MAPbI3 solar
cell device was constructed with Ag electrodes. After continued biasing the anodes
were found to be damaged, following a reaction with I™ [134]. For the purpose of ion
migration within hybrid perovskite thin films, theoretical work has focused on the
ion migration within the bulk, whilst experimental observations primarily probe ion
migration at the grain boundary of the polycrystalline films. These results indicate
that under normal operating conditions Pb>* migration is unlikely with both MA*
and I~ preferred as the dominate contributors to ion conductivity in MAPbIz. What

was apparent though, was the need for experimental clarification on the topic.

3.1.3 Purpose of Present Study

Hybrid perovskites, composed of an organic cation, inside a post transition metal
halide framework, have emerged since 2009 as simple, low cost solar cell materials,
with power conversion efficiencies that are competitive with silicon. Advances in
cell efficiency have been made despite an incomplete understanding of the materials
photovoltaic mechanism and poor long term thermal stability, which is in part, due to
a lack of clarity on there structure. Observations of significant ion mobility compli-
cates the structural dynamics of hybrid perovskites such as MAPbI3. The purpose of
this study is to characterise the average structure and structural dynamics of MAPbI3
through the application of complementary powder neutron diffraction, single crystal
X-ray diffraction and powder synchrotron X-ray diffraction measurements on bulk
samples of MAPbI3. For this purpose traditional structure determination techniques
such as Rietveld refinement, were combined with the maximum entropy method
(MEM) analysis.
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3.2 Synthesis

For the purposes of manufacturing perovskite solar cell devices, hybrid perovskites
are often synthesised through low temperature solution based methods, where the
sample is rapidly precipitated from a solution. This is often proposed as a benefit
for these materials as it means low cost and efficient fabrication methods. It does
however result in a relatively high defect concentration, a high defect concentration
has been shown to have little effect on the optoelectronic properties of the materials
[135]. For the purpose of this study a slow crystal growth synthesis method was
chosen in order to limit the defect concentration in bulk samples of MAPbI3 for the
detailed structural analysis intended for this study. The synthesis method for this
sample is detailed in section 2.6.2 and has been given the denotation SE-MAPDI;.
The sample discussed in this chapter was synthesised by Professor Mark A Green,
University of Kent.

3.3 Ambient Temperature Characterisation

3.3.1 Neutron Powder Diffraction

Crystals of the sample SE-MAPbI3; grown via the methods described in section 3.2
were ground to a powder and measured on the BT1 diffractometer at NCNR at the
National Institute of Standards and Technology, Gaithersburg, MD. Powder neutron
diffraction data were collected using a Cu(311) monochromator (A = 1.5401(1)
A). The extensive incoherent scattering contribution resulting from the presence
of hydrogen (here non-deuterated samples were measured) meant that data were

collected over a 3-day period to ensure sufficient data quality.

The initial aim of this measurement was to determine a structural model for the MA™
cation at room temperature. For this purpose, Maximum Entropy Analysis (MEM)
was used to generate nuclear scattering density maps of the samples unit cell that was
not biased towards a structural model. This analysis was carried out in collaboration
with Dr Pawel Zajdel, University of Silesia. Initial analysis of the data described in
the current section 3.3.1 including, modelling of the MA™ cation and identification
of the interstitial iodide site I2A based on maximum entropy analysis was presented
and accepted for the award of a Master of Physics honours (MPhys (Hons)) degree
at the University of Kent.

To begin, an initial Rietveld refinement was carried out using the software package

RIETAN, from which a set of initial calculated structure factors and the respective
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phases were generated. A structural model described by the space group I4/mcm
was input into the refinement. Only atomic coordinates of the Pblg framework were
included in the structure model, this was adapted from structure characterisation
work carried out by Weller ef al. [47]. The generated nuclear scattering density
map that results from the MEM analysis using the software packages RIETAN and
PRIMA was therefore unbiased towards an initial structural model for the MA™

cation and the symmetry of the space group.
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Fig. 3.2 Preliminary Rietveld refinement of powder neutron diffraction data based
on a structural model that only describes the Pblg framework of SE-MAPDI3 at 300
K. The observed (black), calculated (red) and difference (blue) intensities are shown
as a function of two-theta. Fit factors for this refinement are R,,, = 2.899 %, R, =
1.884 % and S = 2.0921.

Figure 3.2 shows a Rietveld refinement fit based on the simplified structural model
described above, the resulting fit is poor, a result of not modelling the MA*. MEM
analysis was then carried out based on the structure factors obtained from the initial
Rietveld refinement.
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Fig. 3.3 Powder diffraction pattern and fit generated from structure factors obtained
from MEM analysis based on a simplified structural model (the Rietveld refinement
for which is shown in Figure 3.2). The observed (black), calculated (red) and dif-
ference (blue) intensities are shown as a function of two-theta. Fit factors for this
refinement are R,,, = 1.741 %, R, = 1.386 % and S = 1.2565.

From the nuclear scattering density map generated through MEM analysis a set of
structure factors are obtained and fit to the observed data for comparison against the
initial simplified Rietveld refinement fit (Figure 3.2). The resulting fit displayed in
Figure 3.3 shows an improved fit of the observed data compared with Figure 3.2
with reduction in the fit factor Rwp from 2.899 % to 1.740 %.
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(a) (b)

Fig. 3.4 (a) and (b) lead (grey spheres) and iodide positions (purple spheres) derived
from initial structure determination for the /4/mcm space group. For both (a) and (b)
the nuclear scattering density maps are overlaid onto the structural model with both
positive (yellow) and negative (blue) nuclear density shown (isosurface 1.5 fmA_3).

As shown on Figure 3.5, the nuclear scattering density maps showed distinctive areas
of positive localised scattering at the centre of the perovskite void, consistent with the
expected location of the MA™ cation derived from previous structure determination
carried out in section 3.3.2. The shape of the positive density is best described by
a tetrahedron unit. The centre of mass of the tetrahedron unit sits at the the centre
of the A-site perovskite void. Areas of significant negative scattering were found to
be located at the ends of the tetrahedron unit associated with hydrogen scattering
of the MA™ cation. This density was significantly disordered and attributed to the

hydrogen scattering associated with the MA™ cation.

From the positions of maxima located in the nuclear scattering density maps a
crystallographic structural model for the A site MA™ cation was derived, including
positions for carbon, nitrogen and hydrogen atomic sites (referred to as C1, N1,
H1, H2 and H3 in the structural model respectively) for the space group /4/m. The
resulting location of the carbon and nitrogen atoms gave bond distances of 1.25 A
and C—H and N-H bond distances of 1.24 A and 1.36 A. The MA™ cation can adopt
two orientations, one along the (220) plane and the other orientated along the (220)
plane. These orientations are such that the NH3 and CH3 ends point exactly towards
the distorted 12 site.
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The MEM analysis allows for the separation of positive and negative scattering of the
hydrogen from the other compositional elements for SE-MAPbI;3 allowing for dis-
tinct hydrogen sites to be identified. Typically samples that contain hydrogen would
be deuterated. However for the measurements described here, considerable coherent
hydrogen scattering allowed for the refinement of hydrogen positions despite a con-
siderable background and signal to noise ratio resulting from significant incoherent
scattering of hydrogen. In the reconstructions, six areas of localised negative scatter-
ing were identified and assigned as distinct hydrogen sites located approximately 1
A from the carbon and nitrogen positions of the methylammonium cation. It should
be noted the negative scattering density distribution was not as distinctly localised as
other sites, this is associated with both liberation and rotational disorder consistent

with the disorder determined by inelastic neutron scattering.

(b)

Fig. 3.5 (a) Nuclear scattering density map of the methylammonium cation (isosur-
face level of 1.0 fmA~3), showing carbon, nitrogen (brown and blue) and hydrogen
scattering (pink). With positive (yellow) and negative (blue) scattering density. (b)
Crystallographic structure extracted from the maxima in the scattering density maps
of the methylammonium cation.

Following the success of the MEM analysis in identifying accurate positions for
the atomic sites associated with the MA™ cation as shown in Figure 3.5, further
MEM analysis was carried out with a more detailed initial structural model. Here,
a simplified representation of the MA™ cation was added to the structure used for
the previous MEM analysis and a Rietveld refinement was carried out as shown in

Figure 3.6.
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Fig. 3.6 Rietveld refinement of powder neutron diffraction data based on a structural
model that describes the Pblg framework of SE-MAPbI; and a simplified model
of the MA™ cation at 300 K. The observed (black), calculated (red) and difference
(blue) intensities are shown as a function of two-theta. Fit factors for this refinement
are R, =2.089 %, R, = 1.567 % and S = 1.5075.

MEM analysis and corresponding remedy cycles were carried out based upon initial
structure factors and phases obtained from the Rietveld refinement shown in Figure
3.6. Following the MEM analysis, structure factors were obtained from the resulting
nuclear scattering density map. This was then fit against the observed data (Figure
3.7) for which a better fit of the observed data was obtained.



3.3 Ambient Temperature Characterisation 81

12000 A
10000 A
8000 A
)
c
>
2 6000
&
g
2
@ 4000 A
£
2000 A
0 - WWWWWMWWMWWWWW
00T EE OO A0 N A A YO
—2000 T T T T T T T
0 20 40 60 80 100 120 140 160
26 (degrees)

Fig. 3.7 Powder diffraction pattern and fit generated from structure factors obtained
from MEM analysis based on a simple structural model for SE-MAPbI3, the Rietveld
refinement for which is shown in Figure 3.6). The observed (black), calculated (red)
and difference (blue) intensities are shown as a function of two-theta. Fit factors for
this refinement are R,,, = 1.694 %, R, = 1.357 % and S = 1.2220.

The nuclear scattering density maps generated through the MEM analysis (corre-
sponding to Figure 3.7) revealed a significantly more disordered structure than the
simple perovskite structure described above. Areas of nuclear scattering associated
with the iodide site that describes the tilting of the perovskite framework (I12) were
found to be localised within levels typical for the thermal distributions expected at
room temperature. However, two areas of localised scattering were identified close
to the 12 site (~ 0.8 A) and assigned as interstitial iodide positions in the structural

model (I2A) as shown in Figure 3.8, representing a static disorder of the 12 site.
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Fig. 3.8 A section of the (100) projection of the nuclear scattering density (yellow)
at room temperature (isosurface level of 1.2 fmA3) showing the main iodide position
(assigned the label 12 in the structural model, purple sphere) is accompanied by two
additional scattering densities (labelled I2A in the subsequent structural model).

The atomic positions of the atoms associated with the MA™ cation (including carbon,
nitrogen and hydrogen) that were extracted from maxima in the nuclear density
maps were added to the structural model used in the initial Pblg structural model.
The interstitial iodide site I2A and an additional interstitial site, denoted 13, derived
from the single crystal experiment described below in section 3.3.2, were later added
to the final structural model. A Rietveld refinement was then carried out using
the software package FullProf. The resulting atomic coordinates of the structural
model are described in Table 3.1. The tilting of the Pblg framework were found
to be consistent with previous studies reported in the literature, with out of phase
tilting along a single crystallographic axis and described by the Glazer notation

aoaoc*.
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Neutron Powder Diffraction Refined Atomic Coordinates - 300 K

Atom X y z Usiso ) Occupancy
Pbl 0.5 0.5 0.5 0.036(2) 1.0
Pb2 0.5 0.5 0.0 0.036(2) 1.0

I1 0.5 0.5 0.75(3) | 0.092(6) 0.92(3)
12 0.21(4) | 0.29(4) 0.5 0.092(6) 0.90(4)
I2A 0.27(7) | 0.24(7) | 0.449(3) | 0.092(6) 0.06(2)
I3 -0.21(4) | -0.31(4) | 0.25(4) | 0.092(6) 0.004(3)
CI/N1 | 0.55(1) | -0.04(1) | 0.278(6) | 0.25(4) 1.0
H1 0.15(2) | 0.55(2) | 0.70(1) | 0.089(7) 1.0
H2 -0.03(2) | 0.35(2) | 0.29(1) | 0.089(7) 1.0
H3 0.44(3) | -0.05(3) | 0.851(3) | 0.089(7) 1.0

Table 3.1 Atomic coordinates of SE-MAPbI; obtained from Rietveld refinement of
powder neutron diffraction data using the space group /4/m shown in Figure 3.9.
Cell parameters were refined to be a = b = 8.8618(4) A and ¢ = 12.6588(8) A with a
volume of 994.11(9) A3
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Fig. 3.9 Rietveld refinement of powder neutron diffraction data based on a structural
model described in Table 3.1 for the sample SE-MAPbI; at 300 K. The observed
(black), calculated (red) and difference (blue) intensities are shown as a function of

two-theta.
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3.3.2 X-ray Single Crystal Diffraction

A single crystal was selected from the sample SE-MAPDI3, synthesised via the
method described in section 3.2. Two single crystal X-ray diffraction measurements
were then performed using Mo-K, radiation on an in-house dual-source Rigaku
Oxford Diffraction Supernova diffractometer located at the University of Kent. Both
measurements were collected at 300 K, the first measurement upon cooling the
sample from 350 K and the second upon heating from 250 K. The data was then
analysed using SHELXL software in collaboration with Dr Pawel Zajdel, University

of Silesia.
The data reduction process was carried out with two absorption correction types:

1. Standard empirical spherical harmonics (SADABS), 4/m Laue class and

Friedel mates were treated as equivalent.

2. Multifaced crystal with Gaussian integration + SADABS, P-1 Laue class and

Friedel mates were treated as in equivalent.

The merging of Friedel mates and the choice of 4/m Laue class filter for the first
absorption correction type means the resulting solution is biased towards a cen-
trosymmetric space group choice and tetragonal crystal system type. Following
automatic space group assignment using the software routine GRAL, I4/mmm and
I4/m were given as possible space group choices. There has been considerable debate
in the literature over the proper space group assignment for the ambient temperature
phase for MAPbI3, with reports of both centrosymmetric and non-centrosymmetric
options I4/mcm [113] and I4cm [136, 48] respectively. Neither of which have been
determined as possible options with multiple violations of the -c- extinction condi-
tions observed. Despite the observation of -c- extinctions, structure determination
was carried out with /4/mcm for comparison against /4/m due to the frequency at
which it is assigned in the literature. /4/mmm was eliminated due to the generation of

high R factors (>20%) at the beginning of the structure determination process.
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For both space groups the structure determination was carried out with the software
package SHELXS. This process generated initial atomic positions for the Pblg frame-
work. Two distinct iodide sites (labelled I1 and 12) are assigned for both space groups
and a single lead site (Pbl) for I4/mcm and two lead sites (Pbl and Pb2) for I4/m as
shown in Figure 3.10. Further structure refinement was carried out with the software
package SHELXL, through electron peaks identified in the difference Fourier maps
generated by SHELXL. Atomic coordinates for both carbon and nitrogen atoms that
constitute the centre A-site perovskite cation, MA™, were located. The positions of
both carbon and nitrogen atoms were restricted to the same crystallographic site in
the structure model (referred to as C1 and N1) as the respective X-ray scattering
form factors do not allow separate sites to be distinguished.

Vg4

»

<

(d)

Fig. 3.10 Lead (grey spheres) and iodide positions (purple spheres) derived from
initial structure determination (a) and (c) for the I4/mcm and (b) and (d) I4/m space
groups.
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Following the structure refinement process the multifaceted crystal with Gaussian
integration absorption correction (Option 2) gave the best refinements for both space
groups tested as outlined in Table 3.2. Based on initial structure factors and phases
generated from the structure refinements outlined in Table 3.2, electron scattering
density maps of the samples unit cell were generated through the application of the
maximum entropy method (MEM).

Through examination of the Fourier difference residuals and electron scattering
density maps generated through MEM analysis a number of interstitial iodide sites
were identified for both /4/m and I4/mcm space groups that when included in the
structural model improved the overall structural refinement (referred to under column
heading "2 (I2A,I3)" in Table 3.2). The first additional site was found close to the 12
1odide site associated with a tilting of the Pblg framework as illustrated on Figure
3.11 and Figure 3.12. This localised scattering was identified approximately ~ 0.8 A
from the 12 site. This was assigned as an interstitial iodide site and is referred to as
I2A in the crystallographic model.
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(b)

Fig. 3.11 Refined structural model (lead in grey, iodine in purple and carbon/nitrogen
in brown) with interstitial iodide sites included, the electron scattering density map
derived (isosurface level of 1.0 fm;\_3) from MEM analysis is shown (a) overlaid
onto the structural model and (b) without the electron density map.
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(b)

Fig. 3.12 A cross section of the refined structural model (lead in grey, iodine in
purple and carbon/nitrogen in brown) with interstitial iodide sites (a) overlaid onto
the electron scattering density map (isosurface level of 1.0 fmA—3) derived from
MEM analysis and (b) without electron density map.

An additional interstitial iodide site was located along the z ~ 0.25 plane and po-
sitioned in an interstitial site located within the voids of the perovskite framework
for both space groups tested. This site is referred to as the I3 site and illustrated on
Figure 3.11 and Figure 3.12.
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As described above the methylammonium cation (MA™) was found to be described
by a 4 atom tetrahedron unit for both space groups and described in the structural
model by a single shared carbon and nitrogen position (C1 and N1) as shown on
Figure 3.13 and Figure 3.14. The primary difference between the refined models for
the I4/m and I14/mcm space groups is the arrangement of the MA™ cation. For the
14/mcm model, the tetrahedron unit is symmetric along the a and b-directions. For
the I4/m model, the tetrahedron is rotated about the c-axis by ~10° as illustrated
on Figure 3.15. As illustrated on and Figure 3.14 the different space group orienta-
tions result in larger distances between the carbon and nitrogen sites of the MA™
cation and the interstitial I3 sites at 1.84(8) A and 1.91(13) A for I4/mem and 14/m
respectively.

Fig. 3.13 X-ray scattering density map (isosurface level of 1.0 fmA—3) and the refined
atomic structural model for the methylammonium cation (brown/blue spheres) based
on X-ray single crystal diffraction measurements.

Pb1 g Pb2 @

(a) (b)

Fig. 3.14 Lead (grey spheres), iodide (purple spheres) and carbon/nitrogen (brown
and blue spheres respectively) derived from structure refinement of single crystal
diffraction data for the (a) I4/mcm and (b) I4/m space groups.
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Fig. 3.15 Lead (grey spheres), iodide (purple spheres) and carbon/nitrogen (brown
and blue spheres respectively) derived from structure refinement for the (a) I4/mcm

and (b) I4/m space groups.
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The refinement of the single crystal data results in chemically unrealistic MA™ cation
bond distances of 1.22 A and 1.23 A for I4/m and I4/mcm respectively.

As noted in the "Extra Sites" row of Table 3.2 multiple structural models were
tested with increasing numbers of additional atomic sites. Specifically, the structure
described above with interstitial iodide sites I2A and I3 (labelled 2 (I2A,I3) in
Table 3.2) and a structure labelled "Multiple". For the "Multiple" structural model a
number of additional iodide and lead atoms were included, identified from electron
peaks in the residual electron density maps. The result of the additional sites was an
improved fit as shown in Table 3.2. A direct comparison between the space groups
for the "Multiple" model is difficult as the results were highly susceptible to the
weighting scheme used in the refinement. Despite the improved fit, the addition of
these extra atomic sites was disregarded in the final structural model as they served
to better describe the non elliptical electron density of many of the atomic sites for
this disordered system as opposed to distinct crystallographic sites.

Although the I4/mcm refinement generates better fit parameters, it relies on ignoring
the significant number of observed -c- extinction violations and is determined from a
much smaller number of unique reflections. For the I4/mcm solution, ROTAX was
used to generate possible twin orientation matrices. Each was tested in the refinement,
however none were shown to improve the fit. As such the final structure refinement
was carried out with the /4/m space group with the inclusion of additional interstitial
1odide sites (I2A and I3). The refinement details are given in the Appendix (Table
A.1) with the respective refined atomic co-ordinates given in Table 3.3.

Single Crystal X-ray Diffraction Atomic Coordinated - I4/m

Atom X y z U(AY) Occupancy
Pbl 0 00 0.0302(3) 1.0 1.0
Pb2 0 00.5 0.0302(3) 1.0 1.0

I1 0 0 0.24949(18) | 0.0851(11) | 0.971(9)
12 -0.2148(3) | -0.2851(3) 0.5 0.0776(11) | 0.925(13)
I2A -0.252(3) | -0.248(3) 0.453(2) 0.045(7) 0.042(6)
13 0.194(11) | 0.305(11) 0.245(9) 0.04(3) 0.007(3)
CI/N1 | -0.035(8) | 0.438(6) 0.221(3) 0.17(3) 0.36(2)

Table 3.3 Crystallographic parameters obtained from refinement of single crystal
X-ray diffraction measurements of the sample SE-MAPDbI;3. Cell parameters were
refined to be a = b = 8.87560(10) A and ¢ = 12.6517(3) A with a volume of 996.65(9)
A3
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3.3.3 Raman Spectroscopy

A series of Raman spectroscopy measurements have been carried out that aimed to
further probe the local symmetry of the compound. Using near infrared excitation
wavelength of 784.15 nm, Figure 3.16 shows the ambient temperature Raman spectra
measured for MAPbI;. It has been well reported that the 100 — 140 cm™~! and 210
— 280 cm~! regions of the Raman spectra are associated with Pb—I motions and
MA™ vibrations respectively, both of which are apparent for our measurement [137].
Further scattering is observed at 420 cm~ !, this has been reported for I, molecules
confined within nanopores of a zeolite where scattering is observed at around 210
and 420 cm~!, corresponding to the first two vibrational quantum numbers [138].
The scattering at 210 cm~! overlaps heavily with that of the MA* however sig-
nificant scattering is observed at 420 cm~!, consistent with confined I, molecules.
Evidence of polyiodide species in MAPbI3 through Raman spectroscopy has been
reported [137, 139], here signals at higher frequencies are described compared with

established polyiodide studies.

Intensity (Arb. Units)

100 150 200 250 300 350 400 450 500
. -1
Raman Shift (cm ')

Fig. 3.16 Raman spectra of MAPbI3 at ambient condition.

3.4 Variable Temperature Structural Dynamics

3.4.1 Variable Temperature Synchrotron Powder Diffraction

In order to understand how observation of these interstitial iodide sites relates to
the migration of iodine described in the literature, variable temperature synchrotron
X-ray powder diffraction experiments were carried out by Dr Wouter Van Beek and
Dr Dmitry Chernyshov on the sample SE-MAPbI; at the Swiss-Norwegian beamline
(SNBL) at the ESRF, France. The purpose of this was to measure how the occupancy
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of the iodine sites varies as a function of temperature with an incident wavelength
of A =0.6932 A. Rietveld refinement was carried out using the software package
FullProf for data measured between 200 K and 400 K. This temperature range covers
two structural phases for SE-MAPDI3, the ambient temperature tetragonal phase II
(refined with space group /4/m and a structural model derived from section 3.3) and
the high temperature cubic phase I, for which the data was refined with a simple
cubic perovskite structure (refined with space group Pm3m) comparable to structure
published by Weber et al [47]. This structure consist of a single lead (Pbl) and
iodide (I1) site, and a single carbon and nitrogen site (C1 and N1 respectively) placed
on the same crystallographic site and restricted to be equivalent across all refined

parameters as shown in Figure 3.17.
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Fig. 3.17 Pm3m structure of MAPbI; refined at 400 K from powder synchrotron
diffraction measurements.

Considerable hysteresis is observed in the structural phase transition temperature,
as shown in Figure 3.18a. Here, the pseudo-cubic lattice parameter are plotted as a
function of temperature and show a tetragonal to cubic phase transition temperature
at ~ 335 K upon heating and ~ 320 K on cooling. This hysteresis demonstrates the
first order nature of the transition, where the continuous change in lattice parame-
ters results from the coexistence of both tetragonal and cubic phases over a wide

temperature range.
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Fig. 3.18 (a) Change in pseudo-cubic lattice parameters as a function of temperature
upon heating and cooling. (b) Temperature dependence of the I1, 12 and I12A iodide
ion site occupancy as a function of temperature. Both structure parameters are
determined from Rietveld refinement of variable temperature synchrotron powder
diffraction measured on the sample SE-MAPbI3.

The hysteresis described above is also expressed in the temperature dependence of
the iodine composition as shown on Figure 3.18b. The occupancy of the I1 site is seen
to drop close to the transition temperature upon both cooling and heating. However,
it was observed that a substantial decrease in occupancy of the 12 site correlated
with an increase in the occupancy of the I2A site at temperatures above 280 K. This
is far below the tetragonal to cubic phase transition temperature. The occupancy
of the I3 site was difficult to determine from such short runs of the synchrotron
measurement as the occupancy is very low. There was however, an observed drop

in the total iodine composition of the sample, this implies population of the 13 site
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but it was sufficiently diffuse that it did not contribute significantly to the measured
Bragg scattering.

3.5 Iodine Migration Mechanism

Through the observation of interstitial iodine sites and the analysis of the composi-
tional variation of these sites as a function of temperature a mechanism for iodine
migration via interstitial sites is proposed for MAPbI3. As shown in Figure 3.18b, as
the temperature increases above 280 K, the occupancy of the 12 site and the overall
iodine composition is observed to decrease. This coincides with an increase in the
occupancy of the I12A site, and implies that the 12 site is simultaneously populating
both I2A and I3 interstitial iodide sites.

For an iodide atom to hop from site 12 to I3, results in a coordination such that the
I3 site is approximately 3.2 A away from surrounding I1 and I2 sites, as shown
in Figure 3.19. Simultaneous population of both I3 and I2A sites results in a bond
distance of 2.73 A. Upon concurrent population of interstitial sites, the relevant
bond distances, and analysis of reported I-1 bond lengths reveals the nature of the
interaction between these sites. Starting with solid I, for which the structure has
been determined at ambient temperature by single crystal X-ray diffraction [140].
I; has been shown to form a layered 2D zigzag structure with intramolecular I-I
bond lengths of 2.68 A, and intermolecular I, distances of 3.56 A, 4.04 A and 4.40 A
[140]. For liquid iodine, a similar intramolecular bond length is reported as 2.70 A,
alongside short-range orientational order [141]. Similar bond lengths are found for I,
confined within frameworks. The iodine in formate, Zn3(HCOO)g, has a bond length
of 2.691 A with a second weakly interacting molecule at 3.59 A [142]. However,
the [I,]" ion in I,SbyFy; has a shorter I-1 bond length of just 2.56 A [143]. Other
than the primary covalent bonds described above, a wide range of weakly bonded I-1
lengths exist in polyiodides, forming iodine chains where the I, donates to the *
antibonding orbital in a charge transfer complex [144, 145]. A significant number of
triiodides ions ([I3] ) have been studied with a range of I-I bond lengths between 2.7
A and 3.2 A (according to structures described in the Cambridge Structural Database
[144]). For example, the triiodide ion in orthorhombic Cslz has I-I bond lengths of
2.84 A and 3.04 A [146]. This is larger than that of covalent I, with one longer bond
possessing most of the additional charge. This range of bond distances has made
it problematic in defining intramolecular and intermolecular bond boundaries, and

clearly the I-I bond lengths for a number of low-valent iodide chains formed from
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polyiodide ions are very sensitive to the iodine charges and nature of the bonding
[144].

(a) (b) (d)
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Fig. 3.19 (a) Section of the perovskite structure showing two I1 and two I2 position
lying in the (110) plane, (b) Iodine I2 moves to the interstitial I3 position leaving (c)
I3 surrounded by three roughly equidistant iodine ions, provoking 12 ions to jump to
a I2A position creating (d) bond formation to produce 12 molecules.

With respect to the results presented here, the population of the I2A and I3 sites results
in two [2A-I3 bond distances of 2.7(1) A and 2.6(1) A. Considering the discussion
above it is proposed that, a covalent I, bond is formed through a static disorder and
hop from 12 to I2A. This results in the formation of a neutral diatomic I, molecule
within the perovskite framework. This mechanism has significant implications for
the band structure of the material and suggests a redox reaction of 21~ —I, + 2e™.
The structure upon the formation of a neutral I, molecule through the population
of I2A and I3 sites is shown on Figure 3.20a. This shows the potential formation
of chains of I, and I™ ions along the crystallographic z-axis. With respect to the
coordination of the I3 site and the MA™ cation, the bond distances between I3 and
both orientations of the MA™ ions are unphysical. This implies that the 13 site is only
populated when the MA™ molecule adopts a perpendicular orientation as shown in
Figure 3.20b. Here, the collective motion of the MA™ cations allows for the diffusion

of 1odine via the I3 site in a gate opening type mechanism.
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Fig. 3.20 Representative local structure of MAPbIj3 after the proposed diatomic iodine
formation. (a) Relative positions of 12 molecule (green and blue sphere) compared
to the perovskite framework. Methylammonium ions are omitted for clarity, and (b)
cooperative arrangements of the orientation of the methylammonium ions as a result
of occupation of I3 sites. (-) and (+) represents single and shared orientations of MA
molecule, respectively

3.6 Discussion

This work has derived an average structure model for the ambient temperature tetrag-
onal phase II for MAPbI3 described by the space group I4/m through a combination
of complementary single crystal X-ray diffraction and neutron powder diffraction
measurements performed on fully hydrogenous samples. The maximum entropy
method was used to generate nuclear scattering density maps, from which a model
for the MA™ cation was determined to be comprised of a 4 atom tetrahedron unit with

hydrogen positions located just over 1 A from the carbon and nitrogen sites.

Following the generation of nuclear scattering density maps via MEM analysis,
significant disorder associated with the iodide framework sites and additional areas
of localised scattering were identified. These were assigned as interstitial iodine
sites denoted I12A and I3 in the structural model. The temperature dependence of the
occupancy of iodide sites was observed through variable temperature synchrotron
powder diffraction measurements. A concurrent drop in the occupancy of framework
iodide sites and increase in the occupancy of interstitial sites was observed, from
which it has been inferred that framework iodide sites are populating the interstitial
sites. Here, a mechanism for iodine migration has been proposed. Following bond
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distance analysis it was concluded that the temporary formation of neutral I, occurs,
implying the redox reaction 21~ — I, + 2e™. The population of interstitial iodine
sites were found to result in nonphysical bond distances between sites 13 and the
MA™, meaning the migration of iodine to these sites occurs with the collective

motion of surrounding MA™ cations.

These results provide experimental evidence for significant disorder exhibited by
both the Pblg framework and MA™ cation for MAPbI3 at ambient temperature,
relevant to the operating temperature of hybrid perovskite solar cell devices. Here,
experimental evidence for iodine migration via interstitial sites is also presented that
supports a number of first-principle calculations for the activation energy of likely

migrating species described in the literature [130, 131].

Following this work, there have been a number of experimental studies regarding
ion conductivity in MAPbI; that are worth highlighting. These studies further em-
phasise iodine as the primary mobile species in MAPbI3, and therefore support the
work described in this chapter. Interestingly, ionic conductivity has been shown
to massively increase upon illumination. Light induced ionic conductivity were
first reported by Zhao et al. [147], where a reduction in activation energies were
measured for I", MA™ and H" ions upon illumination. Subsequent to this, a se-
ries of direct experimental observations were reported by Kim er al. definitively
demonstrating increased ionic transport in MAPbI3, and showed I~ to be the mobile
ion [148]. Firstly, MAPbI3 was used as the electrolyte phase in a battery cell. For
this, the open-circuit voltage was shown to increase when illuminated, compared
to dark conditions. Further to this, a MAPbI3 film was grown on a Cu foil that was
exposed to iodine gas at a constant partial pressure. Half the foil was then exposed
to light and the other kept in dark conditions. The result was a steady-state flux of
iodine that is only possible following iodine gas migration through the MAPbI; film,
determined through the measurement of a Cul phase on the Cu/MAPbI3; boundary.
The illuminated side was found to have a much larger quantity of Cul formed at the
boundary. Finally, a MAPDbI3 film was submerged in toluene (a strong solvent for
I;). Here, the ultraviolet-visible absorption of I, in toluene is recorded allowing for
the quantity of iodine removed from the MAPbI3 film to be calculated for both dark
and illuminated conditions. From this it was found that approximately 10 times the

amount of iodine was removed from the film under light conditions.



Average Structure Characterisation

Following Thermal Treatment of
MAPDI;

Commercially viable hybrid perovskite materials require high power conversion
efficiency and long-term thermal stability. To achieve this research has focused on
compositional engineering of halides and cations within the perovskite framework
that fit the criteria defined by the Goldschmidt tolerance factor. The work described
in this chapter demonstrates subtle changes to the variable temperature structure
of MAPDI; following different post synthesis thermal treatments. This lead to the
development of a novel method for tuning the optically relevant structural features
of the hybrid perovskite MAPbI3. Here, single crystal and powder X-ray diffraction
are combined with powder neutron diffraction techniques for the purpose of char-
acterising precise vacuum annealing temperature dependent changes to the average

structure that results from small composition changes.
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4.1 Introduction

4.1.1 Conflicting Reports on Fundamental MAPbI; Properties

In recent years, interest in hybrid organic-inorganic perovskites (HOIHP) has stemmed
from their promising applications in optoelectronics. Here, they combine high de-
vice efficiency and charge carrier mobility with low-cost deposition techniques
[149-151]. However, for studies regarding more fundamental material properties
of HOIHPs the consensus is diluted. Examining the most highly studied variant
of HOIHP, MAPbI;, there is currently considerable debate over the existence of
ferroelectric [152, 153], pyroelectric [110] and ferroelastic [154] properties for the
room temperature tetragonal phase (II) of MAPbI;.

When reviewing the literature, specifically focusing on conflicting studies that report
on the ferroelectric nature of MAPbI3, a significant source of inconsistency becomes
apparent. We found that the material synthesis process varies drastically across each
study. Specifically, the thermal treatment the perovskite undergoes after the sample
has crystallised, the environment in which the sample is annealed, the annealing
temperature and the annealing time all vary across each study.

Ferroelectric Annealing Annealing Annealing

Property Environment | Temperature (°C) | Time

Ferroelectric Not Annealed | Not Annealed Not Annealed [110]
Ferroelectric Nitrogen 100 20 Minutes [152]
Ferroelectric Air 150 3 Minutes [153]
Not Ferroelectric | Air 180 3 Hours [155]

Not Ferroelectric | Nitrogen 100 20 Minutes[156]
Not Ferroelectric | Air 100 30 Minutes [157]

Table 4.1 Comparing the reported ferroelectric property and thermal treatment
undertaken for a number of studies on MAPDbI;.

The purpose of presenting these inconsistencies is not to explain if MAPDIj3 is fer-
roelectric. Instead, the aim is to highlight the requirement for further clarification
over changes to the average structure of MAPbI3 that are dependent on the post syn-
thesis thermal treatment. Here, many of the reported fundamental properties of this
material such as ferroelectric, pyroelectric and ferroelastic properties are dependent
on subtle structural dynamics and average crystal structure properties. Lab-to-lab
reproducibility of solar cell performance characteristics has also been significant in

preventing industrial fabrication of commercial perovskite based devices, this has
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primarily been attributed to poor control of the morphology of perovskites, a property
that is, at least in part, dependent on the post synthesis thermal treatment.

4.1.2 Thermal Engineering Studies

During the synthesis of hybrid perovskite films, thermal treatments are implemented
in order to: synthesise the perovskite materials from precursors, remove residual
solvents following solution processing and improve crystallinity, grain size and
morphology of the perovskite film [158, 159]. Further thermal treatments are carried
out during the fabrication process for the deposition of subsequent device layers
including both hole transport layers and the metal contacts [160]. This means under-
standing the controllable factors of thermal annealing treatment, including annealing
duration, temperature, environment and how this affects the quality of perovskite
films is vital for improving the stability and efficiency of optoelectronic devices.
Importantly, a controlled environment significantly increases the costs for industrial
manufacturing of hybrid perovskite cells, making ambient condition processing
advantageous.

In general, the preparation method for hybrid perovskite samples controls the micro-
and nanostructure of the sample as well as the concentration, location and nature
of defects. Primarily, studies have focused on determining the effects on grain size
and morphology of perovskite films following thermal treatment [132, 161-163].
It has been shown that extended thermal annealing treatment can be detrimental to
hybrid perovskite layer morphology at temperatures of >100 °C with the formation
of significant voids, thus impacting the performance of solar cell devices [164].
The annealing temperature dependence of hybrid perovskite crystallinity has been
investigated for ((FAI)g gs(MABr)g.15(Pbl,)g 85(PbBr3)g.15) between temperatures
80 °C and 100 °C when annealed for 120 minutes in air [165]. Specifically, XRD
and SEM analysis has shown the formation of Pbl, phases following the release of
organic species. This was reported to increase for higher annealing temperatures, with
the exception of films annealed at 80 °C. An increase in grain size was also observed
resulting from increased annealing temperature along with reduced crystallinity. The
presence of Pbl; is reported to reduce non-radiative charge-carrier recombination
hindering photovoltaic performance. For this study, perovskite devices annealed at
100 °C showed the highest Jgc (23.1 mA cm~2) with a PCE of 19.5% following 90

minutes of annealing.

The effect of the environment during thermal annealing processes has also been

studied with respect to perovskite morphology. Specifically the effect of humid-
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ity, due to the moisture sensitivity of hybrid perovskites that are prone to rapidly
degrade under high temperature [166, 167], light irradiation [168, 169], oxygen
atmosphere [170, 171] and humidity [167], a result of the hygroscopic nature of
organic cations [164]. The decomposition of hybrid perovskites such as MAPbI;
will occur in the presence of water and light when exposed to air decomposing to
the by-products CH3NH3I and Pbl, [172]. Zhou et al. demonstrated that without
humidity control the perovskite film process varies drastically. Whilst synthesised
under 30% relative humidity in air, perovskite films of CH3NH3Pblz_,Cl, exhibited
improved optoelectronic properties compared with those grown under dry conditions.
Under moist conditions it is proposed that reconstruction processes are improved
during perovskite film formation by partial dissolving of the reactant species, thereby
accelerating mass transport. Following this, the performance of CH3;NH3Pbl;_,Cl,
based solar cell devices was improved to 19.3% [173]. The use of water as an addi-
tive during the production of perovskite films has also been reported as beneficial
to perovskite morphology [174]. Here, water additives were added to anhydrous
DMF improving control of perovskite growth due to a lower boiling point. For the
films grown with DMF-only the surface morphology showed significantly more
pin holes and voids that results in reduced charge transport and light absorption
for perovskite films. When water additives were included, the voids were seen to
reduce and crystal grain size was reported to increase. It has also been reported that
annealing in air opposed to a dry N, atmosphere increases the grain size and changes
the composition when synthesising MAPbI; _,Cl, films, where an air environment
prevents spontaneous formation of MAPbCls, favouring MAPbI3 phase [175].

With moisture and oxygen being plentiful during both synthesis and device oper-
ation, it is significant that both water and oxygen have been shown to accelerate
the degradation of hybrid perovskites such as MAPbIz [171]. In considering the
processing environment of hybrid perovskites, it has been reported that oxygen can
improve the performance of optoelectronic devices and reduce nonradiative charge
carrier recombination [176, 177]. Through time resolved luminescence microscopy,
it has been reported that O, also increases the photoluminescence (PL) of MAPDI;3.
This has been attributed to photochemical reactions involving oxygen, that passivates
deep-lying trapping defects, interestingly these effects are reversible [176, 178, 179].
Furthering this, it has been reported that oxygen incorporation into the structure
of MAPDI; is increased significantly under illumination [170]. This coincides with
reports of O, and H,O being absorbed onto the surface of MAPbBr3 leading to
an increase in PL [180]. The crystallinity and morphology of MAPbI3 films has

also been shown to improve following vacuum-assisted annealing at 70 °C [181],
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with reports of enhanced temperature dependent optical characteristics. Interest-
ingly, further improvements were observed by increasing the vacuum time prior to

annealing.

It is apparent that the conditions under which thermal treatment of hybrid perovskites
are carried out, not only impacts the crystallinity, grain size and morphology of the
material, but also affects the optoelectronic properties. Reports of reversible oxygen
absorption into the structure of hybrid perovskites following thermal treatment and
the resulting effect on photoluminescence, suggests a need to clarify any changes to
the average structure of hybrid perovskite materials following a wide range of thermal
treatments. The majority of studies that look to observe changes induced through
thermal annealing treatment have focused on the production and measurement of
thin films, for obvious practical reasons, however, this hinders detailed experimental

average structure studies.

4.1.3 Purpose of the Present Study

For perovskite films, the sublimation of the organic perovskite component during
thermal annealing results in a significant defect concentration at the grain bound-
ary and surface of the film [182, 183]. The high defect concentration at the grain
boundary is confirmed through measurement of a significantly higher trap density
for solution processed polycrystalline prototypical MAPbI; perovskite films (10!
cm 3 to 107 em™3) compared with single crystal samples (10° cm™3 to 10'0 cm™3)
[184, 185]. Structure characterisation through measurement of the bulk is therefore
favourable for determining changes to the average structure of the material, limiting
the influence of surface defects. The purpose of this work is to measure changes to
the average structure of bulk MAPbI3, when subject to different thermal treatments.
The thermal treatments chosen for this study vary in temperature and environment
and are consistent with the variation in treatments described in the literature. Variable
temperature powder synchrotron and single crystal X-ray diffraction techniques
were combined with maximum entropy analysis of time-of-flight neutron powder

diffraction for this purpose.

4.2 Low Temperature Thermal Treatment

4.2.1 Post Synthesis Thermal Treatment

The purpose of this experiment was to measure any changes to the average structure

of solution processed MAPbI; when subjected to different post synthesis thermal
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annealing treatments, including variation in annealing temperature and environment.
The samples discussed in this chapter were synthesised by Rhianna Day, University
of Kent. For this purpose, a single sample of MAPbI3 was synthesised via a low
temperature solution based method as outlined in Section 2.6.1 The sample was then
divided into 4 subgroups of 0.5 g, where each subgroup was subsequently treated
according to Table 4.2. Each subgroup has been assigned a sample ID and referenced

to as such throughout this chapter.

Sample ID Annealing Annealing Annealing
Environment | Time (hours) | Temperature (°C)
SS-MAPbDI3 NA 24 NA
AA80-MAPDI; | Air 24 80
AV80-MAPDI3; | Vacuum 24 80
AV200-MAPDI; | Vacuum 24 200

Table 4.2 Post synthesis annealing conditions undertaken for a range of MAPbI3
samples, each identified by a unique ID specifying the annealing condition and
temperature.

A sample was also annealed at 200 °C in air for 24 hours, however data for this sample
has not been included as the sample was found to completely degrade under these
conditions, evidenced by a significant Pbl; phase indexed in a subsequent powder X-
ray diffraction measurement. Annealing in both air and under a vacuum is consistent
with common thermal treatments found in the literature [110, 152, 153, 156, 157], as
are the annealing times and temperatures described in Table 4.2. With the exception
of 200 °C, this temperature was chosen for the purpose of maximising any changes
induced in the sample. For the vacuum annealed samples (AV80-MAPbI3; and AV200-
MAPDbBI3), ~ 0.5 g of the sample was placed into a quartz tube with a diameter of 0.6
cm, the tube was then placed under 10~ torr of pressure, sealed and placed in an
oven to be heated at the respective temperature (80 °C for AV80-MAPbI; and 200 °C
for AV200-MAPDI; for 24 hours). For the sample annealed in air (AA80-MAPbI3),
~ 0.5 g of the sample was placed in a ceramic boat where it was then transferred
to an oven for annealing at 80 °C for 24 hour. The sample SS-MAPDbI3 was taken

straight from the solution following synthesis for characterisation.

4.2.2 Variable Temperature Powder Diffraction

The average structure of each sample described in Table 4.2 was measured through
variable temperature synchrotron X-ray powder diffraction measurements conducted
using the PILATUS @SNBL diffractometer at the Swiss-Norwegian Beam Lines,
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European Synchrotron Radiation Facility. Each sample was measured with a wave-
length of A = 0.956910 A between the temperatures 300 K and 400 K. Sequential
Rietveld refinements of each data set were carried out using the FullProf software
suite [186].

(syun ‘g4e) Ausau|

Fig. 4.1 Measured powder synchrotron diffraction data for the compound AV80-
MAPbI;. The pattern has been indexed with respect to the tetragonal phase 11 for
MAPDI;.

The measured temperature range was observed to cover the structural phases II
(tetragonal) and I (cubic) for prototypical MAPDI3, the specific transition temperature
for each sample was determined through the suppression of the [121] reflection (as
shown in Figure 4.1) and the gradual convergence of the lattice parameters, a and
b, as illustrated in Figure 4.4. A tetragonal structural model (phase II) described by
the space group /4/m was taken from Section 3.3.2 (Table 3.3) and used as a starting
model to refine each of the samples at 300 K, as shown in Figure 4.2. Here, the Pblg
perovskite framework is composed of two distinct lead (labelled Pbl and Pb2) and
two iodide (labelled I1 and I2 sites) atomic sites. The MA™ cation is described by a
single carbon and nitrogen site (C1 and N1 respectively) that were restricted to share
the same atomic site, thermal parameters and occupancy. The refined structural model
for each of the samples at 300 K is described in Table 4.3 for samples SS-MAPbI;3,
AA80-MAPDI3;, AV80-MAPbDI; and AV200-MAPDbI; respectively.



4.2 Low Temperature Thermal Treatment 107
SS-MAPbI; Refined Atomic Coordinates - 300 K
Atom X y z Occupancy U (A3
Pbl 0.0 0.0 0.0 0.99(4) 0.0513(13)
Pb2 0.0 0.0 0.5 0.95(4) 0.0513(13)
I1 0.0 0.0 0.25 1.0 0.106(3)
12 0.21197(17) 0.28804(17) 0.5 1.000(4) 0.112(4)
N1/C1 | 0.5587046(13) | -0.0628317(12) | 0.2925779(9) 0.349(4) 0.245(15)
AA80-MAPDI; Refined Atomic Coordinates - 300 K
Atom X y z Occupancy U (A%
Pbl 0.0 0.0 0.0 0.95(5) 0.062(2)
Pb2 0.0 0.0 0.5 0.99(5) 0.062(2)
I1 0.0 0.0 0.25 1.0 0.117(4)
12 0.2164(3) 0.2836(3) 0.5 1.000(5) 0.120(4)
NI1/C1 | 0.558699(3) -0.062827(3) 0.292591(2) 0.349(5) 0.125(16)
AV80-MAPbI; Refined Atomic Coordinates - 300 K
Label X y z Occupancy U (A%
Pbl 0.0 0.0 0.0 0.98(5) 0.0496(20)
Pb2 0.0 0.0 0.5 0.94(5) 0.0496(20)
I1 0.0 0.0 0.25 1.0 0.105(4)
12 0.2119(3) 0.2881(3) 0.5 1.000(6) 0.104(4)
N1/C1 | 0.5581912(18) | -0.0633503(17) | 0.2925799(12) | 0.349(6) 0.22(2)
AV200-MAPbDI3 Refined Atomic Coordinates - 300 K
Label X y zZ Occupancy U (A3
Pbl 0.0 0.0 0.0 0.94(3) 0.0433(17)
Pb2 0.0 0.0 0.5 0.96(3) 0.0433(17)
I1 0.0 0.0 0.25 1.0 0.094(4)
12 0.2209(3) 0.2791(3) 0.5 1.000(4) 0.113(4)
N1/C1 | 0.5577418(13) | -0.0635307(12) | 0.2926486(9) 0.349(2) 0.088(13)

Table 4.3 Crystallographic parameters for the samples SS-MAPbI3 (a = 8.86742(4)
A, ¢ = 12.66311(10) A), AA8O-MAPDI; (a = 8.86819(9) A, ¢ = 12.6592(2) A),
AV80-MAPbDI; (a = 8.86429(6) A, ¢ = 12.66240(14) A) and AV200-MAPbI; (a =
8.88185(6) A, ¢ = 12.64232(15) A) obtained from Rietveld refinement of powder
synchrotron diffraction data measured at 300 K.
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(a) (b)

Fig. 4.2 (a) and (b) the structural models refined for the samples SS-MAPbI3, AA80-
MAPbDI;, AV80-MAPbDI; and AV200-MAPDbI; at 300 K. For both (a) and (b) lead is
shown in grey, iodine in purple and carbon/nitrogen in blue.

A starting structural model for the high temperature cubic phase I was obtained from
a single crystal X-ray diffraction conducted on the sample AV80-MAPDbI; at 370
K, for which details can be found in Appendix A.3. As shown in Figure 4.3, the
model describes a simple cubic perovskite structure described by the space group
Pm3m (Glazer notation aa’a®, zero-tilt system) for each of the samples described
in Table 4.2. The structural model is comprised of a single lead, iodide, carbon and
nitrogen atomic sites (labelled Pbl1, I1, C1 and N1 respectively). Table 4.4 describes
the structural model for the samples SS-MAPDbI3;, AASO-MAPbI3, AV80-MAPbI3

and AV200-MAPbI; respectively, refined at 400 K.

Following the sequential Rietveld refinement of the diffraction data for the samples:
SS-MAPbI;, AA8O-MAPDI3;, AV80-MAPbI3; and AV200-MAPbI; subtle differences
in the average structure were observed. In discussing the observations for each
measured structural parameter, the sample that has undergone no thermal treatment
and taken straight from the solution, SS-MAPbI3, is taken as the standard upon
which the other samples and there respective structural features are compared for

clarity.

Figure 4.4 shows the refined pseudo-cubic lattice parameters a and ¢ (where acypic
= beubic = atetragonal/ﬁ and Ceypic = Cretragonal/2 for the tetragonal II phase) as a
function of temperature for each sample measured. Here, a shift in the structural
phase transition temperature from phase II to I was observed for all samples. For both

the sample taken straight from solution and the sample annealed under a vacuum at
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(a)

(b)

Fig. 4.3 (a) and (b) the starting structural model refined for the samples SS-MAPbI3,
AA80-MAPDIz, AV80-MAPbI3 and AV200-MAPbDI; at 400 K. For both (a) and (b)
lead is shown in grey, iodine in purple and carbon/nitrogen in brown.

SS-MAPbDI; Refined Atomic Coordinates - 400 K

Label X y z | Occupancy U (A%
Pbl 0.5 0.5 0.5 0.995(5) 0.0625(9)
I1 0.0 0.5 0.5 1.0 0.152(2)
N1/C1 | 0.0 | -0.1377 | 0.0 0.233 0.336(20)
AA80-MAPDI; Refined Atomic Coordinates - 400 K
Label ‘ X ‘ y ‘ ‘ Occupancy ‘ U (A%)
Pbl 0.5 0.5 0.5 0.967(6) | 0.0677(12)
I1 0.0 0.5 0.5 1.0 0.157(3)
N1/C1 | 0.0 | -0.1421 | 0.0 0.23287 0.161(16)
AV80-MAPDI; Refined Atomic Coordinates - 400 K
Label X y z | Occupancy U (A3
Pbl 0.5 0.5 0.5 0.998(8) | 0.0558(12)
I1 0.0 0.0 0.25 1.0 0.147(3)
N1/C1 | 0.0 | -0.1309 | 0.0 0.233 0.63(4)
AV200-MAPbDI3 Refined Atomic Coordinates - 400 K
Label X y z Occupancy U (A3)
Pbl 0.5 0.5 0.5 0.960(8) | 0.0497(15)
I1 0.0 0.5 0.5 1.0 0.136(3)
N1/C1 | 0.0 | -0.1547 | 0.0 0.233 0.33(4)

Table 4.4 Crystallographic parameters for the samples SS-MAPbI3 (a = 6.31714(3)
A), AA80-MAPDI; (a = 6.30692(5) A), AV80-MAPbI; (a = 6.31761(4) A) and
AV200-MAPbI; (a = 6.31799(4) A) obtained from Rietveld refinement of powder
synchrotron diffraction data conducted at 400 K.
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80 °C, SS-MAPbI; and AV80-MAPbI; respectively, the transition occurs at 337 K.
This was found to increase to 355 K for the sample annealed in air at 80 °C (AA80-
MAPDI3). For the sample annealed under a vacuum at 200 °C (AV200-MAPbI3), the

phase transition temperature is reduced down to 325 K.

The volumetric thermal expansion coefficient was determined to be 3.238 x 10 —2
K~!,3.131 x 10 2K~!,3.491 x 10 2 K~ and 2.900 x 10 =2 K~! for the samples
SS-MAPbDI3, AA8O-MAPDI3, AV80-MAPbI3 and AV200-MAPbI; respectively. This
was calculated from the unit cell volume shown as a function of temperature in

Figure 4.5 using the equation:

1 oV
oy = Vol 4.1
Here, V has been taken as the primitive cell volume at 400 K for each sample.
The rate of expansion for the unit cell volume was found to be consistent for the
samples SS-MAPbI; and AV80-MAPbI3. A reduction is observed for the samples
AA80-MAPbI; and AV200-MAPbI3. At 400 K the unit cell volumes of the samples
SS-MAPbI3, AV80-MAPbI; and AV200-MAPbI; are observed to be equivalent with

a small drop in volume observed at 400 K for the sample AA8O-MAPDI3.

The structural phase transition from phase II (tetragonal) to I (cubic) corresponds to a
complete suppression of the observed octahedral tilt about the crystallographic c-axis.
Figure 4.7 describes the Pb1-12-Pb1 bond angle (with respect to the atomic models
outlined in Table 4.3) for phase II as a function of temperature, this illustrates the
temperature dependence of the octahedral tilt for each sample. For each sample an
increase in the Pb1-12-Pbl bond angle as a function of temperature is observed that
approaches 180° as the sample transitions from tetragonal to cubic. The increase in
bond angle is found to be consistent for the samples SS-MAPbI3; and AV80-MAPbI3,
with the bond angle sharply approaching 180° at ~ 337 K. For the sample AV200-
MAPbDI;, the bond angle is found to be significantly larger compared to the other
samples, meaning, the octahedral tilting is suppressed considerably over the same
temperature range. A sharp increase in bond angle is observed as the temperature
approaches the tetragonal to cubic transition at ~ 325 K as shown in Figure 4.4. For
the sample AA80-MAPDbI3, below 335 K a larger bond angle is observed compared
with the samples SS-MAPbI; and AV80-MAPDbI3;. At 335 K the bond angle of
the samples SS-MAPbI3;, AV80-MAPbI; and AA8O-MAPbI; are equivalent, above
which a sharp increase in bond angle for the samples SS-MAPbI; and AV80-MAPbI3
is observed. A smaller rate of change is observed for the increase in bond angle
for AASO-MAPDI; above 335 K. The result is an increase in the structural phase
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Fig. 4.4 Pseudo cubic lattice parameters for the samples SS-MAPDI3 (blue circles),
AA80-MAPbDI; (red stars), AV80-MAPbDI3 (black squares) and AV200-MAPDI3
(green triangles) derived from Rietveld refinement of powder X-ray diffraction
measurements between 300 K and 400 K.
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Fig. 4.5 Unit cell volume for the samples SS-MAPbI; (blue circles), AASO-MAPDI3
(red stars), AV80-MAPDI3 (black squares) and AV200-MAPbI3 (green triangles)
derived from Rietveld refinement of powder X-ray diffraction measurements between
300 K and 400 K.
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Fig. 4.7 The bond angle Pb1-12-Pb2 for the samples SS-MAPbI3 (blue circles),
AA80-MAPbDI; (red stars), AV80-MAPbDI3 (black squares) and AV200-MAPDI3
(green triangles) derived from Rietveld refinement of powder X-ray diffraction

measurements between 300 K and 400 K.
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transition and a significant change in the profile of this phase transition as a result of
low temperature annealing in air that is also reflected in the change in Pb-I-Pb bond
angle as a function of temperature. As shown by Figure 4.8 all samples exhibit a
drop in Pb-I bond length as the temperature approaches the tetragonal to cubic phase
transition temperature, this is a result of the increased thermal motion the iodide sites
exhibit resulting in a drop in the observed average Pb-I length.

Compared to annealing under a vacuum, when MAPbI; is annealed in air at high
temperature (200 °C) the compound rapidly degrades. Along with high temperature,
the degradation of MAPbI3 can be induced readily through exposure to water,
high humidity and high-intensity light [166—-171, 167, 164]. For a number of these
degradation pathways, exposure to oxygen has been shown to be a considerable
source of instability [170, 187]. For our experiments, oxygen is present during the
solution synthesis of these compounds and throughout the post synthesis annealing
process in air. There have been several studies on the solubility of oxygen in hybrid
perovskites including reports of reversible increase in photoluminescence through
exposure to oxygen [176, 179, 188]. It has also been shown that through prolonged
exposure to a wet environment, considerable changes to the average structure of
MAPbDI; results from insertion of H,O into the structure alongside considerable
degradation of the material [107].

Further analysis of the refinements at 300 K (sample AV80-MAPbI3) provided an
insight into the observed changes from low temperature annealing in air. Specifically,
examination of residual electron density maps generated by calculation of Fourier
difference maps for the samples SS-MAPbI; (Figure 4.9a) and AA80-MAPbI;
highlights additional localised maxima for the sample AA80-MAPbI3 located along
the axis (0, 0.5, z) as shown in Figure 4.9b. Following the discussion above, the
additional electron density was proposed as an interstitial oxygen atom site. The
refined structure of AA80-MAPbI; at 300 K with interstitial oxygen is shown in
Table 4.5.

As shown in Table 4.5, at 300 K an occupancy of 8+2% was refined for the interstitial
oxygen site observed for AA80-MAPDI3. As shown in Figure 4.10 the population of
this interstitial oxygen site results in the 12 iodide sites being pushed apart, evidenced
by a change in 12-12 bond length of 5.317(3) A for SS-MAPDI; to 5.433(6) A for
AA80-MAPDI3. A small reduction in the Pb-I bond lengths Pb-11 and Pb-12 is
observed for AA8O-MAPbI3, as shown in Figure 4.8 combined with a smaller unit
cell volume as shown in Figure 4.5. This results in stronger interactions between

the I~ framework sites and the MA™ cation. This interaction is coupled with the
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Fig. 4.8 Refined bond lengths (a) Pb-11 and (b) Pb-12 for the tetragonal phase II for the
samples SS-MAPDI3 (blue circles), AASO-MAPDI3 (red stars), AV80-MAPbDI3 (black
squares) and AV200-MAPbDI3 (green triangles) derived from Rietveld refinement of

powder X-ray diffraction measurements between 300 K and 400 K.
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(a)

(b)

Fig. 4.9 Calculated Fourier difference maps derived from Rietveld refinement of syn-
chrotron powder diffraction data measured at 300 K for the samples (a) SS-MAPbI;
and (b) AA80-MAPDI3. Lead is shown in grey, iodine in purple and carbon/nitrogen
in blue/brown.

AA80-MAPDI3 Synchrotron Powder X-ray Diffraction Atomic Coordinated - 300K

Label X y z Occupancy U (A%

Pbl 0.0 0.0 0.0 0.96(7) 0.063(2)
Pb2 0.0 0.0 0.5 0.98(7) 0.063(2)
I1 0.0 0.0 0.25 1.0 0.116(4)
12 0.2166(3) 0.2834(3) 0.5 1.000(5) 0.120(4)
N1/C1 | 0.558699(4) | -0.062825(3) | 0.292590(2) | 0.349(5) 0.126(16)
01 -0.5 1.0 0.97250 0.08(2) 0.01(8)

Table 4.5 Crystallographic parameters for the sample AA80-MAPbI; obtained from
Rietveld refinement of powder synchrotron diffraction data using the space group
14/m at 300 K. Refined lattice parameters are a = 8.86817(9) A, ¢ = 12.6592(2) A.
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titling exhibited by the perovskite framework, as is the case for all hybrid perovskites.
Here, the stronger interactions results in the observed increase in both the structural
phase transition from tetragonal to cubic and the reduction in the rate of change of
Pb1-12-Pb2 bond angle observed above 335 K for AA8O-MAPbI3; compared with
SS-MAPbI3 as shown in Figure 4.7. Additionally, the structural distortions induced
here are further illustrated by an increase in the atomic displacement parameters

observed.

(a) (b)

Fig. 4.10 Structure of (a) SS-MAPbI3 and (b) comparing Pb1-I1 and 12-12 bond
lengths derived from Rietveld refinement of synchrotron powder diffraction data at
300 K. Lead is shown in grey, iodine in purple and carbon/nitrogen in blue/brown.

When annealed in air it is proposed that, an oxygen partial pressure higher than
under ambient conditions results in increased oxygen absorption. When annealed at
200 °C the level of oxygen absorption is higher than the oxygen solubility level of
the material and the compound rapidly degrades. For AA8O-MAPDbI3, the annealing
temperatures and time involved results in a level of oxygen absorption via interstitial
sites, such that the perovskite structure remains in intact as no impurity phases
(specifically Pbl,) are detected in the diffraction data.

At processing temperatures higher than those typically found in the literature (>200
°C, significant changes to the average structure of solution processed MAPbI3; were
observed when annealed under a vacuum at high temperature (200 °C, sample
AV200-MAPbDI3). A significant reduction in the tetragonal to cubic phase transition
temperature was found to coincide with a reduction in the tilt angle of the Pblg
perovskite framework. The explanation for the structural changes induced in AV200-
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MAPbDI; are less apparent from these measurements. This provided the motivation

for the set of experiments outlined in the next section.

4.3 Variable Temperature Vacuum Annealing

The results of section 4.2 demonstrated subtle changes to the ambient temperature
structure of prototypical MAPbI; induced through low temperature annealing when
subject to both vacuum and air environments. In air, the observed changes are at-
tributed to the insertion of oxygen into the perovskite structure through interstitial
sites, without significant degradation of the compound. Under a vacuum, when an-
nealing at higher temperatures (200 °C) the material remained intact with significant
changes to the tilting of the Pblg octahedral framework observed alongside a large
reduction in the transition temperature from tetragonal (phase II) to cubic (phase I)
were observed as shown in Figure 4.5. However, an understanding of the cause for
these changes was not established. This provided the motivation for the work de-
scribed in the remainder of this chapter. For these experiments much higher vacuum
annealing temperatures (from 280 °C to 320 °C) and shorter annealing durations
were explored for MAPbI3. For which, these samples were synthesised by Rhianna
Day, University of Kent.

4.3.1 High Temperature Vacuum Annealing Synthesis

In order to investigate the changes observed in prototypical MAPbI3 through high
temperature vacuum annealing a sample of prototypical MAPbI; was synthesised
according to the low temperature solution based method outlined in Section 2.6.1.
The sample was then split into eight parts of equal weight and placed into quartz
tubes, the tubes were evacuated to a pressure below 10~ torr and sealed. Each tube
was then placed at the centre of a tube furnace and annealed for 1 hour 30 minutes
at temperatures between 280 °C and 320 °C, each sample is given a unique ID
according to the temperature at which it was annealed, an outline for each sample
synthesised is given in Table 4.6. The samples were then removed from the oven, the
tubes were broken and the samples were removed and washed with acetone under a

vacuum filter.

4.3.2 Powder X-ray Diffraction Study

Initial characterisation of the samples described in Table 4.6 was carried out through

powder X-ray diffraction. Measurements were performed using the Panalytical
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Sample ID Annealing Annealing Annealing
Condition | Temperature (C) | Time (Minutes)
AV280-MAPbDI3 | Vacuum 280 90
AV285-MAPDI3 | Vacuum 285 90
AV290-MAPDI3 | Vacuum 290 90
AV295-MAPbI; | Vacuum 295 90
AV300-MAPbI; | Vacuum 300 90
AV305-MAPbDI3 | Vacuum 305 90
AV310-MAPDI3 | Vacuum 310 90
AV315-MAPDI3 | Vacuum 315 90

Table 4.6 Post synthesis vacuum annealing conditions undertaken for a range of
samples identified by a unique ID that specifies the annealing temperature and

annealing time.

X’pert diffractometer at room temperature with an applied current and voltage of 40

mA and 45 kV respectively. Each sample was placed on a zero background silicon

wafer and a 20 range of 5° to 80° was scanned with a step size of 0.001°. The

measurement was carried with a dual source beam (Cu-K; and Cu-K») with an

incident wavelength ratio of Cu-K;/Cu-Ky» = 0.5. Structural characterisation of

the data was then carried out through Rietveld refinement with the FullProf software
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Fig. 4.11 (a) Powder X-ray diffraction spectra measured for MAPbI3 samples an-
nealed under a vacuum at different temperatures for 1 hour 30 minutes. The tetragonal
phase reflections (211)/(121) and (022) are labelled for reference, (b) the ratio of
the intensity of these two peaks as a function of annealing temperature calculated

through peak profile fitting.
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Each pattern has been indexed with a tetragonal crystal system with unit cell dimen-
sions approximately a = b ~ 8.8 A and ¢ = 12.6 A, this is consistent with previous
room temperature structural studies conducted on prototypical MAPbI;3 (structural
phase II). Figure 4.11a shows a specific region of each diffraction pattern for the
samples described in Table 4.6. Here, two peaks are observed that correspond to the
Bragg reflections [211] and [022]. As the vacuum annealing temperature is increased,
the ratio of peak intensity 022:211 is seen to increase (Figure 4.11b). For the sample
annealed at the lowest temperature (280°C, AV280-MAPbDI3), the relatively high
observed intensity of the [211] reflection is indicative of the tetragonal structural
phase II for prototypical MAPbIs, this was later confirmed through Rietveld refine-
ment as shown in Figure 4.15b. At 315 °C the complete suppression of the [211]
reflection correlates with a reduction in the peak splitting of high angle reflections.
As a result the diffraction pattern can be indexed with a simple cubic crystal type
consistent with the structural phase I for prototypical MAPbI3. However, the res-
olution of the measurement does not allow for a distinction to be made between
the coexistence of both tetragonal and cubic phases or the gradual suppression of
a tetragonal phase reflection. Therefore all patterns were refined with a tetragonal

structural model.

Structural characterisation of each diffraction pattern shown in Figure 4.13 and
Figure 4.15 was carried out through sequential Rietveld refinement for each sample
outlined in Table 4.6. The sequential refinement started with a refinement of the
diffraction pattern corresponding to the sample AV280-MAPbI3. Here, a starting
structural model was obtained from previous single crystal X-ray diffraction studies
carried out for prototypical MAPDbI3 (Section 4.2.2). The structure is described by
a tetragonal crystal system and assigned the space group /4/m. The details of the
refined structural model for the sample AV280-MAPDI; is described in Table 4.8.
The diffraction pattern for each subsequent sample was refined sequentially in order
of increasing annealing temperature, the starting model for each refinement is taken
from the refined model of the previous refinement. For the sample annealed at higher
temperatures a growing impurity phase was found, this was indexed as Pbl,. For
each diffraction pattern an overall isothermal parameter was refined, with individual
atomic positions, occupancy and thermal parameters fixed excluding the position of

the 12 site that was refined for each pattern.

The ambient temperature tetragonal phase refined for each of the samples described in
Table 4.6 is described by a perovskite structure comprised of a series of corner sharing
Pbl¢ octahedral that exhibit a single out of phase tilt about the crystallographic c-axis,

Glazer notation a’a’c~. In terms of the structural model, this tilt is represented by
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Fig. 4.12 Observed (circles) and calculated (solid lines) X-ray powder diffraction
profile from Rietveld refinement for the samples (a) AV280-MAPDI; R, =2.31 %
and R,,, =3.62 % and (b) AV285-MAPbI3 R, =2.32 % and R,,, = 3.48 % performed
at room temperature. Vertical bars (green) represent the Bragg reflections and the
bottom curve (blue) represents the difference between observed and calculated
patterns.
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Fig. 4.13 Observed (circles) and calculated (solid lines) X-ray powder diffraction
profile from Rietveld refinement for the samples (a) AV290-MAPDI; R, = 3.09 %
and R,,, =4.95 % and (b) AV295-MAPbI3 R, =2.59 % and R,,, =4.12 % performed
at room temperature. Vertical bars (green) represent the Bragg reflections and the
bottom curve (blue) represents the difference between observed and calculated

patterns.
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Fig. 4.14 Observed (circles) and calculated (solid lines) X-ray powder diffraction
profile from Rietveld refinement for the samples (a) AV300-MAPDI; R, = 5.26 %
and R,,, = 6.76 % and (b) AV305-MAPbI3 R, = 3.60 % and R,,, = 5.75 % performed
at room temperature. Vertical bars (green) represent the Bragg reflections and the
bottom curve (blue) represents the difference between observed and calculated
patterns.
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Fig. 4.15 Observed (circles) and calculated (solid lines) X-ray powder diffraction
profile from Rietveld refinement for the samples (a) AV310-MAPDI; R, = 3.40 %
and R,,, =5.80 % and (b) AV315-MAPbI3 R, =3.94 % and R,,, = 7.58 % performed
at room temperature. Vertical bars (green) represent the Bragg reflections and the
bottom curve (blue) represents the difference between observed and calculated

patterns.
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AV280-MAPbI; - Powder X-ray Diffraction Atomic Coordinates

Atom X y zZ Occupancy
Pbl 0.00 0.00 0.00 1.00
Pb2 0.00 0.00 0.50 1.00
I1 0.00 0.00 0.25 1.00
12 0.2144(3) | 0.2856(3) | 0.50 1.00
N1/C1 | 0.55828 | -0.0630 | 0.29260 0.25

Table 4.7 Crystallographic parameters obtained from Rietveld Refinement of powder
X-ray diffraction measurements of AV280-MAPbI; measured at room temperature.
Cell parameters were refined to be a = b = 8.8848(4) A and ¢ = 12.6577(5) A with a
volume of 999.21(7) A3.

AV315-MAPbDI3 - Powder X-ray Diffraction Atomic Coordinates

Atom X y z Occupancy
Pbl 0.00 0.00 0.00 1.00
Pb2 0.00 0.00 0.50 1.00
Il 0.00 0.00 0.25 1.00
12 0.2378(14) | 0.2622(14) | 0.500 1.00
NI/C1 | 0.55828 -0.0630 | 0.29260 0.25

Table 4.8 Crystallographic parameters obtained from Rietveld Refinement of powder
X-ray diffraction measurements of AV315-MAPbI; measured at room temperature.
Cell parameters were refined to be a = b = 8.9310(6) A and ¢ = 12.6498(9) A with a
volume of 1008.98(14) A3.

High Temperature
Vacuum Annealing

—

Fig. 4.16 The change in octahedral tilt of the Pblg perovskite framework for the
samples AV280-MAPDI3 (left image) and AV315-MAPDI3 (right image) refined
from powder X-ray diffraction data. Lead is shown in grey and iodine in purple.
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Fig. 4.17 Unit cell volume for the MAPbI3 samples outlined in Table 4.6 derived
from Rietveld refinement of powder X-ray diffraction measurements performed at
room temperature.
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Fig. 4.18 Pseudo-cubic lattice parameters for the MAPbI3 samples outlined in Table
4.6 derived from Rietveld refinement of powder X-ray diffraction measurements.
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Fig. 4.19 Pbl-12-Pb2 bond angle for the MAPbI; samples outlined in Table 4.6
derived from Rietveld refinement of powder X-ray diffraction measurements.

a single iodide atomic site (labelled 12) for which the bond angle Pb1-12-Pb2 was
calculated for each sample. As shown in Figure 4.19 the bond angle Pb1-12-Pb2
was found to increase as a function of annealing temperature and corresponds to the
gradual suppression of the Pblg octahedral tilting as illustrated in Figure 4.16. Figure
4.17 shows that this is correlated with an observed linear increase in the unit cell

volume, and Figure 4.18 shows a convergence of lattice parameters a and ¢ at 295
°C.

These results demonstrate consistent changes to the observed octahedral tilting and
unit cell volume measured at ambient temperature for prototypical MAPDI3 that are

dependent on vacuum annealing temperature.

4.3.3 Single Crystal X-ray Diffraction Study

From the powder X-ray diffraction measurements described in Section 4.3.2, a
detailed understanding of the changes induced in the average structure of prototypical
MAPbI3 were not possible due to inherent limitations of the powder diffraction
technique and equipment used. For this purpose, single crystal X-ray diffraction
measurements were carried out on samples annealed at temperatures between 280

°C and 310 °C under vacuum conditions (outlined in Table 4.9).
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Measurements were carried out with a Rigaku Oxford Diffraction dual source Super-
nova diffractometer. Each crystal was mounted onto a cryoloop using perfluorinated
oil. A nitrogen stream maintained an experimental temperature of 270 K. Both data
collection and data reduction were carried out with CrysAlisPro. An absorption
correction was applied using a multifaced crystal model with Gaussian integration
and standard empirical spherical harmonics absorption.

Initial measurements were conducted on the sample AV300-MAPbI3 with both Cu
and Mo incident radiation at 290 K. This yielded two different solutions for the
structure of AV300-MAPbI3, a cubic and tetragonal crystal system respectively. The
results of these measurements are discussed further in the Appendix A.5. It was
determined that future measurements were to be carried out using Mo-Ky, incident
radiation (A = 0.71069 A).

The diffraction data for each sample was indexed with a tetragonal crystal system
and lattice parameters as defined in Table 4.9. During data reduction, Friedel mates
were merged and the peaks were indexed with a 4/m Laue class filter. Automatic
peak indexing routines performed by the CrysAlisPro software package found no
significant I centring systematic absence violations for all crystals measured and
therefore I centring was chosen.

For each measurement the reflection [103] was observed, thereby violating the c-glide
plane and ruling out the space group /4/mcm, the space group most often reported
for prototypical MAPbI3 [103, 104, 47]. Despite this, initial structural refinement
was carried out with I4/mcm. Here, no reasonable carbon or nitrogen atomic sites
could be refined even with the inclusion of additional twin components required
to account for the observation of the [103] reflection as reflections [211] and [121]
in the second twin component. Therefore structural refinement of each sample was

carried out with the space group I4/m.

Initial structure determination was carried using the software program SHELXS.

Structure refinement was carried for each data set with the software SHELXL.

The structure determination process began with the fitting of atomic sites that describe
the Pblg framework as these contribute most to Bragg scattering. For each compound
described in Table 4.9 the framework is described by two distinct lead atomic sites
(Pbl and Pb2) and two iodide sites (I1 and 12). The resulting framework exhibits
out of phase tilting of the Pblg octahedral about the crystallographic c-axis (Glazer

notation a’a%¢ ™).
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Sample ID a(A) b (A) c(A) Volume (A3)
SS-MAPbI; 8.8432(3) | 8.8432(3) | 12.6735(7) | 991.10(9)
AV280-MAPbI; | 8.8633(8) | 8.8633(8) | 12.620(2) 991.4(2)
AV285-MAPbI; | 8.8752(5) | 8.8752(5) | 12.6377(10) | 995.45(14)
AV295-MAPbI; | 8.9043(9) | 8.9043(9) | 12.615(2) 1000.2(3)
AV300-MAPbI; | 8.8997(3) | 8.8997(3) | 12.5817(6) | 996.53(8)
AV305-MAPbI; | 8.8944(6) | 8.8944(6) | 12.5818(15) | 995.36(18)
AV310-MAPbI; | 8.8934(7) | 8.8934(7) | 12.584(4) 995.4(3)

Table 4.9 Refined lattice parameters and space group for a range of MAPbI3 samples
outlined in Table 4.9 derived from single crystal X-ray diffraction measurements
performed at 270 K.

(a) (b)

Fig. 4.20 Structural model obtained for the sample AV290-MAPbI; from refinement
of single crystal X-ray diffraction measurements conducted at 270 K. The label for
each atomic site in the structural model is shown. Lead is shown in grey, iodine in
purple and carbon/nitrogen in brown.
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Initial fit factors for the structural refinement of each sample were slightly higher
than expected. As such the program ROTAX was used to identify possible twin laws
for each sample. The fit for each sample was found to be significantly improved
with the inclusion of an additional twin component. This is likely a result of the
vacuum thermal treatment, the temperature at which this was carried out is higher
than the tetragonal-cubic structural phase transition temperature. As the temperature
is reduced back to ambient following the treatment, the compounds undergo a cubic
to tetragonal phase transition defined, in terms of the unit cell, by a relaxation of the
constraints on the lattice parameters, where the c-axis is now independent of the a-
and b-axis. Hence as the transition occurs there are three equivalent possibilities for
which axis becomes the independent c-axis in the single crystals, resulting in a high
probability of twinning domains.
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Fig. 4.21 A-site perovskite cavity size for a number of MAPbI; samples annealed
under a vacuum at high temperature. The cavity is calculated using Shannon ionic
radii of elements Pb and I of 1.19 A and 2.2 A respectively.

In determining an average structure model for the MA™ cation, the samples annealed
at higher temperature were found to exhibit considerably more disorder in the
scattering density for those areas of the unit cell associated with the MA™ cation
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located at the centre cavity of the perovskite framework. This is highlighted in
Figure 4.22 where the calculated Fourier difference maps are shown for the samples
prototypical MAPbI3, AV290-MAPbI; and AV305-MAPbDI;3, these are calculated
from a refinement of the Pblg framework alone. This shows a gradual reduction in
areas of scattering associated with localised atomic sites for both the carbon and
nitrogen of the MA™ cation. For prototypical MAPbI3 the density shows four distinct
arms that point towards the iodide site I2 of the framework. For AV305-MAPbI; the
density is found to be significantly more uniform in shape and indicates significantly
more orientational disorder of the MA™ cation. Initially, unrestrained refinement of
the sites C1 and N1 were carried out. The resulting position and refined anisotropic
thermal parameters were unstable, such that the observed scattering could not be
sufficiently modelled by a single carbon and nitrogen site. This aligns with the
scattering density shown in Figure 4.22. Therefore the position of sites C1 and N1
were refined for the sample AV280-MAPDbI; and then fixed for the refinement of
samples annealed at higher temperature where changes to the average structure of the
Pblg framework were determined. For AV280-MAPbI3, the resulting MAT cation
was found to sit at the centre of the perovskite void and is described by a single
atomic site shared by both carbon and nitrogen atoms (C1 and N1) as shown in
Figure A.5. For the purpose of determining detailed changes to the average structure
of the MA™ cation when annealing prototypical MAPbI;3 at high temperatures under
a vacuum, powder neutron diffraction measurements were implemented and are

discussed in detail in Section 4.3.4.

The Pblg octahedra for each sample is tilted about the c-direction within the ab-plane.
This is expressed through a deviation from 180° for the Pb1-12-Pb2 bond angle. As
shown in Figure 4.23a, a consistent linear increase in the Pb1-12-Pb1 bond angle
is observed as the vacuum annealing temperature is increased. This represents a
suppression in the tilt of the octahedra along the ab-plane and is correlated with
a shortening of both Pb-I bond lengths Pb-I1 and Pb-12 as shown in Figure 4.23b
over the same annealing temperature range. This implies stronger bonding between
lead and iodide framework constituents and indicates a reduction in the hydrogen
interactions between the MA™ cation and Pblg framework. An increase in perovskite
cavity size is observed as a function of increased vacuum annealing temperature as
shown in Figure 4.21. An increase in the atomic displacement parameters is observed
for both iodide atomic sites I1 and 12 as shown in Figure 4.24a and Figure 4.24b
respectively. The increase in thermal motion is most significant perpendicular to the
Pb-Pb direction corresponding to the parameters U, and Uy for the sites I1 and 12
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(a) (b)

(©) (d)

©) ®
Fig. 4.22 Fourier difference maps for the samples (a) and (b) prototypical MAPbI3,
(c) and (d) AV290-MAPbI; and (e) and (f) AV305-MAPbI3 highlighting the residual

density associated with the MA™ cation overlaid onto a model of the surrounding
Pblg framework. Lead is shown in grey and iodine in purple.
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respectively. This represents an increase in the disorder of the octahedra along the

direction of the perovskite tilt as a function of vacuum annealing temperature.

The nature of the octahedral tilting exhibited by hybrid perovskites such as MAPbIs,
is driven by a mismatch in the cation/anion size and weak iodide hydrogen bonding.
The observed reduction in both octahedral tilting, shorter Pb-I bond lengths and in-
creased unit cell volume implies a change to the NHj3 - --I interactions. Following this,
it would be expected that the MA™ cation exhibits increased statistical disorder over
multiple orientations with a reduction in both the short and long range correlations
observed in the orientation of this linear cation compared with prototypical MAPbI3.
In determining the average structure of these systems, scattering density obtained
from Fourier difference calculations showed a reduction in areas of localised scat-
tering associated with carbon and nitrogen compared with prototypical MAPbI3, as
shown in Figure 4.22. This indicates increased orientational disorder of the MA™
cation that is coupled with the changes observed in the Pblg framework. For the
samples where carbon and nitro<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>