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ABSTRACT

Deep learning play a vital role in classifying different arrhythmias using the electrocardiography
(ECG) data. Nevertheless, training deep learning models normally requires a large amount of data and
it can lead to privacy concerns. Unfortunately, a large amount of healthcare data cannot be easily col-
lected from a single silo. Additionally, deep learning models are like black-box, with no explainability
of the predicted results, which is often required in clinical healthcare. This limits the application of
deep learning in real-world health systems.

In this paper, we design a new explainable artificial intelligence (XAI) based deep learning frame-
work in a federated setting for ECG-based healthcare applications. The federated setting is used to
solve issues such as data availability and privacy concerns. Furthermore, the proposed framework
setting effectively classifies arrhythmia’s using an autoencoder and a classifier, both based on a con-
volutional neural network (CNN). Additionally, we propose an XAI-based module on top of the pro-
posed classifier to explain the classification results, which help clinical practitioners make quick and
reliable decisions. The proposed framework was trained and tested using the MIT-BIH Arrhythmia
database. The classifier achieved accuracy up to 94% and 98% for arrhythmia detection using noisy
and clean data, respectively, with five-fold cross-validation.

1. Introduction
With the increase of internet of things (IoT) devices be-

ing used in the 21st century, tons of data has been gener-
ated [1]. IoT devices are capable of collecting an enormous
amount of data each day [2]. This collection of data and the
exponentially increasing computational resources have un-
locked new dimensions in the information technology sector,
especially in deep learning (DL) [3]. Although deep learn-
ing is a quiet old concept [4] but owing to limited data and
computational resources available in the past its use was lim-
ited. However, thanks to the internet, IoT devices and the
increasing computational power, nowadays we can see deep
learning revolutionizing nearly every field, including health-
care [5], economics [6], manufacturing [7], agriculture [8],
and military [9].

In regards to healthcare applications, a lot of data is being
generated across the globe and it has quiet unique properties.
Most of the data related to healthcare is multi-dimensional,
this makes the use of classical machine learning (ML) mod-
els, for example, decision trees and random forests, quiet
challenging and complex. However, the new generation ma-
chine learning models, especially the deep learning based
ones, can solve issues related to multi-dimensional data due
to its capability of self learning [10]. In the healthcare indus-
try, deep learning has played a critical role, e.g., to help di-
agnosis of life threatening diseases [11]. Nevertheless, it has
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some limitations [12]. First, to train a deep learning model
a large amount of training data is needed, but each silo (for
example, a hospital) can have a very limited amount of data,
so a single source of data can be insufficient to train a deep
learning model. A solution to this is to collect data from
multiple sources and then train the model on the collected
data. One major issue of this approach is about privacy con-
cerns [13]. As medical data are highly sensitive and private
data, some individual sources may not be willing to share
their data with a central data collector [14].

In 2016 Google came forward with an idea called feder-
ated learning to solve the conflict between data availability
and privacy concerns [15]. The basic idea behind federated
learning is to collaboratively train a machine learning model
without centralized training data. Federated learning en-
ables edge devices or servers with sufficient computational
power (e.g., home computers, mobile phones, wearables and
other IoT devices) to collaboratively learn a shared machine
learning model while keeping all the training data on local
devices, decoupling the ability of doing machine learning
from the need to store the data centrally at a single server
or in the cloud. Although deep learning with federated set-
ting can solve the issues mentioned earlier, there exists the
problem of explainability in deep learning. Since the deep
learningmodels are generally black boxmodels, with no rea-
sonable explanation for a given prediction. This ambiguity
causes a limitation of deep learning in healthcare, because a
clinical practitioner should know the reason for a prediction
by a deep learning model [16]. To address the problem of
explainability in deep learning models, researcher have pro-
posed different solutions [17, 18]. For instance, Selvaraju
proposed a method called Grad-CAM [19] to visualize input
regions that are important for predictions. From such val-
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ues we can have an idea about where exactly the machine
learning model is focusing at while making a prediction and
thus the reason. Explainability is important in healthcare,
because to convince a clinical healthcare practitioner and a
patient we need to give themwith the reason behind a certain
prediction for a sample input.

In regards to the application of deep learning in health-
care, electrocardiogram (ECG) classification is a very im-
portant routine task. Manymachine learning based solutions
have been proposed for analyzing and classifying ECG data
[20, 21, 22]. However, most of these works are based on
a centralized machine learning architecture, thereafter they
are prone to issues like privacy concerns and data availabil-
ity. Moreover, since most of the real-time EEG data is noisy,
they cannot perform well in real time because they are being
trained on preprocessed (cleaner) data. Furthermore, they do
not provide explainability, which is one of the key require-
ments in deep learning based clinical healthcare. Hence,
this limits their real-time application. To address all of the
above-mentioned challenges, in this paper, we propose an
explainable healthcare framework in a federated setting. Firstly,
we propose a deep convolutional neural network (CNN) based
autoencoder, which is used to denoise the raw ECG signals
from the subject directly. Secondly, we propose a CNN-
based classifier, which uses transfer learning to classify the
raw time series of ECG data. Thirdly, we adopt the Grad-
CAM model [19] in the framework to explain the classifica-
tion results in a novel and reliable pattern. Additionally, the
proposed framework provides an enhanced level of privacy
protection to patients via the federated setting. The contri-
butions of our work are summarized below.

1. We develop a CNN-based autoencoder in a federated
setting to denoise the raw time series of ECG signal
collected data from patients. The autoencoder pro-
vides a denoised version of input, which we use for
explanation of the predictions.

2. With the help of transfer learning, we use the encoder
part of the proposed autoencoder tomake aCNN-based
classifier which classify given ECGdata into five classes:
non-ecotic beats (N), supraventricular ectopic beats
(S), ventricular ectopic beats (V), fusion Beats (F),
and unknown beats (Q).

3. We combine the proposed classifier with an XAImod-
ule to explain the decision making process of the clas-
sifier. The XAI module can be used with every up-
dated classier in the federated setting, as it can be used
with any classifier architecture and it does not needs
retraining.

4. We used the MIT-BIH Arrhythmia Database [23] to
train our proposed framework. It is important to note
that to make the data more realistic, we first upsample
the data to create more data samples, and then add 10-
30% random noise. The proposed framework provides
an overall accuracy of 94% using noisy data and an
overall accuracy of 98% on the clean data in the orig-
inal MIT-BIH database. Moreover, we evaluated the
performance of proposed framework using four stan-

dard metrics: classification accuracy, precision, recall
and F1-score.

5. The proposed framework provides an enhanced level
of privacy protection to users because of the federated
setting.

The rest of the paper is organized as follows. Section 2
presents related work and background. Section 3 discusses
detailed description of the proposed framework. Sections 4
and 5 present the experimental setup and performance eval-
uation, respectively. Section 6 concludes the article.

2. Related Work and Background
2.1. Machine Learning in Healthcare

Certain activities in our body are governed by signals of
some cognitive diseases [24]. For example, a changing gait
may result from a stroke. A number of researchers proposed
to monitor users’ activities using wearable sensors, with the
help of which different human body activities can be recog-
nized [25, 26, 27]. Based on monitoring of such activities,
early prognosis of health issues can be identified. In this re-
gards, there has been significant development in the utiliza-
tion of ML and DL technologies in healthcare. While such
technologies will probably never completely replace clinical
practitioners, they can transform the healthcare sector, ben-
efiting both patients and providers [11, 28, 29, 30].

In regards to ECG analysis in healthcare, ML and DL
play a vital role. Researchers have proposed many meth-
ods for ECG classification into arrhythmia types [31, 32,
33, 34, 35]. Rubin et al. [36] applied deep learning to the
task of automated cardiac auscultation, i.e., recognizing ab-
normalities in heart sounds. They described an automated
heart sound classification algorithm that combines the use of
time-frequency heat map representations with a deep CNN.
Their CNN architecture is trained using amodified loss func-
tion that directly optimizes the trade-off between sensitivity
and specificity. Gjoreski et al. [37] presented a method for
chronic heart failure (CHF) detection based on heart sounds.
The method combines classic ML and end-to-end DL mod-
els. The classic ML model learns from expert features, and
the DL model learns from a spectro-temporal representation
of the signal. Moreover, in order to enable intelligent classi-
fication of arrhythmias with high accuracy, Huang et al. [38]
presented an intelligent ECG classifier using the fast com-
pression residual convolutional neural networks (FCResNet).

Although the aforementionedwork seems promising, they
may find limited applicability in real world because they use
centralized data collection techniques. As discussed earlier
that it may cause privacy concerns among users and data
owners. Thereafter, traditional centralized healthcare ap-
plications find limited applicability due to privacy concerns
[39, 40, 41]. To address the privacy issues in machine learn-
ing, researchers have been working on Federated learning
(FL) and Transfer learning (TF). Federated learning (FL)
was introduced by Google [15]. The key idea is to train
ML models with privacy by design at the architectural level.
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FL trains a machine learning model in a distributed archi-
tecture, where the edged devices train their own ML model
on their local data and a central global server aggregates
all of the locally trained models and distribute the aggre-
gated model back to all nodes on the network (more de-
tails about FL can be found in Section 2.3). Due to is pri-
vacy preserving and efficient communication constraints, FL
finds a number of applications in healthcare [42]. Xu et
al. [43] summarized the general solutions to the statistical
challenges, system challenges, and privacy, and point out the
implications and potentials of FL’s application in healthcare.
They show that training the model in the federated learn-
ing framework leads to comparable performance to the tra-
ditional centralized learning setting. Transfer learning (TF)
aims at transferring knowledge from existing trained model
to a new model. The key idea is to reduce the distribution
divergence between different models. To this end, there are
mainly two general approaches: instance reweighting [44]
and feature matching [45]. Recently, deep transfer learning
methods have made considerable success in many applica-
tion fields. Chen et al. [46] proposed FedHealth, the first
federated transfer learning framework for wearable health-
care to tackle privacy and security challenges. FedHealth
performs data aggregation through federated learning, and
then builds relatively personalized models by transfer learn-
ing. FedHealth makes it possible to do deep transfer learning
in the federated learning framework without accessing the
raw user data. However, there are certain limitations to it.
Firstly, it does not provides explainability of the predictions,
which is often required in sensitive domains like healthcare.
Secondly, it does not accommodate any mechanism to de-
noise the raw signals, which often contains random noise
and dealing with the random noise is quiet challenging.

In other words, regarding the application of ML and DL
healthcare, a lot of promising work has been done as dis-
cussed above. However, some of those works are vulnera-
ble to privacy issues. Research work like FedHealth tries to
address the issues of privacy concerns using FL and TL ar-
chitecture. Nevertheless, works like FedHealth has the lim-
itation of explainability, as discussed earlier. Thus there is a
need of research work to address such challenges.

2.2. Autoencoder
Autoencoder [47] is unsupervised neural network which

learns the best encoding-decoding scheme from data. In
general, it consists of an input layer, an output layer, an en-
coder neural network, a decoder neural network, and a latent
space. When the data is fed to the network, the encoder com-
presses data into a latent space, whereas the decoder decom-
presses the encoded representation into the output layer. The
encoded-decoded output is then compared with the initial
data and the error is backpropagated through the architec-
ture to update the weights of the network [48]. Given the in-
put x ∈ Rm, the encoder compresses x to obtain an encoded
representation z = e(x) ∈ Rn. The decoder reconstructs this
representation to give the output x′ = d(z) ∈ Rm. The au-
toencoder is trained by minimizing the reconstruction error

L, defined by the following equation:

L = 1
n

n
∑

i=1
(Yi − Y

′

i )
2, (1)

where Yi is the true label, Y ′

i is predicted label, and n is
the total number of samples. An ideal autoencoder sim-
ply copies the input to the output, whereas keeping the la-
tent space to have a smaller dimension than the input. The
autoencoder learns the most salient features of the training
data, i.e., it reduces the data dimensions while keeping the
important information of the data.

Since being proposed, many researchers have proposed
many optimized approaches of autoencoder, such as sparse
autoencoder, denoising autoencoder, contractive autoencoder,
and convolutional autoencoder [49]. We can achieve two
main tasks from autoencoders: denoising and dimensional-
ity reduction. In this study, we build a denoising autoen-
coder, which is an extension of simple autoencoders. It is
worth noting that denoising autoencoders were not originally
meant to automatically denoise an input. Instead, the denois-
ing autoencoder procedure was invented to help:

1. the hidden layers of the autoencoder learn more robust
filters,

2. reduce the risk of overfitting in the autoencoder, and
3. prevent the autoencoder from learning a simple iden-

tity function.

In denoising autoencoders noise is stochastically (i.e., ran-
domly) added to the input data, and then the autoencoder is
trained to recover the original, non-perturbed signal.

2.3. Federated Learning
Federated machine (FL) learning was first proposed by

Google [15], an overview of FL is shown in Figure 1. In
FL settings machine learning models trained based on dis-
tributed edge devices all over the world. The key idea is to
protect user data during the process. FL has the ability to
resolve the data islanding problems by privacy-preserving
model training in the network.

It works like this: an edge (client) device downloads the
current model, improves it by learning from data on its local
data, and then summarizes the changes as a small focused
update. Only this update to the model is sent to the cloud,
using encrypted communication, where it is aggregated with
other user updates to improve the global shared model. All
the training data remains on local devices, and no individual
updates are stored in the cloud. Federated Learning allows
for smarter models, lower latency, and less power consump-
tion, while ensuring privacy. This approach has another ben-
efit: in addition to providing an update to the global shared
model, the improved model on the local edge device can also
be used immediately, powering experiences personalized by
the use of IoT devices.

2.4. Transfer Learning
Transfer learning aims at transferring knowledge from

existing domains to a new domain. The key idea is to reduce
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Figure 1: Architecture of Federated Learning

the distribution divergence between different domains. Here
are mainly two types of transfer learning: instance reweight-
ing [44] and feature matching [45]. Recently, deep transfer
learning methods have made considerable success in many
application fields.

2.5. Explainable Artificial Intelligence
Explainable Artificial Intelligence (XAI) [16] lets hu-

mans understand and articulate how an AI system made a
decision. XAI is a set of processes and methods that allows
human users to comprehend and trust the results and out-
put created by machine learning algorithms. XAI is used
to describe an AI model, its expected impact and potential
biases. It helps characterize model accuracy, fairness, trans-
parency and outcomes in AI-powered decision making. XAI
is crucial for an organization in building trust and confidence
when putting AI models into production. AI explainability
also helps an organization adopt a responsible approach to
AI development. There are many advantages to understand-
ing how an AI-enabled system has led to a specific output.
Explainability can help developers ensure that the system is
working as expected, it might be necessary to meet regula-
tory standards, or it might be important in allowing those
affected by a decision to challenge or change that outcome.
Research suggest that it will be of key importance in health-
care, manufacturing, insurance, and automobiles [50].

3. The Proposed Framework
Before describing our proposed framework in detail, let

us explain the research problem first. Given data on N dif-
ferent edge nodes (since we are using cross-silo federated
learning, each edge node can represent a different organiza-
tion, i.e., hospital) represented by E = {E1, E2,… , EN}
and the data of each Ei (here i = 1, 2,… , N) is given by
{D1, D2,… , Di}, respectively. A conventionalmachine learn-

ing model, denoted by ConMOD, can be trained by com-
bining all the data D = {D1, D2,… , Di}. The data from
different edge nodes have different distributions. However,
in our problem, we want to collaborate all the data to train
a federated transfer learning model, denoted by FedMOD,
where any user Ei does not expose its data Di to others.
Assume that AccFed represents the accuracy of FedMOD
and AccConi represents the accuracy of each locally trained
model ofEi, then one of the objective of our proposedmethod
is to ensure that the accuracy of AccFed is close to or supe-
rior to each AccConi.

The proposed framework aims to achieve accurate and
efficient personal healthcare through federated transfer learn-
ing and XAI without compromising privacy. Figure 2 gives
an overview of the proposed method. The proposed method
consist of three major parts, the autoencoder, the classifier
and the XAI module, which are discussed in below in the
following three sub-sections. The final sub-section 3.4 dis-
cusses the learning process.

3.1. CNN-based Autoencoder
In order to denoise the raw input signal from ECG de-

vices, we proposed an autoencoder. The proposed autoen-
coder is shown in Figure 3. It consist of an input layer, an
output layer and 12 hidden layers. Among the hidden layers
there are 6 convolutional layers, 3 maxpooling layers and 3
upsampling layers. Furthermore, the CNN-autoencoder is
virtually divided into two parts: Encoder and Decoder. The
encoder consist of the input layer, 3 maxpooling layers and
3 convolutional layers in alternate fashion. On other hand,
the decoder consist of 3 upsampling layers, 3 convolutional
layers and an convolutional output layer. In the proposed au-
toencoder, we use a varying learning rate to keep the training
process efficient while keeping the reconstruction loss L as
small as possible. Equation (2) gives the mathematical rep-
resentation of the learning rate (lr) used.

lr =

{

0.01, if epoch ≤ 40,
lr × e−0.1, otherwise.

(2)

3.2. CNN-based Classifier
The proposed classifier is composed of 4 convolution

layers, 3 max pooling layers, 2 fully connected layer and 1
softmax layer for classification, as shown in Figure 4. The
classifier is designed for classifying an input ECG signal into
one of the five classes, as shown in Table 1. We use transfer
learning to transfer the encoder part of the trained autoen-
coder into the proposed classifier, because these convolution
layers aim at removing the noise from raw input data and the
next layers in the classifier aim to classify the input ECG
signal. Hence, the first 3 convolutional layers do not need to
be trained while training the individual local classifiers. In
other words, we keep the first 3 convolutional layers static
during the classifier training phase, which means that no pa-
rameters are updated during back propagation in the first 3
convolutional layers. This provides each local node Ei with
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Figure 2: An overview of the proposed framework

the trained parameters for denoising the signal while train-
ing the classifier, which increases the performance of the
classier. As for the last 2 convolution layers and the fully
connected layers, since they are at a higher level, they fo-
cus on learning specific features for the classification task.
Therefore, we update their parameters during the classifier
training phase. The softmax serves as the classification func-
tion, and is given by the following equation:

yi =
expzc

∑C
c=1 expzc

, (3)

whereC is the total number of classes, zc denotes the learned
probability for a specific class c, and yi is the final classifica-
tion result for sample i. Our classifier uses categorical cross-
entropy (CE) as the loss function. This gives probability over

the C classes for each input sample, given by Eq. (4). Where
tc is the ground truth for each class c.

CE = −
C
∑

c
tclog(yi) (4)

3.3. XAI with Grad-CAM
Inspired by the work in [19] and [51], we decided to use

Gradient-weighted Class Activation Mapping (Grad-CAM)
and modified it for time series data on top of our classi-
fier, which uses class-specific gradient information to local-
ize important regions. We combine these localized regions
with an existing time-series visualization map to create a
high-resolution heatmap visualization. Using this visualiza-
tion, practitioners can understand the reason of a certain pre-
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Table 1
The five classes of ECG signals

Class description Single-letter symbol

Non-ecotic beats (normal beat) N
Supraventricular ectopic beats S

Ventricular ectopic beats V
Fusion Beats F

Unknown Beats Q

diction given by the classifier. The XAI with GRAD-CAM
module is shown in Figure 5.

The creation of this heatmap visualization consist of he
following steps:

1. In first step, we compute gradient of yc (where yc is
the score for any class c) with respect to the feature
map activationsAk for kernel k of the last convolution
layer. If Gc represents the gradients for any class c, it
can be represented as follow:

Gc =
)yc

)Ak
. (5)

Any particular value calculated in this step depends on
the input ECG signal (sample input). The weights of
the classifier are fixed at this stage. We first reshape
an input sample into the batch size and feed it into the
classifier, since the input determines the feature maps
Ak as well as yc .

2. The second step consist of global average pooling of
the gradients Gc , both along height ℎ and width w to
obtain the neuron importance weights �ck also called
alpha values, given by Eq. (6).

�ck =
1
Z

∑

ℎ

∑

w

)yc

)Ak
(6)

These alpha values for class c and feature map k will
be used later as a weight applied to the feature map
Ak.

3. The third step consist of weighted linear combination
of the feature map activations Ak and �ck is calculated
using the alpha values, given by Eq. (7).

Grad_CAMc = ReLU(
∑

k
�ckA

k) (7)

This gives us the final Grad-CAM heatmap. A ReLU
function is applied to emphasize only the positive val-
ues and turn all the negative values into 0.

4. The classifier’s last convolutional layer’s features are
quiet small, and it is difficult to visualize them for
analysis. To address this problem, we upsample the
heatmap to the size of input sample in width. More-
over, we feed the input sample to the autoencoder and
receive a denoised version of input sample and over-
lap it on the heatmap. In the resulting heatmap, re-
gions overlapping between the heatmap and the ECG

signal show the point of focus during prediction. This
gives a detailed picture to the practitioners to under-
stand which region of the ECG input signal the clas-
sifier is looking at while making a prediction.

3.4. Learning Process
The learning process of proposed method has been de-

picted in Figure 2. For a clearer explanation, we present the
learning procedure in Algorithm 1. It should be noted that
the algorithm works continuously with new emerging data.
Optionally, if an Ei wants to personalize the classifier C , it
can be done by keeping all the convolution layers of the fi-
nal updated classifier static and by training the dense layers
for personalization. This is because the convolution layers
aims at extracting low-level features about activity recogni-
tion and for the dense connected layers, since they are at a
higher level, they focus on learning specific features for the
task and the user.

Algorithm 1: Training procedure of Proposed
method
Input: Data from edge nodes D1, D2,… , Dn
Output: Trained aggregated and updated model

1 Global Server Gs constructs the initial Global
Autoencoder AE and compiles it using the
predefined hyper-parameters

2 Gs waits for the Ei to request. If request received,
send AE to the Ei

3 Ei receives the AE, and trains it on its local data Di
and sends trained weights of AE back to Gs

4 Gs, wait for n Ei to send back their locally train AE.
5 if weights received form n Ei then
6 F (w) =

∑n
k=1

nk
nt
wkr+1

7 Gs constructs a classifier C
8 for For i = 1, 2, 3 do
9 set Weight of convolutional Layeri of C =

Weight of convolutional Layeri of F (w).
10 set convolutional Layeri of C trainable = False
11 Gs sends C to Ei
12 Ei trains C on Di and sends back the trained C to

Gs.
13 Gs, wait for n Ei to send back their locally trained

C .
14 if weights received form n Ei then
15 F (w) =

∑n
k=1

nk
nt
wkr+1

16 Gs send F (w) to Ei
17 Ei set F (w) as weight of C and makes predictions
18 Repeat with continuously emerging data.

The global serverGs (Aggregation Server) creates an au-
toencoder AE with predefined hyper-parameters. It should
be noted that we use Keras auto-tuner to get the best possible
hyper-parameters. Keras auto-tuner empirically tries to find
the best possible hyper-parameters. After creating the AE,
Gs waits for the clients’ request. When clients request Gs, it
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Figure 5: Overview of the proposed XAI module in our framework

sends the AE to the client. It is worth noting that, each global
round is divided into two tiers, for the first tier Gs sends the
AE and for the second tier Gs sends the classifier C . Hence
while requesting, each clients mentions the tier as well. On
receiving the autoencoder, client Ei trains the autoencoder
on its local data Di. When the training is completed the
client sends back the trained weights of the autoencoder to
the global server. The server waits for a fixed number n of
clients to send the weights of their locally trained AE. Here,
n can be decided bymutual consensus among administrators.
When the desired number clients send their weights and are
received by Gs, it aggregates the weights of all the clients
by using the formula for aggregation given by Eq. (8) from

[52].

F (w) =
n
∑

k=1

nk
nt
wkr+1, where Fk(w) =

1
nk

∑

i∈Pk

fi(w)). (8)

Here, F (w) are the aggregated weights, nt is number of data
samples of all participants and nk is the number of samples
of kth participant. For a machine learning problem, typically
fi(w) = (xi, yi;w), that is, the loss of the prediction on ex-
ample xi, yi made with model parameters w. There are n
clients over which the data is partitioned, with Pk the set of
indexes of data points on client k, n is total number of par-
ticipants in each round and r is the global round number.

After aggregation, Gs creates a new CNN-based classi-
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fier C for classification. Here, again we use the Keras auto-
tuner for best hyper-parameters for the newly createdC . Fur-
thermore, we use the encoder part of the autoencoder for
transfer learning. We transfer the weights of updated and
aggregated encoder part of AE to C and set the transfered
layers to static. After this, Gs sends C to each client Ei.
Upon receiving C , each Ei trains the classifier using its lo-
cal data and sends it back to Gs. Gs collects the weight of
n clients and aggregates them using Eq. (8). After aggrega-
tion, it sends the aggregated weights back to eachEi. Clients
set the aggregated weights as new weights of their local C ,
which can be further used for predictions. During predic-
tions the XAI module taps the gradients and outputs the vi-
sual explanation.

4. Experimental Results
4.1. Dataset

For experimental purpose we used the widely used MIT-
BIH Arrhythmia Database [23] as our baseline dataset. This
database contains 48 half-hour excerpts of two-channel am-
bulatory ECG recordings, obtained from 47 subjects studied
by the BIH Arrhythmia Laboratory between 1975 and 1979.
The dataset includes 109,446 samples. Twenty-three record-
ings were chosen at random from a set of 4,000 24-hour
ambulatory ECG recordings collected from a mixed popu-
lation of inpatients (about 60%) and outpatients (about 40%)
at Boston’s Beth Israel Hospital; the remaining 25 record-
ings were selected from the same set to include less com-
mon but clinically significant arrhythmias that would not be
well-represented in a small random sample. In our experi-
ment, we have used ECG lead II re-sampled to the sampling
frequency of 125Hz as the input. It should be noted that this
dataset has unbalanced classes. Figure 6 shows the distri-
bution of the original dataset. This highly unbalanced data
can cause problems like overfitting. Hence to balance the
classes we used upsampling. The resulting data distribution
after upsampling is shown in Figure 7. Furthermore, this
dataset is highly preprocessed, but in real-world scenarios
the EEG data collected is always noisy. Hence, to simulate
more realistic data we introduced 10-30% noise into the orig-
inal dataset and trained the proposed framework on the noisy
version of the dataset, too. A comparison of the original
(clean) and noisy datasets is shown in Figure 8.

4.2. Implementation Details
Both the autoencoder and the classifier were trained lo-

cally only on three local Raspberry Pi devices (Pi 3 Model
B+ with 1.4GHz, 64-bit quad-core ArmV8 CPU and 1GB
LPDDR2 SDRAM), denoted by Edge1, Edge2 and Edge3.
Furthermore, aworkstationwith an Intel core i-6700HQCPU
and 32 GB RAMwas used as the global serverGs. It should
be noted that FedHealth [46] initially trained their model
at Gs, which may cause security risks in case of a mali-
cious global server. If the models (AE and C) are trained
initially on Gs this may cause biased training. Hence, to
avoid such risks, we performed only aggregation at the Gs.

Figure 6: The distribution of the origional dataset

Figure 7: The distribution of the upsampled (re-balanced)
dataset

Furthermore, AE adopted a convolution size of 3. It uses
a Root Mean Square Propagation (RMSProp) as the opti-
mizer. Each Ei device uses 80% of data for training and
20% of data for evaluation. We distributed the dataset ran-
domly at each edge device and introduced random noise. In
this case, the data in Edge1 contains 20% random noise, the
data in Edge2 contains 30% random noise,the data in Edge3
contains 10% random noise. Furthermore, each edge used
a fixed batch size of 100, and was trained for 50 training
epochs. Moreover, each edge used an evolving learning rate,
given by Eq. (2).

The classifier C used a batch size of 100. The learning
rate was set to 0.001 with 150 training epochs. Accuracy
of each of the locally trained C was calculated by using the
following equation:

Aicc =
|x ∶ x ∈ Di ∧ y

′ (x) = y(x)|
|x ∶ x ∈ Di|

. (9)

Ali Raza et al.: Preprint submitted to Elsevier Page 9 of 15



Designing ECG Monitoring Healthcare System with Federated Transfer Learning and Explainable AI

Non-noisy ECG signal 

Noisy ECG signal 

10% noise 20% noise 30% noise

Figure 8: Comparison of the original and the noisy version of the dataset

5. Performance Analysis of the Proposed
Method

5.1. Reconstruction of Autoencoder
We introduced noise in to the dataset and used the noisy

sample as the input in the autoencoder and the cleaned sam-
ples as labels. The performance of the autoencoder wasmea-
sured using reconstruction mean absolute error (MAE). Re-
construction MAE for each locally trained AE in each of
Edge1, Edge2, Edge3 and aggregatedAE is given in Figure 9.
It can be seen that reconstructionMAE of the aggregated au-
toencoder is nearly 0, which means that our autoencoder re-
constructed the original signal verywell. Moreover, it can be
seen that reconstructionMAE aggregation AE is less than or
nearly equal to reconstruction MAE of each locally trained
AE.

5.2. Classification Performance
Classification performance was measured using the four

standard metrics found in the literature [53]: classification
accuracy, precision, recall and F1-score. While accuracy
measures the overall system performance over all classes in
the dataset, the other metrics are specific to each class, and
they measure the ability of the classification algorithm to
distinguish certain events. Accuracy, precision, recall and
F1-score performance for each locally trained C in each of
Edge1, Edge2, Edge3 and aggregatedC is given in Figure 10.
It should be noted that the results shown in Figure 10 are
computed using the noisy data which we prepared earlier.
We also tested the proposed classifier using the original (clean)

data. With this data it provided 98 ± 0.99% accuracy. Other
metrics, such as precision, recall and F1-scare, as shown in
Figure 11. However, for real-time use we expect the data to
be noisy, which is why we proceeded with the noisy data.

5.3. Explainability Using XAI Module
In order to achieve the explainability of the XAI module,

it is important to understand the ECG signal [54]. Gener-
ally, the amplitude and width of the p-wave, QRS complex
and the T-wave are important features of an ECG graph, as
shown in Figure 12. These regions play a vital role in ECG
analysis [55]. The XAI module in the proposed framework
shows that the proposed classifier looks at these critical fea-
tures of the input sample. The outputs of the XAI module
for different ECG samples are shown in Figure 13. These
results can be used to help clinical practitioners to diagnose
the underlying health issues. However, we strongly advise
that these results should not be used for any medical consul-
tation without prior discussion with a clinical professional.
In other words, heatMaps should be cross-checked with the
a prior expert knowledge of clinicians.

5.4. Comparison With Other State-of-the-Art
Methods

We compared our proposed framework with three state-
of-the-art methods reported in 2020 [46, 35, 34]. It should be
noted that other methods used the baseline MITBIH dataset
(without noise), with which better accuracy results can be
achieved. Contrastingly, we introduced (10%-30%) noise
into the data to make it more realistic. Table 2 shows the
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Figure 9: Reconstruction MAE

Table 2
Comparison with the state-of-the-art work

Scheme XAI Raw Input Privacy Realistic Accuracy
[46] 7 7 3 7 99%
[35] 7 7 7 7 86.5%
[34] 7 7 7 7 93.19%

Proposed 3 3 3 3 94%/98.9%

comparison between our proposedmethod and the three other
methods. As can be seen, our proposedmethod outperformed
the methods in [35, 34]. While its accuracy is lower than the
method reported in [46], our proposed method provides ex-
plainability as an additional feature. Moreover, the proposed
method provides data privacy to the users via the federated
setting, which is not the case for other methods. Further-
more, the proposed method can denoise raw signals without
any preprocessing, followed by classification and explain-
ability.

6. Conclusion
In this paper, we propose a privacy-preserving, effec-

tive, efficient and explainable AI-based framework to ad-
dress the limitations of deep learning applications for EEG
signal classification. We propose a CNN-based autoencoder
in a federated architecture to train a generalized denoising
autoencoder while providing data privacy. Moreover, we

propose a CNN-based classifier trained using transfer learn-
ing, local training and global aggregation to provide a very
good classification accuracy (94% and 98% for noisy and
clean data, respectively), compared to three selected state-
of-the-art methods reported in 2020. Furthermore, we ex-
tended the usability of our framework by providing an ex-
plainable module on top of the classifier, which can be used
to explain classification results. This makes the proposed
framework a unique solution for real-world healthcare ap-
plications where ECG signal classification is an important
task.

Acknowledgment
This research work was supported by the I-SITE Univer-

sité Lille Nord-Europe 2021 of France under grant No. I-
COTKEN-20-001-TRAN-RAZA.

References
[1] M. Marjani, F. Nasaruddin, A. Gani, A. Karim, I. A. T. Hashem,

A. Siddiqa, I. Yaqoob, Big iot data analytics: architecture, opportuni-
ties, and open research challenges, ieee access 5 (2017) 5247–5261.
doi:10.1109/ACCESS.2017.2689040.

[2] D. Mourtzis, E. Vlachou, N. Milas, Industrial big data as a result of
iot adoption in manufacturing, Procedia cirp 55 (2016) 290–295. doi:
10.1016/j.procir.2016.07.038.

[3] M. Mohammadi, A. Al-Fuqaha, S. Sorour, M. Guizani, Deep learn-
ing for iot big data and streaming analytics: A survey, IEEE Com-

Ali Raza et al.: Preprint submitted to Elsevier Page 11 of 15

https://doi.org/10.1109/ACCESS.2017.2689040
https://doi.org/10.1016/j.procir.2016.07.038
https://doi.org/10.1016/j.procir.2016.07.038


Designing ECG Monitoring Healthcare System with Federated Transfer Learning and Explainable AI

Edge 1 Edge 2

Edge 3 Aggregation Server

Figure 10: The classification performance of the proposed framework, with the noisy
version of the dataset

munications Surveys & Tutorials 20 (4) (2018) 2923–2960. doi:

10.1109/COMST.2018.2844341.
[4] J. W. Shavlik, T. Dietterich, T. G. Dietterich, Readings in machine

learning, Morgan Kaufmann, 1990.
[5] A. Esteva, A. Robicquet, B. Ramsundar, V. Kuleshov, M. DePristo,

K. Chou, C. Cui, G. Corrado, S. Thrun, J. Dean, A guide to deep
learning in healthcare, Nature medicine 25 (1) (2019) 24–29. doi:

10.1038/s41591-018-0316-z.
URL https://doi.org/10.1038/s41591-018-0316-z

[6] A. M. Ozbayoglu, M. U. Gudelek, O. B. Sezer, Deep learning for
financial applications: A survey, Applied Soft Computing (2020)
106384doi:10.1016/j.asoc.2020.106384.
URL https://doi.org/10.1016/j.asoc.2020.106384

[7] J. Wang, Y. Ma, L. Zhang, R. X. Gao, D. Wu, Deep learning for smart
manufacturing: Methods and applications, Journal of Manufacturing
Systems 48 (2018) 144–156. doi:10.1016/j.jmsy.2018.01.003.
URL https://doi.org/10.1016/j.jmsy.2018.01.003

[8] A. Kamilaris, F. X. Prenafeta-Boldú, Deep learning in agriculture: A
survey, Computers and electronics in agriculture 147 (2018) 70–90.
doi:10.1016/j.compag.2018.02.016.
URL https://doi.org/10.1016/j.compag.2018.02.016

[9] M. Z. Hossain, F. Sohel, M. F. Shiratuddin, H. Laga, A comprehen-
sive survey of deep learning for image captioning, ACM Computing
Surveys (CsUR) 51 (6) (2019) 1–36. doi:10.1145/3295748.
URL https://doi.org/10.1145/3295748

[10] T. Georgiou, Y. Liu, W. Chen, M. Lew, A survey of traditional and
deep learning-based feature descriptors for high dimensional data in
computer vision, International Journal ofMultimedia Information Re-
trieval 9 (3) (2020) 135–170. doi:10.1007/s13735-019-00183-w.

URL https://doi.org/10.1007/s13735-019-00183-w

[11] R.Miotto, F.Wang, S.Wang, X. Jiang, J. T. Dudley, Deep learning for
healthcare: review, opportunities and challenges, Briefings in bioin-
formatics 19 (6) (2018) 1236–1246. doi:10.1093/bib/bbx044.

[12] V. Kumar, M. Garg, Deep learning in predictive analytics: A survey,
in: 2017 International Conference on Emerging Trends in Computing
and Communication Technologies (ICETCCT), IEEE, 2017, pp. 1–6.
doi:10.1109/ICETCCT.2017.8280331.

[13] Z. Ji, Z. C. Lipton, C. Elkan, Differential privacy and machine learn-
ing: a survey and review (2014).

[14] L. Van Zoonen, Privacy concerns in smart cities, Government Infor-
mation Quarterly 33 (3) (2016) 472–480. doi:10.1016/j.giq.2016.06.
004.
URL https://doi.org/10.1016/j.giq.2016.06.004
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Figure 11: The classification performance of the proposed framework, with the original
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