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The role of privacy cynicism in consumer habits with voice 

assistants: A Technology Acceptance Model perspective 

This study aims to understand the drivers behind the usage habits of voice 

assistants (VAs). To do so, we extend the Technology Acceptance Model in 

conjunction with the concept of privacy cynicism, a cognitive process that 

remains understudied in the academic literature. The model is validated using 

PLS analysis through Smart-PLS. Data gathered via MTurk includes 265 actual 

VAs users. It is observed that ease of use and perceived usefulness have a positive 

impact on attitude towards the usage of VAs, while privacy cynicism has a 

negative impact. Moreover, it is found that privacy cynicism has a positive impact 

on trust based on the usage of VAs. Interestingly, attitudes towards the usage of 

VAs does not fully explain the consumers’ VA usage habits. 

Keywords: Voice Assistants (VAs), Technology Acceptance Model (TAM), 

privacy cynicism, Artificial Intelligence (AI), consumer habits. 
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Introduction 

The use of artificial intelligence (AI) in smart devices continues to increase as the 

technology and the tasks that AI can perform improve (Lopatovska et al., 2019; Saad 

et al. 2017; Yang & Lee, 2019). One of the applications of AI in consumer products is 

voice assistants (VAs) which allow users to interact with AI-enabled machines in a 

more natural way through voice commands or in a more traditional way through taps 

and clicks. VAs enable cognitive engagement interactions among users and machines 

(Davenport & Ronanki, 2018). These interactions with VAs increasingly resemble 

human-to-human exchanges thanks to technology (e.g. natural language processing 

(NLP)) that facilitates both voice (e.g. Alexa, Google Assistant) or handheld 

interactions (e.g. smartphones and tablets). As a result of those interactions, VAs can 

perform different useful tasks, including setting up alarms, calling someone, reminding 

the user about certain activities, or even searching for information and making 

purchases on the user’s behalf. 

VAs provide benefits for both consumers and companies as this technology 

satisfies their demands by providing high personalization (Brill et al., 2019). As a 

consequence of these benefits, a positive attitude towards VAs might emerge 

(Moriuchi, 2019). On the other hand, VAs are a source of privacy concerns for some 

individuals (PWC, 2018; Ghosh & Eastin, 2020). Since VAs must listen to their 

environment to hear the commands needed to perform their tasks, research has found 

that some negative attitudes towards the VA can also emerge among users because of 

privacy concerns (Easwara Moorthy & Vu, 2015).  

Privacy concerns have lately been examined in the field of VAs (e.g. 

Kowalczuk, 2018; Pitardi & Marriott, 2021; Vimalkumar et al., 2021). However, there 

still exist unanswered questions regarding users' privacy concerns. How users might 

deal with these privacy concerns is one of those questions. In the existing literature, to 

tackle those concerns, the idea of privacy cynicism as a complementary explanation for 

the “privacy paradox” has been conceptualized. That is, instead of constantly trying to 

gain control of their privacy, users have been developing other coping mechanisms, 

like privacy cynicism, to enable them to interact with technologies. This is because 

users do not want to quit using VAs in their daily lives because of the many advantages 

they bring, such as information sharing and gathering, and so on. Hence, gaining a 

deeper understanding of privacy cynicism is more important than past in the domain of 

new technology. 

Despite the importance of gaining this knowledge, evidence of the different 

implications of privacy cynicism on the adoption of new technology remains 

understudied. There are only a few studies examining privacy cynicism empirically 

(e.g. Choi et al., 2018; Hoffmann et al., 2016; Lutz et al., 2020). Based on this, we aim 

to provide empirical evidence of the implications of privacy cynicism in the formation 

of habits in VA use through the study of attitudes towards as well as trust in such 

devices. This study also responds to scholars’ above-mentioned call for further 

empirical research on privacy cynicism. 

Therefore, our study aims to reduce this gap in the literature by examining 

how positive and negative factors simultaneously affect attitudes towards and trust in 

VAs and how these turn into habits when using this technology. Based on this, the 

guiding research question of the present research is:  What are the factors affecting 

attitude-habit formation in VAs ? Which is the role of users' trust in this relationship? 

To achieve this, we first use the Technology Acceptance Model (TAM) (Davis, 1989). 

This model helps to clarify the process of acceptance and usage of VAs by users. 

Secondly, we extend the TAM in conjunction with the concept of privacy cynicism, a 
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cognitive process that is increasingly prevalent among consumers’ use of technology 

(Lutz et al. 2020) but that remains understudied in the academic literature. 

Consequently, this study endeavors to measure the drivers behind the habits of using 

VAs by utilizing perceived usefulness, perceived ease of use, the increasing sense of 

privacy cynicism and trust. 

Literature review 

VAs enabled with artificial intelligence (AI) aim to facilitate users’ daily private and 

work lives. This technology responds to users' general questions, sends a message or 

email, makes a quick call, searches for information, sets alarms, broadcasts music or 

news, and monitors networked devices (Lopatovska et al., 2019; Yang & Lee, 2018). 

In addition to these advantages, Smith (2020) has stated that consumers are using VAs 

to order products online. Brill et al. (2019) have highlighted that VAs provide 

individual task management functions (e.g. calendars) and advanced capabilities (e.g. 

home automation). Additionally, through advanced features in VAs, an individual can 

monitor their health issues and take action accordingly (Sezgin et al., 2020). Moreover, 

VAs are expected to integrate further with other applications such as controlling PayPal 

balances or arranging an Uber ride (Smith, 2020). 

Accordingly, businesses and companies are using VAs as a standalone system 

or they have combined them with other enterprise platforms such as chatbots (Moar, 

2019). These companies are endeavoring to benefit from what VAs can offer them as a 

way of engaging with consumers and reaching them as much as possible (Platz, 2017). 

Colson (2018) states that AI-based applications are useful to track companies’ projects 

as well as to support the use of data experts. In the context of VAs, consumers acquire 

more information about their preferences, interactions, and intentions towards the 

brands (Smith, 2020). In addition to the development of searching and purchasing 

practices (e.g. Tassiello et al., 2021), AI-based technologies have been used for building 

loyalty with consumers (e.g. Moriuchi, 2019), leading to brand effect and consumers' 

trust in VA (e.g. Poushneh, 2021; Pitardi & Marriott, 2021), and creating brand 

engagement (e.g. McLean et al., 2021).  

Although VAs provide benefits to their users, continued advances in technology 

can pose a threat to the privacy of individuals (Alepis & Patsakis, 2017). The growing 

proliferation of voice-activated technologies has resulted in privacy concerns (Pfeifle, 

2018). In particular, users are worried about giving information regarding private and 

financial details to a voice-powered computer (Wharton, 2018). The reason why is that, 

by their very nature, these devices need to listen to their users at all times (Aeschlimann 

et al. 2020; Hoy, 2018). Hoy (2018) states that this creates a problem with privacy, 

which is a big problem for VA users. Those using VAs prefer not to utilize voice input 

in public spaces owing to the risks of privacy violation (Easwara Moorthy & Vu, 2015). 

Consequently, due to those difficulties with using VAs, there is ongoing research into 

enhancing both voice recognition and security features such as privacy and data 

protection related to VA services (Reynolds, 2017).  

Whereas users are using VAs more and more despite the risks of privacy 

infringements, there are still a limited number of studies revealing the factors affecting 

attitudes towards VAs and their behavioural or post-adoption intention (e.g. Ashfaq et 

al., 2020; Kowalczuk, 2018; Moriuchi, 2019; Pal et al., 2020). For example, Ashfaq et 

al. (2020) studied how perceived coolness affects attitudes and continuance usage 

intention through functional, hedonic, economic, and social values in the context of 

smart speakers. They found that social value alone did not explain attitude towards 

usage VAs, while except this relationship between social value and attitude, other 
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relationships were found to be significant. From a similar perspective, McLean and 

Osei-Frimpong (2019) have revealed the motivations to use VAs. They reported that 

whereas the social, utilitarian, and symbolic benefits motivate the usage of VAs, the 

hedonic benefits do not affect usage of VAs. They also found that privacy risks have a 

negative impact on the usage of VAs. From another perspective, Pal et al. (2020) found 

that usefulness, ease of use, compatibility, and perceived complementarity have a 

significant impact on purchase intention. On the other hand, Kowalczuk (2018) has 

found perceived ease of use does not have a significant impact on behavioural intention 

or perceived usefulness. He additionally found that whereas enjoyment has a positive 

impact on behavioural intention, risk has a negative impact. 

In more recent study, Pitardi and Marriott (2021) have found that whereas 

perceived usefulness has a positive impact on attitude, it has a non-significant 

relationship with trust. On the other hand, perceived ease of use has a positive impact 

on both attitude and trust. They also found that while privacy does have a negative 

impact on attitude, the relationship between privacy and trust is non-significant. 

Furthermore, McLean et al. (2021) found that social presence, perceived intelligence, 

and social attraction have a positive influence on consumer brand engagement through 

VAs. They found that the relationship between hedonic values and consumer brand 

engagement is non-significant. Lastly, they also stated that trust has a negative impact 

on consumer brand engagement. In another recent study, Poushneh (2021) investigated 

how autonomous agents with social interactions affect consumers' trust based on VAs 

and brand effect. In short, recent research shows that trust has become a more apparent 

influence in users' decisions related to the usage of VAs (i.e. Ghosh& Eastin, 2020). 

Notwithstanding these results, much of the previous work is on users' 

behavioural intentions, many fewer studies have examined users' attitudes, and there is 

no study revealing the factors affecting the habit of using VAs. Whereas, VAs – 

considered one of the habit-forming technologies – are becoming an integral part of 

users' daily lives and habits (Celi, 2020). Hence, understanding habit-forming 

determinants is important. With this in mind, the current study aims to fill the gap by 

revealing factors that create habits of using VAs for real users in order to develop the 

growing literature on VAs. Another purpose of this study is to delve into how trust 

affects the process of creating a habit of using VAs. By also considering the related 

privacy issues, we provide a novel perspective by integrating privacy cynicism with 

trust and the constructs of the TAM (i.e. perceived usefulness, ease of use, and attitude).  

 

Theoretical framework  

Technology Acceptance Model  

 

The TAM was developed by Davis (1989) and is the most widely applied model of 

users' acceptance and usage of technology (Venkatesh, 2000). Davis (1989) provided 

the TAM to clarify the reasons why people approve or disapprove of using technology 

by investigating the determinants of technology acceptance from the consumer's 

perspective. However, when it was clear that the TAM was no longer sufficient in 

understanding users' acceptance, Venkatesh et al. (2003) introduced the Unified Theory 

of Acceptance and Use of Technology (UTAUT). With the growth of consumer 

technologies (Tamilmani et al., 2021), the UTAUT required further development, 
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which they achieved by adding novel behaviour-based determinants (i.e. habit or 

hedonic factors), which they called UTAUT2 (Venkatesh et al., 2012). 

The TAM assumes a mediating role of perceived ease of use (PEOU) and 

perceived usefulness (PU), which plays a critical role in predicting users’ acceptance 

of the system. Davis (1989) explains PEOU as “the degree to which a person believes 

that using a particular system would be free of effort” and PU as “the degree to which 

a person believes that using a particular system would enhance his or her job 

performance” (p.230). The TAM has been further extended to TAM2, which considers 

PEOU and behavioural intention (BI) based on the social influences and psychological 

processes (Venkatesh & Davis, 2000).  

A dominant category of the factors influencing the adoption and use of VAs 

relates to usage. These factors encompass how VA technology is deployed and the end 

users’ evaluations of how the technology performs in a specific usage context. Most of 

these factors are based on the TAM and its derivatives (Davis, 1989; Venkatesh & Bala, 

2008; Venkatesh & Davis, 2000; Venkatesh et al., 2012; Venkatesh et al., 2003) with 

PEOU and PU identified in most studies as significant drivers of intention to adopt and 

use intelligent conversational agents (Rietz et al., 2019; Yang & Lee, 2018; Terzis et 

al., 2012). Thus, the TAM has emerged as a prominent framework to clarify consumers' 

intentions towards utilizing novel technological devices and is acknowledged as one of 

the most prominent theories in the field of information, technology, and innovation 

system adoption (Bailey at al., 2017; Cheung et al., 2019; Chuah et al., 2016; Legris et 

al., 2003; Wu & Chen, 2017). 

This study selects the TAM as the base model because it is one of the most 

robust frameworks with which to adopt the new technology and it offers a platform for 

a better comprehension of users’ acceptance of new technology devices (Al-Momani et 

al., 2019; Walter & Abendroth, 2020). It is also acknowledged that different empirical 

research has recently used the TAM to emphasize users’ behavioural intentions in 

diverse settings such as sports wearable technology (e.g. Kim & Chiu, 2019), healthcare 

technology (e.g. Cheung et al., 2019), ubiquitous media systems (e.g. Dadvari & Do, 

2019), food service industry (e.g. Kang & Namkung, 2019), mobile payment (e.g. 

Bailey et al., 2017), augmented reality apps (e.g. McLean & Wilson, 2019), Internet-

of-Things (e.g. de Boer et al., 2019). More specifically, the TAM has been used to 

explained behaviour in the use of other technologies. For example, Chen and Tan 

(2004) found that the PU has a significant effect on perceived friendliness (user) in 

virtual store acceptance. Along the same lines, Hassanein and Head (2007) emphasized 

the direct relation between high PEOU and high perceived friendliness (user) in the 

context of online shopping. However, VAs are a more advanced type of technology, 

the context of which differs from other situations in which the TAM has been tested; 

VAs use machine learning technology and voice recognition through natural language 

processing to continuously improve the outcomes that they produce (Kepuska & 

Bohouta, 2018), hence the drivers of adoption as suggested by the TAM are expected 

to improve over time of usage, as the technology adapts to the user.  
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Furthermore, a growing number of researchers have recognized that as AI-

enabled technology relies on more users’ information to operate, the intention to use 

technology cannot only be measured by using the TAM on its own, and they have 

started to examine how privacy and privacy concerns affect the use of technology 

devices (e.g. Fortes & Rita, 2016; Lin & Kim, 2016; Ofori et al., 2016; Oh et al., 2019; 

Ratten, 2015; Walter & Abendroth, 2020). For instance, while Lin and Kim (2016) 

found that privacy concerns predict perceived usefulness, attitudes, and purchase 

intentions in the context of sponsored ads, Fortes and Rita (2016) have only found a 

partial mediation relationship between privacy concerns and attitudes in the context of 

online purchasing. The findings suggest that the response that consumers will have 

towards the technology will be context dependent, which further justifies the need to 

consider the technology itself when examining the likelihood of adoption and habit 

formation. Considering these findings, the TAM may help to not only understand 

behavioural intentions, but also the habit formation process. 
 However, despite the importance of the dyadic relationship between the TAM 

and privacy, the interaction that exists between privacy concerns and intention to use 

technology remains inconclusive, suggesting that this remains an understudied area. 

Hence, this study aims to understand the habits of using VAs by using TAM as an 

enabling theory from which the role of privacy cynicism and trust can be empirically 

tested. Moreover, Sepasgozar et al. (2019) posit that the TAM has improved in response 

to recent technological improvements and the possible acceptance of new technologies. 

Based on this, the TAM is one of the most appropriate theories with which to 

understand the context of VAs. 

 

Conceptual model and hypotheses development 

 

VAs rely on habit forming in people’s daily lives to improve the accuracy of their 

interactions via machine learning (Cuomo et al., 2021), thus sharing and receiving 

information is crucial. Therefore, we only examined the attitude scale based on 

utilitarian/information perspective. From this perspective, since users can face privacy 

issues while benefitting from VAs, we added a privacy cynicism and trust element to 

understand how to cope with privacy issues and how to store personal information, 

respectively. To do so, using the TAM as the base, we propose that the perceived 

usefulness and ease of use will impact on the attitudes towards VA, which will in turn 

also influence the habit of using this technology. Furthermore, we incorporate privacy 

cynicism as an antecedent of trust on VAs and of the attitudes that consumers develop 

towards these technologies. Figure 1 shows the conceptual model of VA use habits, 

which uses the TAM as the overarching theory in this context. The following section 

discusses the constructs in our conceptual model and the relationships hypothesized in 

this study. 

 

 

Perceived usefulness 

 

Perceived usefulness refers to the perception of consumers concerning whether 

technology is beneficial or not and is a belief regarding the behavioural intention 

(Davis, 1993). Moriuchi (2019) has stated that attitude or level of satisfaction which 

are laying on the psychological or social theories might be affected by perceived 

usefulness. The reason for this is that perceived usefulness is considered one of the 

primary requirements for technology acceptance (Burke, 1997). Perceived usefulness 
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is conceptually related to the utilitarian value which indicates customer value stemming 

from function-oriented features (Yang & Lee, 2018). Consistent with this view, further 

evidence shows how technology devices can enhance and simplify users' daily lives 

(Ofori et al., 2016). 

Previous studies support the view that the perceived usefulness is one of the 

components affecting the attitude towards technological devices and behavioural 

intention. For instance, Walter and Abendroth (2020) have examined perceived 

usefulness as a functional advantage in the forming of a positive attitude towards the 

'in-vehicle connected services. Furthermore, several studies have also investigated the 

effect of perceived usefulness on attitude and usage intentions in different contexts, 

such as smartphone usage intention (e.g. Park & Chen, 2007), adoption of mobile 

internet (e.g. Kim et al., 2007), and online shopping behaviour (e.g. Fortes & Rita, 

2016; Pavlou, 2003).  

With regard to VAs, perceived usefulness is described in this study as the extent 

to which a consumer believes that using the VA enhances their daily lives. Regarding 

VA studies, McLean and Osei-Frimpong (2019) have highlighted that users think that 

they are useful to complete a task. Hoy (2018) stated that the VAs provides useful 

guiding virtual tours for the management process in the library, gallery, and exhibit.  

He highlighted that VAs in those settings can easily handle complex tasks, coding, and 

issues among others. As a different example, Ashok et al. (2014) provides evidence of 

the usefulness and benefit of a voice-activated interface for websites for those who have 

vision impairment. It is also stated that some practical benefits can be motivating factors 

for using VAs (e.g. Coskun-Setirek & Mardikyan, 2017; Smith, 2020). Based on these 

arguments, we propose our first hypothesis:  

 

H1. Perceived usefulness has a positive impact on attitude towards VAs. 

 

Perceived ease of use (PEOU) 

 

PEOU refers to the amount of cognitive effort needed to obtain and use a novel 

technology and it aims to diminish this effort both physically and mentally (Davis, 

1989; Gefen et al., 2003). PEOU has been thought to be another primary construct for 

acceptance attitude towards any specific technology device usage (Agag & El-Masyr, 

2016). That is, in terms of ease of use, technological improvements such as mobile apps 

are required to be fast and simple. For instance, Golden and Krauskopf (2016) declared 

mobile apps should be fast and straightforward so that users can easily understand how 

to use them. 

Watterson et al. (2020) have thereby found that ease of use is a major point in 

the new innovative technology system. The reason for this is that the developments 

regarding perceived ease of use might contribute to enhancing the user's experience of 

the device performance (Lu et al., 2003). Fortes and Rita (2016) have also emphasized 

that ease of use is related to the extent to which a user is required to put effort into 

engaging with a particular technology. For instance, in different contexts, such as 

education, some studies (e.g. Eraslan Yalcin & Kutlu, 2019; Liu et al., 2010) 

demonstrate that students are more likely to utilize user-friendly technological systems. 

On the other hand, some previous studies show that behavioural intentions (e.g. usage 

or satisfaction) are not explained by the ease of use (e.g. Ofori et al., 2016; Oh et al., 

2019).  
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Even though Wu and Wang (2005) found evidence that ease of use is only 

meaningful for non-experienced users, new technologies such as VAs should be 

examined for ease of use. This is because it enables individuals to understand whether 

to continue to use or have a positive attitude towards any particular technology (Hamid 

et al., 2016). To achieve this, using AI-based services is suggested since they lead to an 

increase in perceived ease of use for users; for instance, in the use of eye-tracking 

software (Fountoukidou et al., 2018). On this basis, in order to better understand users’ 

views regarding VAs, we hypothesize: 

 

H2. Perceived ease of use has a positive impact on attitudes towards VAs. 

 

Privacy cynicism 

 

Cynicism represents negative feelings and attitudes towards any person or issue 

(Andersson, 1996; Choi et al., 2018). Cynicism, which mostly enhances unfulfilled 

expectations in any environment, occurs when the user faces difficulty, lack of hope, 

and disappointing situations (Choi et al., 2018) and has mostly been examined in the 

psychology and organizational literature, especially in the dyadic relationship to date 

(e.g. Anderson, 1996; Dean et al., 1998; Johnson & O'Leary‐ Kelly, 2003; Lutz et al., 

2020). These studies highlight that cynicism has a negative relationship with other 

constructs in the existing literature I that it represents negative feelings or issues. 

The literature also demonstrates that cynicism has a negative relationship with 

trust in different contexts (e.g. Boush et al., 1993; Pugh et al., 2003; Regoli, 1976; 

Turner & Valentine, 2001). Thompson et al. (1999) stated that difficulties and unmet 

expectations can lead to distrust. In a similar vein, since cynicism is also derived from 

unfulfilled and frustrated expectations (Choi et al., 2018), it can lead to distrust 

(Wrightsman, 1966). Moreover, it has been highlighted that mistrust is positively 

associated with privacy cynicism (Lutz et al., 2020). Hence, cynicism is accepted as a 

negative antecedent of trust. Similar to the construct of trust, Dean et al. (1998) have 

described cynicism, in organizational management literature, as the negative attitudes 

of employees towards their companies, work, and organization as a whole. It is also 

said that cynicism represents negative and skeptical attitudes towards an organization 

(Bateman et al., 1992). In another context, Chaouali et al. (2017) have found that 

cynicism has a negative impact on attitudes towards learning to use mobile banking.  

Cynicism has also been conceptualized as a novel and complementary 

explanation for the “privacy paradox” (Choi et al., 2018; Hoffmann et al., 2016). 

Hoffmann et al. (2016) have described privacy cynicism as “an attitude of uncertainty, 

powerlessness, and mistrust towards the handling of personal data by online services, 

rendering privacy protection behavior subjectively futile” (p.5). Privacy cynicism 

differs from the plain conceptualization of cynicism because the concept of privacy 

cynicism has been formed with users’ attitudes towards data protection and privacy 

issues (Hoffmann et al., 2016). Hence, privacy cynicism can be one of the most 

important constructs related to privacy data protection and could explain new 

relationships between privacy issues and innovative technologies. Particularly, when 

taken into consideration usage of VAs among users, they can continue to interact with 

their own VAs by showing cynical features towards privacy concerns instead of quitting 

use VAs completely. In other words, they can alternatively have a more positive 

feelings towards VAs by both showing more positive feelings and ignoring privacy 

concerns. 
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Privacy cynicism is a relatively new concept, its relationship with more 

established constructs related to technology use remains understudied. Hence, in order 

to understand better this construct, we investigated privacy cynicism's effect in one of 

the most innovative contexts. Considering the research on the existing literature, we 

propose that privacy cynicism has also a negative impact on trust and attitude towards 

using voice assistants. This study aims to fill in the gap by examining the relationship 

between privacy cynicism and trust and attitude in the context of VA, thus we 

hypothesize that: 

 

 

H3: Privacy cynicism has a negative impact on attitude towards VAs. 

H4: Privacy cynicism has a negative impact on trust. 

 

Habit 

 

Habit is defined as “learned sequences of acts that have become automatic responses to 

specific cues and are functional in obtaining certain goals or end states” (Verplanken 

& Aarts, 1999, p.104). More clearly, habit is the ability to obtain intuitive and 

continuous usage behaviours stemming from automatic learning (Chou et al., 2013; 

Limayem et al., 2007; Verplanken & Wood, 2006). As a consequence of repeated 

performance, when people internalize habits, they might not think, be aware of, or 

evaluate the reasons for their performed actions (Mittal, 1988; Ouellette & Wood, 

1998). In the context of VAs and other technologies that rely on machine learning, habit 

enables the formation of a symbiotic relationship between the user and the technology 

(Jaccuci et al., 2015). Hence, habit not only emerges as an explanation for daily routines 

(Yen & Wu, 2016), but also as an important factor that will determine the degree of 

engagement of users with this type of technology (Perez-Vega et al., 2021). Based on 

this, habit was preferred as an outcome variable in our model instead of more traditional 

constructs such as intention to adopt or usage.  

According to the UTAUT (Venkatesh et al., 2012), habit has been considered 

as an essential alternative mechanism to understand technology use. In the existing 

literature, habit is mostly studied as an independent or moderating construct to explain 

people's usage of products and services. Habit has been examined in different contexts; 

for example, Hsiao et al. (2016) found that habit has a full mediation role between 

perceived usefulness and continuance intention with regard to the use of mobile apps. 

Unlike the previous study, Yen and Wu (2016) and have found that habit is used as an 

independent variable examining the effects of it on perceived usefulness, perceived 

enjoyment, ease of use, and continuance intention in mobile financial services. 

Similarly, Liao et al. (2006) have illustrated that habit has a positive impact on 

perceived usefulness, continuance intention as well as trust. On the other hand, 

Amoroso and Lim (2017) have found that consumer satisfaction has a positive impact 

on habit, and habit has also a positive impact on continuance intention. Moreover, habit 

has mediated the relationship between consumer satisfaction and continuance intention 

when compared to consumer attitudes in mobile phone usage. As a moderator variable, 

habit has been used in Hsu et al.’s (2015) study to understand the effect on the 

antecedents of repeat purchase intention. Lastly, McCarthy et al. (2017) have examined 

habit as a dependent variable in healthy food consumption to explore factors that create 

a habit of eating healthy. 
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Habit is acknowledged as a learned and automatic behaviour with unconscious 

intention (Amoroso & Lim, 2017; De Guinea & Markus, 2009). They state that habit 

plays an active role in creating information system behavioural intention and usage. 

During this active role, habit lessens the mindful awareness with which acts are 

performed (James, 1890). For instance, Farivar et al. (2017) found that when people 

habituate utilizing social commerce websites, they would disregard or diminish 

attention to some significant factors such as trust and risk. This suggests that if the 

behaviour is habit-driven, people are not likely to think of the considerations that they 

were previously conscious of. However, since technology is progressing with much 

greater rapidity than academia (Jones, 2018), this can vary in some cases, especially, 

with the emergence of technology devices like VAs, where concerns about privacy have 

appeared. In such circumstances, habit creation can depend on other antecedents such 

as attitude and satisfaction (e.g. Amoroso & Lim, 2017) so that privacy issues do not 

prevent habit creation in using VAs. 

Trust is described as any person's willingness and belief to have confidence in 

another (Kumar, 1996). Trust is therefore one of the most powerful elements of 

overcoming uncertainty (Yang et al., 2019. When the latest technologies produce novel 

products or services, users initially are likely to feel uncertainty because of a lack of 

information. However, if users have a feeling of trust towards the product or service 

stemming from usage, positive word of mouth, or even previous brand experience, they 

may start to utilize this product or service by eliminating uncertainty. Hence, Clements 

and Bush (2011) have also stated that trust might be driver of the habitual usage in 

information system (IS) due to having privacy risks. 

As a result, habit can be created through trust. As suggested by Amoroso and 

Lim (2017), habit creation might result from positive feelings such as satisfaction. 

Based on this, habit can be a result of trust. The more trust users have towards using 

VAs, the stronger a habit will be formed in using VAs. Moreover, research also 

suggests that there plays a role of trust in the adaptation of intelligent personal assistants 

(Liao et al., 2019). Based on this, we propose that trust positively affects habit when 

using VAs: 

 

H5: Trust has a positive impact on the habit of using VAs. 

 

Along with trust, attitude is either people's positive or negative feelings toward any 

object overall. Attitude gives an opportunity to determine and evaluate people's ideas 

(Moriuchi, 2019). Accordingly, attitude is a significant factor affecting people's 

behavioural intentions (Ajzen, 1991). In the existing literature, it has been found that 

there is a positive relationship between attitude and behavioural intentions (e.g. Fortes 

& Rita, 2016; Walter & Abendroth, 2020). For this relationship, it has been highlighted 

that habit is a close and related construct to this relationship but has not received 

sufficient attention (Beatty & Kahle, 1988; Verplanken & Aarts, 1999; Triandis, 1980). 

They also highlighted that attitude is an important determinant to understand habit 

construct. However, despite of the importance of this relationship, the effect of attitude 

on habit has not sufficiently still been examined. In this study, attitudes towards using 

VAs represent users' information seeking unlike other attitude scales. We suppose that 

when the users are motivated to seek information, their positive attitudes towards using 

VAs, may turn into strong habit. Hence, we posit that: 

 

H6: Attitude towards VAs has a positive impact on the habit of using VAs. 
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Figure 1. Conceptual model 

 

 

Research methodology 

 

Sample and data collection 

 

Our sample includes Amazon Mechanical Turk (MTurk) respondents located in the 

USA. MTurk is a marketplace for a simple way to a different, on-demand workforce in 

exchange for payment. It is known as a beneficial source for data collection in social 

and behavioural sciences because of its affordability, accessibility, and simplicity for 

human intelligence. Hence, MTurk is extensively employed in consumer research 

(Goodman & Paolacci, 2017). Some reliability and validity issues through the use of 

MTurk in gathering data for research have appeared. But research analyses have 

demonstrated that data rendered by MTurk is as reliable as data gathered by other 

means. Moreover, prior research has shown that MTurk respondents had high-quality 

responses, outperforming respondents from other methods of data collection (e.g. 

Casler et al., 2013; Kees et al., 2017; Thomas & Clifford, 2017). Participation is 

completely voluntary and was free from any financial incentive. The selection criteria 
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for respondents in this study was that they had to (i) be 18 years old or above, and (ii) 

own and/or at least have had one or more experience of using VA devices. 

Data was gathered over a period of 7 days in June 2020. In total, 277 responses 

were gathered. After removing the respondents who did not succeed in attention-check 

questions, we were left with 265 responses that were valid and useful, that is, all 

questions were completed in the survey. The sample size is sufficient given the number 

of items covering in PLS modeling (e.g. Brill et al., 2019; Chin, 1998; Stocchi et al., 

2018). The sample included 46.8 % males and 53.2 % females, with the most answers 

coming from participants aged between 25 and 34 years (41.9 %), followed by 35–44-

year-olds (23.4%) and 18–24-year-olds (14.7%). The vast majority of our respondents 

(97%) are from the USA. According to Statista (2020), it is known that 117.7 million 

people used a digital VA at least once a month in the USA. Moreover, it is projected 

that in 2021, 122.7 million people will benefit from these VA devices in the USA 

(Statista, 2020). Hence, the sample of this study is consistent with the aim of the study. 

Additionally, respondents demonstrated that their usage of VAs was largely 

concentrated on the top three brands: Google Assistant (35.8%), Amazon’s Alexa 

(28.7%), and Apple’s Siri (27.9%). Unlike the majority, 3.4% of the respondents chose 

Cortana. Table 1 illustrates the sample profile of this study. 

 

 

Table 1. Sample profile (n= 265) 

 

  % N 

Gender  Female 53.2 124 

 Male 46.8 141 

 

Age 

 

18–24 

 

14.7 

 

39 

 25–34 41.9 111 

 35–44 23.4 62 

 45–54 

55–65 

9. 3 

7..6 

25 

20 

 More than 65  3.1 8 

 

Education Level 

 

High School 

 

31.3 

 

83 

 Bachelor 49.8 132 

 Masters  14.7 39 

 Ph.D.  1.9 5 

 Professional Degree 2.3 6 

 

Nationality 
 

 

 

Which VA  

do you use the most? 
  

 

American  

Other 

 

Siri 

Alexa 

Cortana 

Google Assistant 

Missing  

 

97.0 

3.0 

 

27.9 

28.7 

3.4 

35.8 

4.2 

 

257 

8 

 

74 

76 

9 

95 

11 
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Construct measures  

The study findings are based upon a cross-sectional survey study. All constructs were 

assessed using existing measures. The measurement items for each construct in the 

model were based on a five-point Likert-type scale requiring an answer ranging from 

strongly disagree (1) to strongly agree (5). All items were adapted from the current 

literature to enhance efficiency in terms of the validity and reliability of the 

measurement model. The scale used to measure privacy cynicism with five statements 

was adopted from the study by Choi et al. (2018). The five statements on perceived 

usefulness and ease of use were taken from the study by Ratten (2015). Attitude towards 

VAs was measured from five statements derived from Moriuchi et al.'s study (2019). 

The scale used to measure trust through three statements was adopted by Kim et al.'s 

(2019). The habit was measured by three statements adapted from Hsiao et al.'s study 

(2016).  

 

Data analysis 

 

Using the directions provided by Hair et al. (2017), PLS-SEM (SmartPLS 3.2.6) was 

chosen to evaluate the structural equation models and test the hypothesis over 265 

respondents (Wold, 1982). Since the measurements are taken on a Likert scale, data 

does not have a normal distribution. Based on these characteristics, since PLS does not 

need any normality assumptions and copes with non-normal distributions in a 

successful way (Ali et al., 2018), PLS-SEM was preferred. Following the directions, 

we used bootstrapping with 1,000 sub-samples to estimate the t-values to evaluate the 

level of significance for path coefficients.  

 

Results 

 

Measurement model evaluation 

 

The measurement model was tested to evaluate its internal consistency reliability, 

indicator reliability, convergent reliability, and discriminant reliability (Hair et al., 

2011). The results first demonstrate that the items loaded on their respective factor have 

coefficients between 0.765 and 0.934, which are greater than the recommended value 

of 0.7 (Sarstedt et al., 2014). However, one item from the ease of use and two items 

from privacy cynicism were deleted due to low loading. As a result, the internal 

consistency reliability was approved as the Cronbach’s alpha and the composite 

reliability scores for all the constructs were all greater than the suggested score of 0.70 

(Hair et al., 2017). While the Cronbach's alpha ranges between 0.833 and 0.879, 

composite reliability varies between 0.901 and 0.922. In addition to the internal 

consistency reliability, to successfully meet the criteria about a factor's convergent 

validity, we followed the guideline of Hair et al. (2011), which stated that the average 

variance extracted (AVE) should be greater than 0.5. The AVE for all constructs is 

higher than 0.675, hence illustrates the capturing of convergent validity for all six 

constructs. These findings are presented in Table 2. 
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Table 2. PLS factor loadings, validity and reliability for constructs 

 

 

 

 Constructs                Items 

 

Loadings 

 

Cronbach

's Alpha 

 

Rho_A 

 

Composite 

Reliability 

Average 

Variance 

Extracted 

(AVE) 

 

 

Perceived 

Usefulness 

(Ratten, 2015) 

 

Using a VA would enable me to 

accomplish more tasks more 

quickly. 

0.814  

 

 

0.879 

 

 

 

0.884 

 

 

 

0.912 

 

 

 

0.675 Using VAs increases my 

productivity. 

0.854 

Using VAs would make it easier 

to store information. 

0.765 

Overall, using VAs is 

advantageous. 

0.827 

Using VAs would improve my 

life. 

0.845 

 

Trust  

in 
using VAs (Kim 

et al., 2019) 

 

 

 

VA in a safe way such that 

information would be exchanged 

with others. 

0.882  

0.849 

 

0.859 

 

0.908 

 

0.767 

VA in a reliable way such that 

business transactions would be 

conducted. 

0.893 

VA would handle personal 

information in a competent 

fashion. 

0.853 

 

 

The Ease of Use 

(Ratten, 2015) 

 

   

 

 

0.861 

 

 

 

0.870 

 

 

 

0.905 

 

 

 

0.705 

Using VAs is easy to understand 

and clear. 

0.832 

I would find VAs easy to use. 0.856 

I would find it easy to use VAs 

for accessing information. 

0.881 

I would be easy for me to become 

skilful at using VAs.  

0.788 

 

 

 

Privacy 

Cynicism (Choi 

et al., 2018) 

 

I have become less interested in 

online privacy issues. 

0.896  

 

 

0.841 

 

 

 

0.855 

 

 

 

0.904 

 

 

 

0.758 
I have become less enthusiastic 

in protecting personal 

information provided to online 

vendors. 

0.886 

I doubt the significance of online 

privacy issues more often. 

0.828 

 

Habit of  

using VAs 
(Hsiao et al., 

2016) 

 

The use of VAs has become a 

habit for me. 

0.771  

0.833 

 

0.853 

 

0.901 

 

0.753 

I am addicted to using VAs. 0.890 

I must use VAs. 0.934 

 

 

Attitude  

towards  

using VAs 
(Moriuchi, 

2019) 

 

Using VAs for information 

seeking is useful. 

0.820  

 

 

 

0.849 

 

 

 

 

0.895 

 

 

 

 

0.922 

 

 

 

 

0.702 

Using VAs for information 

seeking is realistic. 

0.871 

Using VAs for information 

seeking is informative. 

0.843 

Using VAs for information 

seeking is specific 

0.803 

Using VAs for information 

seeking is logical. 

0.851 
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Next, we checked the model for discriminant validity. Discriminant validity 

refers to the “extent to which a construct truly distinct from other constructs by 

empirical standards” (Hair et al., 2013, p.104). Fornell and Larcker’s (1981) criterion 

was applied to examine the discriminant validity of the variables. As shown in Table 3, 

the square root of AVE of each construct in the matrix diagonal is larger than the 

relevant correlation (off-diagonal) in corresponding rows and columns, hence showing 

sufficient discriminant validity is performed. Another new way to evaluate discriminant 

validity is through the means of heterotrait-monotrait (HTMT) ratio of correlations 

(Henseler et al., 2015). HTMT criterion is more conservative and considered to be a 

more robust method of evaluating the discriminant validity (Jeon et al., 2019). Table 4 

demonstrates that all findings of HTMT values are under the recommended threshold 

of 0.85 (Kline, 2011), thereby indicating that discriminant validity is not an issue in the 

present study. 

 

Table 3. Discriminant validity – Fornell & Larcker 

 

  

Attitude  

 

Privacy 

Cynicism 

The 

Ease of 

Use 

 

Habit 

 

Trust 

 

Perceived 

Usefulness 

Attitude 0.838 

 

        

Privacy 

Cynicism 

-0.051 0.871     

The Ease  

of Use 

 0.694  -0.071 0.840       

Habit 

 

0.299 0.438 0.199   0.868   

Trust 

 

 0.515 0.335 0.404   0.643 0.876  

Perceived 

Usefulness 

 0.749 0.157 0.615   0.494 0.665 0.821 

  

 

Table 4. Discriminant validity – HTMT 

 

 Attitude  Privacy 

Cynicism 

The 

Ease of 

Use 

Habit Trust Perceived 

Usefulness 

Attitude          
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Privacy Cynicism 0.150      

The Ease of Use 0.786 0.090        

Habit 0.358 0.506 0.251      

Trust 0.592 0.388 0.477  0.758   

Perceived 

Usefulness 

0.839 0.180 0.698  0.594 0.775  

 

 

 

To analyse common method bias, we examined a full collinearity test for the 

latent constructs. Kock (2015) suggests that the inter-construct variance inflation 

factors (VIFs) should be less than 5. The results of VIF values demonstrates that the 

largest value is 3.3 and the lowest value is 1.5. Thus, common method bias is not an 

important matter in this study. 

 

Structural model evaluation 

 

In the PLS structural model, to assess the explanatory power of the model, the variance 

explained (R2) has been applied. The R2 values of 0.67 (attitude), of 0.41 (habit), and 

of 0.11 (trust) for the endogenous variables in our model are to be considered as 

moderate (Chin, 1998). In order to examine the model fit criterion, the standardized 

root mean square residual (SRMR) is utilized as recommended by Henseler et al. 

(2016). They have recommended that an SRMR value should not greater than 0.08. Our 

SRMR value is 0.07, which points out that our model fit criterion is sufficiently met. 

To test the significance of path coefficients, we ran bootstrapping using 265 

cases with 1,000 bootstrap resamples and confidence intervals at 95%. Hypothesis 1 

implies that ease of use has a positive impact on attitude. The size of the path coefficient 

is 0.344 and significant (p < 0.001), showing that H1 is supported. Hypothesis 2 tests 

the relationship between perceived usefulness and attitude, and the findings display 

perceived usefulness is explained by attitude, thereby H2 is supported (β = 0.555, p < 

0.001). Hypothesis 3 expects that privacy cynicism has a negative impact on attitude. 

This is also significantly explained, hence H3 is supported (β = -0.113, p < 0.05). 

Hypothesis 4 tests the relationship between privacy cynicism and trust, and the results 

illustrate that its path coefficient is 0.335 and significant (p < 0.001), however, unlike 

expected, H4 is rejected because we found a positive effect of privacy cynicism on trust.  

Hypothesis 5 states that trust has a positive effect on habit. The results support this 

hypothesis (β = 0.665, p < 0.001). On the other hand, Hypothesis 6 illustrates that there 

is no significant relationship between attitude and habit. Hence, H6 is not supported. 

The findings for each hypothesis are provided in Table 5. 
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Table 5. Structural model results 

 

 

Original 

Sample (O) 

Sample 

Mean 

(M) 

Standard 

Deviation 

(STDEV) 

 

T Statistics 

(|O/STDEV|) 

P 

Values 

H1: Perceived Usefulness -> 

Attitude 0.555 0.552 0.060 9.236 0.000* 

H2: Ease of Use -> Attitude 0.344 0.349 0.064 5.397 0.000* 

H3: Privacy Cynicism -> Attitude -0.113 -0.113 0.041 2.723 0.007** 

H4: Privacy Cynicism -> Trust  0.335 0.337 0.059 5.701 0.000* 

H5: Trust -> Habit 0.665 0.668 0.048 13.897 0.000* 

H6: Attitude towards using VAs -> 

Habit of using VAs  -0.043 -0.043 0.063 0.687 0.492 

  

      

 

 

Discussion 

 

Notwithstanding the attention given to VAs and their increasing adoption, along with 

their estimated future growth, there is scant academic research revealing what impacts 

people's attitudes towards VAs and the habit of using them. As stated by Yang and Lee 

(2018) since the VA services are still in the early stages of adoption market, there needs 

to be some understanding of the drivers behind the usage habits of VAs, which is what 

this study addresses. The theoretical model explained 41% of the variance usage habit 

of VAs and was found to be statistically significant.  

The first hypothesis proposed that perceived usefulness would be positively 

related to attitude towards the VA. The second hypothesis predicted that ease of use has 

a positive impact on attitudes towards VAs. These results are consistent with previous 

studies examining the effect of perceived usefulness and ease of use on attitude in 

different contexts also capturing privacy issues (e.g. Bailey et al., 2017; Dadvari & Do, 

2019; Fortes & Rita, 2016; Vijayasarathy, 2004I; Walter & Abendroth, 2020). These 

findings further confirmed the suggestion that perceived usefulness is a more effective 

determinant than ease of use for deciding consumers’ attitudes towards a certain 

technology (Kang & Namkung, 2019).  

Additionally, this is the first study to examine the effect of privacy cynicism on 

attitude and trust in order to cope with privacy issues. Specifically, the findings 

demonstrate that privacy cynicism has a negative impact on attitude, as expected. Since 

cynicism represents negative feelings, the more the users have more privacy cynicism, 

the less likely they have an attitude towards usage VAs. This finding is also in line with 

the organizational management literature which examines the negative relationship 

between cynicism and attitude. Choi et al. (2018) also conceptualized privacy cynicism 
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as a component of privacy fatigue, and they highlighted that privacy cynicism might 

result in negative behavioural intentions. Based on this, our finding is indirectly 

consistent with their study.  

However, contrary to our hypothesis, the results illustrate that privacy cynicism 

positively affects users’ trust in VAs; whereas the organizational management literature 

(e.g. Dean et al., 1998) stated that cynicism leads to distrust. Lutz et al. (2020) further 

state that mistrust is positively related to privacy cynicism for users in Germany. That 

is, as we hypothesized, they highlight that trust is negatively related to privacy 

cynicism. Our findings appear to contradict previous studies when applied in the 

context of VAs. Previous studies in the context of online transactions have already 

found a similar effect, where users develop expectations towards the transaction 

partners which lead to a more carefree reliance on the platforms used (Bhattacharjee, 

2002; McKnight et al., 2002). The evidence appears to suggest that this relationship is 

also present in this context, where privacy cynicism acts as a coping mechanism that 

allows consumers to ignore their privacy concerns, even if these concerns are present, 

so therefore privacy cynicism acts as an antecedent of higher levels of trust towards 

VAs. Yet, privacy cynicism leads to more unexpected outcomes than other privacy-

related constructs. Therefore, further research is needed to understand privacy cynicism 

in more depth. 

The fifth hypothesis predicted that trust is positively related to habit in using 

VAs. Trust is considered a crucial requirement for the creation and growth of online 

services (Hoffman et al., 2016). Previous studies have highlighted how trust should be 

examined in VA devices' acceptance and usage (e.g. Liao et al., 2019; Foehr & 

Germelmann, 2020). In particular, in daily life, many consumers report that they 

experience trust issues with their VAs (Francis, 2018). Therefore, trust might be 

considered a key driver of habit with VA usage. 

As a final hypothesis, our finding shows that there is no significant relationship 

between attitude towards using VAs and the habitual use of VAs. The reason for this is 

that even though users may not have a positive attitude towards using VAs from a 

utilitarian perspective, they can still use VAs to meet their other needs (i.e. listening to 

music). This finding is also in line with the study by Amoroso and Lim (2017) in a 

different context. They stated that the relationship between consumer attitudes and habit 

was not found to be significant for mobile apps. As they suggest, there might be 

unknown mediating constructs between attitude and habit to find a significant 

relationship. Law (2020) has stated that some scholars reported how attitude has a 

limited capacity to explore future behaviours. Hence, this finding might prove this 

situation; attitude should be more integrated with habit-related research models as 

suggested by Law et al. (2016). 

 

Theoretical implications 

 

This research provides a number of theoretical implications for a better understanding 

of consumers' habits in using VAs. First, this study extends the TAM (Davis, 1989) in 

conjunction with the concept of privacy cynicism in order to reveal the drivers behind 

the consumer usage habits of VAs. Even though the TAM has been examined in the 

privacy context in different settings (e.g. Bailey et al., 2017; Vijayasarathy, 2004; 

Walter & Abendroth, 2020), in the existing literature, the role that privacy cynicism has 

on attitudes and trust under this theoretical framework remains understudied. Thus, this 

study measures how privacy cynicism integrates with technology acceptance models 

while expanding the interaction that exists between those models and privacy-related 
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issues. As a consequence, our study provides a comprehensive framework to 

understand consumers' use of novel technological devices. Additionally, this study 

answers the call by Hoffmann et al. (2016) and Lutz et al. (2020) to empirically measure 

the consequences of privacy cynicism in technological contexts, yet there is a paucity 

of studies that support this proposition (e.g. Choi et al., 2018; Lutz et al., 2020). Hence, 

this research contributes to the understanding of privacy cynicism and its consequences 

in the context of new technology. Additionally, to the best of our knowledge, there is 

no existing study specifying trust and attitude as an antecedent to habit, despite the fact 

that for AI-enabled technology like VAs, habitual use is central to the refinement of the 

outcomes that the technology produces (Kepuska & Bohouta, 2018). Honkonen et al. 

(2005) remark that habits should be not neglected in consumer behaviours. Similarly, 

Ye and Potter (2011) have highlighted the necessity for further research to understand 

the role of habit in the domain of consumer behaviour. This study has also answered 

Oh et al.’s (2019) call for research into the potential factor of habit associating with 

innovative applications (e.g. location-based service app). From the other perspective, 

even though there are numerous studies pointing to trust as one of the inevitable 

components of success in the online environment (e.g. Alalwan et al., 2015; Casaló et 

al., 2011; Chiu et al., 2012; Koufaris & Hampton-Sosa, 2004), there are few studies 

examining the trust component in the context of VAs. This study has also contributed 

to the literature on VAs with respect to trust. 

 

Managerial implications  

 

This research presents empirical support for the drivers of habit with VA usage, thereby 

contributing significant contributions to practical marketing implications. First, if 

managers or companies are demanding to create a habit for users in the context of AI-

based VAs, this research proposes that they should give more importance to trust rather 

than cultivating a positive attitude towards VAs. Hence, they might need to take some 

precautions regarding users' data privacy issues to create a feeling of trustworthiness in 

the devices. Second, perceived usefulness and ease of use should be considered to foster 

users' positive attitudes towards VA usage. VA designers should improve ease of use 

rather than perceived usefulness to create positive attitudes towards VA usage. On this 

basis, VA companies should enhance the functionality of the devices to win more 

technology users in the future. Third, companies and managers should be aware of the 

possible effect of privacy cynicism, which might result in negative consequences such 

as shaping the negative attitude towards VAs in the future. Otherwise, they can also use 

privacy cynicism as a competitive advantage to cope with the privacy paradox for their 

own users. Hence, marketing managers need to recognize the concept of privacy 

cynicism among VA users in order to eliminate the negative effects.  

 

Limitations and future research directions 

 

Notwithstanding its contributions, this research is subject to several limitations, which 

provide scope for further research. First of all, a cross-sectional approach is used in this 

research, which means that the survey was collected at one time. This might lead to 

some problems in terms of generalizability and hence other kinds of studies such as 

longitudinal studies are suggested for further studies on the phenomenon. Second, while 

the sample size is acceptable, it should be increased in future studies. Third, due to the 

lack of studies on conceptualized privacy cynicism and the fact this study led to 
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unexpected outcomes to other privacy constructs, the concept of privacy cynicism 

should be investigated in more depth. We used TAM constructs to investigate VA users' 

habits, but other technology-related theories such as Expectation Confirmation Theory 

(ECT) or UTAUT and Diffusion of Innovation Theory (DIT) should be used to more 

fully understand VAs users' habits, attitudes or behavioural intentions. In our theoretical 

model, we only focused on the utilitarian perspective of VAs, and a more 

comprehensive study would also include scales that consider study would also include 

scales that consider hedonic use of VAs, hence future research should focus on the 

hedonic perspective of VAs. Additionally, privacy concerns can be added to this model 

for future research. This might enable us to understand how to build a relationship 

between privacy cynicism and privacy concern in VA usage. Along with these, we did 

not find a significant relationship between attitude towards VAs and habit of using VAs. 

Future research should investigate this relationship in deep by considering some 

mediation variables (e.g. satisfaction). Our study focused on VAs to examine user 

habits. In future research, other AI-based technologies such as autonomous payments 

and conversational chatbots should be taken into consideration. Moreover, research 

more needed to explore what drives habitual use of VAs or in different settings. 
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