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Abstract

The computational approach to image acquisition and analysis plays an important

role in medical imaging and optical coherence tomography (OCT). This thesis is

dedicated to the development and evaluation of algorithmic solutions for better

image acquisition and analysis with a focus on OCT retinal imaging.

For image acquisition, we first developed, implemented, and systematically evalu-

ated a compressive sensing approach for image/signal acquisition for single-pixel

camera architectures and an OCT system. Our evaluation outcome provides a

detailed insight into implementing compressive data acquisition of those imaging

systems. We further proposed a convolutional neural network model, LSHR-Net,

as the first deep-learning imaging solution for the single-pixel camera. This method

can achieve better accuracy, hardware-efficient image acquisition and reconstruc-

tion than the conventional compressive sensing algorithm.

Three image analysis methods were proposed to achieve retinal OCT image analysis

with high accuracy and robustness. We first proposed a framework for healthy

retinal layer segmentation. Our framework consists of several image processing

algorithms specifically aimed at segmenting a total of 12 thin retinal cell layers,

outperforming other segmentation methods. Furthermore, we proposed two deep-

learning-based models to segment retinal oedema lesions in OCT images, with

particular attention on processing small-scale datasets. The first model leverages

transfer learning to implement oedema segmentation and achieves better accuracy

than comparable methods. Based on the meta-learning concept, a second model

was designed to be a solution for general medical image segmentation. The results

of this work indicate that our model can be applied to retinal OCT images and

other small-scale medical image data, such as skin cancer, demonstrated in this

thesis.
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Chapter 1

Introduction

This thesis describes novel developments of computational methods for im-

age acquisition and analysis. The research focuses on two themes: computational

imaging and ophthalmic image processing and interpretation.

Computational imaging is a research field concerned with the generation of

images from indirectly sensed data. Computational imaging refers to any system

for which computation plays an integral role in the image formation process”1

and is hence based on the integration of photon sensing hardware with computer

algorithms. Conventional digital cameras utilise a 2D light-sensitive detector, typ-

ically comprising millions of photo-sites (pixels), that directly records an object

scene. Conversely, a computational imaging system indirectly records a light in-

tensity pattern, using a 2D, 1D or even single-pixel detector, which is then fed

into a computational step(s) to recover an image of the object scene. For example,

computational ghost imaging utilises a single photodiode to detect light intensity,

magnetic resonance imaging (MRI) uses a radio antenna to receive nuclei radio

waves. Computational imaging has enabled a wide range of novel imaging modal-

ities, especially in a clinical setting, that allow the non-invasive visualisation of

internal body structures that would not be possible through conventional camera

technology.

1Definition of computational imaging stated in the scope of the IEEE Transactions of Com-
putational Imaging

1
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A highly successful application of computational imaging is optical coherence

tomography (OCT) which has become the go-to imaging tool for ophthalmolo-

gists. Retinal OCT imaging is a technique that uses low-coherence light interfer-

ometry to visualise tissue underneath the retinal surface in the form of two and

three-dimensional images. The retina’s cross-sectional structure can be indirectly

captured by low-coherence light directed through the patient’s pupil and trans-

formed into a recognisable image using algorithms. This allows the clinician to

diagnose various retinopathy types by viewing the cell layers beneath the retinal

surface tissue. Such diseases are prevalent with the projected number of people

with age-related macular degeneration alone, affecting an estimated 196 million

people worldwide in 2020. OCT has revolutionalised patient diagnosis and at-

tracted about five-hundred million dollars investment in science research funding

raised from taxpayers globally between 2006 and 2016 [4].

The widespread availability of fast computing technologies, developments in

algorithms, and advanced sensing hardware have dramatically improved the effi-

ciency of computational imaging modalities. Huang’s law states that the perfor-

mance of GPU cards more than doubles every two years compared with Moore’s law

that predicted the number of transistors in a dense integrated circuit (IC) approxi-

mately doubles every two years. GPUs have been developed as a high-performance

data-parallel computing accelerator platform in recent years, enabling the deep

learning revolution in computer vision and facilitating many solutions in the field

of medical image processing. High-resolution computational tomography and MRI

techniques are underpinned by graphics hardware acceleration which is used to

implement computationally-intensive algorithms for image reconstruction. GPUs

have also been used for a variety of ultrasound applications allowing real-time pro-

cessing and visualisation of 2D and 3D data [5].

The majority of the work set out in this thesis is underpinned by compressive

sensing (CS) and deep learning, prominent techniques in signal processing and

computer vision, respectively. CS provides an extremely efficient mechanism for

sensing image data. According to CS theory, a signal, typically of either one or two

dimensions, can be reconstructed from fewer sampled measurements than predicted

by the Nyquist sampling rate (hence the term compressive sensing) subject to

certain caveats. This feature of CS enables imaging systems to be developed that

overcome constraints due to optics and associated sensing hardware. The continued
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development of CS has led to a wide range of applications such as radar imaging

[6], neural signal acquisition [7], sound field reconstruction [8], and dimensionality

reduction [9].

The second computational method explored in this thesis is deep artificial

neural networks. In computer vision applications, where training data is abundant,

deep learning is the dominant tool (especially in classification tasks). Deep neural

network technology has also made an impact on the OCT imaging modality over

the last five years. More than 1, 800 research papers were published in this field

since 2020, according to The Web of Science statistics. This success is largely

due to the applicability of the convolutional neural network for medical imaging

processing tasks.

The thesis is organised into eight chapters, comprising an introduction, a

review chapter, five research chapters and a conclusion. Chapters 2 and 3 concen-

trate on computational imaging for a single-pixel camera (SPC) architecture and

photonic time-stretched optical coherence tomography (PTS-OCT) system. We

present the first comprehensive performance evaluation of selected CS algorithms

for PTS-OCT and separately develop computational imaging software for a simple

and accessible SPC imaging system (Chapter 2). A novel low-sample rate, high-

resolution, deep neural network (LSHR-Net) is then presented (Chapter 3) as an

alternative to the basic CS methodology for SPC imaging which is shown to improve

reconstruction efficiency. In Chapter 4 OCT retinal imaging and its application to

clinical ophthalmology are reviewed. The chapters that follow (5-7), describe in

detail novel research in ophthalmic image analysis. Retinal layer boundaries were

automatically segmented from OCT images using our segmentation framework,

which consists of key components as self-adaptive curve, superpixel, and active

contours (Chapter 5). Then separate deep neural networks were developed for pre-

cise segment cystoid macular oedemas using 1) transfer learning (Chapter 6) and

2) image retrieval-based medical image segmentation based on few-shot learning

(Chapter 7).

The work covered in this thesis made several contributions to the research

field:
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1. We implemented a general control software and data sampling hardware mod-

ule for our single-pixel camera and made this open-source so others can ben-

efit from our implementation. We provide a systematic evaluation to guide

researchers on how to choose the best algorithm for time-stretched signal

reconstruction of the time-stretch OCT hardware[10].

2. The novel neural network-based image reconstruction model (LSHR) ob-

tained a set of self-optimised binary sampling patterns, which were obtained

from the model training. The binary patterns are ideally suited for use on

single-pixel camera imaging hardware architectures, [11]. Our model also

achieved a state-of-the-art reconstruction accuracy with overall PSNRs of

33.68 dB, 28.67 dB, and 22.11 dB at three different measure ratios on the

benchmark dataset. Our network also had the best computational efficiency

over other compared algorithms.

3. Our novel retinal OCT boundary detection framework achieved superior per-

formance on very thin, tightly bunched layer segmentation [12]. The frame-

work achieved full retinal layer segmentation in 12 layers. It is more than the

maximum number of layers segmented in previous work.

4. We developed two deep-learning-based algorithms for medical image segmen-

tation using small-scale datasets. We evaluated our models on retinal oedema

segmentation in OCT images and melanoma segmentation in dermoscopy im-

ages. The transfer-learning based model avoided the need for ad-hoc rules

and manual intervention. It performed an excellent segmentation on reti-

nal images representing different stages of macular oedema and achieved an

overall dice coefficient of 0.60 ± 0.26, which is better than the performance

quoted in previous work. The meta-learning based model was designed to

find the target features (contained within the reference image) in a database

and segments these features in query images. Our model achieved an 83%

dice coefficient accuracy on retinal OCT data and 89% on dermoscopy data.



Chapter 2

Evaluation of compressed signal

sampling and reconstruction

2.1 Introduction

Compressed sensing (or compressive sensing, CS) is a popular technique that

has attracted great interest in the field of signal sampling and reconstruction. The

CS theory was developed on the principle that an under-sampled signal, measured

using a set of suitable sensing patterns (typically comprising random pixel inten-

sities), may contain enough information for accurate signal reconstruction. Since

its invention, this technology has played a starring role in a wide range of appli-

cations in computer science, applied optics and electrical engineering, where a low

signal sampling rate is often desired. In this chapter, we focused on two advanced

CS applications: the single-pixel camera (SPC) for 2D image reconstruction and

the photonic time stretch based optical coherence tomography (PTS-OCT) for 1D

serial signal reconstruction. We present the principle of our frameworks and hard-

ware design and evaluate the signal reconstruction results using our SPC control

software1 based on different reconstruction algorithms.

1The open source code is at https://github.com/FangliangBai/spc-control-software-repo

5
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2.2 Compressed image sampling and reconstruc-

tion of SPC system

Single-pixel cameras and ghost imaging are hot topics in computational imag-

ing. The SPC system uses sensing patterns to sample a target scene and applies

optimisation algorithms to reconstruct an image of the scene from the sampled mea-

surements. This new technique can offer an inexpensive alternative to conventional

imaging sensors, especially when imaging outside the visible wavelength range. An

SPC hardware setup comprises three key components: a random pattern generator,

a single-pixel photodetector, and an analogue-to-digital converter. They perform

the SPC imaging in concert according to the following procedure: first, the random

pattern generator illuminates a set of sensing patterns (structured light) on a target

scene. Then, for each pattern, the photodetector records an electric response of the

light intensity reflected from the object. Lastly, the analogue-to-digital converter

converts the electric responses to digital measurements. The correlations between

the sensing patterns and their corresponding, reflected light are used to compute

an estimate of the image scene. The implementation of this technique does not

require the complex multiple-lens systems that are used in conventional cameras.

Therefore it has the potential to replace the optical lens with a coded aperture

assembly, as demonstrated in [13].

Hence two key components required for SPC image reconstruction are: the

2D sensing patterns and intensity measurements of the backscattered light. In the

computational imaging paradigm [14], each measurement is determined as a inner

product between a sensing pattern and the image scene. This can be formulated

as:

y = Φx+ e (2.1)

where x ∈ Rn is the image (rearranged as a vector), Φ ∈ Rm×n, m � n, are m

sensing patterns (again rearranged as a vector), e ∈ Rm are measurement errors

and y ∈ Rm are the measurements. In practice, the measurement is the voltage

output from the photodetector, which approximates the inner product of the image

scene and patterns. The projector produces light even when displaying fully black

patterns (comprising pixels with zero intensity). Consequently, the photodetector

records a voltage corresponding to the zero offset measurement. Taking that offset

into consideration, the relationship between the voltage measurements and patterns
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is formulated as

V (m) ∝ 〈x, φ(m)〉+ VDC(m) (2.2)

where V (m) is the voltage reading of mth pattern from the detector, x is the

2D test object we want to reconstruct, φ(m) is the mth measuring pattern, 〈 · 〉
is a dot product operation. The VDC(m) is the zero offset light intensity of the

projector, which needs to be subtracted before the measurements resulting from

each sensing pattern in the set. According to the conventional Shannon-Nyquist

sampling theorem, a signal must be sampled at a rate at least twice its highest

frequency in order to be correctly reconstructed [15]. However, when the signal is

sparse or has a sparse representation on a transform basis, the CS-based algorithm

can reconstruct it if the number of samples is less than the Nyquist limit provided.

The number of sensing patterns, m, required by an SPC system can be far fewer

than the total number of pixels n of the reconstructed image, which results in a

compressive measurement ratio R = m
n

.

The CS theory benefits our SPC system in terms of the efficiency of data

compression. For a conventional imaging system, the intensity is measured directly

at each pixel location. Typically, the image data is then compressed (e.g. JPEG

compression scheme), at which point a large proportion of the measured image data

is discarded. In contrast, using the SPC imaging technique, redundant information

is not measured at the sampling step. Hence all of the measurements made using

CS are used in image reconstruction, resulting in highly efficient image acquisition.

In addition, the implementation of the SPC system does not rely on complex lens

systems, which are often used in conventional cameras. Benefited from this feature,

the SPC system has the potential to replace the optical lens with a coded aperture

assembly, as demonstrated by G. Hang [13].

In this section, we present an SPC imaging system that was developed with the

aim of performing sampling-efficient image reconstruction. This system comprised

our own hardware setup and SPC control software which is easily adaptable to

different SPC hardware configurations. We optimised the sampling process for our

system to enhance the quality of the reconstructed image. Optimisation focused

on two aspects:

• Photodetector saturation calibration: the photodetector was used to
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generate a linear voltage response according to the back-scattered light in-

tensity. The amount of light intensity received by the photodetector depended

on the distance between the object and the photodetector when other set-

tings were fixed. Because the SPC hardware had an upper limit on voltage

measurement, a saturation calibration process was done to optimise the best

measurement distance.

• Dynamic conversion of analogue-to-digital response range: the light

intensity response taken from the photodetector was converted from an ana-

logue voltage to a digital value. The default analogue-to-digital conversion

was based on the converter’s full response range with a fixed resolution, i.e.

a fixed resolution was applied between the minimum and maximum voltage

responses. However, the measurements taken by the system only exist at

the middle section of the range, which left the top and bottom part unused.

Therefore, we applied a dynamic conversion process automatically to remove

those unused voltage ranges such that the same resolution was applied to

the actual response range. By doing this optimisation, a more accurate mea-

surement was achieved. We convert the light intensity response of the pho-

todetector from an analogue voltage to a digital value. Conventionally, this is

done by mapping the voltage range (0-5 V) to the digital range (0-1023). The

sensitivity of the system (the minimal detectable voltage change) is 0.0049

V. However, the real responses taken by the system only exists at the middle

section of the range, e.g. 2-4 V. Therefore, we applied a dynamic conversion

process automatically to remove the unused voltage range such that the real

response range (2-4 V) can be mapped to digital range (0-1023). By doing

this optimisation, we increased the system sensitivity to 0.0020 V and a more

accurate measurement was achieved.

Our imaging system contributes to the research community with the soft-

ware tools for testing and validating novel compressive sensing algorithms. Our

hardware design can provide a cost-effective educational tool for communicating

the principles behind the compressive sensing technique. Our imaging system also

provides us a fundamental platform for our own work of compressive sampling and

reconstruction using a neural network approach, which will be described in Chapter

3.
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In the remainder of this section, the development of the SPC hardware and

reconstruction software are described in Section 2.2.1 and 2.2.3. At the end of this

section, we demonstrate the imaging procedure and image reconstruction results.

2.2.1 Hardware design

Our SPC imaging system consists of readily adaptable sampling hardware that

produces sets of sensing patterns for projection onto the image scene and records

light intensity measurements. The setup diagram is illustrated in Figure 2.1. In

our system, we use a projector (of the type typically used to make presentations) to

project the pre-generated patterns. The projector provides the same functionality

as a digital micro-mirror device (DMD). But it does not require setting up an

extra professional optical table layout, which is a more cost-efficient approach.

The light intensity is measured by our single-pixel photodetector, which consists

of a photodetector (a silicon photo-diode), a purposely designed trans-impedance

amplifier, and an Arduino micro-controller. It implements a linear conversion from

the light intensity to the digital measurements.

The trans-impedance amplifier converts the current due to light incident upon

the photo-diode into a voltage, which is then digitised by the Arduino. In this

intermediate process, measuring accurate voltage is the primary factor that affects

image quality. There are two noise sources that affect the measurement accuracy:

the circuit noise and the amplifier noise. To ensure a high signal-to-noise ratio for

our measurements, we optimised the system by suppressing the noise from those

two sources.

First, we applied voltage smoothing to suppress circuit noise. We believe a

significant component of this noise was due to electromagnetic radiation (outside

the visible range) emitted from the projector. When the system took measure-

ments, the voltage signal generated by the circuit noise was always mixed with

the voltage signal generated by the light incident on the photo-diode. An example

in Figure 2.2 shows that the true voltage signal presented by an oscilloscope is

highly affected by the circuit noise. It is seen that the voltage converted from the

photo-diode current (red line) was periodically distorted by spike noise. Using a

different projector may have resulted in a different peak noise intensity. To ensure
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Figure 2.1: The diagram of SPC hardware setup. The hardware consists of a
projector and a photodetector (photodiode, amplifier circuit, micro-controller).
The hardware is controlled by our SPC toolbox software on a PC.

the voltage is stable over time, we smoothed out the noise signal by taking an

average value over a number of measurements.

Figure 2.2: The circuit noise. The red line is the voltage of the photo-diode
captured by an oscilloscope. The spike noise that appears periodically is the
circuit noise introduced by the projector and the SPC circuit. This noise affects
the measurements of real voltage values from the photo-diode.
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Second, we optimised the parameter setting of the digital potentiometer. The

original current signal generated by the photo-diode was very weak. When we

convert the current signal to the voltage signal, we use a trans-impedance amplifier

to add an additional gain to the voltage output. This gain was generated by an

amplifier with an adjustable digital potentiometer. Figure 2.3 shows the current

amplifier used in the SPC setup.

Figure 2.3: The design diagram of the potentiometer.

The digital potentiometer can generate different voltage gains by changing the

value of the feedback resistor, denoted as Rf . The output voltage is proportional

to the feedback resistor when we have stable current signals. This is formulated as

Vout = Iin ×Rfeedback (2.3)

where Iin is the input current generated by the photo-diode and Vout is the output

voltage of the amplifier circuit. In principle, the higher the gain, the easier it

was to accurately measure the voltage. In practice, however, when a high voltage

was generated, this boosted the noise as well as the signal. Therefore, to get the

best gain for our system, we aim for the smallest noise-to-gain ratio (noise over

gain voltage, NGR) of the output voltage. Figure 2.4 shows the NGR values of

the voltage outputs at 250 resistor scales, from minimum to maximum resistance

values. Since the noise was not proportional to the voltage, it is seen that the higher

resistance generated smaller NGR until scale 178 of the potentiometer. From here
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on, a significant converse trend is observed where the output of the amplifier circuit

is no longer stable. To keep the NGR as small as possible and keep the amplifier

stable, we set the feedback resistor scale to 170 for the digital potentiometer.

Figure 2.4: The ratio of noise against potentiometer gain. The potentiometer
gain has 250 scales. It is seen that the noise-gain ratio decreases quickly from
scale 0 to 170. After that (the arrow point) the ratio increases and voltage gain
is not stable. Therefore we selected 170 as our best gain scale.

2.2.2 Saturation calibration and dynamic range conversion

The saturation calibration is a prerequisite step to ensure our system takes

valid measurements during the sampling process. The maximum light intensity our

photodetector can respond to is constrained by its ADC response range. When the

photodetector is measuring the back-scattered light from the image scene, the light

intensity recorded by the photodetector may be affected if the distance between

itself and the image scene changes. If the photodetector is set too close to the image

scene, the voltage signal generated from the photodetector may become saturated.

To find the optimal distance, we first used our control software to check the

measure the saturation by projecting a series of sensing patterns, composed of

black and white grid cells, onto a white screen and measured the back-scattered

light intensity. In the sequence of patterns, the white cells were randomly placed
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on the grid, and the number of them was gradually increased from the first pattern

(entirely black) to the last one (fully white), i.e. 0% to 100%. The measurements

of the sequence of patterns were fitted by linear regression, and the result was used

to determine the best distance between the camera and the image scene. Figure 2.5

shows the detector readings (in ADC units) against proportion of white pixels at

four separate distance, 30cm, 40cm, 70cm, and 97cm. It is seen that the detector

was completely saturated at 30cm since the measurement was fixed at the upper

boundary of value 1024. By increasing the distance, the measurements fell into

the valid range. Eventually, it is seen in Figure 2.5d that all the measurements

were recorded in the valid range at a distance of 97cm. In addition, it is also seen

that there is an offset voltage value, denoting the minimum measurement when

the black screen was displayed. This value was removed by the dynamic range

conversion before doing image reconstruction.

The dynamic range mapping is the second process, after the saturation cali-

bration, to increase the measurement accuracy. The analogue-to-digital converter

was the essential function of Arduino that was used to map voltage response into

a digital signal. The Arduino on-board analogue pin supported an input range

from 0 to 5 volts. The converter mapped this range into 0 to 1023 digit by default

since its 10-bit bandwidth was able to provide a 1024 resolution at maximum. As

a result, the default mapping resolution was 4.88 mV per digit.

However, the response range of the random patterns only covered the middle

part of the entire voltage range since the offset voltage and the upper margin of

the saturation calibration. This led to a condition that the bandwidth for convert-

ing the full voltage range was taken by both of the useful voltage range and two

margins, seen Figure 2.6. To take a more accurate measurement, the converter was

optimised by using a dynamic range mapping such that bandwidth was only used

for the pattern response range, i.e. the range from the offset voltage to maximum

pattern voltage was converted to 0 to 1023. For example, in Figure 2.5d, the map-

ping resolution after dynamic range mapping is 2.50 mV per digit (4.88 mV per

digit without dynamic range mapping), covering from 1.76 V to 4.34 V. To remap

the ADC range, first, the upper margins were removed by resetting the highest

SPC voltage as the maximum reference voltage. Then an operational amplifier

was used to subtract the baseline voltage so that the ADC input voltage always

started from zero. Figure 2.7 shows the detailed procedure.
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(a) 0.3m (b) 0.4m

(c) 0.7m (d) 0.97m

Figure 2.5: Linearity correction of photodetector output for finding its op-
timum position. Placing photodetector at different distances from the object
reflects different results. A linear relation shown in plot (d) is the most ex-
pected.

After the saturation calibration and the dynamic range mapping, we used the

SPC control software to do the image sampling and reconstruction.

2.2.3 SPC control software

The SPC control software is developed as a Matlab toolbox to control image

sampling and reconstruction. The SPC imaging workflow is summarised in Figure

2.8. SPC imaging is achieved by three essential functions in our software: 1) ran-

dom pattern projection, 2) measurement recording, and 3) image reconstruction,
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Figure 2.6: The dynamic range mapping diagram. The voltage signal was
mapped to digital value thought this dynamic range mapping function such that
only the valid voltage range are mapped to the digital range. As a result, a
more precise measurement can be recorded compared to measurements without
dynamic range mapping.

which are described in detail in this section. The interface of the software is shown

in Figure 2.9.

In the sampling stage, the software controlled the projector to display the se-

quence of sampling patterns. It then triggers a light intensity measurement from the

photo-diode to record the reflected light intensity associated with each sensing pat-

tern. The software synchronised the projector with the photo-diode readings. Our

software generated a choice of three types of sensing patterns: random Bernoulli

matrix, Bernoulli fixed matrix, and raster scan matrix (each matrix containing a

single white pixel).

In the reconstruction stage, the software took both the recorded measurements

and the previously generated patterns to reconstruct the image using the chosen

optimisation algorithm. The software offered four image reconstruction algorithms

with associated constraints and sparse basis. Of these four algorithms, the L2

minimisation, also known as the least-squares method, provides a conventional

solution to the image reconstruction problem, which is fast and requires no pre-

defined constraints. The reconstructed image x is calculated by

x =
(
ΦTΦ

)−1
ΦTy (2.4)
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Figure 2.7: The measurement procedure of the single-pixel camera hardware.
The preset configuration is defined by a PC and set in Arduino via serial data
pin (SDA). The voltage mapping range is set by two analogue output (PWM)
of the Arduino. After the mapping is done, the projection can be conducted.

where y is the measurements, Φ is the sampling patterns. Since it was not based

on the CS theory, the number of the sampling patterns needed when using this

algorithm theoretically should be greater than the number of image pixels in the

reconstructed image. The L2 minimisation was developed as a baseline method,

which was used to compare with the other three CS-based algorithms. We imple-

mented three CS-based reconstruction algorithms, the L1 minimisation, the total

variation minimisation, and the orthogonal matching pursuit. The L1 minimisa-

tion and total variation minimisation (TV minimisation) were implemented using

the L1 magic package [16]. For the L1 minimisation, we formulated the signal
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Figure 2.8: The architecture and measurement procedure of the single-pixel
camera software (SPC toolbox).

reconstruction problem as

min ‖x‖1 subject to Φx = y, (2.5)

where we keep the same notation as Equation 2.4. For the total variation minimi-

sation, we used the image gradient as target object and we formulate the problem

with equal constrain as

min TV(x) subject to φx = y (2.6)
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Figure 2.9: The UI of SPC toolbox, designed using Matlab GUI interface.

where TV(x) is the total variation of image x and it is the sum of the discrete

gradient magnitudes at every pixel, which is formulated as

TV(x) :=
∑
ij

√
(Dh;ijx)2 + (Dv;ijx)2 =

∑
ij

‖Dijx‖2 (2.7)

where

Dijx =

(
Dh;ijx

Dv;ijx

)
(2.8)

and

Dh;ijx =

{
xi+1,j − xij i < n

0 i = n
Dv;ijx =

{
xi,j+1 − xij j < n

0 j = n
, (2.9)



Chapter 2. Evaluation of compressed signal sampling and reconstruction 19

where xij denote the pixel in the ith row and jth column of an n × n image x.

Both of them require a specific optimisation constraint and an error tolerance,

which is denoted as Epsilon in Figure 2.9. The error tolerance value was generally

set to a small positive value. This parameter determines the number of iterations

needed for optimisation. The orthogonal matching pursuit (OMP) is a CS-based

reconstruction algorithm designed with an equality constraint. In our software, we

also used the L1 object function in Equation 2.5. It recovers the signal from an

under-determined matrix system by minimising the reconstruction error at each

iteration. Just like L1 minimisation, OMP also requires an error tolerance to be

defined in advance.

2.2.4 Experimental results

In this section, we provide examples illustrating sampling and reconstruction

of a target image using each of the four algorithms mentioned above. Here, the

target image is a 2D greyscale image, as shown in Figure 2.10. When conducting the

imaging process, the image was sampled in a dark room to avoid artefacts and noise

from any other irrelevant light sources. Setting up the system entailed positioning

the target image and the projector such that the sensing patterns covered the whole

image scene. The detector was also placed facing the image scene, followed by the

saturation calibration and dynamic range mapping, previously described (Section

2.2.2).

Figure 2.10: The target image of a pac-man doodle.

Next, we set sampling variables of the toolbox: the image size of the image

was 14× 13 pixels; the number of measurements was set to 91 (measurement ratio

R = 50%); and the Bernoulli Matrix was selected as the pseudo-random pattern.

After that, we started the image sampling procedure. When the image sampling
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(a) L2 minimisation
(27.67 dB)

(b) L1 minimisation
(27.72 dB)

(c) TV minimisation
(27.80 dB)

(d) OMP
(27.44 dB)

Figure 2.11: An example set of reconstruction results of the same object using
four methods separately. The measurements was obtained under the same en-
vironment condition. The quantitative evaluation of each reconstructed image
was measured with PSNR value comparing to the original image.

was finished, we used the four algorithms configured with the same constraint and

basis options to reconstruct the image. Figure 2.11 shows the reconstruction re-

sults by those four methods. It is seen that, among three CS-based algorithms,

the TV minimisation yielded better results in terms of visual quality and mea-

surement metrics. This is because the TV minimisation algorithm considered the

image smoothness during the reconstruction. It is also worth noting that the L2

minimisation results are visually better than the L1 minimisation results, although

the latter one yields a slightly higher metric value. The L2 objective function aims

at reconstructing the image that has a minimum average difference. Therefore, its

results have lower contrast. The L1 objective function aims for sparsity and hence

more high-contrast pixels is observed.

We further evaluated the quality of the CS-based reconstructed image at differ-

ent measurement ratios. Due to the compression factor, the CS-based reconstruc-

tion algorithm’s performance is determined by the number of sampling patterns.

The more sampling patterns we use, the better the reconstructed image quality is.

We took the image sampling at measurement ratio R = 70%, 80%, 90% to see the
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(a) L1 70%
(27.81 dB)

(b) L1 80%
(27.94 dB)

(c) L1 90%
(28.02 dB)

(d) TV 70%
(27.84 dB)

(e) TV 80%
(28.01 dB)

(f) TV 90%
(28.05 dB)

Figure 2.12: An example set of reconstruction results of the same object using
CS-based algorithms. The measurements was obtained under three measurement
ratios. The quantitative evaluation of each reconstructed image was measured
with PSNR value comparing to the original image.

reconstruction quality. Figure 2.12 shows the comparison of the image reconstruc-

tion two CS-based reconstruction algorithm L1 and TV minimisation algorithm. It

is seen from the results that the image quality is positively related to the measure-

ment ratio. We can also notice that the results of VT minimisation are smoother

than the results of L1 minimisation. This is mainly due to the difference between

two object functions: the L1 minimisation optimise the reconstruction to increase

the sparsity of the image; The VT minimisation is to decrease the image gradient.

In addition, we demonstrate the results of image quality improvement by

applying the dynamic range mapping. We conducted image sampling with and

without dynamic range mapping under the same device layout. Then we selected

the TV minimisation algorithm to reconstruct the images at measurement ratio

R = 85%. Note that this measurement ratio and setup layout of the photodetector

and the projector is different from the setup for results in Figure 2.11. Therefore

the quality of the result is not directly comparable. The results are shown in

Figure 2.13. It is seen that the results generated are far more accurate, in terms

of the contrast and grayscale level when the dynamic range mapping is applied.

Dynamic range mapping enhanced sensitivity such that the system can detect
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(a) Dynamic range mapping
(27.88 dB)

(b) Original range
(25.71 dB)

Figure 2.13: Results of the sample object, reconstructed with dynamic voltage
mapping (A), and without it (B).

small changes in light intensity, and hence the measurements were recorded more

accurately.

2.3 Compressed sampling and reconstruction of

PTS-OCT optical signal

PTS-OCT system is a high-speed imaging system that captures an object’s

internal structure in the longitudinal section. The PTS technique, operating at a

shorter wavelength range, offered the OCT system a better resolution in the axial

direction (the direction of the light beam) and less water absorption in biological

samples. Therefore, it can be used to capture the details of structural information

over a long depth range. Although the PTS technique enables the high-resolution

OCT measurement, the PTS instrument inherently produces the scan at an ex-

tremely high axial rate, at nearly 100 MHz. This deluge of OCT image data can

overwhelm even the most advanced data acquisition circuits and the back-end,

digital signal processors. To solve this sampling rate issue, the CS technique has

previously been applied to OCT systems [17–19]. This application shows that a

signal, sparse in the Fourier domain, such as a time-encoded OCT signal, can be

recovered from a reduced number of measurements recorded by a single-pixel re-

ceiver scheme such as the PTS-OCT system. Therefore CS is a useful tool for

compressing PTS-OCT high volume data streams.
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Despite extensive studies on applying CS approach in various OCT systems,

very little research work on data-compressed PTS-OCT has been reported so far,

especially considering the fact that PTS-OCT suffers much more from massive data

issues due to its high-throughput nature. To provide a better understanding of the

proposed approach, we present an experimental verification and a comprehensive

analysis of the reconstruction algorithms in this section. A number of optimisa-

tion algorithms for the reconstruction of the OCT signals were evaluated in terms

of frequency reconstruction accuracy and efficiency. This will provide useful in-

formation in the selection of appropriate algorithms for this particular PTS-OCT

scheme. As a result, we demonstrated that a data measurement ratio of 66% (a

lower value is better) had been achieved in high throughput OCT measurements

using a significantly reduced data sampling rate of 50 mega samples per second.

Figure 2.14: Block diagram of the proposed compressive sensing PTS-OCT
system. The mode-locked laser produces ultra-short optical pulses, which are
dispersed (stretched). The dispersed signal is then split by the coupler of the
Michelson OCT system into a fixed mirror and movable mirror, which acts as
a single layer object. The back-reflected interfered signal was captured by the
circulator and then modulated with the PRBS patterns. Finally, the modulated
signal was integrated by the single-mode fibre and measured by the photodetec-
tor. In the stage of signal reconstruction, we use the previous PRBS patterns
and measurements of the photodetector to recover the original signal.

Our compressive sensing PTS prototype is presented in Figure 2.14. The

mode-locked laser first generates a sequence of ultra-short optical pulses as input

signals to the PTS system. The optical pulse is first stretched by the dispersion
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compensating fibre (the dashed line in Figure 2.15) and then sent to the Michelson

OCT setup to sample the target object. The OCT’s output signal is an interfer-

ence pattern generated by the backscattered light of the fibre mirror and movable

mirror. The interference signal encoded structure information of the target object

in the frequency domain, which is shown as the solid line in Figure 2.15. There-

after, the output signal is modulated with a series of pseudo-random bit sequences

(PRBS, a vector which has a probability of 0.5 of being zero) by using a Mach-

Zehnder modulator. This modulation process is demonstrated in Figure 2.16 (a-c).

Then the modulated signal, 2.16 (c), is integrated by a length of single-mode fibre

(SMF) to generate a single optical pulse, 2.16 (c), which is then recorded by the

photodetector.

Figure 2.15: Interference pattern diagram. (a) Temporal interference pattern
as a result of the path length difference. The time-stretched original pulse is
shown in the red dotted line. (b) The spectrum profile of the optical interference
pattern clearly showing two carrier frequencies of 3.5 GHz and 4GHz.

Our compressive sensing PTS method implements the signal compression in

three successive steps: 1) signal modulation with pseudo-random patterns, 2) sig-

nal integration (converting a spectral signal to a single value response), and 3)

low-rate response recording. Then, the original signal can be reconstructed from

these response measurements by using a CS-based reconstruction algorithm. In

this approach, Our proposed method overcomes the bottleneck of intensive data-

sampling problems [20]. It also allows very low speed (50MHz) detectors to be used

as an economical alternative to high-speed PTS-OCT data acquisition.
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Figure 2.16: The optical signal processing of our single-layer PTS-OCT mea-
surement. (a) The temporal interference pattern for five successive pulses. (b)
The first 5 PRBS patterns. (c) The modulated waveforms with red marks show-
ing no pattern for the exact amount of duration of a bit 0. (d) The compressed
optical pulses using an SMF with an opposite dispersion profile. The peak power
of compressed pulses produces the measurements.
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2.3.1 Evaluation of signal reconstruction for PTS-OCT

Assuming that the time-stretched optical pulse y, which is sampled with N

data points, is sparse in the Discrete Fourier Transform (DFT) domain ΨN×N , the

sparse signal s in DFT domain can be represented as,

sN×1 = ΨN×N × yN×1 (2.10)

When the signal vector y is modulated with a set of PRBS sequence Φm×N , each

randomly-mixed optical pulse is integrated into a single optical pulse by doing

an inner product and recorded by the photodetector. This procedure generates a

down-sampled (m× 1) measurement vector z, which can be represented as,

zm×1 = Am×N × sN×1 (2.11)

where A = ΦΨ−1 and the measurement ratio is defined as m/N . Hence each

measurement is the sum of approximately 50% of the points on the fully sampled

signal. The measurements z can be obtained by taking the optical power of each

compressed pulse using a low-speed photodetector. Finally, the reconstruction

of the DFT domain signal from down-sampled measurements is achieved using

the measurements and corresponding PRBS patterns as the inputs to a sparsity

minimisation program. By solving the minimisation problem in Equation 2.12, the

algorithms result in a sparse solution s, which represented the depth profile of the

imaged object.

min (‖s‖1) subject to z = As (2.12)

To achieve the best performance of this prototype PTS-OCT system, we eval-

uated five sparsity-promoting algorithms with the aim of achieving high accuracy

of the PST-OCT reconstructed signal and reconstruction efficiency. They are 1)

primal-dual interior point method (L1 Magic), 2) alternating direction method for

multipliers for basis pursuit (ADMM BP), 3) lasso (ADMM Lasso) [21], 4) lasso

method using coordinate descent (Matlab Lasso) and its standardised version [22],

and 5) Nesterov’s algorithm method (NESTA) [23].



Chapter 2. Evaluation of compressed signal sampling and reconstruction 27

2.3.2 Evaluation metrics

To evaluate the accuracy of the reconstructed signal structure and signal in-

tensity, we compared the reconstructed signals to the original signals in the fre-

quency domain. We used two metrics to calculate the reconstruction error: 1) the

frequency reconstruction error and 2) the root mean square error. The frequency

reconstruction error is defined as

RFE =

√√√√ 1

m

m∑
i=1

(Idx (si)− Idx (s̄i))
2 (2.13)

where si and si are the local maximum of actual signal and reconstructed signal

respectively, Idx is the index of the peak, and m is the number of peaks. Knowing

the internal structure of the test object in advance is, of course, essential for eval-

uating the reconstruction accuracy of the CS PTS-OCT method. The frequency

reconstruction error was used to quantify the total amount of structural discrep-

ancy between reconstructed frequency components and the ground truth. We also

considered the root mean square error:

RMSE =

√√√√ 1

N

N∑
i=1

(si − si)2, i = 1, 2, . . . , N (2.14)

which indicates the accumulated energy error in all frequency components. Since

the actual signal had a sparse structure, it only contained zeros or significant

values at each frequency component. Based on these characteristics, a threshold

was applied to the reconstructed signal to force the trivial reconstruction noise

down to zeros before calculating the metrics.

2.3.3 Reconstruction accuracy analysis

We conducted our experiments with a four-layer test object. Each layer was

detected by the presence of a peak in a spectrum where peaks at high frequencies

correspond to deep layers embedded within the object. Therefore, the original

PTS-OCT signal for our object had four peaks at frequencies of 2.6 GHz, 2.9 GHz,

3.6 GHz and 4.6 GHz (seen peaks of the red line in Figure 2.17). When our system

received the reflected signal from the test object, it was modulated by a sequence of
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PRBS vectors. The output is a sequence of measurements that we used thereafter

for signal reconstruction.

For a given measurement ratio, the accuracy that our evaluated algorithms

achieved varied. In Figure 2.17, we present our results illustrating the quality of

the reconstructed spectra due to each algorithm at the measurement ratio of 40%

(80/200 measurements). In this figure, the red lines correspond to the original

spectra, and the blue lines represent the reconstructed spectra. It is seen that

the NESTA (top left) and L1 Magic (top right) achieved good results, with the

structure for all peaks being reconstructed. The ADMM Basis pursuit (middle

left) and ADMM lasso (middle right) reconstructed a less noisy signal, but the

energy at the frequency bands of interest is not fully reconstructed, which results

in a less accurate result than that of NESTA and L1 Magic. Although the Matlab

lasso (bottom left and right) produced less-noisy results than the previous four

results, we observed a large frequency drift at the weakest frequency peak at 4.6

GHz.

To evaluate the reconstruction accuracy, we selected 31 subsets comprising

measurements randomly sampled from the complete set of 200. Each of the subsets

contained a different number of measurements. The smallest subset contained 50

measurements (equating to a measurement ratio of 25%), and the largest comprised

all 200 measurements (measurement 100%). We applied the evaluated algorithms

to reconstruct the signals for each subset and calculated the corresponding RMSE

and RFE.

The RMSE error values of the reconstructed signals in the frequency domain

were calculated, as shown in Figure 2.18. It is seen that the RMSE values for the

ADMM lasso and basis pursuit show decreasing trends when increasing the number

of measurements used for reconstruction. But the ADMM Lasso has higher error

values at a low measurement ratio range (30-50 measurements), and its accuracy

performance is less stable compared to other methods, which indicates that the

ADMM lasso is not the best algorithm for reconstructing our signal. The Mat-

lab lasso algorithms had a good performance at a low measurement ratio range

(30-70 measurements). The standardisation pre-processing of Matlab lasso further

reduced the error values. However, the error values did not decrease by a massive

step when using more measurements for reconstruction. The error values that this

method yielded with and without standardisation pre-processing converges when
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Figure 2.17: The reconstructed frequency domain signals for all five algorithms
corresponding to a measurement ratio of 40%. The red line is the ground truth
signal, and the blue line represents reconstruction. From left to right, top row:
NESTA and L1 Magic; middle row: ADMM Basis pursuit and lasso; bottom row:
Matlab lasso for non-standardised data and standardised data, respectively.

the number of measurements increases. Conversely, the L1 Magic and NESTA

achieved far lower error values, and their performance is stable among all measure-

ment ratio settings. When using half of the full measurements (100) or more, these

two methods yielded the lowest error values, indicating that these two methods are

suitable for our signal reconstruction.

Because the four dominant frequency bands contain the most significant in-

formation, RMSE was also calculated for the four dominant frequency peaks only.

The RMSE results are shown in Figure 2.18. It is seen that the NESTA and the L1

Magic produce the lowest error over the frequency range, which is consistent with

the results of Figure 2.19. However, the reconstruction error for ADMM basis pur-

suit is once again extremely unstable in relation to the number of measurements.

At 70 to 90 measurements, ADMM basis pursuit produces comparable results to

NESTA. This suggests that it has an advantage in terms of noise reduction. In com-

parison, at high sample densities, the ADMM lasso remains stable. Furthermore,
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Matlab lasso standardisation has no impact on RMSE.

Figure 2.18: RMSE of reconstructed signal calculated over entire frequency
range. All five candidate algorithms show a descending trend. NESTA and L1
Magic algorithm yield the smallest RMS error.

Figure 2.19: RMSE of reconstructed signal calculated for the frequencies
spanned by the four dominant peaks only. Error rates similar for all five al-
gorithms for the small number of measurements. The relative performance of
NESTA and L1 Magic improves as the number of measurements increases.

We also calculated the RFE values to measure the reconstruction error at the

four pre-defined main frequency bands, defined by the widths of the main peaks

in the spectrum, which indicates the most important information. The results

are shown in Figure 2.20, the error growing in either positive or negative direction



Chapter 2. Evaluation of compressed signal sampling and reconstruction 31

Figure 2.20: RFE of reconstructed signal calculated for the four dominant
peaks. Error rates similar for all five algorithms for the small number of mea-
surements.

denotes a larger discrepancy in comparison with the actual signal. Thus the desired

error value should be close to zero regardless of its sign. The main tendency shows

that a higher sampling rate results in a smaller error, except for Matlab Lasso and

standardised ADMM Lasso. The Matlab Lasso algorithm has a negative error with

a smaller subset than that of 60 measurements. This results in a stronger noise

at an unwanted frequency band. In contrast, ADMM basis pursuit and L1 magic

follow has similar results when handling a large number of measurements. The

sharp decreasing trend implies that the amplitude of the introduced noise is over

that of the actual signal. Therefore the structural information is affected by noise.

2.3.4 Computational efficiency analysis

In this section, we demonstrate the computational efficiency of the evaluated

methods in terms of two criteria: 1) the reconstruction time, and 2) capability to

reconstruct long signals consisting of a large number of data points. In practice, the

PTS-OCT system often requires a quick scanning response and a short reconstruc-

tion time is desired for displaying results without delay. Therefore, when several
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algorithms yield similar reconstruction accuracy, we prefer to choose the most effi-

cient one. In addition, we considered the ability to reconstruct a long signal as an

essential factor because of the deep axial scanning range of the PTS-OCT system.

To evaluate the algorithms with these two criteria, we upsampled and interpolated

the original data (200 measurements) to produce signals of differing lengths and

recorded the reconstruction time in each case. For each algorithm, the reconstruc-

tion time was measured using the Matlab Profile function, and the average time

taken was determined over five repeat experiments. The experiments were run on

a PC with 64-bit Windows 10 with an Intel Corei7 CPU @ 3.07GHz and an 8GB

RAM.

First, we measured the reconstruction time of all algorithms based on the

same signal length, 400. As shown in Figure 2.21, the reconstruction time by most

of the algorithms is within one second. It is obvious that the ADMM lasso is the

most efficient algorithm. The number of measurements has a minimal influence

on its reconstruction time. The Matlab lasso and L1 Magic are two methods that

consumed a longer time for reconstruction when the number of used measurements

was increased. The L1 Magic is more efficient than the Matlab lasso by a small

margin of 0.0083 on average. The NESTA method was slightly affected by the

number of measurement; however, it generally took a much longer time than the

other three aforementioned methods. The ADMM Basis pursuit is the only one

that took longer than one second and the longest time it took can be 2.4 seconds.

The lengths of the interpolated signal used were 400, 800, and 1600 data

points. To ensure a correct reconstruction at each scale and make fair comparison,

we fixed the measurement ratio for all scales to be 50%, which we believe is an

acceptable compression rate for a real application. Then we attempted to recon-

struct the signal using each algorithm. Table 2.1 shows the average computational

time for different data scales. It is seen that the ADMM basis pursuit, ADMM

lasso and Matlab lasso could only reconstruct 400 data-point signal successfully.

They failed to reconstruct signals of 800, and 1600 data points. In contrast, the

L1 magic and NESTA, were able to reconstruct all larger-scale data. However, it

should be noted that the reconstruction time of NESTA is increased to 54 seconds

for reconstructing 1600 data-point signal.
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Figure 2.21: The computational time as a function of the number of mea-
surements. ADMM Lasso, Matlab Lasso, Matlab Lasso (standardized) and L1
Magic show small linear increases with respect to the number of measurements.
Basis pursuit is unstable for measurements < 110 due to the slow convergence
rate.

Table 2.1: The average reconstruction time. The original signal was interpo-
lated exponentially. L1 Magic and Mesta successfully reconstructed the signal
at three scales, while others only reconstruction the signal with 400 length and
failed at other scales.

Average Reconstruction Time (second)

Scale L1 Magic ADMM BP ADMM Lasso
400 0.48 0.92 0.02
800 2.63 — —
1600 23.32 — —

Scale Matlab Lasso Matlab Lasso (standarded) Nesta
400 0.04 0.05 1.08
800 — — 3.58
1600 — — 54.24
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2.4 Conclusion

In this chapter, we presented compressive signal sensing and reconstruction

for two systems: a single-pixel camera (SPC) system and a photonic time stretch

optical coherence tomography (PTS-OCT) system. The SPC system, for 2D image

reconstruction, was developed as a prototype that can be easily adapted to vari-

ous hardware configurations. Our control software provides an optimised imaging

pipeline and options for reconstruction algorithms. For our PTS-OCT prototype

system, we evaluated, in terms of spectrum reconstruction accuracy and efficiency,

six reconstruction algorithms for 1D PTS signal reconstruction.

Our SPC system is a simple and cost-efficient implementation of SPC tech-

nology that is suitable for both research and outreach activities. The hardware

implementation also provided a facility for developing our deep learning-based re-

construction algorithm (Chapter 3). We attributed the good performance of our

SPC hardware to two factors. The first factor is the hardware optimisation of re-

moving the circuit noise and the voltage amplifier noise. As a result, we stabilised

the photodetector’s voltage signal and improved the accuracy of the measurement

when converting the voltage signal to the digital signal. The second factor is im-

proving the measurement accuracy by increasing the measurement resolution at

our software end. Specifically, we implemented a two-step system setting-up oper-

ation before doing SPC imaging: the saturation calibration and the dynamic range

mapping. They are essential to ensure a correct measurement record.

In our experiments, we demonstrated an example of image reconstruction

by applying four different reconstruction algorithms. From the experiment, we

conclude that four built-in algorithms have different capabilities of image recon-

struction. The L−2 minimisation method had a good reconstruction capability in

terms of the content structure. However, the energy of the reconstructed images

is not sparsely distributed. As a result, its recovered image usually has lower con-

trast. The CS-based reconstruction methods, including L1 and TV minimisation,

has more high-contrast image content in the recovered image. Although the L1

method has a relatively high PSNR value, its results have lower image quality in

terms of content structure, which can also fund in OMP’s results. In contrast,
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the TV method yields the best results by minimising image gradient as an objec-

tive function. When the measurement ratio increased, the CS-based methods can

achieve a good result.

Our system provides a good introduction to the field of compressive sensing,

and our open-source Matlab toolbox can be easily adapted by researchers wishing

to evaluate their own compressive sensing algorithms. One can easily replicate the

hardware system configuration using off-the-shelf components, including a photode-

tector and Arduino micro-controller. The design of our bespoke amplifier circuit

board is freely available, and a replica of our board can be obtained quickly and at

low cost using one of the many online PCB manufacturing businesses. Our SPC

software was developed to control the image sampling and reconstruction proce-

dure. We provide four well-known algorithms for this purpose. Our code could also

be adapted for other experimental imaging architectures, such as coded aperture

imaging.

In the second section, we presented a systematic evaluation of the PTS-OCT

signal reconstruction using CS approaches. In this system, the essential sampling

hardware performing the random pattern sampling was a signal modulator. It gen-

erated a series of pseudo-random bit sequences (PRBS) that were modulated with

the optical signal and measured by a photodetector. Our work provides a mech-

anism for reconstructing a signal from a very fast data stream. For this purpose,

we evaluated NESTA, L1 Magic, ADMM Lasso and ADMM Basis Pursuit algo-

rithms. Our results indicated that the NESTA and L1 Magic algorithms produced

the most reliable reconstruction performance for our PTS-OCT signal in terms of

accuracy. Their error values were lower than values of other methods, and they

provided a stable performance at different measurement ratios, indicating reliable

signal compression. As a consequential benefit, the evaluation method in our PST-

OCT approach inspired the community in this research area for further advanced

development [24, 25].

Signal reconstruction times using these methods were, in general, long as is

typically expected with the CS method. However, this is not the primary concern

as we demonstrated that the key goal (to acquire a signal from a very fast PTS-

OCT data stream) was accomplished using compressive sensing methodology. In

the next chapter, we build on the CS work presented thus far and approach the
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signal reconstruction problem with an alternative, adaptive measurement technique

based on deep-learning.



Chapter 3

Single pixel imaging with a

mixed-weights neural network

3.1 Introduction

As discussed in Chapter 2, single-pixel imaging systems consist of three essen-

tial components: an image sampling hardware, a single-pixel photodetector, and

a reconstruction algorithm. The sampling hardware is usually implemented using

either a digital micro-mirror array or a light projector (e.g. of the type typically

used in audio-visual presentations), which generates binary sampling patterns. A

small number of sampling patterns (small measurement ratio) is desired to achieve

good sampling efficiency. Then, a single-pixel photodetector is used to measure

the intensity of light backscattered from the object scene. Lastly, these sampling

patterns and their corresponding measurements are used by the reconstruction

algorithm to recover the sampled image.

In the previous implementations described in Chapter 2, four approaches were

evaluated to reconstruct the image. The CS reconstruction methods reduced the

number of measurements required for a successful reconstruction. However, this

reduction in the number of sampling is not significant, comparing to the full sam-

pling number used by a conventional raster scanning. Usually, when the number of

the measurements is fewer than half number of pixels in the reconstructed image

(50% measurement ratio), the algorithms may cause incorrect reconstruction, and

the image contained heavy noise. Moreover, those methods are time-consuming

37
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by using iterative optimisation. They required more iterations to reconstruct the

image when only a few numbers of measurements are available, resulting in an in-

efficient reconstruction process. In Section 2.3.4 we stated that the reconstruction

time for large-scale signals was significantly increased due to the large iterations of

optimisation. The computational cost of signal recovery became prohibitively ex-

pensive. To solve the problems mentioned above, deep-learning-based methods of

image reconstruction have been introduced recently as promising approaches with

the advantages of reducing the number of measurements and reconstruction time.

Deep neural networks (DNNs) have become widespread in image process-

ing tasks [26–28]. Especially, a DNN-based method has been proved to achieve

favourable results in image recovery [29]. Motivated by this success in image recon-

struction tasks, researchers subsequently applied DNN approaches to compressed

sensing of images and corresponding reconstruction problems [30–37]. These meth-

ods proposed to train a DNN model with a large number of image samples such

that a set of sampling patterns and model weights can be optimised for high-quality

image reconstruction. These DNN-based solutions were reported to outperform the

state-of-the-art of conventional compressed sensing algorithms in terms of speed,

accuracy and data compression. However, none of them was applicable to the SPC

sensing hardware due to several realisation difficulties, which we will describe in

Section 3.2.

The disadvantage of current deep learning-based methods motivated us to

develop a DNN-based model that is hardware-friendly to our SPC device. Specifi-

cally, the network should be able to learn a set of binary sensing patterns such that

they can be used in the sampling device and improve the sampling efficiency by

further increasing the reconstruction accuracy. To this end, we proposed a network

architecture that had the following features:

• Mixed-weights architecture: the model is designed based on a mixed

weights network, which leads itself naturally to hardware implementation.

The binary patterns can be trained together with other floating-point weights

in an end-to-end manner. Unlike the floating-point patterns used in previ-

ous work, our binary patterns are more appropriate for both sampling and

measuring hardware. In respect of the sampling hardware, which uses the

patterns to take sampling, the binary patterns can be represented on a DMD
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without the need for any additional device modulation. In terms of the mea-

suring hardware, which takes measurements of the backscattering light, the

binary patterns effectively increase the light-sensing sensitivity of the single-

pixel photodetector. Compared to the real-valued patterns used in previous

work, the binary patterns result in more significant light changes since the

binary values are more discrete. These changes from pattern to pattern are

more distinguishable when the photodetector converts the light intensity to

digital value based on a fixed analogue to digital conversion resolution. To

clarify how the network uses the binary patterns, we present more details of

the network structure in Section 3.3.1.

• LSHR sensing-reconstruction scheme: the network uses a novel sensing-

reconstruction scheme, which we term low-resolution sensing with super-

resolution reconstruction (LSHR), to directly reconstruct super-resolution

images from low-resolution sampled measurements. Specifically, it assumes

two things: that the object is sampled using a low-resolution DMD array,

and the network reconstructs a super-resolution image that has more pixels

than the number of micro-mirrors in the DMD array. Compared with related

methods, our LSHR scheme leads to a low-computation reconstruction model

that has small intermediate feature maps and therefore, fewer convolutional

operations are required for each feature map. Hence, it is more efficient

than previously reported methods. We present the efficiency comparison in

Section 3.5.4.

• Recursive block structure: Our network architecture implements image

reconstruction by using long-term recursive blocks, where their weights are

shared across different blocks. Our block structure further reduces the model

size and number of weights required while yielding higher reconstruction

PSNR accuracy.

In the remainder of this chapter, we first present a brief background in Sec-

tion 3.2 reviewing several recently proposed approaches which implemented com-

pressed sampling and reconstruction for images. Then, we describe the details of

our proposed method in Section 3.3. The simulation results are presented in Sec-

tion 3.5, and evaluated with respect to prior work, followed by a further analysis

of the network’s structure and efficiency. We present the experimental results of
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integrating the network with our imaging hardware setup in Section 3.5.5. Lastly,

we conclude our work in Section 3.6.

3.2 Review of existing approaches

The problem of compressed sampling and reconstruction of images has re-

cently been approached using deep neural networks. The prototype concept of neu-

ral network-based image reconstruction was implemented using a fully-connected

network. Thereafter, this problem was addressed using convolutional neural net-

works, which avoided the fixed input image size requirement of the fully-connected

network. In this section, these existing methods are organised into three cate-

gories according to different types of sensing pattern: 1) pre-generated patterns,

2) learned patterns, and 3) binary patterns. The details of these methods are

discussed below, and their key characters are summarised in Table 3.1.

3.2.1 Networks based on pre-generated patterns

In the early work in this area, pre-generated, ‘static’ sensing patterns were

used for network training. The first example was a stacked denoising auto-encoder

(SDA) which was implemented using a network comprising only fully-connected

layers [30]. A set of pre-generated random Gaussian patterns, used to sample

images, and the corresponding measurements were used to train the network for

reconstructing images. In this method, the measurements y were the network

input, which represented as y = Φx where Φ is the sampling patterns, and x is

a target image. The network output is the reconstructed image that is compared

with the ground-truth image to calculate the loss.

Inspired by the SDA method, ReconNet [34] was subsequently proposed. It

improved the accuracy by using a deeper network that added a set of additional

convolutional layers before the end of the network architecture. These layers were

designed to have different kernel sizes such that both fine and coarse image content

were learned. Although, its performance was still constrained by its fully-connected

layer since the weights resulted in a large model size leading to a large computa-

tional burden. Due to this fact, the sensing area had to be constrained to small-size
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image reconstruction. For a large image, it had to be divided into small patches and

processed individually. In a post-processing step, the reconstructed small patches

were then concatenated to create the whole image. Lastly, the image was denoised

by using a BM3D [38] to smooth the edges between patches.

Thereafter, the performance of the ReconNet was further improved by a DR2-

Net [35]. In this network, they replaced the convolutional layers of ReconNet with

a set of residual blocks which was shown to make the network easier to train.

However, the image sensing procedure was still achieved using small patches.

In the aforementioned methods, the neural networks were trained with a sin-

gle set of pre-generated patterns. During the testing phase, the model used the

same patterns to do the sampling. In contrast to those methods, DeepInverse [32]

randomly generated a set of static patterns at each step of training. During the

testing, it could use pre-generated patterns that were different from those in train-

ing, i.e. the model does not rely on a single set of patterns. The pre-generated

random sensing patterns, denoted as Φarb, was used in both sampling and recon-

struction stage. Specifically, the model first got measurements by sampling the

image with Φarb. After the sampling stage, the network then got an initial image

approximation, called an initial proxy, by calculating x̃ = ΦT
arby, where the x̃ is the

proxy of the reconstructed image, ΦT
arb is the pseudo inverse of Φarb and y is the

measurements. Having the proxy, the network then used a convolutional network

to reconstruct the final image.

3.2.2 Networks based on learned patterns

In the field of image sampling and reconstruction, it has been studied that

specially designed sensing patterns can improve reconstruction accuracy compared

with randomly generated patterns [39, 40]. Some of the work described in Sec-

tion 3.2.1 were further developed using learned patterns to seek improvement of

reconstruction accuracy. In these methods, the sampling patterns, as part of the

neural network, were trained through a training process.

The structure of the SDA network was further modified to learn a set of

patterns by adding a fully-connected layer as the first network layer such that its

weights were used to sample an input image x directly. The sampling procedure
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can be represented as y = σ(Wx + b) where the σ( · ) is an activation function

and W and b are the weights and bias of the fully-connected layer. During the

training, the fully-connected layer was optimised with the goal of obtaining the

best measurements y from sampling x to do the reconstruction. At the same time,

another method having similar network architecture to SDA was proposed [31]. It

applied a fully-connected neural network to do block-based compressed sensing, i.e.

it works on small patches of high-dimensional images. The network was trained to

optimise the sensing patterns and the reconstruction network weights jointly.

The DeepInverse network was also further developed with a new architecture

named DeepCodec [33], which had an encoder-decoder architecture. Unlike the

SDA network that used a single sampling layer to get measurements, the Deep-

Codec was trained to take measurements from images by using a serial of convolu-

tional layers. The DeepCodec encoder took an input image as input and gradually

reduced the spatial dimension of the intermediate feature maps to get the final

encoded measurements of a single spatial dimension. They claimed the reconstruc-

tion efficiency was improved by using this encoder-decoder architecture. However,

this multi-layer measurements encoding scheme was barely impractical in hardware

application.

The authors of the ReconNet also modified the network to incorporate learned

patterns [36]. In this extended network, the fully-connected layer was initialised

with a set of random Gaussian patterns and optimised during the iterative training

process. In the testing stage, the optimised patterns were used to perform the image

sampling. They showed that a further improvement of reconstruction accuracy was

achieved by using the learned patterns. In their recent work [37], they proposed

an image sampling scheme by using a convolutional layer with a small stride step

to avoid the blocking artefacts appearing in the reconstructed images. Although

the accuracy improvement of these two work was demonstrated in the simulation

results, implementing those sensing patterns, which contain high-precision floating-

point values, in DMD sampling hardware is not straightforward and less efficient.

3.2.3 Networks based on binary patterns

Iliadis et al. [41] proposed a network using binary patterns for video recon-

struction. The network applied a 3D binary sampling matrix to sample a sequence
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Table 3.1: The summary of reviewed methods. The random Φr and learned
Φb means the sensing matrices are randomly generated or further learned by the
training. The Φr Φr is for real-valued weights and binary weights separately. The
compression type denotes the axis along which the sensing is compressed. The
post-processing indicates whether the image enhancement procedure is needed
in addition to the network results.

Network Sensing Matrices Compression Type Post-processing

SDA random/learned Φr spatial CS Yes

BCS-Net learned Φr spatial CS Yes

DeepInverse random Φr spatial CS No

DeepCodec learned Φr spatial CS No

ReconNet random Φr spatial CS Yes

DR2-Net random Φr spatial CS Yes

Adp-Rec learned Φr spatial CS Yes

Fully-Conv learned Φr spatial CS No

DeepFully-Conn random Φb temporal CS Yes

DeepBinaryMask learned Φb temporal CS Yes

of temporal video frames, resulting in a set of measurements. The network was

trained to learn a non-linear mapping between measurements and reconstructed

frames via fully-connected layers. The same 3D binary matrix sampling strat-

egy was used in their more recent work, DeepBinaryMask [42], for sampling video

frames. However, in this work, matrices were generated through a training pro-

cess using an encoder-decoder structure, which is similar to DeepCodec. Their

sampling strategy achieved temporal compression of video frames, which is func-

tionally different from the spatial compression task, which is the focus of our own

work.

In summary, a variety of network architectures were proposed to improve the

reconstruction accuracy from compressed sampling measurements. However, they

were not designed to be integrated with the SPC sensing hardware due to two

factors.

First, these frameworks were designed to use real-valued sensing patterns that
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were not suitable for SPC sampling. These patterns, used to train models, were rep-

resented in 32-bit floating-point format. Although good performance was demon-

strated in image sampling simulations using modern GPUs, their high-precision

values were impractical for implementation on the structured light sensing hard-

ware such as DMDs, where instead, binary patterns were more suitable.

Second, previous methods assumed that the sensing patterns and the recon-

structed images had the same resolution, i.e. the reconstructed image size should

be the same as the pattern size. This sampling scheme was inefficient when re-

constructing large images from the network for two reasons: 1) When the network

reconstructs a large size image, the patterns also need to be increased to the same

size. As a result, more measurements need to be taken such that the compression

ratio defined by the number of measurements divided by the total number of pixels

in the patterns remained constant. 2) An increase in pattern size dictates that the

network’s intermediate feature maps, which are processed by hidden layers, are ex-

panded accordingly. This results in more convolutional operations being required

for each layer. To overcome these drawbacks, it is beneficial to reconstruct a large

image using sampling patterns that are smaller than the reconstructed image size.

In this way, the network requires fewer measurements and has smaller intermediate

feature maps.

Since the models described in previous work were constrained by the two afore-

mentioned limitations, we are motivated to develop a hardware-friendly network

that 1) can be applicable to SPC imaging and 2) can further improve the network

efficiency by using low-resolution sampling patterns to reconstruct high-resolution

images. The remainder of this chapter describes the details of our network imple-

mentation and experiment results.

3.3 Super-resolution SPC imaging using a deep

neural network

In this section, we describe the details of our network structure and model

training strategy. Figure 3.1 presents an overall schematic of the network structure.

Conceptually, our network consisted of two parts: the convolutional net for initial

image reconstruction (the green part) and the recursive residual-block net for image
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correction (the red part). In practice, they combine to operate as a single model

during training and testing. The structures and functions of these two parts are

described separately in Section 3.3.1 and 3.3.2.

Figure 3.1: Overview of the proposed network structure. Our proposed net-
work structure has two parts, which performs different functions: the first part
(green block) implements image reconstruction, and the second part (red block)
performs the reconstruction-residual correction. For the image reconstruction
part, the network takes the low-resolution image patches as input data. It com-
pressively senses them with binary patterns and reconstructs a preliminary im-
age. After that, the residual correction net extracts the preliminary image fea-
tures and corrects the reconstruction error using a sequence of recursive residual
blocks. These blocks are connected to the original feature maps through iden-
tity mapping to learn the error correction. Finally, the preliminary image and
residuals maps are up-scaled through two branches and combined element-wise
to generate the final output image.

The development of the network architecture was based on our LSHR scheme,

which is the fundamental idea behind this model. The LSHR scheme assumes

that the object scene has been sampled at low-resolution and that the network

uses these sampled measurements to recover the missing details. To this end,

the image reconstruction net first sampled a low-resolution version of an original

image, using binary patterns, to generate a corresponding set of measurements.

These measurements were then deconvolved to generate a coarsely reconstructed

image, which had the same size as the sampling patterns. At this stage, the details

of the object scene were still missing. The coarsely reconstructed image was fed
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into the residual-block net, which estimated the image details and output the final

image in high-resolution. By incorporating these two parts, the model was able to

reconstruct the high-resolution image directly from the low-resolution sampling.

In practical applications, the ground truth, super-resolution, images are not

known a priori. To evaluate the LSHR scheme, we trained and tested the network

using paired-image datasets, in which the original image was used as the ground-

truth, and its low-resolution version was used for sampling. These paired image

sets enabled us to quantify the reconstruction accuracy at the training and testing

stages. The training strategy is presented in Section 3.4, which involves details of

the objective loss function and settings for training parameters.

We demonstrate the practical reconstruction accuracy of the network by in-

corporating actual SPC imaging hardware in its evaluation. In Section 3.5.5, we

describe our SPC hardware setup, which was modified from our original setup

(Section 2.2.1), and present the image reconstruction results.

3.3.1 Image reconstruction net

The image reconstruction net is responsible for image sampling and low-

resolution image reconstruction. The net does the sampling process at the training

and testing stages by using a convolutional layer where each 2D convolutional ker-

nel acts as a small digital mirror array, and the kernel weights represent binary

patterns. When it samples an image that has the same size as the kernel, sampling

measurements are generated by doing a dot product of the kernel and the image.

When the image is larger than the kernel, the measurements are generated by doing

image convolution.

The image reconstruction from the measurements was implemented by using

a set of transposed convolution layers, which had real-valued kernels. During the

training, the network optimised both the binary and real-valued kernels such that

an initial image was reconstructed from the measurements. When the trained

model was integrated with the SPC hardware, the learned binary patterns were

uploaded to the digital mirror device to do the sampling. The measurements of

backscattered light intensity were recorded by a photodetector and then fed into

that input layer of the network to obtain a reconstructed image.
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Figure 3.2: The image sampling and reconstruction operations. Training stage:
the low-resolution image is sampled with binary kernels using a convolutional
layer. Each convolution operation generates a measurement (the black element).
By sliding the binary kernel through the image, the corresponding binary kernel’s
measurement map is generated. After convolution with all binary kernels, the
transposed convolutional layer is used to reconstruct the low-resolution prelimi-
nary image from the measurements. Operational stage: the learned patterns are
uploaded to the DMD hardware to do the sampling, the measurements recorded
by the photodetector are sent back to the network to compute the reconstructed
image.

A schematic diagram of the image reconstruction net is shown in Figure 3.2.

It is seen that the measurements are obtained by doing the convolution of the

binary kernels on a low-resolution image, constructing a measurement matrix. The

sampling and reconstruction can be formulated as

x̃ = Fd(y,Wr) + b

= Fd(F(ϕ(x),Wb),Wr) + b
(3.1)

where x̃ is the reconstructed preliminary image. The Fd( · ) is the transposed

convolution, the Wr and b are the real-valued kernels and bias respectively. The

ϕ( · ) down-scales the original images for simulating the sampling process. The

measurements y are generated by the convolution F( · ) of image x and the binary

kernels Wb where each kernel corresponds to a sensing pattern. In terms of image

sampling, the binary patterns can be obtained in two ways: 1) fixed pre-initialised

patterns, and 2) learned patterns which were optimised in the network training

procedure. The details of their implementation is described in below. To evaluate
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their effect on reconstruction accuracy, we study the model training for both types

of pattern and discuss their performance in Section 3.5.3.

Randomly pre-generated binary weights : In this approach, the patterns were

initialised with random values, which remained fixed during the training. Before

the training, the binary weights generated from the random Bernoulli distribution

with Pr(1) = 0.5. For each kernel, the initialisation was applied independently.

During the training process, the fixed kernels were used to generate the measure-

ments, and the kernel weights in the rest of the network were updated. By freezing

the sampling kernels, the network was trained to fit a specific set of binary patterns.

In our experiments, this approach was used to obtain a benchmark perfor-

mance for training, compared with training using the learned weights method.

Learned binary weights : In this approach, the generation of learned kernel

weights was achieved in two steps. First, kernels were initialised with floating-

point weights following the uniform distribution within the range of [−1, 1]. This

method ensured the weights were equally assigned to positive and negative values

within the range, which facilitated the binarisation in the second step. These values

were kept for gradient calculation during the backpropagation since the floating-

point weights were necessary for the network optimisation. In the second step, the

floating-point weights were mapped to binary values and applied to the sensing

kernels during forward propagation. This binarisation scheme is formulated as

wb =

{
1 if wr > 0,

0 if wr ≤ 0,
(3.2)

where the wb are the 0, 1 binary weights and the wr are the real-valued weights. It

should be noted that in the scheme, the binary kernels were only involved in the

convolution operations. Furthermore, we implemented two additional operations

during the network training to facilitate the binary weights learning process. First,

we clipped the real-valued weights within the range [−1, 1] after each training

step. This ensured that the floating-point weights can be used effectively for the

binarisation mapping since the very large values, which were out of the range

[−1, 1], did not have a significant impact on the binarisation process. Second, the

network also applied an `2 norm regularisation to the weights such that the large

weights values and the risk of gradient explosion were avoided. It is noticed that a

Sigmoid activation function can do the same computation. However, to optimise
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the patterns towards binary values by this approach, the absolute values of weights

in the previous layer have to be very large. It adds a risk of gradient explosion and

prevents the pattern updating, i.e. changing from 0 to 1 means changes of weights

from a very small negative value to a very large positive value. Therefore, it is not

suitable for our network.

3.3.2 Residual correction net

Using the output of the image restoration net as input, the residual correction

net produces the final reconstructed image in high resolution and recovers the

image details. A schematic of the residual correction net is shown in the red block

in Figure 3.1. This net can be briefly summarised into two branches: 1) residual

correction and 2) image upscaling.

The residual correction branch used a set of recursive residual blocks to learn

the reconstruction of missing details between the low-resolution input image and

the high-resolution ground-truth image. To this end, a sequence of convolutional

residual blocks was developed. It had a long-term identity that mapped original

features, extracted from the input image, to the output of each block. This link

allowed the original features to be directly added to the residuals at each stage,

seen in Figure 3.3. To better resist over-fitting due to a large number of weights,

the kernel weights are designed to be shared across different blocks, which gives the

network a recursive structure and reduces the total amount of learnable parameters

significantly. At the end of the residual blocks, we applied a phase shift operation

to upscale the feature maps into higher resolution.

In the image upscaling branch, the preliminary images, which were recon-

structed by the image reconstruction net, were up-scaled to the super-resolution

size. These images were then merged with the output of the residual mapping

branch to reconstruct the final super-resolution output. In the remainder of the

section, we first explain the residual block and then describe the image upscaling.

The residual block structure was initially proposed in ResNet [43], in which

the block consisted of a set of convolutional layers followed by activation functions.

For each block, an identity mapping branch was used to add the input feature

maps with blocks output, thereby forming a more detailed feature map. With this
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Figure 3.3: The structure of the residual correction net. The network feeds
in the reconstructed preliminary image as an input node and then extracts the
original features. The feature maps are then passed to the recursive residual
blocks, shown as dashed green lines. Each residual block has an identity branch
that connects the original features with its output. Thereafter the residuals
and the original features are added, element-wise, to generate the input to the
next residual block. For each residual block, we applied leaky ReLU as the pre-
activation function. At the end of the network, an extra convolutional layer and
an upscaling layer is added to generate the residual output.

structure, the blocks were designed to learn the residual between the input and

output features. The residual block is formulated as

â = R(a) = F(a,W ) + h(a) (3.3)

where a and â are the input and output of the residual block, W indicates the

weights of the residual block, F(a,W ) learns the residual mapping between the

input and the output and h(a) is the identity mapping function. In a residual block
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with two convolutional layers and two activation functions, the residual mapping

function is

F(a,W ) = σ(W2σ(W1a)) (3.4)

where σ denotes the post-activation function. In a recent research [44], it was shown

that a pre-activation generally made the model easier to be trained. The sequence

of the blocks in our network is shown in Figure 3.3. We used two convolutional

layers with a pre-activation function in each block. For the identity mapping,

the network connected the feature maps associated with the low-resolution input,

which was generated by the first convolutional layer, to the output of each block.

This long-term connection directly related these features with the outputs of the

deep residual blocks. This can be formulated as

âj = Rj(âj−1) = F(âj−1,W j) + h(a0) (3.5)

F(âj−1,W j) = W j
2σ(W j

1σ(âj−1)) (3.6)

where Rj is the residual mapping function of the j-th block, a0 is the initial fea-

tures, and âj is the output of j-th block. W j is the weight and σ is the Leaky ReLU

activation function [45]. The ith-layer in each block shared the same weights Wi

where i ∈ 1, 2. This formed a recursive structure and reduced the total amount

of model parameters significantly. In the experimental results discussed in Sec-

tion 3.5.2, it is shown that this structure yielded better reconstruction accuracy.

After the recursive block sequence, an image upscaling operation was imple-

mented at the end of the residual correction net to generate the final reconstructed

image. This procedure consisted of a phase shift operation, performed on the out-

put of the recursive residual blocks, and an image merging branch, which is shown

under the residual blocks in Figure 3.1.

The phase-shift layer [46] was used to enlarge the size of the learned residual

feature maps by a factor of s. In our experiment, we set the upscaling factor s as

2. The phase shift operation, shown in Figure 3.4, rearranged the input feature

maps H ×W ×C · s2 into H · s×W · s× c such that the output feature maps had

a super-resolution size.

The idea behind this operation is that the missing details between the pixels,

which was denoted as sub-pixel information, was learned by the residual correction
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Figure 3.4: The phase shift operation rearranges the elements in the low-
resolution feature maps and forms a high-resolution feature map. Each fea-
ture map, showing in different colours, fills the sub-pixel location of the high-
resolution feature maps.

net with S · c kernels. These feature maps were then rearranged such that the

learned details were filled in the sub-pixel location in each channel of c. Note that

the channel c is determined by the final image (one for grayscale and three for

RGB) such that the rearranged residual feature maps can be added to the image

branch.

In the image up-scaling branch, we enlarge the image size by the same fac-

tor with the transpose convolution. Then the residual and the image are added

together element-wise to generate the output image in the super-resolution size.

Thus, the image details in the super-resolution image were reconstructed.

3.4 Network training

3.4.1 Loss function

Denoting the original image as x, the loss function aims to train the whole

network f to reconstruct a super-resolution image x̃ = f(x, θ), where the θ denotes

the parameters of the model. In contrast to the general `2-norm loss function used

in previous work, the network was trained using a Charbonnier loss function, which

is a variant of the `1-norm function. From our empirical results, it was indicated

that images generated using the Charbonnier loss function were usually sharper

than the results obtained using an `2 norm loss function.
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The loss function is formulated as

L(x, x̃,W ) =
1

N

N∑
i=1

S∑
s=1

ωα (xsi − x̃si ) +
λ

2N

∑
W

w2 (3.7)

α(µ) =
√
µ2 + ε (3.8)

where, in the first term, N is the batch size, S is scale, ω is the balance weight

at each scale, α( · ) denotes the Charbonnier penalty with a pre-defined residual

parameter ε. The second term is the `2-norm regularisation for the network weights

w, balanced with weight λ.

This loss function supervised the training of both sub-nets simultaneously by

associating the total loss with the output of both sub-nets, i.e. the reconstructed

low-resolution image x̃1 at the up-scaled super-resolution image x̃2. For x̃1, the

ground truth image x1i was generated by downsizing the original image using the

bi-cubic interpolation method. For x̃2, we used the original image for ground-truth.

The scalar weight ω controlled the influence of each xsi in the loss function. In our

experiment, we set ω = 2s for each part.

3.4.2 Training strategy

The proposed network consists of two sub-nets that contain different types

of weights, namely the mixed-valued weights for image reconstruction net and the

real-valued for residual correction net. To train such a heterogeneous network,

a straightforward strategy would be training two parts separately in a pipeline

manner, i.e. the image-reconstruction net is trained at the first step and then used

as a pre-trained model to train the whole network. This process can be viewed

as either a two-step training strategy or as a semi-pretraining strategy for transfer

learning. This method was adopted in previous work [35] and was claimed to result

in a smoothly diminishing training loss function.

However, it was shown in a range of work that the pipeline strategy that

optimises two parts of the network in a semi-decoupled way is usually inferior to

the pure end-to-end training where all the components of the network are jointly

optimised during training [26, 47, 48]. Therefore, in this work, we propose training

the heterogeneous network in a pure end-to-end fashion: the optimiser updated the
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binary and real-valued weights together with the aim of loss decreasing. Our results

demonstrated that this training strategy also led to a smoothed training procedure

(Figure 3.10) and yielded a model with better overall performance (Table 3.2).

During the training procedure, it was observed that the loss for image recon-

struction net was decreased quicker than the rest of the network. To balance the

training process, we applied two learning-rate schemes during the joint training,

where different learning-rate decays were applied to each part. Specifically, for the

image reconstruction net, we set a larger initial learning rate with a faster decay.

This encouraged a more rapid updating of the binary weights in the early stages

of training, such that the sampling patterns were learned at the beginning. These

optimised weights became stable in the later stage, where a greater emphasis was

placed on the residual correction net with subsequently improved capability for fine

image detail estimation. In our experiment, we empirically used a larger learning

rate of 1× 10−4 with a decay rate of 0.25 for the image reconstruction net. For the

residual correction net, the initial learning rate and the decay rate were 1 × 10−5

and 0.75, respectively. The learning rate decayed every 200, 000 training steps.

3.4.3 Network parameters and training hyper-parameters

For the image reconstruction net, the pattern size 16×16 was applied to both

the sensing kernels and the transposed convolution kernels. For each recursive

residual block, the kernel size of the convolutional layers was set to 3× 3, and each

layer consisted of 64 channels. The leaky ReLU activation function with leaky rate

p = 0.2 was used. The network training was implemented in 300 epochs by using

Adam optimiser with a batch size of 16. The proposed network was trained on an

Nvidia GeForce GTX 1080Ti GPU.

In our experiment, the network was trained with different measurement ratios,

R = m
N

, of 0.01, 0.10 and 0.25, where m is the number of sampling kernels and N

is the number of pixels in the sensing patterns. Accordingly, the number of binary

kernels for the 128× 128 benchmark sampling images are 164, 1638 and 4096.
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3.5 Experiment results and discussion

In this section, we present a series of experiments to demonstrate the model

performance and study the advantages of our network. First, we evaluated the

image reconstruction quality (see Section 3.5.2) on three datasets. Based on the

results of this study, our learned and fixed-pattern binary models showed the first

and second highest peak signal-to-noise ratio (PSNR) respectively compared to the

four methods reviewed in Section 3.2. Next, in Section 3.5.3, we analyse how fixed

and learned patterns affected the model training process. It was observed that the

model trained with learned binary patterns yielded a faster training procedure and

led to a lower validation loss. Finally, we assess the reconstruction efficiency of the

network in Section 3.5.4, in comparison with other tested methods. Based on the

comparison results, we demonstrated that our model outperformed other models

with respect to balancing the reconstruction accuracy and the computational cost.

3.5.1 Datasets

To achieve good model robustness (to variation in image texture and scene

content) and generality for the image reconstruction performance, the network

training was based on a large-scale image dataset. In the experiment, we used

the DIV2K image dataset [49] for training and validation. DIV2K contains 800

super-resolution images with a large diversity of contents. Two data augmentation

processes were implemented on the training images. First, each training image

was randomly cropped to form 50 small patches of size 256 × 256. Small patches

sped up the training process compared with training on the original 2K-resolution

images. The random cropping procedure generated 40, 000 training images in total.

Second, random flipping and rotation of the original patches were also applied after

cropping. These original resolution image patches were used as ground truth, and

the corresponding low-resolution images were obtained using a down-scaling factor

of 2.

At the testing stage, three datasets were used to test the model’s performance.

First, we used a benchmark dataset of 11 test images, which has been used in

compared work [34–37]
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to evaluate the reconstructed image quality and compare it with the results

obtained from previously described methods. Second, we evaluated our method on

a much larger dataset – the test set of ILSVRC2017, comprising 50, 000 natural

images from 1000 classes [50]. Tests on this dataset provided a good indication of

the generality of the model. Lastly, we modified the DCT coefficients of the images

contained in the ILSVRC2017 test set. It is known that natural images are often

approximately sparse in the domain of the discrete cosine transformation (DCT)

and the wavelet transform [51], and CS is an efficient method for approximate

recovery of such images. Since our method is an alternative to CS, we have also

evaluated the performance of our structured signal recovery method with images of

various levels of sparsity. For this experiment, we generated a DCT-sparse version

of the ILSVRC2017 test set, and we controlled the sparsity of the DCT coefficients

as follows: Each image was first transformed into the DCT domain where the

coefficients were reordered based on their magnitude, then we set 5 percentage

threshold cases for coefficient magnitude such that 100%, 20%, 10%, 5% or 1% of

the coefficients were retained and all other coefficients were set to zero. Finally,

they were transformed back to the spatial domain to form a DCT-sparse image.

3.5.2 Experiment results with simulation dataset

The reconstruction results of the proposed network were presented and com-

pared with four recently proposed methods: ReconNet [34], DR2-Net [35], Adp-

Rec [36] and Fully-Conv [37]. To be consistent with previous work, the peak

signal-to-noise ratio (PSNR) was used as the evaluation metric.

The overall comparison results based on the benchmark image set are sum-

marised in Table 3.2, which indicates the advantage of the proposed network. From

the table, it can be seen that our network with the learned patterns achieved the

highest average PSNR at all three measurement ratios. Our network with static

binary weights yields the second-highest average value at measurement ratios of

0.01 and 0.10, and the third-highest at 0.25. The figures show that our approach of

reconstruction from low-resolution sampling achieved a better overall reconstruc-

tion accuracy than the competing methods. At the same time, it should be noticed

that the low-resolution image sampling employed in our method has the additional
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Table 3.2: The PSNR of 11 test image in dB from recent six methods at
three measurement ratios. The reported mean is the average PSNR value for all
images. The red figures and the blue figures denote the first and second highest
value among all the methods. Our network based on learned binary weights
yields the highest average PSNR at all three measurement ratios.

Image Methods
measurement ratio

Image Methods
measurement ratio

R=0.25 R=0.1 R=0.01 R=0.25 R=0.1 R=0.01

Barbara

ReconNet 23.58dB 22.17dB 19.08dB

Boats

ReconNet 27.83dB 24.56dB 18.82dB

DR2-Net 25.77dB 22.69dB 18.65dB DR2-Net 30.09dB 25.58dB 18.67dB

Adp-Rec 27.40dB 24.28dB 21.36dB Adp-Rec 32.47dB 28.80dB 21.09dB

Fully-Conv 28.59dB 24.28dB 22.06dB Fully-Conv 33.88dB 29.48dB 22.3dB

Ours (static) 27.52dB 24.57dB 22.03dB Ours (static) 32.05dB 29.55dB 22.59dB

Ours (Learned) 31.11dB 24.56dB 22.34dB Ours (Learned) 34.13dB 29.59dB 23.31dB

Fingerprint

ReconNet 26.15dB 20.99dB 15.01dB

Cameraman

ReconNet 23.48dB 21.54dB 17.51dB

DR2-Net 27.65dB 22.03dB 14.73dB DR2-Net 25.62dB 22.46dB 17.08dB

Adp-Rec 32.31dB 26.55dB 16.22dB Adp-Rec 27.11dB 24.97dB 19.74dB

Fully-Conv 32.91dB 27.36dB 16.33dB Fully-Conv 28.99dB 25.62dB 20.63dB

Ours (static) 30.36dB 26.07dB 17.10dB Ours (static) 28.68dB 26.53dB 20.84dB

Ours (Learned) 33.38dB 26.40dB 17.23dB Ours (Learned) 30.63dB 26.56dB 21.35dB

Flinstones

ReconNet 22.74dB 19.04dB 14.14dB

Foreman

ReconNet 32.08dB 29.02dB 22.03dB

DR2-Net 26.19dB 21.09dB 14.01dB DR2-Net 33.53dB 29.20dB 20.59dB

Adp-Rec 27.94dB 23.83dB 16.12dB Adp-Rec 36.18dB 33.51dB 25.53dB

Fully-Conv 30.26dB 24.98dB 16.92dB Fully-Conv 38.10dB 34.00dB 27.26dB

Ours (static) 28.00dB 24.34dB 16.81dB Ours (static) 35.34dB 33.13dB 26.36dB

Ours (Learned) 31.01dB 24.66dB 17.27dB Ours (Learned) 36.91dB 33.45dB 27.13dB

Lena

ReconNet 27.47dB 24.48dB 18.51dB

House

ReconNet 29.96dB 26.74dB 20.30dB

DR2-Net 29.42dB 25.39dB 17.97dB DR2-Net 31.83dB 27.53dB 19.61dB

Adp-Rec 31.63dB 28.50dB 21.49dB Adp-Rec 34.38dB 31.43dB 22.93dB

Fully-Conv 33.00dB 28.97dB 22.51dB Fully-Conv 36.22dB 32.36dB 23.67dB

Ours (static) 31.60dB 29.37dB 23.13dB Ours (static) 34.80dB 32.55dB 24.82dB

Ours (Learned) 34.18dB 29.57dB 23.52dB Ours (Learned) 36.61dB 33.73dB 25.12dB

Monarch

ReconNet 24.95dB 21.49dB 15.61dB

Peppers

ReconNet 25.74dB 22.72dB 17.39dB

DR2-Net 27.95dB 23.10dB 15.33dB DR2-Net 28.49dB 24.32dB 16.90dB

Adp-Rec 29.25dB 26.65dB 17.70dB Adp-Rec 29.65dB 26.67dB 19.75dB

Fully-Conv 32.63dB 27.61dB 18.46dB Fully-Conv 32.90dB 28.72dB 21.38dB

Ours (static) 31.51dB 28.71dB 20.09dB Ours (static) 31.20dB 28.23dB 21.52dB

Ours (Learned) 34.20dB 29.07dB 20.79dB Ours (Learned) 33.51dB 28.61dB 22.10dB

Parrot

ReconNet 26.66dB 23.36dB 18.93dB

Mean

ReconNet 26.42dB 23.28dB 17.94dB

DR2-Net 28.73dB 23.94dB 18.01dB DR2-Net 28.66dB 24.32dB 17.44dB

Adp-Rec 30.51dB 27.59dB 21.67dB Adp-Rec 30.80dB 27.53dB 20.33dB

Fully-Conv 32.13dB 27.92dB 22.49dB Fully-Conv 32.69dB 28.30dB 21.27dB

Ours (static) 32.64dB 29.84dB 22.57dB Ours (static) 31.25dB 28.44dB 21.62dB

Ours (Learned) 34.75dB 30.18dB 23.01dB Ours (Learned) 33.68dB 28.67dB 22.11dB
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(a) Original (b) ReconNet
(18.93dB)

(c) DR2-Net (18.01dB) (d) Adp-Rec (21.67dB)

(e) Fully-Conv
(22.49dB)

(f) Ours static
(22.57dB)

(g) Ours learned
(23.01dB)

Figure 3.5: The reconstruction result from the five methods, including two of
ours, at compression ratio R = 0.01.

(a) Original (b) ReconNet
(19.04dB)

(c) DR2-Net (21.09dB) (d) Adp-Rec (23.83dB)

(e) Fully-Conv
(24.98dB)

(f) Ours (static)
(24.34dB)

(g) Ours (learned)
(24.66dB)

Figure 3.6: The reconstruction result from the five methods, including two of
ours, at compression ratio R = 0.10.

benefit of generating smaller intermediate feature maps, thereby reducing the com-

putational burden at the image reconstruction stage.

Three sets of selected examples in Figure 3.5, 3.6 and 3.7 presents the bench-

mark images and their reconstruction results using different methods at measure-

ment ratios of 0.01, 0.10 and 0.25 respectively. It is seen that our proposed network

reconstructed more details than the other methods. This resulted in images that
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(a) Original (b) ReconNet
(23.48dB)

(c) DR2-Net (25.62dB) (d) Adp-Rec (27.11dB)

(e) Fully-Conv
(28.99dB)

(f) Ours (static)
(28.68dB)

(g) Ours (learned)
(30.63dB)

Figure 3.7: The reconstruction result from the five methods, including two of
ours, at compression ratio R = 0.25.

are visually sharper. At the lowest measurement ratio of 0.01, the block-based

reconstruction strongly affected the quality of output images generated by the Re-

conNet, DR2-Net and Adp-Rec. This effect was not observed in the results obtained

from the Fully-Conv network and our proposed network. The reason for this is,

both of these methods applied the fully convolutional layer to implement the image

sensing and reconstruction. This approach brings two advantages to the network.

First, in contrast to the fully-connected layer used in the former methods, it does

not require an image splitting step. Therefore the network could be trained in

an end-to-end fashion such that the reconstructed image was obtained with post-

processing to smooth the output images. Second, the network does not require a

fixed input-image size. This advantage introduces more flexibility to the network.

It is also noticed that the blocking effect was eliminated for all results at the mea-

surement ratio of 0.10 and 0.25. This indicates that the number of measurements

was sufficient to achieve adequate reconstruction quality.

For the proposed network, the difference between the results due to the static

patterns and the learned patterns is significant at the measurement ratio of 0.01.

Figure 3.8 shows the reconstructed images for both cases their differences in both

the spatial and frequency domains. It is observed, in both Figure 3.8 (C) and (D),

that the main differences are in high-frequency image content. This result implies

that learning binary weights can help preserve more detail and make the model
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(a) static-weights network (b) learned-weights network

(c) image difference (d) difference of image FFT

Figure 3.8: The comparison of reconstructed image between our static-weights
and learned-weights networks at compression ratio R = 0.01. Since the learned
network yield a higher PSNR of 22.92, more details are reconstructed. The
difference image (c) and the difference of their Fourier transform (d) show that
the significant improvement of the learned-weights net is contributed to the high-
frequency component under the same training procedure.

converge more quickly based on the same measurement ratio and training process,

thereby reducing the training time.

Next, we evaluated our model on the ILSVRC2017 test dataset. Figure 3.9

shows the mean PSNR values of the reconstructed images on the large ILSVRC2017

test dataset. The figure depicts five bar charts; one for each of the five DCT-

sparsity levels. At each sparsity level, the test images were reconstructed at three

measurement ratios. Each bar represents the mean PSNR values calculated over

all test images. For original images, it was seen that the model achieved good

performance with mean PSNR values of 32.11 dB, 28.45 dB, and 22.69 dB, which

is comparable to the results on the benchmark test images.
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Figure 3.9: The evaluation of the learned binary model on the ImageNet test
dataset. The trained learned-binary model was tested on the original ImageNet
test dataset and the DCT-sparse images in three measurement ratios (R = 0.01,
0.1 and 0.25). For the dataset, we controlled the sparsity of the images in the
DCT domain. Specifically, we fixed the sparsity of the original images in the DCT
domain such that 20%, 10%, 5% and 1% of the original DCT coefficients were
retained. The results show that the trained model works well on the large-scale
image datasets, indicating the model’s ability to generalise. It is also observed
that the mean PSNR values increase with increasing sparsity. This denotes that
the model also performs well on DCT-sparse images.

For DCT-sparse images, it was found that the PSNR values increase with

increasing sparsity of images. This result implies that the DCT-sparse images

are more easily reconstructed by our proposed network, which is aligned with the

performance of the conventional CS reconstruction. Examples of reconstructed

images are shown in Table 3.3, in which each row represents a different sparsity

level, and each column is the reconstruction result for a particular measurement

ratio.

3.5.3 Model training analysis with fixed and binary sam-

pling schemes

This section provides an analysis of the model training process with the static

and learned sampling patterns schemes. First, we analysed the training efficiency

by monitoring the validation loss in both sampling schemes. The model validation

was done for each of the 2000 training steps with the DIV2K validation image
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Table 3.3: The sample images from reconstruction of the large scale test
dataset. The rows denote the reconstruction at different sparsity in the DCT
domain. The first row is the reconstruction of the original images. The second to
the last rows show the reconstruction of the sparsity-controlled images. Specifi-
cally, the sparsity of the images is at 100%, 20%, 10%, 5% and 1% of the original
images. The first column shows the ground truth images, and the second to the
last columns show the reconstruction at the compression ratio of 0.25, 0.1 and
0.01.

Sparsity Raw image
Reconstruction results at different measurement ratios

R = 0.25 R = 0.1 R = 0.01

original

20%

10%

5%

1%

set, which was separate from the training set. Figure 3.10 shows the loss trend of

the network, which was trained separately with the two different sampling patterns

scheme at measurement ratios of 0.01, 0.1 and 0.25. We found that training with the

learned patterns produced a faster loss reduction for all three measurement ratios

than training with fixed patterns. When the measurement ratio was increased, the

discrepancy between the losses of the two networks also increased. Furthermore,

the network with learned patterns yielded a lower final loss than the fixed patterns

network, especially for R of 0.1 and 0.25.

Even though the learned patterns network showed some instability compared

to the fixed patterns network, it is still beneficial since it can be trained more
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Figure 3.10: The validation losses based on static and learned binary patterns
are in blue and orange traces, respectively. Each pattern type was validated for
three measurement ratios (R = 0.01, 0.1 and 0.25). The training process for
the learned binary weights was increased by updating the binary weights. As a
result, its validation loss drops quicker than for the static patterns. Two losses
at R = 0.01 are close at the end of the training, while the difference became
significant when the measurement ratio increased. For R = 0.25, the loss of the
learned-weights model was much lower at the beginning. Also, the training loss
associated with the learned patterns was not as smooth as the static case. This
is because the binarisation function mapped the real-valued weights to binary
values and introduces perturbation to the training.

quickly. The instability was caused by the binarisation operations. Specifically,

in the static-pattern scheme, only the real-valued weights of the network were not

involved in the calculation of backpropagation, but the binary sampling patterns

were not updated. In contrast, in the learned-pattern scheme, the binary weights

were obtained from the binarisation of the real-valued version of the network after

each updating step. This binarisation function introduced fluctuations in the gra-

dient calculation and made the training progress less stable. However, the benefit

of learning the binary weights is that it reduces the loss at a faster rate compared

to the static one. As a result, the validation loss based on the learned weights was

lower than that of the static weights at the same training step.

Next, we analysed the sparsity of learned patterns by exploring the percentage

of pixels with value one during pattern update. In compressive sampling theory,

we typically use a small number of dense sensing patterns (equal numbers of ones

and zeros) in contrast with raster scan sensing in which each pattern is maximally

sparse (contains one on pixel) and records the intensity of single pixel values one at

a time. Conversely, the sparse patterns are more efficient for single pixel imaging
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hardware as they require less on-board memory usage. Our approach effectively

adapts the sparsity of patterns according to the measurement ratios and hence finds

an optimal compromise between sensing efficiency and hardware performance. We

initialised all patterns using a single precision uniform distribution within the range

[−1, 1] (as required for model optimisation), which were subsequently binarised to

form patterns with a similar number of ones and zeros. However, the number

of ones decreased dramatically during training since the model at large sampling

rates does not necessarily need dense patterns. In contrast, for a relatively small

measurement ratio of R = 0.01, the number of ones remained consistently high,

which suggests that more information was sampled by each pattern. As a result,

the sampling patterns at R = 0.1 and R = 0.25 contain fewer ones compared to the

patterns at R = 0.01, as seen in Figure 3.11. This variation, due to R, implies that

the learning process can generate efficient binary sampling patterns that adapt to

different measurements.

Figure 3.11: During training, the binary patterns adapt differently for each
measurement ratio. Notice that the fraction of ones contained in the binary
patterns is inversely at R = 0.25, while for the very small measurement ratio
R = 0.01, the fraction of ones remains constant because more information needs
to sensed by each pattern. This trend is closely related to Figure 3.12, and it
implies that the initial binary patterns can be trained to be adaptive to the
number of patterns.

The patterns learning process largely depend on the training data energy,

which is determined by the Charbonnier loss. The variation of patterns according

to the measurement ratio is currently self-optimised based on training with general

real-world image data. It is foreseen that when dealing with images of a low signal-

to-noise ratio (SNR), the noise energy may affect the reconstruction results. This
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implies, under that condition, the image energy (pixel intensity) may be recovered

but the structure of image content might not be exactly maintained. As a result,

the visual quality may be contaminated by the background noise. The potential

approach of improving the model generalisation, especially for recovering low SNR

images, is to fine-tune the model with an additional multi-scale structural similarity

(MS-SSIM) loss [52], which has been demonstrated to have a good performance on

image super-resolution task.

The pattern updating speed is determined by the measurement ratio, i.e.

the number of patterns used. Figure 3.12 shows the percentage of the updated

weights at each epoch. To simplify the visualisation, the chart only presents the

updating track within the first 60 epochs. The quantity of updated weights in the

remainder of the training becomes very small, which is not very informative and

has therefore not been included in the plot. From the figure, we found that the

updating of weights adapted to the number of sampling patterns. More sampling

patterns were used in the network at the large measurement ratio; therefore, more

weights needed to be updated after the random pattern initialisation. The number

of weights for R = 0.25 was very large, and hence updating of the weights was

intensive within the first ten epochs. Conversely, at smaller measurement ratios,

patterns contained fewer pixels with value one compare with the initial state, and

therefore the time taken to update weights was negligible. This behaviour implies

the updating rate of the binary patterns adapted to the measurement ratio.

In addition, we present a set of training-optimised binary sampling patterns

at three measurement ratios. It is seen in Figure 3.13 that the sparsity of the valid

sensing pixel of the patterns is decreased while the measurement ratio decreases,

i.e. the number of “on” pixels is decreased. It is worth noting that the patterns at

high R tend to measure with the line pattern, while the patterns of low R is doing

block sense. Although the interpretability of the patterns is not straightforward, a

possible explanation, which is highly related to the general CNN training, is that

the single high-R pattern focuses on fewer image features than the low-R pattern,

which senses more mixed features in each pattern.
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Figure 3.12: The amount of updated binary weights during training. The
training process updated the patterns according to the total number of weights
at different measurement ratios. Notice at R = 0.25 that the trace starts with
a large figure which denotes the large update quantity of the sampling patterns.
Most of the weights were updated frequently at the beginning and quickly became
stable. On the contrary, the trace of R = 0.01 shows that the quantity of updated
weights at R = 0.01 was consistently at low percentage.

Figure 3.13: The examples of training-optimised binary pattern. First column:
patterns at R = 0.25. Second column: patterns at R = 0.1. Third column:
patterns at R = 0.01.
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3.5.4 Analysis of the reconstruction efficiency

We analysed the computational efficiency of the network by calculating the

time and space complexity. The results demonstrated that our model achieves the

state of the art image quality at a low computational cost compared with competing

methods.

Relative computational efficiency, with respect to the four other networks

used in prior work (see Table 3.4), was measured in terms of model size (space

complexity) and the number of operations (time complexity) of our network’s image

reconstruction layer. The comparison was based on the reconstruction of a single

channel (greyscale) image of size 32 × 32 with a measurement ratio of R = 0.01

and is valid for any image size. The time and space complexity is formulated as

Time ∼ O(M2 ·K2 ·Cin ·Cout) (3.9)

Space ∼ O(K2 ·Cin ·Cout) (3.10)

where M is the size of the feature map, K is the size of the kernel, Cin and Cout

are the number of input and output channels separately.

Our network has the smallest model size among all the tested networks and

lower time complexity than the Fully-Conv network. Note that the ReconNet,

DR2-Net and Adp-Rec perform fewer operations because these networks use fully-

connected layers to reconstruct the image. However, the fully-connected layer can

only be trained for a specific image size, which is less practical. Another disadvan-

tage is that the fully-connected structured networks showed lower reconstruction

quality. In contrast, the networks that adopt convolution layers can avoid this

disadvantage by using the kernels with a small moving stride.

In the Fully-Conv network [37], images were directly reconstructed to the

super-resolution size. The network then corrected the reconstruction error by

applying convolution to the feature maps that had the same size as the super-

resolution test image. However, the computational cost of the Fully-Conv network

increases quadratically when the output image size is doubled since the time com-

plexity is directly related to the square of the image size M2. Instead of the

previous approach, the proposed network firstly reconstructs the image at low res-

olution, and thereafter, the convolutional operation can be performed on small
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Table 3.4: The five network methods were compared when restoring an image of size
32 × 32, with the sampling measurement ratio of R=0.01. The kernel size used in the
Fully-Rec network and Our network is 16×16. The Ospace and Otime denotes the space
and time complexity of the reconstruction layer.

The image-restoration part of 5 methods

Name Ospace Otime # Weights Format

ReconNet 1.024e4 1.024e4 1024 32-bit

DR2-Net 1.024e4 1.024e4 1024 32-bit

Adp-Rec 1.024e4 1.024e4 1024 32-bit

Fully-Conv 2.560e3 2.621e6 256 32-bit

Ours 2.560e3 6.553e5 256 1-bit

feature maps. The images are then up-scaled back to the original size only at the

last layer. Therefore, the number of operations required by our network is related

to M2

4
, which is four times less than the Fully-Conv network.

Table 3.5: The analysis of the number of weights in residual blocks of the 5 methods.
The ReconNet and the Adp-Rec methods use plain convolutional structure and therefore
have no blocks. Our LSHR scheme results in the deepest structure with the fewest
weights.

The Residual-correction part in 4 methods

Name # Conv layers # Weights # Blocks feature size

ReconNet 6 15650 N /A 32× 32

DR2-Net 12 31300 4 32× 32

Adp-Rec 6 15650 N/A 32× 32

Ours 12 1152 6 16× 16

The last part of our analysis evaluated the performance of the network for

different numbers of residual blocks in our recursive structure. The depth of the

recursive residual block affects the reconstruction accuracy. In principle, adding

more residual blocks could improve the capability of the residual mapping, but in

practice, training a deeper network is harder. It is seen in Figure 3.14 that the

image quality increases by adding more blocks, and the best performance (time and

accuracy) is obtained with the six-block structure. Adding more than six blocks

leads to a degradation in image quality. It is also observed in Figure 3.14 that

the reconstruction time increases linearly with the addition of blocks. It should

be noted that the number of blocks does not affect the total number of weights
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since weights are shared between blocks. This contributed to an improvement in

efficiency compared with the methods listed in Table 3.5.

Figure 3.14: The average PSNR of test results and reconstruction time using
different numbers of residual blocks in the recursive structure. The number of
blocks used influences the performance. The PSNR value was maximized when
six blocks were used in the recursive structure. The average reconstruction time
increased approximately linearly.

3.5.5 Experiment results of incorporating with SPC hard-

ware

For the purpose of demonstrating practical reconstruction accuracy, the pro-

posed network was integrated with an SPC hardware setup that embodies the

image degradation processes associated with single-pixel cameras. The hardware

was modified from the previous setup, which is described in Section 2.2.1. The

updated hardware was shown in Figure 3.15. It comprised a silicon planar pho-

todetector with a purposely designed amplifier circuit, lenses and a light projector.

The photodetector had a peak sensitivity at the wavelength of 930 nm, and its

sensitive area was 93.6 mm2. the circuit was connected to an Arduino Uno board

which performed 10-bit analogue-to-digital conversion (1024 scales).

For evaluation purposes, the SPC hardware was set to measure the light in-

tensity of test images from a database as an alternative to setting up unique object

scenes. To this end, the test images were multiplied, in software, with each of the

sampling patterns to form the modulated images. Then they were projected using
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Figure 3.15: The schematic of the hardware setup. ADC: analogue to dig-
ital converter. The image was multiplied by the learned binary patterns and
uploaded to the DMD array to do imaging sampling, and the photodetector
records measurements.

a TI DLP LightCrafter evaluation module which consisted of a built-in DMD plane

with a 608 × 684 array. The size of the sampling patterns is determined by the

sensitivity of the photodetector and the analogue-to-digital conversion resolution.

In the experiment described in this section, a good practical resolution for the

sampling patterns was found to be 16x16 pixels. During the measuring process,

each of the modulated test images was focused onto the photodetector using a set

of lenses with focal lengths of 40 mm, 50 mm and 100 mm. In addition, a pair of

polarisation filters with a fixed light attenuation rate was used to reduce the light

intensity in front of the photodetector, thereby avoiding saturation of the detec-

tor’s response. With this setup, the SPC hardware recorded the light intensity of

the modulated images and sent these measurements as input data to the model.

The aim of the following experiment was to obtain super-resolution written

characters from low-resolution samples. First, the MNIST dataset [53], which

contains 10, 000 images of a single digit number, was used to train the network

with the same training settings described in Section 3.4. Then the trained model
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was evaluated using 18 randomly selected test images of handwritten characters,

nine-digit images from MNIST and nine images from the Omniglot datasets. The

Omniglot dataset [54] consists of a set of natural language characters. The reason

for using this dataset is to demonstrate that the trained model performs well on

characters and writing styles not included in the training phase.

Figure 3.16: The figure shows the reconstruction results of 9 random selected
MNIST handwritten numbers using the hardware measurements. The images
at the top row are the original ground truth images, and the images from the
second to the last row are reconstructed results at R = 0.01, 0.1 and 0.25.

The model reconstructed images directly from the photodetector measure-

ments and output super-resolution images of size 32 × 32. We evaluated perfor-

mance at the same measurement ratios used in Section 3.4.3. Results on MNIST

and Omniglot are shown in Figure 3.16 and 3.17 respectively. It is observed that

the reconstruction quality of the characters improved by increasing the number of

measurements. However, artefacts in the reconstructed images can be seen. These

are caused predominantly by noise in the hardware setup (e.g. by the amplifier cir-

cuit). The average SNR of the recorded measurement signal was 15.7dB. Moreover,

it is noticed in the Figure 3.16 and 3.17 that the reconstructed images of R = 0.25

are more pixelated than those of R = 0.1 and R = 0.01, the latter resulting in

better perceptual reconstruction quality. This is because when doing the down-

sampling of the original image, the down-sampled image has a pixelating effect

compared to the original image. The reconstruction at high measurement ratio is

actually captured this high-frequency information, but the reconstruction at high

measurement ratio did not. This was also seen in Figure 3.5, and Figure 3.8 that

the high-frequency components were not fully recovered, resulting in a smoothing

visual effect.
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Figure 3.17: The figure shows the reconstruction results of 9 random selected
Omniglot characters using the hardware measurements. The images at the top
row are the original ground truth images, and the images from the second to the
last row are reconstructed results at R = 0.01, 0.1 and 0.25.

3.6 Conclusions

This chapter presented a mixed-weights deep neural network solution for im-

age reconstruction from compressively sensed measurements. The adaption of the

neural network model to imaging sampling hardware is a challenging task while it is

important to a real application of the compressive sensing image system. Although

the simulation results of existing approaches demonstrated good performance, none

of them was suitable for the real application of single-pixel imaging. It is due to

the challenge when applying the real-valued patterns to perform high precision

sensing We demonstrated that our network is more suitable than previous related

methods, for the single-pixel camera application due to the following two factors.

First, the binary patterns used in our mixed-weights model are better suited

for the digital mirror array. It simplifies the production of the sampling device.

Our trained binary patterns only contain 1-bit values. These patterns can be easily

displayed with the digital mirror array because there is no need to present greyscale

values with mirror vibration using pulse with modulation.

Second, using binary patterns reduced the sensitivity requirement of the pho-

todetector. Capturing the changes of light intensity due to the small changes of

high-precision floating-point pattern values requires a high-sensitive photodetec-

tor. It is also a risk that this change may be overwhelmed by the circuit noise.

Using the binary patterns instead makes the changes to be larger between differ-

ent measurements of the light intensity. Therefore the sensitivity required for the

photodetector can be less critical.
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The scheme of low-resolution sampling and high-resolution reconstruction

(LSHR) brings advantages to our model in terms of reconstruction accuracy and

efficiency. With the LSHR, the network learned a set of low-resolution binary

patterns to do a spatial sampling of the image and reconstructed the image with

super-resolution details. The number of sampling patterns is directed related to

the resolution of the image. We disentangle the image reconstruction task into

low-resolution sampling and high-resolution refining. The low-resolution sampling

assumes the initial reconstruction of the target image requires less information,

and therefore quadratically reduced the required number of sampling patterns. It

consequently saves more time at the sampling stage and leaves the details refining

at the later stage. Once the initial reconstruction is done. The sub-net of high-

resolution reconstruction refined the details using the optimised weights from the

data-driven training. Therefore it overcomes the limitation of existing techniques

that the reconstructed image must have the same size as the patterns on the sensing

device.

Our end-to-end training strategy is beneficial to the network in terms of the

adaptive pattern learning process. The model training led learned binary patterns

to become progressively sparse and improves sampling efficiency. Updating the

binary patterns adaptive to the different measurement ratios allows the network to

be trained more quickly. We concluded from our evaluation that the self-learned

binary sampling patterns demonstrated a better reconstruction accuracy comparing

to the pre-generated static patterns. It also indicated a good generalisation of our

model on the large-scale image dataset.

Though, this network is particularly proposed for a hardware realisation of

the SPC imaging. It is not limited to this application and can be transferred to

be the image reconstruction solution for other similar imaging modalities such as

coded aperture imaging and structured light sensing.





Chapter 4

A review of retinal OCT imaging

and its clinical applications

4.1 Introduction

The retina is a structured tissue located inside the posterior surface of an

eyeball. It is often observed as a multi-layer structure. Each layer contains pho-

toreceptor cells that are responsible for detecting the light intensity in different

colours. The light information gathered by these photoreceptor cells is then sent

to the brain via the optic nerve head, which is located next to the retina. The

retina is an essential part of the optic nerve system. Many types of retinal damage

can cause visual degradation or even permanent blindness. For example, diabetic

macular oedemas can cause significant shape deformation of the retinal layers,

thereby severely affecting the retina’s ability to collect and process light. The im-

portant role of the retina in vision motivated early work resulting in the invention

of the ophthalmoscope to check the retinal surface. Subsequently, ophthalmology

developed as a discipline, followed by various additional imaging modalities for

observing the finer details of the retinal structure.

Optical Coherence Tomography (OCT) is an approach to eye testing that of-

fers a comprehensive 3D view of the tissue covering the retina region. Different

from the ophthalmoscope, the OCT can produce images of the layers structure un-

derneath the retinal surface. This imaging approach enables clinicians to diagnose

75
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eye diseases, such as glaucoma and diabetic retina injury, that are located deep in

the tissue.

OCT also enables ophthalmologists to perform a quantitative analysis of the

retinal structure. Specifically, OCT imaging allows a clinician to measure the

thickness of the ganglion cell layer, which can be used to detect the early stages of

ganglion cell loss [55]. Furthermore, the thickness measurement of the nerve fibre

layer is often used as an essential metric to distinguish between retinas suffering

from glaucoma and healthy retinas [56]. The presence of fluid-fill oedema inside

the retinal layers is often used as a strong marker to determine the level of diabetic

retinopathy [57].

In this chapter, we introduce the optical characteristics of healthy and diseased

human retinas in OCT B-scan images and the state-of-the-art in morphology-based

diagnosis methods for retinal diseases. We review five recent approaches to OCT

image processing. Three of these methods are used for detecting retinal layer

boundaries, and the other two for segmenting fluid-filled defects. We also discuss

the advantages and limitations of these techniques, which motivated us to develop

more accurate methods for the segmentation of retinal layers and defects.

4.2 OCT evolution for scanning human retina

OCT has emerged at the forefront of ophthalmic imaging since its introduction

in clinics during the 1990s. It is a non-invasive imaging technique that generates

cross-sectional images of the internal retinal structure in very high depth resolution

(in range of 5-15 µm) and can achieve three-dimensional volumetric imaging [58].

The retinal structure, and defects within it, can be imaged in real-time. These

distinctive properties of OCT make it a precise scanning modality in applications

ranging from essential scientific and biological studies to various clinical practices

in ophthalmology and, more recently, skin melanomas [59].

The OCT system produces cross-sectional and volumetric scanning that ob-

tains the depth information from backscattered light. It utilises a broadband light

source to generate a light beam that is separated by two optical arms into a refer-

ence beam and a sample beam. The sample beam travels through the pupil and

vitreous and is aimed at the retinal region in vivo. The light backscattered from
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the different depths of the retinal tissue interfere with the reference beam. The

resulting interference pattern is finally captured by the system detector to measure

the reflected light intensity and thereafter the depth profile of the retina can be

obtained. This is termed an axial scan, or A-scan [58, 60]. By moving the incident

sample beam transversely in the retinal field and performing sequential A-scans, we

can obtain a 2D cross-sectional image, as shown in Figure 4.1. This image, referred

to as a B-scan, represents the optical backscattering from a cross-sectional region

of the retinal tissue. The backscattering is usually converted into a grayscale or

pseudocolour image, which facilitates the visualisation of the retinal tissue. The

volumetric data is generated by scanning the sample beams in a raster, zig-zag,

or other two-dimensional patterns. The 3D OCT displays the sequential cross-

sectional images as a volume of 3D voxels. It contains comprehensive volumetric

information of the retinal structure by combining multiple B-scan frames. Specifi-

cally, a 2D transverse view of the volume data, which is perpendicular to the axial

direction, can provide a surface image at different depths and is referred to C-scan.

Figure 4.1: The optical coherence tomography measures the backscattering
light intensity of the sample beam. The measurements of light versus the depth
are known as axial scans (A-scans). The cross-sectional image (B-scan) is created
by moving the beam to acquire a series of axial scans in a transverse direction.
It produces a two-dimensional dataset that can be presented by using a grey or
a false colour. The volumetric dataset can be created by moving the sampling
beam in a 2D pattern across the retinal area. The figure shows volume data
generated by a raster scanning, which produces a series of B-scan images. Other
OCT system may implement it in a radial pattern.
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Various OCT imaging modalities have been invented for capturing the detailed

structure of the human retina. At the early stage, the time-domain OCT (TD-

OCT) system dominated clinical applications. A typical TD-OCT can perform

400 A-scans per second. The A-scan can achieve an axial resolution of 8–10 µm in

tissue [60]. Often, a TD-OCT system will scan a small region of the retinal area,

producing six radial B-scans. Then it generates a retinal thickness map of the

target region by estimating the remaining area using these six B-scans. However,

this approach may miss the details of a retinal lesion if it is located between B-scans.

In addition, subtle eye movement is inevitable during the scanning procedure.

The scan rate of TD-OCT is not fast enough to avoid image artefacts due to eye

movement. These factors present a barrier to imaging large target areas within the

retina.

The limitations of TD-OCT were partly addressed by the introduction of

spectral-domain OCT (SD-OCT or Fourier-domain OCT) and swept-source OCT.

These configurations offer significant improvements in scan rate and axial resolu-

tion. These techniques can produce scanning speeds of 20,000–40,000 A-scans per

second with an axial resolution of 5–7 µm in tissue [61, 62]. Benefiting from the

high scanning speed, high-resolution 3D reconstructions of the retina can be gener-

ated. This can give a better representation of the optical disk topography and the

thickness map of different retinal layers, such as nerve fibre layer and retinal gan-

glion cell layer [63]. As a result, spectral-domain OCT instruments reduce the risk

of missing defects such as subretinal fluid regions, pigmented epithelial lesions or

retinal oedema regions in AMD patients, by performing more intensive sampling.

It also reduces the risk of generating unwanted artefacts due to involuntary eye

movements. Compared with TD-OCT, SD-OCT can provide more useful guidance

for surgical planning, such as vitreoretinal interface abnormalities [64].

This technique has been widely adopted in hospitals and high-street optician

stores. Additionally, the SD-OCT system is extensively applied to scientific re-

search fields of posterior segment diseases, which are associated with tissues like

macular, choroid, retinal nerve fibre layer, and optic nerve. Based on SD-OCT

images, ophthalmic studies demonstrated valuable morphological and functional

information of individual layers [65–74]. Specifically, they presented the SD-OCT

B-scan image of symptoms of photoreceptor layer impairment, such as macular

holes, diabetic macular oedema, age-related macular degeneration, and macular
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dystrophies. Some clinical trials also report that SD-OCT is used to track treat-

ment and contribute to a better knowledge and experience of disease pathogenesis

[66, 68–70].

4.3 Retinal structures and lesions in OCT images

Since the SD-OCT is used as a non-invasive method to provide detailed imag-

ing of the retina, it has led to a step-change in ophthalmic practice. It allows the

detection of various macular and choroidal diseases and can be used to determine

the severity of these conditions. Typical regions for clinical analysis are the retinal

fovea and optical nerve head, where most symptoms of retinal diseases appear. In

this section, we describe the retinal structure and the appearance of retinal lesions

in these regions, which are associated with our work on OCT image analysis in

Chapter 5, 6, and7.

4.3.1 Retinal structure of healthy eyes

A healthy retinal fovea consists of multiple layer-structured tissues that have

different optical reflectivity in OCT images. In a grayscale OCT image, the region

of the retinal fovea is generally observed having twelve layers, seen in Figure 4.2.

The region of most interests to clinicians are layers between the inner retinal surface

(the upper boundary of the nerve fibre layer) and the choroid surface (the bottom

boundary of the pigment epithelium). Among them, both the nerve fibre layer and

the retinal pigment epithelium usually present the highest reflectivity. The outer

nuclear layer has the lowest reflectivity. Other layers in this range have medium

reflectivity.

Apart from the retinal region, some other tissues are appearing in OCT B-scan

images that worth noticing.

OCT images also contain normal structures found in healthy subjects such as

the vitreous region, located above the inner retinal surface. The vitreous gel, within

the vitreous region, is usually invisible due to its optical transparency. However,

in high-resolution OCT images, the posterior cortical vitreous, which touches the

retinal surface, may appear due to its high optical reflectivity, introducing variety to
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Figure 4.2: A normal retina at the fovea region. Twelve layers are presented
in the OCT B-scan image.

the retinal structure presented in the image. Furthermore, the choroidal junction,

a region at the outer choroid, can also be imaged by SD-OCT or swept-source OCT

with improved depth imaging. The choroidal junction has variable reflectivity and

shows notable changes in texture. Since it touches the choroid, it may affect the

measurement accuracy of the choroidal thickness, which has also been the focus of

recent studies [75–77].

4.3.2 OCT image of diabetic macular oedema

Diabetic macular oedema (DMO), occurring as a complication of diabetes, is

a common ocular disease that causes vision loss due to retinal vascular damage.

Before the use of OCT imaging, a clinician would identify the DMO characteristics

from the retina surface image, captured using fundus microscopy. Now, the OCT

imaging enables more reliable identification of the DMO by presenting oedemas in
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a cross-sectional view. Consequently, three DMO characteristics can be identified,

which are only observable in OCT images. These three symptoms are diffuse retinal

thickening, cystoid macular oedema (CMO), and serous macular detachment, seen

Figure 4.3.

Figure 4.3: The diabetic macular oedema in retinal OCT B-scan image. The
figure presents three types of lesions related to diabetic retinopathy. The diffuse
retinal thickening is indicated by the blue arrow in the right figure. It appears as
a thickened outer plexiform layer in the intraretinal region. The cystoid macular
oedema and the serous macular detachment are indicated in the left figure by
the red and green arrows separately.

These three characteristics can be observed at different stages of DMO. The

diffuse retinal thickening is an early sign of diabetic retinopathy. It usually appears

in the INL and (or) OPL layers. The affected layers usually become thicker because

of the swelling, and their light reflectivity is attenuated consequently. This thick-

ening may further develop to visually sponge-like oedemas. The CMO is formed

by the accumulation of intraretinal fluid in the OPL layer. The cysts can merge

to larger cavities during the development. It is widely agreed that the reflectivity

of cyst content, as well as cyst size, has a prognostic significance of the severity

level [57]. In later stages of the disease, serious retinal detachment may occur af-

ter a long-term development of diabetic retinopathy. The fluid may separate the

intraretinal layers from the subretinal layer, resulting in a gap between them.

The non-invasive benefit of OCT imaging has led to a reduction in the use

of fluorescence angiography. Therefore, the approaches to identification and the

quantification of lesions in the OCT image becomes essential for predicting oedema

development. Usually, lesions share a common feature in OCT images; namely, they

result in a visible thickness change of the retina. However, diffuse oedemas have
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higher light reflectivity than the other two types of lesions [78, 79]. These differ-

ences require us to develop new analytical approaches applicable to OCT images.

The quantitative analysis of the macular oedema is also of importance to clini-

cal diagnosis. Compared to fluorescence angiography-based quantity estimation,

the OCT-based quantity measurement offers a more precise assessment of retinal

thickness at different macular regions, and this data may be useful in analysing

treatment efficacy [80]. In addition to these two aspects, the ability to distinguish

the relationship between the posterior vitreous and the retina is also required in

some cases. It is because the existence of vitreous-macular adhesion in patients

with DMO is a critical factor in the decision to perform vitreous surgery.

4.3.3 OCT images of central and branch retinal vein occlu-

sions

OCT images can clearly present most of the lesions of the central and branch

retinal vein occlusion (CRVO, BRVO), such as macular oedema, retinal haemor-

rhages, and cotton wool spots. These lesions, appearing with low reflectivity, are

formed by the accumulation of tissue fluid at the centre and outer retinal region.

These lesions have similar appearances as each other, and they may change the

appearance of the retinal structure due to their complex pathology. Specifically,

the severe leaking of fluid from oedema may cause a macular hole that affects a

vast inner retina region, changing the reflectivity of other layers, seen in Figure

4.4. Subretinal detachments may appear as a low-reflective layer, which is located

above the retinal pigmented epithelium layer. These two regions may have a sim-

ilar appearance. Subretinal detachments may also have a similar appearance to

shadows generated by retinal haemorrhaging. Due to their similarity in appear-

ance, there is a risk of confusing the two conditions. In addition, the cotton wool

spots, which is a strong-reflective structure, can attenuate the underlying reflectiv-

ity. This shadow effect is very similar to the shadows generated by vessels, which

also leads to a high risk of confusion.

In the clinic, the severity of these lesions is assessed by measuring the retinal

thickness and oedema volume. A 3D-volume OCT imaging of the CRVO and

BRVO provides a visualisation of the macular thickness and oedema volume, which

is helpful for the medical or surgical treatment and followup treatment tracking.
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Figure 4.4: OCT image of retinal vein occlusion. The CRVO is shown on the
left, and the BRVO is on the right. The CRVO presented large fluid oedemas at
the fovea point. The BRVO is located at either branch of the fovea.

4.3.4 OCT images of pigment epithelial detachments

The pigment epithelial detachment (PED) is an easily recognisable symptom

among macular diseases. It is a common disorder that occurs in company with age-

related macular degeneration. Usually, the PEDs are shown as clear and optically

empty space under the RPE layer, seen Figure 4.5. The blood on its surface causes

a highly reflective appearance, and therefore the deeper tissue is under a shadow.

Identifying the PEDs has significant diagnostic value since it indicates that the

existence of new choroidal vessels at PEDs is related to inferior visual performance

[81, 82].

4.4 Review of approaches to retinal structure and

defects segmentation

Fast, high-resolution OCT scanning provides accurate visualisation data for

retinopathy analysis. To do an analysis systematically, clinicians often require fur-

ther information extracted from the image, such as layer thickness and oedema

size. However, the annotation and segmentation of retinal structure is always a

challenging and time-consuming task for the clinician. There are three main chal-

lenges for manual delineation of the retinal content. First, OCT systems with
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Figure 4.5: A cross-sectional retinal image with early-stage pigment epithelium
detachment (PED), indicated by the red arrow. The PED happens in the sub-
pigment area.

high acquisition rates yield large amounts of 3D data. These data consist of hun-

dreds of B-scan images in each volume. A well-considered quantification analysis

by manual annotation requires significant processing time, which is impractical for

clinical applications. Second, the manual segmentation of CMO areas can become

very subjective. This issue generally occurs in severe retinopathy and can result

in a high diffusion of boundaries between healthy and diseased tissue. This diffu-

sion region increases the risk of generating inconsistencies in manual annotation

between different clinicians. Third, the imaging acquisition process presents devi-

ation due to involuntary movements of the eyes and head of the subject. These

movements affect continuity and smoothness within interval frames of the OCT

volumes. This issue can also introduce difficulties to manual annotation. Hence,

various automated segmentation approaches have been developed to produce effi-

cient and stable segmentation of retinal content [2, 3, 83, 84].

In this section, we review the recently proposed segmentation algorithms in

the literature. These approaches focused on the OCT image processing of the

retinal fovea region. The B-scan image at this region presents a foveal structure

where the horizontal boundaries of the inner retinal layers merge at the fovea point.

The retinal defects, caused by intraretinal oedemas or layer detachment, often
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cause structural changes in this area. Therefore, our review mainly focuses on two

aspects: the retinal layer segmentation and macular oedema segmentation. We also

systematically discuss the features and limitations of each of these approaches.

4.4.1 Segmentation of retinal layer boundaries

As a primary and important feature, determining the locations of the retinal

layer boundaries has always been the first step in clinical diagnosis on the reti-

nal thickness [85]. Early OCT technology was only able to detect high-reflectivity

layers. This was possible due to the profile of such layers being conspicuous in low-

resolution TD-OCT images. At the same time, the speckle noise, which commonly

exists in OCT images, is also an inevitable factor affecting the performance of seg-

mentation methods and often contaminates the clear view of the retinal structure

of the low-reflectivity layers. Koozekanani et al. [86] proposed a method for layer

thickness measurement. It applied an edge-detection kernel on B-scans to extract

the upper and lower retinal boundaries. Although this algorithm was demon-

strated to be robust to noise, it was specifically optimised only for the detection

of boundaries of the retinal region. Accurate segmentation of inner boundaries

was significantly affected by the speckle noise. Benefiting from the continuous

improvement of imaging resolution, Chan et al. [87] described an approach to seg-

ment retinal layers from Stratus OCT and ultra-high-resolution OCT (UHR-OCT)

images. The proposed algorithm determined the boundary locations by applying

several adaptive thresholds of pixel intensity to each A-scan of the cross-sectional

images. However, this algorithm can only perform a four-layer segmentation, which

is a relatively coarse segmentation of the retina structure.

In recent research, many approaches have been proposed to achieve better

performance in terms of segmentation accuracy. We reviewed three representative

methods and described these in detail in the remainder of this subsection.

Ahmet et al. reported an algorithm that enhances the content of the retinal

structure and segments the inner layers [1]. The inevitable speckle noise of the

OCT imaging system may decrease the sharpness of the retinal layer boundaries in

OCT images. However, the proposed method can automatically detect boundaries

of seven layers within the noisy retinal content and measured their thickness. This

achievement was attributed to two image enhancement techniques. First, a 2D
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edge enhancement scheme was applied to the OCT image. This scheme applied

a customised 2D filter to amplify the image pixel gradient of a retinal boundary

in the axial direction. Second, a greyscale-level mapping technique was used to

suppress speckle noise while preserving the image contrast between different retinal

layers, resulting in clearer image content. This algorithm detected the retinal layer

boundaries in five steps: 1) alignment of A-scans, 2) greyscale-level mapping, 3)

directional filtering, 4) edge detection, and 5) model-based decision making.

The first three steps were designed for image enhancement. At the first step,

the algorithm realigned each A-scan within a B-scan image based on the position

of the RPE layer, which was recognised as the most prominent peak. It is worth

knowing that this alignment process is only needed for the TD-OCT image due to

the significant artefacts generated by eye movement. Conversely, SD-OCT provides

high-speed scanning, and therefore does not require this step. At the second step,

two greyscale-level mapping functions were used to enhance the visibility of incon-

spicuous boundaries. These boundaries were usually located between two adjacent

layers, such as the region of RPE and ILM layers, that have a similar reflectivity.

The mapping functions, which are denoted as G1 and G2, were calculated by an

expectation-maximisation algorithm. Figure 4.6 shows two calculated functions

and resulting images. It is seen that, after the mapping process, the weak layer

boundaries become clearer. At the third step, a 2D directional filter, based on the

previously published method [88] was employed to address edge blurring. The 2D

frequency response of the filter is shown in Figure 4.6, top right. Since the edge

direction is mostly horizontal, this filter preserved the image content in the axial

direction and decreased the speckle noise by smoothing the image in the horizontal

direction.

After the first three preprocessing steps, the boundaries were segmented with

a two-step operation. First, an edge detection kernel was applied to the image.

The kernel was designed based on the first derivative of the pixel gradient in the

axial direction. It first detected the boundaries between bright and dark layers with

bright on the top, and then moved to the boundaries with dark on the top. After the

kernel process, non-maximum suppression and hysteresis thresholding were used

to mark the local peak-value pixels as boundaries. At the second stage, the first

and last boundaries, the ILM and RPE boundaries, respectively, were labelled.

These two boundaries were taken as reference points to label other boundaries
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Figure 4.6: Retinal layer segmentation steps of grey-level mapping and direc-
tional filtering applied to a typical TD OCT image. Figure reproduced with
permission from [1]. The first row, left: Two functions (G1 and G2) used for
grey-level mapping. The second row, left: Image after grey-level mapping with
G1 depicts boundaries of high reflectivity layers (NFL, IPL, GCL, PIOS, RPE).
The third row, left: Image after grey-level mapping with G2 depicts the remain-
ing boundaries. The first row, right: The frequency response of a wedge-shaped
2D directional filter. The second row, right: The image displayed in the second
row left after directional filtering. The third row, right: The image displayed in
the third row, left, after directional filtering.

with respect to their location. The final output was six layers segmented with

seven boundaries, as shown in Figure 4.7.

This method had the advantage of addressing the issues of variation in image

brightness between different retinal layers. However, the kernel-based edge detec-

tion mainly depends on the gradient variance. Therefore it was not able to perform

the detection of boundaries with similar reflectivity. For example, the boundaries

between IPL and GCL were not detected. In addition, it is seen from the segmen-

tation result (Figure 4.7) that the algorithm can not detect the boundaries of very

thin layers, such as the ellipsoid zone at the outer retinal region.
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Figure 4.7: The boundary segmentation results from [1], presented with re-
usage permission. Six retinal layers were segmented and labelled.

Stephanie et al. proposed an approach to retinal layer segmentation using

graph theory and dynamic programming, which was proven to be successful in

many image segmentation tasks [2]. Comparing this approach to the previously

introduced method [1], that used fixed detection kernels, this method demonstrates

the advantage of applying graph theory and dynamic programming, which offers a

more flexible and accurate approach to the retinal layer segmentation problem.

Figure 4.8: The nine-step segmentation algorithm schematic for eight retinal
layer boundary in SD-OCT images.
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This algorithm successfully detected eight boundaries and therefore separated

seven retinal layers between those boundaries. The whole process of the eight-

boundary detection was implemented by using a tailored procedure in 9 main steps,

seen in Figure 4.8 for the details. For the boundary detection of each layer, the

proposed graph-based segmentation can be summarised in 4 steps, seen in Figure

4.9.

Figure 4.9: The boundary segmentation algorithm schematic for individual
layer [2]

The graph search algorithm, which is used to determine the location of an

individual boundary, is the core function in the tailored procedure. It first repre-

sented the OCT image as a graph. Each pixel was converted to a graph node, and

the differences between intensity values of adjacent pixels were converted to their

edge weight. The task of boundary segmentation was solved by finding a preferred

path such that the total sum of the edge weights on this path is minimised. To

achieve this goal, they utilised the Dijkstra’s algorithm [89] with some constrains

to search the optimal path. The algorithm assumes that the layer boundary should

cross the entire OCT image in the horizontal direction. Based on this assumption,

they first initialised the start and end search points to be at the left and right edge

of the image. Second, they limited the search area to prevent the searched path

diverting from the target area to the neighbouring region, which contains similar

characteristics. With these two search constrains, the Dijkstra’s algorithm can

be applied to find the final boundary position. Once the first boundary was seg-

mented, the procedure was repeated to detect other boundaries in depth ordered

sequence. However, not all boundaries in the retinal OCT images, were correctly

detected using this method (for example, see Figure 4.10).
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Figure 4.10: Segmentation results using Dijkstra’s algorithm, automatic end-
point initialisation, and search space limitation. (a) The vitreous-NFL layer
boundary segmented, indicated by the red arrow. (b) The pilot IS-OS layer
boundary segmented. The detected path was diverted from the target bound-
ary, shown in the blue arrow. The figure is presented with re-usage permission
from [2].

To implement the whole eight-layer segmentation, they tailored the scheme

with additional image operations. First, they estimated the RPE layer location

based on the pixel intensity and used its location to realign all A-scans (adjusting

the A-scan vertically). This operation can make the RPE layer and all other

underlying layers flattened to nearly horizontal and thereby simplifies the detection.

Second, the boundary search was done in priority order according to the pixel

gradient, i.e. the high-gradient boundaries, such as vitreous-NFL boundary and

IS-OS boundaries, has high priority being searched. Third, the algorithm applied

a minimum edge weight to pixels of vessel tissue. This operation addressed the

path diversion issue due to the uneven pixel intensity of vessels, seen Figure 4.11.

The vessels embedded in the inner layers usually have a higher reflectivity than

surrounding areas. This effect was problematic to the graph-cut algorithm because

the vessel shadow may mislead the path to different layers. To solve this issue,

they first determined the vessel location by accumulating the pixel intensity of
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A-scans between the RPE and choroid layer. As a result, the low-value A-scans

are determined as vessel shadows. When it segments the boundary, the minimum

weights of the graph were set for these A-scans to ensure that the graph path

is not diverted incorrectly. Lastly, the algorithm refined the boundaries at the

fovea point. The fovea point was first determined by finding the shortest distance

between the tentatively detected NFL and OPL layers. Then the NFL, GCL-IPL,

INL, and OPL layers were forced to merge at the fovea point, seen Figure 4.12.

Figure 4.11: Boundary correction at vessel region. (a) Boundary detection of
NFL-GCL without vessel correction. (b) Boundary detection of NFL-GCL after
vessel correction. The figure is presented with re-usage permission from [2].

This algorithm effectively addressed the shape and texture variance of the

retina tissue introduced by the nature of the retinal structure, such as the layer

merging at the fovea point and uneven tissue reflectively of blood vessels. However,

the number of layers which can be segmented were still limited to a maximum

of eight. In addition, this algorithm was focused on single B-scan processing.

Although the algorithm can be applied repetitively to the multiple B-scans, it

didn’t take into consideration the relationships between consecutive B-scans, which

is also important for 3D OCT volume analysis.
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Figure 4.12: Boundary correction at the fovea point. (a) Detected boundaries
before correction. (b) Detected boundaries before correction. The figure is
presented with re-usage permission from [2].

More recently, Zhang et al. proposed a method for fast retinal layer segmen-

tation [90]. They demonstrated a framework for the segmentation of eight macular

layers from SD-OCT images. This method claimed two main features. First, the

algorithm incorporated the layer segmentation in consecutive B-scan frames of the

3D OCT volume. Second, it extended the segmentation technique to real-time

image processing of retinal OCT images. As they demonstrated, the algorithm

decreased the processing time significantly while retaining accuracy. In their ex-

periments, eight layers were segmented from a data volume within 5.8 seconds,

which makes it 37 times faster than the other methods included in their study.

This method implemented the B-scan layer segmentation in an eight-step

procedure, which is summarised in Figure 4.13.

The first two steps, which are for image preprocessing, are image projection

and image filtering. The image projection is applied for searching the region of

interest (ROI), including the retinal layers but not the vitreous. This was done
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Figure 4.13: Segmentation algorithm schematic. (a) Schematic for single B-
scans or the first frame of a volumetric OCT data. The initialisation is achieved
from image projection and prior knowledge. (b) Schematic for the non-first frame
of volumetric data. The initialisation is attained from previously segmented
frames.

by averaging the image in the B-scan direction (the transverse direction in image).

Consequently, it generated a 1D image projection with two peak points, which

determined the region between the NFL layer and the RPE layer. Then, the ROI

was defined by extending that region above and below with a predefined distance.

This operation removed the outside areas and sped up the later process. After that,

a 1D Gaussian filter was applied to suppress speckle noise in the lateral direction.

After the preprocessing, the boundaries of vitreous-NFL (between vitreous

and NFL) and IS-OS was estimated in a down-sampled version of the original

OCT image. In the down-sampled image, those two boundaries were conspicuous

while other layers were smoothed out. Therefore, they applied a pixel intensity

threshold to determine the pixels having higher intensity values, which denotes

the target boundaries. This operation increased the robustness of the boundary

location estimation.

In the next step, the location of detected boundaries was further optimised

by using an active contour model. Specifically, an energy function of the model
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Figure 4.14: Boundary correction by the active contour model of [90], pre-
sented with re-usage permission. The first row shows the initial boundary detec-
tion from the down-sampled image. The green line segments for vitreous-NFL
and blue for IS/OS. The second row shows the boundary corrected by the ac-
tive contour model. The boundary sections are connected, and the boundary
continuity is maintained.

transformed each pixel of the boundaries to its local max-gradient edge in the axial

direction. However, the customised energy function didn’t consider the smoothness

of the boundary. As a consequence, the boundary estimation may be discontin-

uous, whereas the real retinal layers are not. Therefore, in the following step, a

Savitzky–Golay smoothing filter [91] was applied as a complementary operation to

guarantee boundary continuity. In this step, the boundaries were filtered with a

smoothing window of 20 to 30 pixels, determined by different target boundaries.

The boundary detection before and after the active contour is shown in Figure

4.14.

After that, the image was flattened based on the IS/OS boundary. The re-

maining boundaries were detected by iteratively applying the layer initialisation,

the active contour model, and curve smoothing filters to each layer in a designated

order. Note that the layer initialisation was estimated based on the prior knowledge

of retinal structure.
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Figure 4.15: Boundary segmentation of a normal adult retinal layer bound-
aries. (a) Retinal thickness maps of the 3D OCT data. (b) Segmentation for the
single B-scan frame of the volumetric data. The figure is presented with re-usage
permission from [90].

Once the boundary detection was completed on the first B-scan slice, it was

subsequently used to predict the initial position of boundaries in the adjacent

B-scans. This is based on the assumption that the layer positions of close by

retinal regions should be smooth and without significant change in shape. In the

procedure of volume segmentation, a Kalman filtering function was used to track

the layer boundaries in the previous B-scans and calculate an approximation of

these boundaries in the next frame. By doing so, the algorithm achieved an efficient

boundary initialisation and simplified the boundary detection in other frames. The

boundary segmentation of the volumetric data generated the retinal thickness map,

seen Figure 4.15.

4.4.2 Segmentation of oedemas in the retina

The commercial development of retinal OCT systems, has led to the seg-

mentation of retinal structures using various approaches. Most of the existing

segmentation methods focus on the detection of retinal layer boundaries. However,

increasing interest in the pathological analysis of macular oedema, has also led

to the development of methods for fluid oedema segmentation. Some approaches

were adapted from the layer segmentation methods, while others were based on

new frameworks. In this section, we review recent approaches to segmentation of

fluid-filled region boundaries and discuss their limitations.

Fernandez et al. proposed a segmentation model consisting of anisotropic dif-

fusion filtering and an active contour. This model was used to segment instances



96 4.4. Review of approaches to retinal structure and defects segmentation

of cystoids and sub-retinal fluid spaces associated with age-related macular degen-

eration [92].

The OCT images were first processed using an anisotropic diffusion filtering

[93] to improve the pixel gradient at the oedema boundary. Their experimental

results demonstrated that the anisotropic diffusion filtering with selected parame-

ters reduced the speckle noise significantly and simultaneously preserved the edges

of fluid-filled regions. Figure 4.16 shows the filtered results, compared with the

results of the general Gaussian smoothing filter.

Figure 4.16: The anisotropic diffusion filtering is applying to an OCT image.
A small section of the image containing 100 A-scan is shown. Left: the structure
of two smoothing kernels are adapted to different image contents, shown in red
and blue circles. Right: the image after the kernel smoothing. The figure is
presented with re-usage permission from [92].

After the suppression of the speckle noise, a gradient vector flow (GVF) model

powered by an active contour was used to find the final boundary position. The

initial location contour was obtained from the GVF external force field of the OCT
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image, where the inner side of the fluid regions was detected. Then, the initial

position of the active contour was manually set inside the original oedema region.

Thereafter, the initial active contour was transformed iteratively until the contour

reached its optimal position, i.e. touched the real oedema boundary. Due to the

variation in the OCT image quality, their experiment indicates that the accuracy

of this model depends on the parameter settings. The final variable settings of

the final model were determined from their experiment. The active contour model

was used to detect the boundaries of retinal lesions based on the initial boundary

estimation. Due to the nature of the active contour model, this detection relies

on two assumptions. First, it assumes the oedema is a closed region. Second, the

oedema has a homogeneous cavity shape when comparing it to the surrounding

area.

Though the segmentation results demonstrated the model’s advantages on

oedema segmentation, several issues limit its performance. The GVF model shows

two advantages. First, it can attract the active contour to the cystoid’s edge from

a comparatively long distance, i.e., it can fit well to the large cystoids. Second, the

contour can fit into elongated holes without exceptional contour occlusion. How-

ever, it is noticed that the performance of these models relies largely on the initial

contour positions for the segmented object. Figure 4.17 shows two segmentation

results. It is seen that the two small regions were not detected. Another issue can

be seen in the same figure that the lesions, due to the macular thickening, were

not detected, which may limit the application of the algorithm.

More recently, Chiu et al. proposed an automatic approach to the segmen-

tation of macular oedema areas and seven retina layers on the SD-OCT images

of DMO [3]. To this end, they first created a classification method based on ker-

nel regression (KR) for determining the positions of fluid-filled regions and retinal

layers. Its results were used as guidance for the second step; the boundary segmen-

tation was improved by using graph theory and a dynamic programming framework

(GTDP), which was also used in the method discussed earlier [2].

The proposed method was implemented in two stages. In the first stage, a set

of selected features was used to train a supervised feature classifier. At the second

stage, the trained classifier was used to classify each pixel of the OCT image.

In the generated label image, the pixels that were classified as DMO formed the

segmented fluid regions.
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Figure 4.17: The fluid-filled regions contours extracted by the GVF snake al-
gorithm. Top: AMD subject presenting two lesions in the foveal region. Bottom:
AMD subject showing multiple lesions in the central area of the retinal structure.
The figure is presented with re-usage permission from [2].

Figure 4.18: B-scan image with DME and its denoised result [3]. a: flattened
image. b,d: zoomed-in images of the pink and green boxes in (a). c,e: Gaussian
steering kernels used to denoised the central pixel of (b). d, f: the denoised
image of (a). The figure is presented with re-usage permission from [2].
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In the training stage, OCT images with manually segmented layer boundaries

and DME regions were pre-processed with size standardisation and retina flatten-

ing. Then the GTDP method was applied to segment out the retinal region, i.e.,

detecting the ILM and BM layers and remove all image content outside the range

bounded by these layers. Next, a denoising method based on an adaptive itera-

tive Gaussian steering kernel was performed. In this method, a directional kernel

was applied to each pixel. Features were then extracted from the resulting image

for the purpose of classification. In their algorithm, 17 features were selected to

train the feature classifier. Figure 4.18 shows two kernels adapted to the inner

layer region (c) and layer boundaries (e), respectively. By following this process,

the pixels belonging to the fluid-filled region will be classified, as shown in Figure

4.19. Eventually, all the pixels were classified into eight classes, including seven

layers and the DMO oedema. The segmentation accuracy was calculated using the

Dice coefficient, which measures the portion of the corrected region against whole

regions. In their presented results, the method demonstrated a mean Dice coeffi-

cient of 0.78, including both retinal layers and oedema. However, the accuracy for

oedema segmentation was only 0.432.

Figure 4.19: Automatic fluid detection errors. Top: original OCT image. Mid-
dle: manual segmentation of fluid-filled regions by a grader. Bottom: automatic
classification results. The figure is presented with re-usage permission from [2].
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To summarise, the methods reviewed in this section were developed to seg-

ment the fluid sections embedded within the retinal layers. They addressed the

issues of speckle noise and oedema feature variation with a set of built-in rules.

These rules were designed based on the nature of the retinal layer structures and

lesion features, and they were developed in a particular order in the framework.

When the character of the target object becomes varied and complex, more con-

ditions should be considered to maintain accuracy. It may result in the model

becoming complicated and less efficient. With more specifically designed rules,

the application scope of the approach is narrowed, meaning that it is no longer

applicable to multi-purpose diagnosis.

4.5 Conclusion

This chapter presented three aspects of retinal image analysis: the retinal

structure, retinal layer segmentation, and retinal oedema segmentation. The reti-

nal structure and its lesions are generally recognisable in the OCT images. Due

to the optical reflectivity of different retinal tissues, the OCT imaging system can

show the whole structure of the fovea region. A healthy retina has 12 layers and

they merge at the fovea point. Every single retinal layer was usually presented

by similar pixel intensity. The normal retinal structure may be affected by differ-

ent disorders, including diabetic macular oedema, central and branch retinal vein

occlusion, and pigment epithelial detachments. These defects typically appear in

OCT images as a fluid cavity embedded within the retinal layers, where the cavity

is characterised by a different reflectivity than the surrounding tissues. Recognis-

ing different retinal layers and segmenting these cavities are essential for retinal

image analysis. We reviewed several mainstream frameworks for delineating the

retinal structures regarding two aspects: segmenting the retinal layer boundaries,

and segmenting the defect regions.

For segmenting the retinal layer boundaries, the reviewed frameworks consist

of multiple standard image processing operations in sequence, including speckle

noise reduction, retinal structure flattening, boundaries enhancement, and region

limitation. These operations were particularly designed to make the boundaries

more prominent based on the characteristics of the retinal structures. These meth-

ods used three different core functions to perform the layer segmentation, including
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edge detection kernel, graph search, and active contour. The edge detection kernel

required the retinal layers between the boundaries to have a high contrast ratio.

However, due to the nature of tissues, some layers, such as IPL and GCL layers,

usually have similar optical reflectivity, which results in a visually blurred bound-

ary. In the proposed method, the authors used the edge detection kernel to detect

only seven boundaries within the retinal region. In addition, this method consid-

ered limited structural variations inside the retina, which can not be generalised for

more complicated cases. The presence of vessels may also cause incorrect segmen-

tation. The graph search is a more advanced method for detecting the boundaries.

Their framework used a graph search to segment eight layers successfully. This

method requires each type of layer tissue to be homogeneous, i.e., the reflectivity

should be similar. However, this is not always ideal, especially for the GCL layer

with high vessel reflectivity. To overcome this limitation and enhance the robust-

ness of their approach, they applied a set of rules to the framework for dealing with

these variations. The active contour was also used for boundary detection. It is a

flexible method to adapt a deformable contour to the region edge. However, the

framework found the prominent boundary position by down-sampling the image.

This operation makes it have to discard the information of thin layers. Eventu-

ally, eight boundaries were segmented. Furthermore, in its framework, the initial

contour was placed based on prior knowledge rather than the image content. This

strategy means that objects of significantly differing variance are not segmented

reliably.

For segmenting the defect regions, the core techniques used in these reviewed

methods are the gradient vector flow with active contour and kernel-regression

based pixel classification. In addition, common image preprocessing operations

were also implemented to suppress speckle noise. The GVF active contour was

able to segment fluid-filled oedema regions, which are usually homogeneous with

low reflectivity. The proposed method was demonstrated to have good segmen-

tation accuracy on large and elongated oedema regions. However, this method

was not able to perform a good segmentation on retinal thickening areas and small

oedema regions. This is because the retinal thickening often presents a very blurred

boundary. Additionally, the small oedema regions often have similar reflectivity to

the surrounding tissue. The kernel-regression based method segmented the oedema

region by classifying each pixel into a set of pre-defined classes. The accuracy of this

classification approach mainly depends on the feature vectors of each pixel. The
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classification was performed by using 17 selected features. However, the manually

selected features still suffer from handling the feature variation. As a result, the

method classified the healthy tissues to oedema when the retinal thickening regions

appeared blurry as blurry texture features, which were very similar in appearance

to the healthy retinal tissue.

Although the reviewed methods showed good capability for segmenting the

retinal structures, these methods are not the optimal choice to fully and reliably

segment the retinal layers and oedema regions due to the reasons discussed. Hence,

we developed several approaches with the aim of accurate segmentation of more

layer boundaries and oedema regions. These improvements include the segmen-

tation of the very thin POS layers and appearance-varying retinal thickening and

detachment.



Chapter 5

Superpixel guided active contour

segmentation of retinal layers in

OCT volumes

5.1 Introduction

Since 2017, there are about 1.93 million people in the UK affected by retinal

diseases. The number of people with eye defects is estimated to rise to 2.70 million

by 2030 [94]. With the extensive use of OCT in eye disease monitoring, it is

becoming more critical for the clinician to do OCT image analysis and make a

diagnosis. In this chapter, we describe our method for automatic segmentation of

retinal layers in OCT images to provide better retinal analysis for the clinician.

Many fast and accurate automatic methods for the segmentation of retinal layers

and eye defects have been proposed. Approaches are based on a wide range of

algorithms, and these have been discussed in Chapter 4. The performance of these

models depended on various image pre-processing steps, including: enhancement,

speckle noise suppression and edge gradient strengthening. However, the majority

of prior work in this area was not able to reliably detect thin cell layers within the

retina.

Recent work [90] reported state-of-the-art segmentation of retinal layer bound-

aries using active contours. As discussed in section 4.4.1, this deformable contour

103



104 5.1. Introduction

can change its shape and length, thereby migrating towards edges where the im-

age intensity gradient is high. To improve detection accuracy for thick cell lay-

ers and reduce processing time, the authors applied pixel averaging, followed by

down-sampling. However, these operations adversely affect the ability of the active

contour to detect thin layers.

In order to achieve an automatic, full retinal layer, segmentation, a more ac-

curate detection method is required. In addition, it should be time-efficient and

amenable to subsequent 3D boundary profile location within OCT volumes. To

this end, we developed a superpixel guided, active contour framework for the seg-

mentation of retinal layers in OCT volumes. The framework comprises three main

components: an adaptive-curve, superpixel aggregation and an active contour.

These combine to make the framework self-adapting to local and global features of

the retinal structure. Our approach is capable of segmenting up to 12 boundaries

of healthy retina layers. This framework was developed in collaboration with the

Applied Optics Group at the University of Kent, who provided the cross-sectional

retinal image data using SD-OCT.

This chapter first describes the function of each component within the frame-

work and then provides the segmentation results for each step in the image pro-

cessing pipeline in Section 5.2. The function of each component is summarised as

follows:

• Adaptive curve: The active curve function was used to automatically detect

the retinal regions from partially selected A-scans of the OCT B-scan, which

is more efficient than previous work that processed A-scans of an entire B-

scan image.

• Superpixel : The superpixel algorithm was used to aggregate the pixels of the

OCT B-scans into a single region where the pixels inside were contributed to

the same retinal tissues.

• Active contour : A customised active contour function was used to refine the

boundaries detected by the superpixel algorithm. By doing so, the framework

was able to fit a smoothed boundary to the real layer boundaries.

The remainder of this chapter demonstrates the overall framework, including

image pre-processing steps and the detection sequence for all retinal layers. We
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demonstrate the boundary segmentation results in both single B-scan images and

in 3D retinal volumes and discuss the effectiveness of our approach.

5.2 Boundary detection using adaptive curves,

superpixels and active contours

The proposed method is designed for boundary segmentation in the central

fovea area. In OCT scanning of the retina, the structure of the optical disc varies at

different locations. The structure of the periphery region (w.r.t. the fovea point)

is relatively simple since retinal layers are almost parallel to one another in the

cross-sectional, B-scan, images. Therefore, it is usually straightforward to detect

their boundaries. In contrast, the central fovea has a more complex structure. Its

characteristics cause the inner retinal layers to converge into the fovea point. Clin-

icians are especially interested in cell layers in the region close to the fovea point.

In this section, we explain how the framework segments layers at the central fovea.

However, it can be easily applied to the periphery regions, which is demonstrated

in the later section.

5.2.1 Detection of retinal region in vertical direction using

the adaptive curve

Localising the vertical retina region is essential for retinal image analysis.

To ensure an efficient detection of the retinal layers, it is important to remove

redundant regions in advance. The retinal structure presented in OCT B-scans is

shown in Section 4.3.1. Image content above and below the upper and lower cell

layers respectively (the vitreous and outer choroid tissues) have little diagnostic

value and are segmented out. Since the A-scans are intensively sampled within a

small retinal area, the consecutive A-scans usually contain similar depth profiles of

the retina, causing redundancy in the representation. Hence, the detection of one

A-scan may be used to estimate its adjacent A-scan.

Motivated by the need for accurate and efficient layer detection, we propose

an adaptive curve method to determine the retinal region. This method aims to
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fit a curved boundary to inner and outer retinal surfaces automatically. To this

end, the algorithm only selected a relatively small number of A-scans to estimate

the boundary onset points and boundary curvature efficiently. This approach is

amenable to removing the vitreous and outer choroid tissues from the image data.

The procedure of finding both the NFL layer and the RPE layer is the same.

In this section, the NFL layer is taken as an example to explain the procedure.

At the first step, the algorithm initialised an original boundary that is near the

location of the NFL layer. For a single B-scan image, the algorithm selected a set

of A-scans that were equally distributed in the lateral direction. In practice, it

usually selected less than five A-scans, including left most and right most scans,

which provide anchor points. Then, an onset search function was applied to these

A-scans to search for the transition from the vitreous to the NFL layer. Since there

is a high-intensity gradient between the NFL layer and the vitreous, the onset point

was determined by applying an intensity threshold, which was calculated using the

following equation:

Tonset =
1

N

N∑
i=1

xi + βσ(xNi ), i ∈ [1, ..., N ] (5.1)

where N is the total number of pixels in each A-scan, σ( · ) is the standard variation

calculated overall pixel intensities {xi}, and β is a scalar factor that balances the

two terms in the summation and ensures that the surface layer is detected. Hence,

the optimal setting for β ensures that the threshold is not triggered by speckle

noise in the vitreous region or by layers inside the surface of the retina. In our

algorithm, two values for β, corresponding to two different intensity thresholds,

were set for detecting the NFL (top) layer and RPE (bottom) layer.

An onset point was detected for each of the selected A-scans, and B-splines

were interpolated through these points to provide initial estimations of the NFL

and RPE layer positions in the B-scan images. Once the initial boundary was

formed, its shape was then further refined through a number of iterations, thereby

providing more accurate positioning of the spline curves.

Specifically, the evolution of the boundary shape entailed selecting further A-

scans, where sampling density was increased based on the curvature of the splines.

In retinal B-scan images, layer boundaries are mostly smoothly varying, and large



Chapter 5. Superpixel guided active contour segmentation of retinal layers 107

changes in curvature only occur in a few small regions. In each iteration of the evo-

lution, the algorithm relocated the positions of previously selected A-scans, moving

them towards the high curvature regions on the estimated boundary. This process

was repeated until changes in percentage change in boundary shape, between con-

secutive iterations, dipped below a predefined threshold.

To illustrate the iterative updating of points, here we demonstrate how the

adaptive curve function works using a simple sine wave example. The sine wave

was initially sampled using a set of equally spaced points over its lateral range.

In this case, the points have a sequential order. The aim of this demonstration is

to show the updating of the sampling points during the iteration. It can be seen

(Figure 5.1) that point locations are updated such that the sampling density is

highest for the peak and trough where maximum curvature occurs. Points move

to optimal positions after a small number of iterations.

Sometimes, the retinal surface was not in a regular shape due to any artefact

and the selected A-scans might not be in sequential order. Our adaptive curve

function can handle this situation due to its order-irrelevant updating processing,

i.e. the point sequence does not affect the point-updating result. In the sine wave

example, the points were ordered sequentially. In this case, however, the points

can be initialised in random order. The procedure is summarised in Figure 5.2. For

a comprehensive visualisation, the neighbour points were shown with a coloured

link. It is seen that the neighbour points stay in the high-curve region, and they

were rearranged back to the sequential order. This advantage can still ensure a

correct boundary in case the points allocation was disordered in some iterations.

The method for selecting A-scans at each iteration is described as follows:

r(t) = δ +
K(t)−Kmin

Kmax −Kmin

(5.2)

where r(t) is the curvature weight of each selected A-scan point, which is later used

in the point updating iterations in Equation 5.5. t is a set of neighbour A-scans of

a selected A-scan, T = [t1, · · · , tm] of m points, i.e., the position of the A-scan in

the lateral direction. The δ is a factor that controls the updating step length. The

smaller δ results in a large step for each point updating. The K(t) is the curve

rate. It is calculated by

K(t) =
|c′(t)× c′′(t)|
|c′(t)|3

(5.3)
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Figure 5.1: The visualisation of the random sampling point update by the
adaptive curve model on a sine wave. Top: the initial points in sequence order.
Middle: The update state of the sampling points at ten iterations. Bottom: The
update state of the sampling points at 20 iterations.

where c′(t) and c′′(t) are the first and second derivative of the estimated boundary

at t. Given the curvature information r(t) of all t, the adaptive curve functions

can be formulated such as the position of each t should satisfy

∑
j∈Ni

(ti − tj) r (ti) = 0, ti ∈ T (5.4)

where Ni = {ti−1, ti+1} is the neighbour sampling points of point t. The updated

position of ti can be calculated using Equation 5.5 in an iterative way.

tk+1
i =

∑
j∈Ni

ωkj t
k
j , ωkj = r

(
tkj
)
/
∑
j∈Ni

r
(
tkj
)

(5.5)
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Figure 5.2: The visualisation of the random sampling point update by the
adaptive curve model on a sine wave. Top: the initial points in random order.
Middle: The update state of the sampling points at 30 iterations. Bottom: The
update state of the sampling points at 60 iterations.

with the stop criterion as
m∑
i=1

∣∣tk+1
i − tki

∣∣ < ε (5.6)

where the ε is the change tolerance and k is the number of iterations. In this

iteration procedure, the ratio of the curvature weights of two points, ωkj , acts as a

balance term such that the updated points make the neighbouring points balanced

in terms of curvature and distance.

When the A-scans were selected during each iteration, the threshold func-

tion 5.1 was used to find both the NFL and RPE layer boundaries. Specifically,

the onset points for the NFL layer were determined by searching the first point to

exceed the intensity threshold on the top edge, and also for the RPE layer on the

bottom edge of the region of interest.
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Figure 5.3: The Vitreous-IML boundary estimation. The circle indicates the
17 final sampling points. The green line is the initial boundary estimation. The
red line is the final estimated boundary using B-spline interpolation.

Figure 5.3 demonstrated the detection processing of Vitreous-IML boundary

by sampling 17 out of 500 A-scans through the image. The circle marks denoted

the selected A-scans, the yellow line linked the detected boundary positions at each

A-scan, and the red line is the final estimated boundary by refining the original

boundary with B-spline interpolation. It is seen that the sampling points were

accurately selected from the high curvature positions where it denotes the change

of the surface boundary.

Figure 5.4 demonstrated the adaptive-curve updating of the top surface bound-

ary in a test B-scan image. In this demonstration, only three initial A-scans were

selected. It is seen that the adaptive curve only detected the boundary at selected

A-scans and the boundary fitting was not accurate at the beginning. During the

iterations, seen in Figure B, the detection at the right wing was accurate while

the boundary at left wing was missed. However, this was corrected with more

iterations because it attracted more sampling points, and the corrected bound-

ary detection in those A-scans controlled the boundary shape. Therefore the final

correct segmentation was maintained.

After the detection of the retinal region in the B-scan image, we replace the
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Figure 5.4: The segmentation of vitreous-IML boundary by adaptive-curve
detection method. The four figures show the process of iterative boundary up-
dating.

non-retinal content with zero-value pixels such that the framework only focuses on

the retinal layers within the region.

5.2.2 Retinal region grouping using superpixel aggregation

method

Once the retinal region has been detected by the adaptive curve, our frame-

work then uses the pixel intensity and vertical gradient of B-scan images to estimate
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the coarse position of retinal layer boundaries, which is subsequently refined us-

ing an active contour in each case. The coarse detection is implemented using a

customised simple linear iterative clustering (SLIC) superpixel algorithm [95].

The generic superpixel method is designed for 2D images. However, there

are several features of OCT images that may negatively affect its out-of-the-box

performance. It may be affected by the non-homogeneous tissue and speckle noise.

Tissue layer boundaries are formed due to the differences in optical reflectivity

(Section 4.3.1). In the absence of noise and artefacts, regions of continuous pixel

intensity represent single-cell layers. However, for real data, pixel intensity also

varies due to non-homogeneous tissue and speckle noise. For example, blood ves-

sels often appear within the inner retinal layers. Due to the density and light ab-

sorption properties of blood vessels, shadows may be projected onto the underlying

layers. As a consequence, affected layers exhibit discontinuities in light intensity.

Figure 5.5 shows an example of inaccurate segmentation when the out-of-the-box

superpixel clustering algorithm was applied directly to the 2D OCT images. In this

case, it is seen that the same retinal layer was clustered into different superpixels

due to the variation in reflectivity. Note that this type of incorrect segmentation

happened in previous work (shown in Figure 4.11) due to the same reason.

To overcome these problems, we modified the original SLIC algorithm, es-

pecially for segmenting the retinal structure, comprising lateral cell layers with

transitions between them in the axial direction. We adopt a simple 1D superpixel

approach in the A-scan direction, rather than the usual 2D implementation of the

superpixel algorithm. The advantage of our customised SLIC algorithm is its use

of local A-scan intensity and distance information to form homogeneous areas. It

achieves efficient layer segmentation over the entire B-scan image by considering

localised regions independently. For example, when detecting layers affected by

blood vessel shadowing, the layer intensity differences in the shadow area and nor-

mal area were considered separately to cluster corresponding pixels, and they were

not affected by each other.

The process of the superpixel forming procedure is summarised in Figure 5.6.

Specifically, at the first stage, for each A-scan, the retinal region was divided into

a number of equally sized segments, corresponding to the number of layers. Each

segment was a pre-allocated superpixel. We assigned a seed to each superpixel at

the geometrically central pixel of each superpixel that was treated as its seed. To
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Figure 5.5: The 2D superpixel clustering of OCT images. Top: the superpixel
applied to the whole image. Bottom: the zoomed-in view of the blue frame in the
top image. The pixels of different layers are grouped into the same superpixel.

ensure no seeds were accidentally set at the boundaries, the vertical gradient at

the seed pixel and its two neighbours were calculated by using Equation 5.7.

G(x, y) = ‖I(x, y + 1)− I(x, y − 1)‖2 (5.7)

where I(x, y) is the grayscale intensity at position (x, y), and ‖ · · · ‖ is the L2 norm.

The seed was relocated to the pixel of the lowest gradient.

Secondly, for each superpixel, the algorithm calculated a similarity distance

(Equation 5.8) between the seed and the remaining pixels in a pre-defined spatial

range above and blow it. By comparing the distance between the pixels with

different seeds, we assigned the pixels to one superpixel, whose seeds had the

shortest distance. This is formulated as

P (x, y) = min (Dp) , P ∈ [P (x, s− r), . . . , P (x, s+ r)] (5.8)
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Figure 5.6: The diagram of the superpixel updating procedure at a single A-
scan. The superpixels were initialised and updated iteratively to fit the image
content in the A-scan area.

where r is the scope of seed pixel P (x, s) and Dx is the similarity distance calculated

by

DP = dI +
m

r
dy (5.9)

where DP is formed as the sum of pixel intensity distance dI and geometric distance

dx,y. r is the search scope, same as the r in Equation 5.8 and m is a balance factor

that controls the compactness of the superpixel. For the segmentation of different

boundaries, separate m were used. A high m take more geometric relation of the

layers, and it is good at detecting weak boundaries between layers. The intensity

information is known a priori, and it is good at detecting high-contrast boundaries

and those with in-homogeneous vessels. The intensity distance dI and geometric

distance dx,y are calculated as

dI =

√
(bs − bi)2

dy =

√
(ys − yi)2

(5.10)
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where the b is the grayscale intensity in lab colour space and s is the seed. This

pixel clustering process is repeated for each seed, and the resulting superpixels are

formed.

After all pixels were grouped to their corresponding superpixels, the algo-

rithm recalculated the spatial centre of each updated superpixel and the location

of their seeds. This updating iteration was terminated once the overall change in

seed position was less than a predetermined number of iterations. In our work,

twenty iterations were sufficient for achieving stable clustering. Subsequently, the

shape of the cell layer was approximated by connecting corresponding boundaries

between superpixels in adjacent A-scans. The overall procedure is summarised in

Algorithm 1.

Algorithm 1: Superpixel boundary detection

Data: iteration number Iter, number of layers N , A-scan I

Result: Superpixel clusters for I

Initialise the seed position for n superpixels in I;

Adjust the seed to the local lowest-gradient position;

for i < Iter do

for each pixel in I do

Convert the intensity to CIELAB colour space;

Calculate the similarity distance to the seeds in scope;

Assign pixel to the superpixel where its seed had the smallest similarity

distance;

end

Update the superpixel seed location to its geometric centre. ;

end

Connect the boundary point of corresponding superpixels in each I to form

the coarse layer boundary.

Figure 5.7 shows the segmented results of the RPEI/RPE layer. In the limited

search region, the algorithm generated two superpixels that form an approximated

boundary, separating two thin layers in the narrow region. It can be observed

that the approximation of the target boundary is not smooth and continuous. The

superpixels perform well in normal cell layer regions but less well in regions affected

by shadows caused by blood vessels. In addition, one should note that the A-scans

close to the fovea contain fewer layers than other bilateral regions, causing some
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A-scans to be over segmented. To counter this problem, we applied lateral limits,

after the segmentation of each layer boundary, to restrict the search area. This is

described in Section 5.3.1.

Figure 5.7: The segmentation results of RPEI-RPE boundary using the super-
pixel algorithm. In the limited search area, Two superpixels separate the image
content within A-scan. The formed boundary in the B-scan image is not smooth
and continuous. Therefore it cannot be accurately fitted to the actual position.

5.2.3 Self-adaptive multi-boundary detection using

active contour

As discussed in the last section, the retinal layer boundaries were determined

by using superpixel clustering in A-scans. The boundaries in the B-scan image were

formed by connecting border points of the corresponding superpixels throughout

the A-scans. However, this boundary was a coarse estimation and did not precisely

fit the real boundary since it didn’t consider the boundary continuity in the lateral

direction. Therefore, a set of customised active contours were used to refine the

coarse boundary to ensure the boundary smoothness and accuracy.

In this stage, the gradient-guided active contours were particularly customised

for different boundaries based on their boundary type. Based on the contrast, the

layer boundaries were classified into three types: dim-to-bright, bright-to-dim and

neutral. The dim-to-bright boundaries were presented between low-intensity layers

and high-intensity ones, such as the Vitreous-NFL boundary. It yielded a positive

vertical gradient. Inversely, the bright-to-dim boundaries had a negative vertical
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gradient. The neutral type was applied to the weak contrast boundaries. The

active contour was applied separately to these three boundary types.

The evolving contour procedure used in our framework was different from the

conventional one in which the contour is initialised with a closure circle. For detect-

ing each boundary, the active contour was first initialised by fixing two endpoints

on the left and right edge of the B-scan. Then the contour shape was optimised

by minimising its energy function, which is formulated as

Econtour = Einter(v(x)) + αEexter(v(x)))

α =

{
− 1 for dim-to-bright and neutral

1 for bright-to-dim

(5.11)

where v(x) represents a vector of all pixel positions, the Einter and Eexter are the

internal and external energy terms to control the shape of the contour, which were

defined as
Einter = Econt + Ecurv

Eexter =

G(v(x)) for dim-to-bright

|G(v(x))| for neutral

(5.12)

where the G(v(x)) is the vertical gradient of the contour in each A-scan. The

Econt controlled the pixel to only move one-pixel distance at once. This guarantees

no disconnection on the contour. The Ecurv controlled the overall bending shape.

They are formulated as

Econt =


0 if x = min(x), max(x)√∣∣∣v(x)k+1 − v(x)k

∣∣∣2 + 1 otherwise

Ecurv =


∣∣∣v(x)k+1 + v(x+ 1)k

∣∣∣ x = min(x)∣∣∣v(x)k+1 − v(x+ 1)k
∣∣∣ x = max(x)∣∣∣v(x± 1)k+1 − v(x± 1)k

∣∣∣+ otherwise

(5.13)

It is noticed that Equation 5.13 controlled the local contour shape in four con-

ditions, seen Figure 5.8. These conditions made each pixel of the contour to be
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spatially linked with the neighbour pixels. Each control point (pixel in the con-

tour) could only move in vertical steps of one pixel per iteration to enforce the

connectivity since the retinal layer is continuous.

Figure 5.8: Four configuration types for three adjacent contour points. (a)
Horizontal, (b) inflectional,(c) V-shaped, and (d) diagonal.

Because the boundary does not fold or overlap, it was assumed that each A-

scan only contains a single point of the boundary. Based on this feature, the search

space of each pixel was constrained to its A-scan. When updating the contour loca-

tion, the pixel was updated in a back and forth sequence. Each evolving iteration

started from the pixel at the left-edge A-scan and then travelled throughout all

other A-scans and went back to the starting point. This was because the updating

of each pixel was based on the position of the last pixel. The one-way updating

sequence, which is the conventional method, may cause the contour position to be

diverted from the real boundary without evoking the stopping criterion. This can

cause a problem because one-way directional updating would cause incorrect up-

dating of the pixels in the adjacent A-scan. Conversely, the back and forth sequence

update the pixel twice (forward and backward) by considering pixels on either side.

Therefore the wrong updating from one side was corrected by the other.

On the B-scan image, the space into which the contour is permitted to evolve

into was defined by three factors: contour condition, search window size, and

search direction, which are listed in Table 5.1. As described in this section, three

contour gradient types were used to form three types of boundary condition. The

search direction was used to define the limits of the search space. In particular, for

the bi-directional search direction, the contour updating space was expanded both

above and below the location of the coarse boundary according to the specified

window size. The up search direction only allows searching above the boundary.

These three factors make the contours adapt well to the specific conditions of each

boundary. For example, a small window size guarantees that the very thin layers
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Table 5.1: Contour search configuration

Layer boundary Search direction Contour condition Window size

IS/OS bi-directional dim-to bright 8

OPRLayerU bi-directional dim-to bright 2

ISLayerU bi-directional bright-to-black 2

OSLayerU up dim-to bright 2

ILMLayerU bi-directional bright-to-black 2

ONLLayerU bi-directional bright-to-black 8

ONLLayerL bi-directional mix 2

ELMLayerL bi-directional bright-to-black 2

IPLLayerL bi-directional bright-to-black 2

OPLLayerL bi-directional mix 2

IPLLayerU bi-directional mix 2

are completely segmented, avoiding the layer-crossing error described in graph-cut

based approaches 4.4.1.

The segmentation results for our active contour and the superpixel steps can

be seen in Figure 5.9. It is clearly seen that the active contour method smooths

the boundary between cell layers, whereas the superpixel method alone does not.

Hence the active contour corrects for local errors in boundary estimation.

Figure 5.9: The refining results of active contour at RPEI/RPE boundary. The
B-scan image is overlapped by the segmentation results by superpixel and active
contour. As Seen in the zoomed window, the error generated by the superpixel
is corrected by active contour that results in a smooth and continuous line fitting
well to the actual boundary shape.
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5.2.4 Layer estimation in OCT Volume using the

Kalman filter

In clinical practice, the thickness measurement in the B-scan image is used

for a preliminary examination of a patient, while measurements of the 3D scan

volume can provide a more comprehensive diagnosis. The boundary segmentation

in a single B-scan was obtained using the superpixel clustering method and active

contour. To achieve segmentation of the 3D OCT volume, we predict, sequentially,

the boundary locations in neighbouring B-scans using the preceding adjacent scan.

The boundary location in the adjacent B-scan was then predicted using the

Kalman filter and active contour smoothing function. This works because the

contents in adjacent B-scans are strongly correlated due to the fact that common

SD-OCT systems obtain 3D volumes using fast raster scanning of closely packed B-

scan images. In a patient B-scan, assuming minimal eye movement, the boundaries

defining the retinal structure vary smoothly. These local changes in boundary shape

are predicted using the Kalman filter and then updated by the active contour to

ensure boundary smoothness.

Each pixel position in the adjacent B-scan is therefore calculated by

x̂k = x̂−k +Kk

(
zk −Hx̂−k

)
(5.14)

where zk is the known boundary location in the previous B-scan. The x̂−k is a

priori estimation of boundary location, H is the measurement matrix, and Kk is

the correction matrix. The x̂−k was calculated as

x̂k = Ax̂k−1 +Buk (5.15)

where the A was system matrix, and B and uk are control variables. In this

framework, the system matrix was set to 1, and uk 0 since no external control

was introduced into the prediction. We set the initial x̂k as the boundary location

in the first frame. To update the pixel prediction, the Kalman gain Kk was first

calculated by

Kk = P−k H
T
(
HP−k H

T +R
)−1

P−k = APk−1A
T +Q

(5.16)
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where P−k is the covariance of priori measurement error, which was initialised as

10, R is the measurement covariance, and Q the noise covariance. In this system,

the R and Q were set 0.1 and 1−6 separately. After each prediction, the covariance

of priori measurement error Pk was updated by

Pk = (I −KkH)P−k (5.17)

The prediction of all boundaries was performed in a sequence. After the

processing of each boundary, a smoothing function was applied to improve the

boundary shape by filtering out vertically outlying pixels. Figure 5.10 demonstrates

a detection result of the Vitreous-NFL layer boundary (the top retinal surface),

predicted from corresponding boundaries in the nine preceding B-scan images.

The figure shows the 3D layer without smoothing, where the vertical dimension

corresponds to the A-scan direction. The lower plot shows the predicted boundary

at the tenth frame.

It is seen that the noise present in the initial boundary prediction, based on

detection in preceding B-scans, results in some outliers. We refine the boundary

using local regression, which assigned zero weight to the data outside six standard

deviations from the mean. From the experiment, the smoothing window was set to

be 40 pixels for the boundaries, except for the Vitreous-NFL layer and OPL-ONL

layer, which was 20. These values were set empirically to remove the outliers while

maintaining a good fit to the true boundary (Figure 5.12).

The last step is to convert the floating-point estimated boundary positions to

unsigned 8-bit integers that are commensurate with the image data. To avoid the

discontinuity introduced by this conversion, the pixel distance was checked, seen

in Figure 5.11.

Figure 5.13 summaries the overall Kalman prediction pipeline. This procedure

was based on the ideal tracking condition that the eye movement was negligible.

However, in practice, this was not always guaranteed, such as in cases where the

head was tilting. To deal with this issue, each time when the top boundary was

predicted and corrected by the active contour, the image was realigned to the first

frame (B-scan) using two endpoints consisting of the first and last A-scans within

the frame.
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Figure 5.10: The prediction of Vitreous-IML boundary using the Kalman filter.
Top: the detected boundary in nine frames. Bottom: the predicted boundary
on the tenth frame. The Kalman filter’s predicted boundary contains outliers,
which was caused by the noise in the previous frames.

Figure 5.11: The diagram of checking boundary continuity when converting
the floating-point values to unsigned pixel values.
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Figure 5.12: The outlier-refined results of Kalman filter prediction at the
vitreous-IML boundary. Blue line: the boundary generated by using the Kalman
filter. Red line: smoothed line by local regression. Top, middle, bottom: the
refining results using smoothing windows of 10, 20, 40 separately.

5.3 Retinal boundary detection of OCT volume

and segmentation results

In the previous section, the four essential algorithms for boundary detection

were described: adaptive curve, superpixel clustering, active contour, and Kalman

filter prediction. This section explains how these algorithms are integrated into

our framework to perform 3D OCT volume segmentation.

The validation of the framework was implemented on OCT data generated by

the Applied Optics Group, University of Kent. To test the generalisation of our

framework, we collected data from two SD-OCT imaging systems with different

scanning settings for spatial resolution and depth focus. The first dataset has a

high axial resolution with depth focus is on the foveal point, and the second one

has a lower resolution, and the depth focus is in the vitreous. The data contains
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Figure 5.13: The schematic of boundary prediction using the Kalman filter.
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OCT volumes of the fovea regions from the healthy eyes of two volunteers. Each

volume contains 192 frames (B-scans). The size of each B-scan is 500× 500 pixels,

covering the areas from the vitreous to the choroid. The framework was assessed

on both the original and a denoised dataset. In the denoised version, the speckle

noise was suppressed using a 3D median filter. The framework was implemented

using MATLAB.

5.3.1 Detection framework

Three main steps form the detection framework: 1) retinal area detection, 2)

internal layer boundary detection, 3) volume segmentation. As described in sec-

tion 5.2.1, the retinal area was first determined in the B-scan to limit the search

range of the internal boundaries. For detecting the internal boundaries, the seg-

mentation sequence was set based on three aspects: the relative positions of the

layer structure, the differences in tissue reflectivity and layer shape. Specifically, it

first focused on the layers within the sub-retinal region (the lower-section in the B-

scan). Thereafter, we limited the search to the inter-retinal region and segmented

the remaining layers. The 3D segmentation was initiated from either the first, or

last, B-scan image. The first frame was taken as a reference for baseline layer

detection. Thereafter the remaining B-scans were processed, in each case taking

the previous frame as the reference.

Because the B-scans used for the test were directly generated from the OCT

system, several essential pre-processing operations, summarised in Figure 5.15,

were performed before the detection. First, OCT artefact removal was imple-

mented. The raw B-scan was affected by two systems generated artefacts: the

baseline noise and the high band noise. The baseline noise, seen in Figure 5.14,

was always present and had a similar appearance to a genuine layer boundary.

Since the layer search begins at the bottom of the B-scan, the presence of the base-

line noise can be falsely recorded as a boundary position. High band noise may

or may not be present but always appears at the same vertical position within the

frame for a given OCT system. These artefacts also affected the detection of the

retinal region. To resolve this issue, the pixel values corresponding to these linear

artefacts were replaced by the average pixel values of the vitreous area.
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Figure 5.14: The optical noise of the OCT system. Top: two band-shaped
noises are presented near the top and bottom of the retinal region in the OCT
image. They always appear at the same location. Bottom: The baseline noise
resented at the bottom of the image. It always appears in the OCT image during
the scanning.

Figure 5.15: The pre-processing procedure of the OCT volume data.
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The second step was the B-scan registration. Due to the spontaneous move-

ment of the eye or head, the resulting B-scans were poorly registered in the 3D

volume. This caused a ripple deformation of the retinal structure, seen Figure 5.16.

To counter this problem, we register the B-scans using a TurboReg registration ap-

proach [96]. Specifically, we selected either the first, or last, B-scan of the volume as

a source image. The rest B-scans, as target images, were automatically aligned to

the source image in a rigid-body transformation. i.e. the retinal structure doesn’t

have deformation changes. This process guaranteed the smoothness of the layer

surfaces in the 3D volume representative of the true retinal structure. It facilitated

subsequent accurate boundary prediction using the Kalman filter at a later stage

in the layer detection framework.

Figure 5.16: The volumetric data alignment. Top: raw 3D OCT dataset. The
fast scanning direction is along the Y-axis, and slow scanning is along the Z-
axis, in which direction the surface is aligned. Bottom, the dataset after the
alignment. The surface wobbling effect is removed.

The boundary segmentation sequence is summarised in Figure 5.17. It illus-

trates the procedure of the overall 3D volume segmentation, including the retinal
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upper and lower boundary and ten internal layer boundaries. Its grayscale colour

represents the layer position in the axial direction. The dimer, the deeper the layer

lies.

After pre-processing, the first step within the framework was detecting the

most salient (high-intensity response) IS/OS boundary. Then this boundary was

used as a spatial search limit when identifying the layers above or below it. The

IS/OS layer was segmented by initialising two superpixels corresponding to top and

bottom regions. Each superpixel represented the inner and outer retinal region,

where the inner region is from the retinal surface to the IS/OS layer, and the

outer region is from IS/OS to Choroid. The interface between these superpixels

approximately identifies the boundary position, which is subsequently refined by

applying an active contour with a positive external energy term to smooth the

boundary.

Next, the framework segmented the low curvature layers in the outer retinal

region. The retinal layers located at the bottom of the B-scan had a higher inten-

sity response and relatively flat structure, compared with the upper layers. Such

layers also vary smoothly in the fovea region and hence can be easily and efficiently

segmented. A number of superpixels were initialised, corresponding to the number

of remaining layers in this region. After the superpixel clustering, the boundaries

between each two adjacent superpixels were formed to do the active contour. By

iterating this process, the remaining boundaries were detected in order of top to

bottom within the gradually narrowed search region. Instead of using the bound-

aries formed by the first few superpixels, the new superpixels that were initialised

each time provided more robust results.

In the second stage, the inner retinal layers were segmented. The retinal

structure of the region above IS/OS, unlike the region below it, changes signif-

icantly in the foveal region. Generally, in the OCT B-scan image of the fovea,

the internal layers merge into a single layer at the fovea region. B-scans acquired

outside the fovea region comprise stacked, approximately horizontal and paral-

lel layers. The procedure of detecting layers located in the region between the

vitreous-NFL boundary (top retinal surface) and IS/OS boundary (inner retinal

layers) was performed. Instead of processing from top to bottom, the boundaries

that were closer to the region edge (top and bottom boundaries) were segmented

with higher priority. This was because the limits of the search region produced
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by this sequence guaranteed the inner layers merged at the fovea point. First,

the framework detected the OPL-ONL boundary, which was just above the IS-OS

boundary. Then the active contour with negative external energy term was applied

to refine the shape. This procedure was repeated for the remaining layer ending

with the IPL-INL boundary.

5.3.2 Retinal layer segmentation in B-scans

The detection of the vitreous-NFL boundary was achieved using eight itera-

tions of the adaptive curve algorithm. The shape of the boundary was updated at

each iteration. The Figure 5.18 top shows the boundary detection in a 3D OCT

volume where the individual B-scan at the fovea point is presented separately. It

is seen in that the active contour enforced the continuity and smoothness of the

retinal surfaces between adjacent B-scans. The Figure 5.18 bottom shows the seg-

mentation result of active contour in a single B-scan, selected from the fovea point.

The results show that the band noise removal resulted in an apparent discontinuity

in biological tissue. However, the active contour was not affected by this artefact

since its energy function ensures its smooth shape.

For the dataset of the high axial resolution, we achieved a segmentation of 12

boundaries on a raw B-scan image, shown in Figure 5.19. The B-scan of the retinal

fovea regions was directly segmented by the framework without any pre-denoising

process. The high axial resolution of the OCT system allowed the thin layers of

the sub-retinal region (beneath the surface) to be successfully identified. The high-

intensity response at the fovea point is due to the focusing point of the OCT system.

The foveal region is shown in Figure 5.19 (B) provides a closer look at the merging

of layer boundaries at the fovea. The thin layers in the central foveal region were

differentiated from the surrounding tissue by relative intensity magnitude, and the

boundaries were accurately segmented using our method. Figure 5.19 (C) shows the

segmentation of the left-hand side of the fovea region, where our method provides

stable segmentation results in the upper layers, which have lower contrast than the

bottom layers.

For the dataset of the low axial resolution, we achieved a segmentation of 10

boundaries on a B-scan image, shown in Figure 5.20. This image was selected from

the near fovea, where only part of the layers was merged. The image preserved
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Figure 5.17: The schematic of the whole framework of retinal layer boundary
detection. The framework is formed by three sections: 1) ROI region detection,
2) individual B-scan image segmentation, 3) volumetric data segmentation from
the initial frame. The grey-level of the blocks indicate their boundary location
in depth.
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Figure 5.18: The segmentation results of the vitreous-IML boundary. Top: the
inner retinal surface generated from the volumetric data segmentation. The black
line indicates the location of the example B-scan image. Bottom: the example
B-scan image. The zoomed-in of the red box shows the boundary detection is
not affected by the band noise removal.

the thick retinal layers, but the thin layers in the outer retina were not preserved,

including ELM, IPS, and RPEI layers. Therefore, the framework was not able to

segment these layer boundaries. It is seen at the left fovea branch (the left area

of the fovea) that the framework was able to detect the boundaries even when the

image contrast of the NFL layers is poor. Figure 5.20 (B) provides the segmentation

results at the right branch of the fovea region. It is seen that the GCL layers

contain multiple blood vessels. This caused the inconsistent tissue appearance

across the B-scan and projected shadow gaps on the outer retinal layers. However,

the boundary detection was accurately performed, and no miss-segmentation was

found. Figure 5.20 (C) shows the segmentation at the left branch of the fovea,

where our method provides stable segmentation results on tissues with more uneven

reflectivity. It is seen that the outer retinal layers have a long low-reflectivity

gap. These inconsistencies in tissue appearance did not affect the ability of our
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Figure 5.19: The segmentation result of 12 boundaries in the single B-scan.
(A): The segmentation was processed on the original OCT image without pre-
denoising. (B, C): the zoomed view of (A).

framework to detect boundaries since the combination of the superpixel clustering

and active contour boundary correction can bridge such reflectivity gaps.

5.3.3 En-face image extraction of retinal layers

En-face OCT is routinely applied to different aspects of ophthalmology, includ-

ing the imaging of the anterior, glaucoma, and retinal disease [97–99]. It provides

a more detailed image of the eye structure beneath the surface than fundus oph-

thalmoscopy, which is only able to image the retinal surface. En-face OCT offers

additional benefits to clinicians. A significant advantage of En-face OCT image is

its ability to image retinal layers on the transverse plane. Using this method, it

is possible to identify defects and visualise the vessel network accurately, in par-

ticular the sub-retinal layers, using their axial position on OCT cross-sections. In

addition, the En-face OCT images can be overlaid onto ophthalmic images cap-

tured with retinal angiography to provide clear blood vessel information without

the effect of blood leaking.

The conventional En-face image is a horizontal slice of the OCT volume data

(C-scan). However, it is not able to provide a comprehensive view of the tissue

since the slice is not along the layer boundary. The image generated in this way



Chapter 5. Superpixel guided active contour segmentation of retinal layers 133

Figure 5.20: The segmentation result of 10 boundaries in the 3D volume. Top:
the B-scan frame near the fovea point. The framework is able to process the very
low-intensity retinal tissue. Middle: the B-scan at the right branch of the fovea.
The framework is able to segment the retinal vessel area. Bottom: the B-scan
at the left branch of the fovea. The boundary detection was not affected by the
large shadow gap.
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may contain content representing a cross-section of multiple layers. Therefore, it is

not accurate for presenting a surface image of the retina. Hence, accurate detection

of boundaries is essential for displaying retinal layers in a manner that can be easily

interpreted by a Clinician.

Figure 5.21: The segmentation result of 10 boundaries in the 3D volume. (A):
The 3D surface model of segmented boundaries. (B): The thickness map of the
NFL layer calculated from the volume segmentation.

Figure 5.21 provides a 3D view of the segmented OCT volume. In this volume,

ten layers were segmented and coloured. Figure 5.21 (B) shows a thickness map of

this foveal region, where the central blue region corresponds to the fovea point, and

the circle is due to the normal fovea uplift. It is seen in the feature map that the

left region was thinner than the right side. It is due to the NFL layer thickening.

Specifically, in the healthy eye, the NFL layer is slightly thicker on one side of the

fovea, which connects to the optical nerve head.
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Figure 5.22: En-face image (C-scan) of the IS-OS layer. Top: C-scan view of
the raw volumetric data. Middle: C-scan view after the B-scan frame alignment.
Bottom: C-scan at the same position along the IS-OS layer boundary. The tissue
intensity is consistent, and the blood vessel shadow is clearly shown.
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Figure 5.22 shows the en-face image of the IS-OS layer, which was presented

at three processing stages. These images were generated using three methods.

Figure 5.22 (A) shows the C-scan sliced from the raw OCT system. It is seen that

the shadow projection of the vessels is shown in the image. However, the frontal

view was not completely presented since the spontaneous eye movement resulted

in poor registration during scanning.

Figure 5.23: En-face image (C-scan) of the GCL layer. Top: C-scan view of
the raw volumetric data. Middle: C-scan view after the B-scan frame alignment.
Bottom: C-scan at the same position along the IS-OS layer boundary. The blood
vessel embedded at this layer is shown with more consistent intensity.

The IS-OS layer was one of the thinnest layers. Its simple C-scan is shown in

Figure 5.22 (A). It is seen that the C-scan does not represent the full view of that
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layer. Figure 5.22 (B) shows the same layer by slicing a registered OCT volume.

It is seen the image quality can be improved by correcting the misalignment of the

B-scan due to eye movement. However, the image was not displayed with clear

content, i.e. the left side is slightly dimmer than the right side. This is because the

layers were slightly tilted with respect to the C-scan plane, and there cannot do

capture precisely the whole scan region. Figure 5.22 (C) provided the S-can that

cut the layer along the boundaries, which were pre-segmented using our framework.

It is seen that the tissue was displayed with vessel shadows and a smooth grayscale

profile, making analysis of the vascular structure straight forward.

Lower retinal layers may exhibit the shadow of blood vessels that are located

in the layers above. The en-face image can investigate vessels of each layer individ-

ually. Figure 5.23 shows the vessel profiles of the GCL layer (the second top retinal

layer) at three different C-scan types. It is seen that the unregistered profile in

Figure 5.23 (A) present vessels in different layers and the misalignment effect at the

left edge. In Figure 5.23 (B), the C-scan with conventional registration removed

the misalignment effect but still cannot show the correct vessel profile. In contrast,

the full view of the vessels was visible in Figure 5.23 (C) thanks to our accurate

boundary segmentation.

To summarise, our multi-boundary segmentation framework facilitates 3D

retinal visualisation by providing a comprehensive frontal view of individual retinal

layers and accurate thickness measurement of the retinal structure.

5.4 Discussion and conclusion

In this chapter, we described an approach to segmenting the retinal layer

boundaries in the B-scan images and 3D OCT volumes. The framework consists of

several detection algorithms that work in sequence: 1) the retinal region localisation

using the adaptive curve, 2) internal layer segmentation using superpixel clustering,

and active contour 3) boundary detection in adjacent B-scan using a Kalman filter.

Our framework demonstrates an improvement of visualisation of en-face C-scan

along the layer boundary in terms of stability and completeness.

The effectiveness of the adaptive curve algorithm is attributed to the region

detection in only a few selected A-scans, rather than the entire B-scan. This
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method yielded a processing time of 0.010 seconds, which can satisfy the real-

time requirement of the OCT scanning rate of less than 100Hz. Therefore, it can

be utilised for fast processing in real-time retinal content stabilisation such that

the OCT scanning process can display the retinal content stably on screen. In

addition, the interpolation methods of the adaptive curve algorithm are carefully

selected with respect to the features in the raw OCT image. It avoided overfitting

while preserving the shape of the target layer.

The A-scan superpixel clustering and our customised active contour act as

two key components of the framework. With the aim of ideally adapting the su-

perpixel formation in our case, we conclude two crucial steps for the successes, i.e.

the region limitation (range) and superpixel initialisation procedure for detecting

each boundary. The number of the superpixels were initialised according to the

remaining layers in the limited search region. These two points worked in conjunc-

tion during the whole process for all the internal boundaries. The further boundary

refinement using the active contour, which followed the clustering of superpixels,

modifies the coarse boundary shape such that the smoothness and accuracy were

improved. Its accurate boundary adherence is based on the customisation made in

energy functions, evolution direction, and windows sizes. By using these functions,

the contour treated different boundaries separately according to their appearance

and the coarse boundary position was enhanced significantly.

The generalisation of our framework was also an important factor. The per-

formance of retinal layer segmentation is mainly evaluated on our own collected

dataset. Our testing datasets were generated using two SD-OCT systems with

different specifications. On these datasets, we achieved an accurate segmentation

of 12 boundaries on the high-resolution OCT volume and successful boundary seg-

mentation in the conditions of low boundary contrast, high-reflection vessels and

vessel shadow projection. It is worth noting that the changes to the OCT system

and retinal conditions may affect the overall performance. Different OCT systems

may vary on de-noising process and contrast. As we demonstrated in this Chapter,

our model can give an accurate performance on the low-contrast dataset. However,

in other commercial OCT systems such as Topcon, the low-contrast OCT images

were heavily affected by the speckle noise. In this case, our active contour model

may be affected as it mainly relies on the image gradient.



Chapter 5. Superpixel guided active contour segmentation of retinal layers 139

In terms of the retinal conditions, we think the overall retinal structure is a

key factor that can affect the layer segmentation accuracy. It was described that

our framework was partially based on prior knowledge of the retinal structure.

In this chapter, we evaluated the performance in a healthy retina. We think the

framework is still applicable when the retinal pathology doesn’t affect the retinal

structure, i.e. the retinal tissues were slightly deformed but the overall structure

was still maintained. This includes conditions such as intra-retinal thickening and

age-related macular degeneration, where only the thickness of the affected retinal

layer was changed. Our framework can give a good indication of those changes in

thickness. However, we can foresee the limitations of our framework when dealing

with the server pathological conditions, such as oedema or detachment presented

in the retina.

The experimental results presented in this chapter indicate that the boundary

detection framework can perform accurate layer segmentation on both B-scan im-

ages and volume datasets. The number of segmented boundaries is more than the

previous method since the advanced feature of the framework allows it to segment

more thin layers while being resistant to noise. However, the retinal layer analy-

sis only provides partial information for retina examinations. It was discussed in

Section 4.4 that the quantification analysis of macular oedema can provide more

useful information for clinical diagnosis. Therefore, a reliable method for detect-

ing macular oedema associated with various medical conditions is required. This

stimulated our interest to develop a robust approach to segment macular oedema,

which will be described in the next chapter.





Chapter 6

Cystoid macular oedema

segmentation using transfer

learning

6.1 Introduction

Cystoid macular oedema (CMO) is a symptom of diabetes and is a major

cause of visual impairment. This ocular disorder is becoming a common health

affecting people worldwide [100]. Other pathological conditions causing CMO re-

lated visual degradation include: AMD, vein occlusion and epiretinal membrane

traction. [101]. OCT is the tool favoured by clinicians for non-invasive detection

of CMO in patients with diabetic retinopathy. [102, 103]. OCT scanning simpli-

fies the assessment procedure by showing the CMO in a cross-section view, which

provides more details than fundus photography (although the latter modality is

sometimes used to complement OCT). Tissue affected by CMO has different opti-

cal reflectivities which allows it to be distinguished from the healthy tissue using

OCT. This variability in pixel texture makes it possible to measure accurately

CMO size and monitor its change over time [104–106], which is essential for the

clinical diagnosis.

The segmentation of CMO in images is always the most important step of

a clinical analysis. This problem has previously been approached using B-scan

images and a wide range of image processing methods which are summarised in

141
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Section 4.4.2. However, this is a challenging task due to the complex morphological

characteristics of CMO which can affect segmentation accuracy. In OCT images,

the various symptoms caused by the CMO morphology often result in a high dif-

fusion of the boundaries between the healthy and diseased tissue. This diffusion

increases the risk of inconsistent segmentation results. Furthermore, some ad-hoc

rules, which were built into the segmentation procedures, were designed based on

the specific nature of the target object, such as oedema edges or selected texture

features. When the character of the target object varies or becomes complex, more

pathological conditions should be considered to maintain segmentation accuracy.

This results in feature-driven methods becoming complicated and less efficient.

In an attempt to overcome these issues, deep learning based methods have

been employed. The convolutional-based deep neural network has been developed

to do image classification and segmentation by extracting 2D features from the

training images. This data-driven approach demonstrates good performance when

dealing with the appearance variation in image data. A fully convolutional neural

network (FCN network) [28] is an end-to-end trainable network. It extends the

image classification capability of deep neural networks to the task of semantic

segmentation. Specifically, the image classification network, such as VGG net

[107] and GoogleLeNet [108] is implemented by using a set of convolutional layers

and fully-connected layers in sequence. The fully-connected layers are often placed

at the end of the network to do the class prediction. A general FCN network is

often constructed by replacing the fully-connected layers of the image classification

network with convolutional layers, which extends the network’s output from 1D to

2D. By making this change, the network uses a sequence of convolutional layers to

extract local and global features and then predicts the class of each pixel contained

within the input image. At the same time, the trained weights in the unchanged

part, the original convolutional layers, of the network was still utilised. Therefore,

this approach is able to exploit the learned convolutional kernels of a classification

network for use in segmentation tasks. This approach is an example of transfer

learning.

Transfer learning is a mechanism for efficient network training that utilises

a pre-trained network. In the remainder of this chapter, we present an approach

to transfer learning of the FCN-based framework for segmenting semantic area

in retinal OCT B-scan images, exhibiting polymorphous CMO. Our framework
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consists of an FCN network and fully connected conditional random fields (dense

CRFs). In the first step, the framework trained an FCN model to segment the CMO

regions by extracting features from retinal images. Instead of training from scratch,

the adopted FCN model was previously trained on natural image segmentation

tasks [109]. A binary classification layer was added at the end of the original

network structure, and the transfer learning was applied to further train the model

with the aim of CMO segmentation. By doing the transfer learning, the natural-

image derived convolutional kernels were fine-tuned, and the model was transferred

to adapt to the retinal OCT images. In the second step, the dense CRFs were used

as a post-process to refine the segmentation by utilising the local appearance of

oedema.

In this chapter, we introduced the characteristics of the CMO condition con-

tained within our database, followed by a description of our network framework.

Then, the model training strategy was described in Section 6.3. In Section 6.4.2,

we present the segmentation results on our testing dataset and discuss the model’s

performance. We conclude the chapter with some suggestions for modifications

that could improve the accuracy of our work.

6.2 CMO characteristics and segmentation frame-

work

In this section, we describe the characteristics of the CMO presented in the

OCT dataset of diabetic retinopathy. Moreover, we explain the inconsistent data

‘ground truth annotations from multiple clinicians. After that, we describe details

of two components used in the framework: the FCN network and the dense CRFs.

6.2.1 CMO characteristics of the diabetic retinopathy dataset

The target dataset of diabetic retinopathy includes the OCT B-scans that were

collected from diabetic patients having two oedema types: 1) intraretinal cystoid

spaces and 2) diffuse retinal thickening. The intraretinal cystoid spaces contain a

fluid substance that forming low-reflectivity cavities that vary in shape. Therefore

these regions generally appear dark in the OCT images and are surrounded by
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layers with higher reflectivity. Conversely, the thickening regions are formed by

denser tissue and show high reflectivity. Often, thickening regions are not easily

distinguishable from healthy tissue in OCT images because the boundary between

healthy and diseased tissue is not clearly shown. An example of the OCT retinal

image from the dataset is shown in Figure 6.1, exhibiting both two conditions

of oedema. It is seen that the retinal layers at the fovea region are deformed

and separated by large cystoid spaces within the intraretinal layers. They are

surrounded by the diffused retinal thickening in the extended areas.

Figure 6.1: A retinal OCT image from our experimental dataset with two DMO
symptoms in the foveal region: 1) intraretinal cystoid spaces and 2) diffuse retinal
thickening. The retinal layers are located between the vitreous and choroid
layers. In the fovea point, the retinal layers are deformed by the cystoids oedema
(the dark empty spaces) and thickening tissue (at two sides of the fovea point).
The highly reflective dots with shadows underneath are blood vessels, which also
cause a small retinal layer deformation.

The appearance of the two symptoms may introduce bias to clinicians when

doing ground-truth annotation. Conventionally, medical professionals segment the

diffuse retinal thickening by subjectively estimating the thickness and delineating

the boundary at a reasonable position based on their experience. Therefore, dif-

ferent professionals may produce inconsistent results. The manual annotation of

the training and test dataset was implemented by two ophthalmologists. Their

labelling work was done independently. The annotation of the retinal oedema was

performed by freehand delineation using a custom software tool [110]. The cystoid

regions were segmented individually according to their boundaries, while the reti-

nal thickening was segmented according to the estimated location of oedema with

respect to the retinal layers. Figure 6.2 depicts annotations obtained from two

ophthalmologists (both are fellowship-trained medical retina specialists). It is seen

that the cystoid oedemas, which have clear boundaries, were consistently identified



Chapter 6. Macular oedema segmentation using transfer learning 145

by both graders. However, the segmentation of the retinal thickening regions by

different ophthalmologists was affected by their subjective bias.

Figure 6.2: Ground-truth segmentations of DMO in OCT retinal image, car-
ried out by two ophthalmologists separately: (A) An original OCT image of the
dataset; (B) and (C) are manual segmentation results performed by two ophthal-
mologists (Expert A and B). There is a significant difference between the two
manually segmented masks. The central region, where the appearance is closer
to a retinal thickening, was annotated by expert A (B). But it was identified as
deformation of normal retinal tissue by the expert B (C).

6.2.2 Problem statement

Given a retinal OCT image IM×N , the goal is to assign each pixel {xi,j, i ∈
M, j ∈ N} to a class c where c is in the range of the class space C = {c} =

{1, · · · , K} for K classes. In our study, we consider a 2-class problem that treats

the CMO regions as the target class and others as the background class.

6.2.3 FCN network model

The architecture diagram for FCN is shown in Figure 6.3. In an overall view,

the FCN network structure was formed by using a sequence of convolutional layers,

pooling layers, and transposed convolutional layers. These layers were applied to

extract image features at different image scales. Moreover, a set of skip connections

[111], which is the key component of the network, was used to improve the seg-

mentation accuracy. These links provided an identical feature mapping operation

that combined small-scale feature maps of the pooling layers and the large-scale

feature maps of the transposed convolutional layer.

The network is based on a sequence of convolution and activation layers,

forming a feature encoder that aims to recognise the spatial characteristics of the
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Figure 6.3: A schematic of the FCN network with different skip connection
schemes. The convolutional layers with different filter sizes carry out the convo-
lution operations to the initial image input or the output of the previous layer.
Each of the convolutional layers is followed by a pooling layer that down-samples
the spatial dimension of data while mitigating the computational overhead. The
skip connection concatenates the feature maps of earlier pooling layers to the
feature maps of the later convolutional layer. It combines the information of both
deep and shallow layers, which refines the spatial segmentation of the image.

DMO regions. The retinal content is presented in a single-channel OCT B-scan

image. Given an OCT image I, of size M × N × 1, the first convolutional layer

implemented the data convolution with spatial kernels, {F1}, where each kernel is

in size of m1 × n1 × 1. The convolution for each kernel resulted in a feature map,

whose size depends on image padding and stride size. To ensure the kernel can cover

all the areas, zero paddings and single stride size are applied to the convolution. At

the output of the first convolutional layer, the feature maps of {F1}, were stacked as

an input to the next layer. The process of successive convolutional layers extracted

diverse features from the image data by applying the trained kernel weights.

For deeper convolutional layers, the intermediate feature maps had high di-

mensional feature channels, and therefore the convolutional operations of the fea-

ture maps involved intensive computations. To mitigate the high computational

cost, the network applied a pooling layer after each set of convolutional layers. The

pooling layer reduced the spatial dimensions of the feature maps by averaging local
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spatial information within the pooling window [112] and output a down-sampled

version of each feature map. After this operation, the convolutions carried out in

the deeper layers were calculated on smaller feature maps and therefore were more

efficient. This improvement in efficiency is achieved at the expense of lost spatial

resolution in the feature information.

The loss of resolution due to the pooling operation can be compensated by

using skip connections, which have been shown to improve the prediction accuracy

in previous work [113]. By doing the average pooling and feature activation after

the intermediate convolutional layers, the feature maps have a high response to

the target regions that we aim to segment. To ensure the segmentation output

of the network has the same size as the input image, the network applied an up-

sampling layer at the end to perform a transposed convolution (or deconvolution

[114]) to its input feature maps. The up-sampled feature maps were then channel-

wise averaged by the final binary classification layers to generate an output mask

image that indicates the location of the target object. However, this predicted

segmentation had coarse resolution resulting in poor boundary detection of the

target object. This is due to the upscaling being based on the smallest feature

maps, which discards most of the spatial information. The segment accuracy was

improved by using the skip connections that concatenated the feature maps of the

previous pooling layers to the outputs of the final convolution layer. For instance,

in Figure 6.3, the feature maps of Conv 6 was upsampled by using a 2× upsampling

layer and then concatenated to the feature maps of pool layer 4. The up-sampling

layer was used to align the spatial resolution. Thereafter, the network performed

the final binary mask prediction.

6.2.4 Fully connected CRFs classification

After the prediction of the network, a fully connected CRFs model [115] was

applied as a post-processing step to refine the segmentation results based on the

OCT image content. For a given image and its corresponding label prediction,

which is the output feature maps produced by the FCN model, the fully connected

CRFs model made fine adjustments to the class labels for each pixel. To this end, a

set of feature vectors determined by the input image and feature maps (the vector

contains pixel location and value in different channels) were modelled. Given an
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image I of size N×N and the corresponding random field X over K possible pixel-

level labels L = {l1, l2, · · · , lk}, a conditional random field (I,X) is characterised

by a Gibbs distribution.

P (X | I) =
1

Z(I))
exp(−

∑
c∈CG

ψc(X | I)) (6.1)

where G = (V,E) is a graph on X in which each clique c in a set of cliques CG

induces a potential ψc. In the fully connected CRFs model, G is a fully connected

graph of X and CG is the set of all unary and pairwise cliques which forms the

Gibbs energy function of labelling x ∈ LN in Equation 6.2,

E(X) =
∑
c∈CG

ψc(xc)

=
∑
i

ψu(xi) +
∑
i<j

ψp(xi, xj) (6.2)

where i and j range from 1 to N . The unary potential ψu(xi) is calculated for each

pixel by the FCN model, producing a heat map with label assignment xi. The

pairwise potential is described by:

ψp(xi, xj) = µ(xi, xj)
K∑
m=1

ω(m)k(m)(fi, fj) (6.3)

where each k(m) is a set of Gaussian kernel functions for the feature vector f of

pixel i and j separately, ω(m) describes the linear combination weights, and µ is

a label compatibility function which introduces a penalty for neighbouring similar

pixels which were assigned different labels. The pairwise function classifies pixels

with similar feature vectors into the same class so that different classes are prone

to be divided at content boundaries. Then the fully connected CRFs model infers

the final label of each pixel by using mean-field approximation [115].

6.3 Fine-tuning strategy

During the network training process, the weights for convolutional layers can

be learnt from a randomly initialised state. However, this strategy has a risk of

overfitting the model when a small training dataset is used, e.g. 800 training
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samples in our case. To avoid the overfitting issue, we applied the transfer learning

to fine-tune the model from a set of pre-trained weights to learn features in the

new problem. In this strategy, the pre-trained weights in the shallow convolutional

layers were previously optimised to extract the basic local features of the image

content from a relatively large-scale dataset. We continued training the pre-trained

weights and optimise these for the new dataset. To adapt the network for our

segmentation task, the final classification layer was modified such that the number

of prediction classes was aligned to the number of target objects (the type of

macular oedemas) in our dataset. This new layer was initialised by random weights,

which were trained together with the pre-trained weights.

6.3.1 Dataset and data augmentation

To validate the effectiveness of our approach, we trained and tested the fine-

tuning framework on a publicly available OCT dataset, which was used to test

the segmentation performance in previous work [3]. The training data was pre-

processed with denoising and data augmentation. We randomly took 25% from it

as our test samples in our four-fold cross-validation experiment.

The dataset comprised 110 labelled SD-OCT B-scan images. The dataset

were collected from 10 anonymous patients with diabetic retinopathy from mod-

erate to severe condition. For each patient, eleven images were selected from 3D

volume data, where the spatial size of each B-scan is 512 × 740. These images

were equally distributed at the fovea point and two branches of the foveal region,

i.e. 1 B-scan at the central fovea and 5 B-scans at 2, 5, 10, 15 and 20 slices away

from the central region on each side. For each image, the cystoid CMO regions,

which had a dark-cavity appearance, were firstly annotated by clinicians using the

software. Then they were reviewed and manually corrected to refine the segmenta-

tion. Thereafter, the clinician performed the annotation for the retinal thickening

regions by comparison of the thickness of the entire retinal layer.

Two image processing steps were applied to the original images before they

were used in training. First, the image data was denoised to suppress the speckle

noise present in the images. Instead of denoising each individual image, our pre-

processing involves 3D denoising. Specifically, we applied the BM3D algorithm

[116] on each 3D OCT volume. This algorithm can generate high-contrast denoised
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OCT images by using a block-matching denoising method. From our experimental

results, the denoising process suppressed OCT speckle noise while sharpening the

boundaries in the image and ultimately improved the presentation of CMO regions.

Next, the retinal region was cropped from the OCT volume by removing unnec-

essary areas above the vitreous and under the choroidal layer since the content in

those areas were almost blank and irrelevant to the retinal structures.

After the denoising, we applied data augmentation to the denoised images - a

method for increasing the number of training examples when using small training

sets. It is noticed that the number of patients was very limited compared to the

size of data sets generally used in deep learning. The original data set, which con-

tained 110 OCT images, was relatively small, and there is a high risk of the model

overfitting to the training set. To overcome this issue, we augmented the data by

applying spatial translations to each image, which involved random translation, ro-

tation, flipping and cropping. Therefore, some of the augmented images contained

partial retinal structures, which gave diverse samples during the model training.

After the augmentation, the total amount of training images was extended by a

factor of three in this manner. From the augmented data, we separated 20% of the

total amount to be used for validation during the training.

6.3.2 Framework settings

Our framework used an FCN-8 model that was adapted from the VGG-16

network [107]. The layer construction of the network is shown in Table 6.1. This

architecture concatenated the output of the final convolutional layer with the out-

put from the last two pooling layers to make an 8-pixel stride prediction net, i.e.

the output prediction mask of the network was 8-times smaller than the input im-

ages. On top of the based-line architecture, an additional classification layer was

added after the original output layer to reduce the final mask to binary prediction.

In our experiments, the FCN-8 model weights were pre-trained on the semantic

boundaries detection in the real-word images [117], since the original task was sim-

ilar to OCT region segmentation in terms of of of the boundary localisation. With

these weights, the fine-tuning was performed for all weights to learn new features of

macular oedema in retinal OCT images. The fine-tuning hyperparameters were set

as follows: the number of training epochs was 40, the batch size was set to 10, the
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base learning rate was 1.0e−4 and reduced by order of magnitude after every ten

epochs. During the training, the input batch used the original pixel values rather

than the mean subtracted values. The grayscale OCT image data was reformatted

to RGB with channel conversion as required by the network input channel. The

experiments were run on a desktop computer with an Intel CPU, 16 GB of RAM,

and an NVIDIA 1080Ti GPU with 10GB VRAM.

For the post-processing after the network prediction, the parameter of the

fully connected CRFs model was modified empirically to perform the best results

on the OCT image. The original model [115] was set for RGB image inference.

In order to adapt the model for grayscale images, the parameters of the kernel

were changed in the pairwise function. The standard deviation is 2 for the colour-

independent function and 0.01 for the colour dependent term. We set the ground

truth certainty to 0.6 in order to obtain the best results.

During the training, the network was jointly fine-tuned with a multinomial

logistic loss function and a Dice loss function, which compared the ground truth

label and the prediction masks. Specifically, the multinomial logistic loss with a

softmax activation, formulated as Equation 6.4, provided a probabilistic similarity

at the pixel level.

J(θ) = − 1

m

[
m∑
i=1

y(i) log hθ
(
x(i)
)

+
(
1− y(i)

)
log
(
1− hθ

(
x(i)
))]

(6.4)

σi(z) =
exp (zi)∑m
j=1 exp (zj)

, i = 1, 2 . . . ,m (6.5)

The Dice loss [118], which is described in Section 6.4.1, was used to compute

the spatial overlap between prediction and ground truth. During the training

process, we used stochastic gradient descent (SGD) as an optimiser to reduce the

loss function.
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Table 6.1: The architecture of the FCN-8 model used in the experiment. FS:
filter size. NF: number of filters. NB: number of blocks. Link: skip connection.

Name Type FS Stride NF Padding NB Link

Block 1 Convolution 3 1 64 100
× 2

ReLU - - - -

Block 2 Max Pool 2 2 - 0 × 1

Block 3 Convolution 3 1 128 1
× 2

ReLU - - - -

Block 4 Max Pool 2 2 - 0 × 1

Block 5 Convolution 3 1 256 1
× 3

ReLU - - - -

Block 6 Max Pool 2 2 - 0 × 1

Block 7 Convolution 3 1 512 1
× 3

ReLU - - - -

Block 8 Max Pool 2 2 - 0 × 1

Block 9 Convolution 3 1 512 1
× 3

ReLU - - - -

Block 10 Max Pool 2 2 - 0 × 1

Block 11 Convolution 7 1 4096 0
× 2

ReLU - - - -

Block 12 Convolution 1 1 21 0 × 1

Block 13 Deconvolution 4 2 21 -

Block 14 Convolution 1 1 21 0

× 1 ×2 fusion
Crop - - - -

Element-wise Fuse - - - -

Deconvolution 4 2 21 -

Block 15 Convolution 1 1 21 0

× 1 ×4 fusion
Crop - - - -

Element-wise Fuse - - - -

Deconvolution 16 8 21 -

Block 16 Crop - - - - × 1

Block 17 Convolution 1 1 2 0 × 1

Block 17 Dice - - - - × 1

Block 19 Softmax - - - - × 1
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6.4 Experimental results

6.4.1 Evaluation metrics

To evaluate segmentation accuracy, the segmentation results of the fine-tuned

model was accessed by using a Dice coefficient, which was also used in previous

work [3]. The Dice coefficient, which is defined in Equation 6.6, calculates the

index of overlay area between auto-segmented results Xauto and manual annotation

Xmanual. We calculated the segmentation overlap between the predicted output and

the ground-truth by the primary grader and calculated the mean Dice coefficient

for all patients.

Dice =
2 |Xpred ∩Xmanual|
|Xpred|+ |Xmanual|

(6.6)

6.4.2 Segmentation results

After training the FCN network, the framework was tested with a separate

test set which was previously unseen by the network. The randomly selected data

comprises a set of OCT images exhibiting various morphology of CMO symp-

toms. This section presents the segmentation results of the framework for different

CMO conditions and compared them to manual segmentation results. Moreover,

we discuss the segmentation bias of our framework and Chiu’s method [3] on the

same test images, and compare them by using the Dice index to show an improve-

ment resulting from our framework in terms of segmentation accuracy. Lastly, We

discussed some prediction results on difficult data samples, where the automatic

segmentation was performed with lower accuracy when compared with the manual

annotations.

We found that our fine-tuned model demonstrated a generalisation capabil-

ity that it had less segmentation bias in comparison with manual segmentation.

At the same time, the model had a good performance on cystoid segmentation.

The appearance of cystoid in OCT images is often shown with a higher contrast

against surrounding tissue. Figure 6.4 (A) depicts a foveal region affected by cys-

toid spaces. Dominant oedema detaches retinal layers, and small oedema regions

occur surrounding it. Figure 6.4 (B) and (C) shows the manual segmentation by
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Figure 6.4: The segmentation results of macular oedema by two clinicians
and our framework. (A): the original image of the macular oedema region. (B)
and (C): segmented results by primary and secondary clinicians. The manual
segmentation of the cystoid spaces is in good agreement. However, the region on
the left branch was not identified as DMO by the primary grader. (D): segmented
results obtained with the framework. The cystoid spaces are segmented with a
good boundary alignment. A partial region of retinal thickening is also detected
on the left branch, which indicates a balance of bias between two clinicians.
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the primary and secondary clinicians. It is seen that there is significant inconsis-

tency between two clinicians on the left branch of the fovea. Figure 6.4 (D) shows

our results. It is observed that our model, which was trained using ground-truth

provided by the primary clinician, was also able to predict partial regions that

were labelled by the second clinician. This indicates that the model was trained to

generalise the DMO features from the training data and therefore reduced the bias

due to subjective experience. Moreover, we found that our predicted boundaries

of the dominant oedema were segmented more consistently along the actual edge

compared with the manual segmentation. It implies that our framework shows

good performance in cystoid segmentation in terms of boundary detection.

Figure 6.5 demonstrates the model generalisation on predicting the retinal

thickening. The raw image in Figure 6.5 (A) shows a retinal thickening within

retinal layers on the right branch of the fovea region. Compared with the cystoid,

the boundary of this oedema is not visually distinct from other tissues in the image

due to similar optical reflectivity within the retinal layers. Although, the presence

of oedema causes a deformation of the retinal layers, making them noticeably

thicker than the layers on the left branch. It is observed in Figure 6.5 (D) that

the segmented results obtained with our approach are consistent with the manually

segmented results. It is worth noting that the unlabelled region near the right edge,

which is out of their manual segmentation range, was also successfully segmented.

Apart from the simple-type DMO condition, the automatic segmentation on

mixed-severity DMO condition also shows a good agreement with the manual seg-

mentation. The retinal layer in Figure 6.6 (A) was deformed by a large section of

oedema with a mixture of cystoid spaces and retinal thickenings of various shapes.

The central section is affected by the cystoid oedema, and the thickening parts

are located on both branch of the fovea. It is seen that both two sections were

successfully segmented by our approach. It accurately captured the appearance of

the pathology and covered the entire region. Several small sections were also seg-

mented successfully. In Figure 6.7, we present more results from severe conditions

that exhibit complex structure.

The evaluation results indicate that our framework yields better segmentation

results in comparison with the previously proposed method [3]. Figure 6.7 shows a

visual comparison of segmentation results for severe DMO, which were generated

by two manual annotations in (A) and (B), the compared method (C), and our
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Figure 6.5: The segmentation results of retinal thickening by two clinicians and
our framework. (A): original image. (B) and (C): segmented results by primary
and secondary clinicians. The segmentation results by two clinicians show good
consistency. The region near the right edge is out of the manual segmentation
range. (D): segmented results by our framework. On the right branch, the area
is segmented continuously.

framework (D). It is noticed that the segmentation by the compared method covers

more tissues than the ground-truth annotation near the subretinal area (at the

bottom of the retina). It is because the defect region has a very similar feature to

the healthy tissue, which is due to the low image contrast and blurry boundary.

Therefore the feature-based segmentation method wrongly identified the healthy

tissues as the DMO defect. In contrast, the results from our method are more

close to the primary segmentation results, and the predicted boundaries are more

consistent with the ground truth.

We found that our method shows more accurate segmentation than the com-

pared method on areas of retinal thickening. Figure 6.8, shows three samples that
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Figure 6.6: Segmentation results for more severe oedema as carried out by clin-
icians and the framework. (A): original image. (B) and (C): segmented results
by two clinicians. (D): segmented results by the framework. It is seen that both
the thickening cystoid spaces exhibiting complex appearances are segmented.

depict the segmentation results on retinal thickening areas. Retinal thickening

structures are close in appearance to normal tissue, which can result in incorrect

segmentation. This is clearly observed in the results of the compared method (Fig-

ure 6.8 (C)). In comparison, the results obtained by our method (Figure 6.8 (D))

show better agreement with the manual segmentation.

A quantitative assessment of segmentation accuracy was obtained using the

Dice overlap coefficient. The Dice coefficient was calculated across all ten patients

using the method previously described in [3]. Specifically, the Dice coefficient
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Figure 6.7: A visual comparison of manual and automatic segmentation. (A)
and (B): annotations by two clinicians. (C): segmentation results from Chiu’s
work. The figure is presented with re-usage permission from [2]. (D): our results.
From the comparison, it can be seen that the results at third row is slightly over-
segmented due to the feature similarity. In contrast, our results are between two
manual segmentation.

Figure 6.8: A comparison between Chiu’s work and our results. (A) and (B):
annotations by two clinicians. (C): segmentation results from Chiu’s work. The
figure is presented with re-usage permission from [2]. (D): our results. From the
comparison, it can be seen that our results have a higher agreement with manual
annotation. The compared method performed worse due to the similar feature
between the defects and normal tissue.
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was calculated based on all test images. It was found that the Dice coefficient

for our approach is 0.60 ± 0.26 standing for mean and standard deviation, which

outperforms 0.51±0.34 reported in [3] (a high mean and small standard deviation is

a good indicator of the performance). Our Dice value is comparable to 0.58±0.32,

calculated for manual segmentation similarity between the two clinicians’ (where

a coefficient value of 1 indicates perfect agreement).

Apart from the segmentation of large areas, there are still some cases where

the segmentation of the target region was performed with low boundary recall. One

such event occurred when small target regions were not segmented out, as shown

in Figure 6.4 (D). In this case, the small regions were affected by speckle noise and

smoothing effects caused by the pre-processing and resulting in the small regions

being undetected by the framework. This is due to their small initial size leading

to them being smoothed out after several pooling layers. In another case, some

target regions were only partially segmented, as shown in Figure 6.5 and 6.9.

Figure 6.9: The segmentation result from inaccurate prediction. (A): original
image. (B) and (C): segmented results by two clinicians. (D): segmented results
by the framework. It can be seen that part of the retinal thickening is not
completely segmented where it appears close to the surrounding tissue.

6.5 Conclusions and future work

In this chapter, we presented a framework for segmenting CMO regions in

retinal OCT images. It comprised a segmentation model built with a fully con-

volutional neural network (FCN network) and a dense conditional random field

(CRF) model for post-processing label correction.

The medical image analysis with a deep-learning model is often data-driven,

which is usually critical to the success of the model. To counter this challenge,

we applied several strategies. We used an FCN network as a base model that

takes advantage of the convolutional layers to predict tissue classification at the
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pixel level. Our transfer learning strategy fine-tuned the network using pre-trained

weights, and we applied data augmentation to compensate for the requirement of

large amounts of training data. The network was trained based on a joint of cross-

entropy loss and Dice index loss, which took into account the overlap between the

predicted segmentation and ground-truth annotation during the training process.

The most important advantage of the FCN model is its skipping link. The

skipping link allows the output from deeper convolutional layers to be concatenated

with the output from shallower convolutional layers. This feature compensates for

the shortage of the coarse prediction caused by down-sampling in the pooling layer

and produces more refined results.

We emphasise that the key advantage of this method is its capability to recog-

nise a variety of OCT features. The morphological properties of certain retinopa-

thy can be diverse. Conventional segmentation methods for OCT retinal image

segmentation were often tailored for a specific task, and their performance often

varies depending on the retinopathy condition. Conversely, convolutional neural

networks can be trained to perform well on various retinopathy conditions, thus

avoiding the requirement for a multitude of ad-hoc rules. The segmentation results

obtained by our framework demonstrated the capability of end-to-end convolutional

neural networks for OCT retinal image segmentation tasks. They demonstrated

that our learning-based approach can be adapted for more complex cases and is

more flexible than fixed mathematical model-based approaches, and is, therefore,

a step towards a universal OCT segmentation approach.

The work described in this chapter focused on the segmentation of cystoid

macular oedema. The results of our method indicate that it could be extended to

a broader range of ophthalmic conditions, such as deformed retinal layer segmen-

tation caused by age-related macular degeneration, epiretinal membrane, macular

hole and retinal detachment. Although the network architecture involves the skip

link to fuse the appearance information of shallow layers with the deeper layer

outputs to make a more precise prediction, the structural character still presents

limitations in extracting accurate locations of small target regions. Those limi-

tations encourage us to investigate the possibility of using more efficient network

architectures to improve segmentation accuracy. Therefore, in the next chapter,

we will present further research on a metric learning-based neural network that

provides a more accurate segmentation of retinal lesions.
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Image retrieval-based few-shot

medical image segmentation

7.1 Introduction

In the previous chapter, we trained a model to detect and segment retinal

thickening and cystoid oedema from OCT B-scan images. In terms of guiding reti-

nal image analysis, the neural network-based segmentation algorithms, described

in the previous chapter, demonstrated good performance when dealing with the

diverse appearance of macular oedema. In this chapter, we extend the work to im-

age retrieval-based segmentation that the model can mark the disease area using

an existing reference image of a similar symptom. This approach fits closer to the

real-world diagnosis scenario in the hospital.

Medical imaging has been generally seen as the best diagnostic as it can

be used instead of surgery or other invasive procedures. Along with the rapid

development of OCT described in Chapter 4, various imaging modalities have also

been applied widely in hospitals, including computed tomography (CT), magnetic

resonance imaging (MRI), ultrasound imaging, and dermoscopy. The growth of

medical imaging techniques has led to the development of a wide range of medical

image analysis techniques.

161
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Medical image segmentation is the fundamental objective of medical image

analysis that assists in clinical diagnosis. It is applied to data acquired from vari-

ous imaging modalities, such as optic disc segmentation in fundus images (ophthal-

moscopy), retinal layer segmentation in the OCT images, melanoma segmentation

in skin surface images (dermoscopy), and organ segmentation in radiation body

scans (CT, MRI, and ultrasound imaging).

In the task of medical image segmentation, a common situation for imple-

menting a CNN-based segmentation method is that the network training is usually

data-hungry and task-specific. This is because training a model that has good

generalisation capability for a particular segmentation task usually needs a large

number of training images, which enables the network to learn diverse feature while

avoiding over-fitting to the training dataset. However, developing a medical image

dataset with a large number of manually annotated/labelled samples is challenging.

Collecting large numbers of images for various pathological conditions is usually

time-consuming and resource-intensive, and depends on the availability of clinical

cases for a specific task [119].

To solve this problem, some researchers have proposed various strategies

that reduced the risk of over-fitting when using small training dataset [120–122].

Our neural network-based segmentation algorithms, described in Chapter 6, also

demonstrated an example of using a transfer learning strategy for model training

with a small dataset. Using the trained model, we segmented the tissue lesion of

the retinal thickening and cystoid oedema from the OCT B-scan images. Since the

model training was object-oriented, i.e. training the model to only differentiate one

type of retinal lesion from healthy tissue, the results indicated good performance

when dealing with the variation of the macular oedema appearance. However, the

model’s generalisation still depends on the quantity and diversity of the available

training samples. Therefore, we expected a method with more capability of model

generalisation and feature representation learning. To this end, we developed a

new segmentation method based on one-shot learning and content-based medical

image retrieval (CBMIR), which are explained in the following content.

One-shot segmentation is a subarea task in one-shot learning. It is based on

the principle that the neural network model is set to segment the object in a query

image by providing one support image of an object, and the object belongs to the

same class as the query object (thus the term one-shot). The one-shot approach



Chapter 7. Image retrieval-based few-shot medical image segmentation 163

allows the model to learn task-related segmentation, i.e. the model was trained to

do a segmentation task given different objects. In this task, the segmentation is the

objective, rather than doing segmentation for a specific object, where the object

is the objective. In contrast to our previous object-oriented method, this one-shot

segmentation network has the capability of doing cross-class segmentation when

there are only a few training data of each class, enabling to train the network with

fewer training examples. This naturally leads itself to the data-shortage conditions

in which the medical images segmentation problem is set.

The CBMIR system retrieves medical images of similar content from image

databases by using automatic feature extraction approaches. The development

and wide use of medical imaging have contributed to the establishment of image

databases, for which images are collected from different patients. This type of

database offers us an opportunity to collect medical images that exhibit diseases

at different degrees of severity. For the purpose of evidence-based analysis and

diagnosis, the CBMIR aims to provide an efficient method to search the database

and retrieve the images that have the most similar characteristics to the case of

interest. These characteristics include visual features represented by characteristic

colour, shape, and texture. The CBMIR has become a popular technique, and

performs well when applied to data of multi-modality medical imaging [123].

Motivated by the aforementioned limitations of previous CNN methods, and

inspired by the one-shot learning and CBMIR, we propose a new network-based

approach, which we call MetaSegNet, to the medical image segmentation task. The

segmentation procedure of the proposed approach is summarised as follows: Given

a query image containing an area of interest that needs to be segmented, the net-

work searches an existing database of multi-class medical images and retrieves a

characteristics-matched support image. Then the network uses the support image

for guidance to do the segmentation of the object(s) in the query image. This

approach is designed to provide an automatic segmentation method under a sit-

uation where the medical image database has a collection of images in various

symptoms (pathological morphology) while each specific morphology only happens

in a small number of medical samples. For example, in the context of retinal OCT

images, the database contains various morphological features of macular oedema

at different severity conditions, each of which is observed in a small portion of the

patients. In our work, we test our proposed method on the task of medical image
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segmentation, applied to data obtained from two imaging modalities: 1) macular

oedema segmentation of OCT images, 2) skin cancer segmentation in dermoscopic

images. With the OCT image dataset, we demonstrate that our method is able

to handle different classes of macular oedemas in varying severity. With the skin

cancer dataset, we present the generalisation of our network to different medical

image contents.

In the rest of this chapter, we first illustrate the general problem set up of the

one-shot segmentation. Next, we describe the details of the framework in Section

7.2, including the network structure (support branch and query branch), image

matching strategy and network training method. In Section 7.3, we report the

segmentation results for the two imaging modalities, followed by an analysis of the

network’s performance. At the end, we draw our conclusion in Section 7.5.

7.2 Proposed method

In this section, we described the overall working pipeline of the network. First,

we give the definition of the one-shot learning problem in the context of medical

image segmentation. Then we explain the details of the proposed network struc-

ture, which includes a query branch and a support branch. After that, we describe

our embedding matching strategy that is applied to the trained network to find the

most suitable support image in a database, thereby guiding the segmentation in

the query branch. Lastly, we described the training strategy and the loss functions

used for training.

7.2.1 Problem setup for one-shot segmentation

In the context of the one-shot segmentation, there are two types of image

dataset involved: the query and support set. The query set comprises the new

patient images which need to be segmented. The support set contains images and

their associated ground-truth labels, which have been assessed by clinicians, and

are used to guide the segmentation task on the query image. Accordingly, the

segmentation network is functionally separated into two branches, and the query
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set and support set are the data inputs to the query branch and support branch,

respectively.

In the general case of few-shot learning, the definition of the x-shot segmen-

tation problem depends on the number of support images used and the number

of ground-truth classes in each support image. For example, given that the sup-

port set contains s support images and each image has k distinct ground-truth

classes, it is termed as k-way, s-shot segmentation. Specifically, our network only

uses a single support image. The support image may contain a different number

of ground-truth classes (three classes for the OCT dataset and a single class for

the skin cancer dataset). Therefore, our network models a multi-way one-shot

segmentation problem.

We define a group of data at one step of the training as an episode. Each

episode contains a number of image-mask pairs {I itrain,Y itrain}
N
i=1, where there are

N pairs of input image Itrain and its corresponding label mask Ytrain. The training

images Itrain contains N pairs of support and query images and is defined as

Itrain = {{(x1, L1, x1), . . . (xN , LN , xN)} ;x, x ∈ Dtrain}

L = {l ∈ {1, . . . , K}; l ∈ Ltrain}
(7.1)

where x is the support image, x is query image, and L is the ground-truth class

label group associated with x and x. The label group L contains labels l of K

classes, which are sampled from the training classes group Ltrain. After the label

sampling, the support and query images are randomly sampled from the training

set Dtrain and each support and query image contains objects of the sampled label

L . The ground-truth mask Ytrain is defined as

Y = (y1, . . . , yN) , yi = {(pj, lj) : l ∈ Lxi} (7.2)

where N is the number of masks. Each query image x has a corresponding mask y,

in which the pixel value pj corresponds to the class lj. The lj belongs to one of Lx,

namely the objects classes in the query image. The aim is to train a model, F( · ),

with Dtrain such that the segmentation mask Ytrain of query image x is predicted.
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7.2.2 Network architecture

In accordance with the definition of one-shot segmentation, the proposed net-

work architecture consists of two CNN encoders which act as the support and query

branches. Figure 7.1 shows a schematic of the network structure that we use in

the training and testing stage. To provide an overview, we first outline the func-

tionality of these two branches as follows and explain the implementation details

of each branch in Section 7.2.3 and 7.2.4, followed by a further description of the

embedding matching strategies.

The support branch, taking a support image and its ground-truth mask as

inputs, is set to learn an encoded representation of the labelled object. This repre-

sentation is obtained by the support branch’s encoder during the training process,

where it extracts the features of the labelled object and encodes the features into

an embedding vector. The extracted feature of each labelled object makes its cor-

responding embedding vector unique in a high-dimensional metric space, where

the embeddings of objects of the same class are closer than the embeddings for

different classes. Therefore the embedding vectors of different target objects or the

image background are distinguishable in the metric space. At the model testing

stage, the learned embedding vectors of database’s images are used to guide the

query branch to predict the mask of the same object from a query image.

The query branch takes a query image as input and outputs the mask predic-

tion for the object of interest. To this end, the query branch is trained to extract

the texture features of the query image content and predict the region of pixels

where its feature embedding matches the support embedding vector.

The connection between two branches is an attention unit. It is used to gen-

erate an attention mask by using both the support and query embedding vectors.

The attention mask contains the information of the similarity information between

the query image content and the target objects in the support image. This atten-

tion mask is used by the query branch to distinguish the region of interest from

the image background.
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Figure 7.1: The overall structure of the SegMetaNet network. The encoder of
the support branch encodes both the input image and label mask as embedding
vectors. The encoder of the query branch encode the query image and use
support embedding vectors to predicted the label mask of the query image by
the query decoder. When doing testing, we can use the pre-generated support
embeddings in the database.
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7.2.3 Support branch

We start the description of the support branch with its input and output.

The support branch requires the input data to be in an image-mask-concatenated

format. Given a support image x, its ground-truth mask M contains K number

of labels indicating different target regions. The mask M is first converted to a

set of binary masks mk such that each of them only has pixel labels of a single

class other than the background. By doing this, it forms K pairs of the support

image and ground-truth mask. Then, they are sent to the support encoder, which

generates a support embedding vector for each class separately. In addition, it also

generates an embedding vector for the background. As a result, the outputs of the

support branch are a set of embedding vectors, denoted as (v1, . . . , vK+1) ∈ V , for

K classes and one background.

In our work, the input data format of our network should be practical for

different medical image types. The network was designed to be able to take both

grayscale images (CT scan) and RGB images (fundus photography). To accommo-

date the two different image types, the support branch applied a universal four-

channel input. The first three inputs correspond to three RGB image channels (for

grayscale images, we replicated the single-channel by three). The fourth channel

is for the label mask. It is worth noting that another possible approach to present

the image content is to filter out the background content from the input image by

using the ground-truth label and only keep the object region. In principle, this

approach can enable the network to learn a better embedding vector of the target

object without the presence of the background content. However, in practice, this

background suppression operation is not suitable for medical image data. This is

because the biomedical objects imaged by many imaging modalities have homoge-

neous texture inside the object. The structural information in the global context is

more important than the texture feature to differentiating the target object from

other image content. This typically happens for the tomography images, which

only present image content in grayscale. For instance, macular oedemas of differ-

ent types in OCT images have similar texture appearance (like black holes), but

they are located at different retinal layers. Therefore, the spatial context of the

background content of the image is necessary for medical imaging applications.

The support branch structure is formed by four encoding blocks and an em-

bedding block, as seen in Figure 7.2. The four encoders are used to extract the
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Figure 7.2: The support branch of the MetaSegNet. This branch takes the
support images and the ground-truth label as inputs and outputs the corre-
sponding embeddings. The embeddings in a dimension of 1024 are clustered in
the metric space. The right side of the figure shows an illustration of the metric
space having the target embedding in blue and background embeddings in green.

features at different spatial scales. A single encoder block consists of two convo-

lutional layers, each of which is followed by a parametric ReLU activation and a

batch normalisation layer. We set all convolutional layers with a kernel size of 3×3

and stride of 1. The reason for using small kernel and step consistently is because

it can capture features of small target objects in medical images, such as early-

stage cystoid oedemas. In terms of the kernels of the encoder, we set 64 kernels

for the initial convolutional layers and doubled the number of kernels after each

max-pooling layer to expand the dimensionality of the feature embedding. The

output feature maps of the last support encoder have a channel-wise dimension of

512. After each encoder, we applied a max-pooling layer, with a pooling kernel of

2× 2 and stride of 2, to reduce the spatial dimension of the feature maps. Conse-

quently, the spatial dimension of the feature maps after four encoders are 16 times

smaller than the original images. By doing so, the feature maps extract the im-

age information that is important for the identification of the ground-truth object

while eliminating the superfluous spatial information. In our network, it was found

that the max-pooling made the model perform better than the average-pooling in

terms of object boundary detection accuracy. This is because the average-pooling

may include features located in the background when doing the averaging. As a

result, the final embedding vector encodes features of both the target objects and
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background, making the guidance at attention block inaccurate.

At the end of the support branch, we used an embedding block to convert

the feature maps to the final embedding vectors. The embedding block consists of

a convolutional layer and a global average pooling layer. It averages each feature

map to a single-pixel element, and all the element forms the embedding vector and

entirely discards the object’s spatial information. In our network, the embedding

block converts the feature maps into an embedding vector with channel dimension

1024. The reason for this operation is that the target object may appear at different

locations in the query and support image. By doing the global average pooling, the

resulting embedding vector can be used for matching objects at multiple spatial

locations of the query feature maps.

7.2.4 Query branch

The goal of the query branch is to predict the segmentation mask for the

object(s) of interest in a given query image using the feature embeddings of a sup-

port image for guidance. To that end, the query branch first uses the encoder to

generate a feature map of the query image. Then it uses an attention block to

generate a group of query embeddings by masking target object(s) in the feature

map using the support embeddings in the database. Then, we use an embed-

ding matching strategy to find a best-matched support-query embedding pair by

comparing the distance between the support and query embeddings. Finally, the

decoder of the query branch uses the best-matched support embedding to guide

the mask prediction on the query image.

The structure of the query branch is developed based on a fully convolutional

auto-encoder structure. It is inspired by U-Net [120], which uses skip links between

the encoder and decoder and performs well on image segmentation tasks. The

network structure is illustrated in Figure 7.3. However, since the generic U-Net

structure is a task-specific model, it is not suitable for one-shot segmentation. We

keep the skip link operations and make several modifications to let the query branch

work with the support branch.

First, we make the encoder structure the same as that of the support branch,

except for the input layer since it has three input channels that do not include a
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Figure 7.3: The query branch of the MetaSegNet. This branch is based on
a U-net structure. The input is a query image and the output is segmentation
masks of C number of classes. In addition, we added a target matching block
and attention blocks. They are applied to better active the regions of target
objects by leveraging the attention guide of the support embedding.

ground-truth channel. The encoders of the query and support branch share weights

at each layer, forming a symmetric structure. We found that sharing weights is

important to the embedding matching process because the shared-weight kernels

allow the support and query branch generate similar embeddings from the features

of the same object, which then can be close to each other in the metric space.

Second, we add an attention unit before the decoder blocks at different scales.

The original U-Net had skip links that directly concatenate the encoded feature

maps and input them to the decoder block with the same spatial dimension, i.e.

at the same scale. Conversely, in our network, the encoded feature maps are firstly

processed by an attention unit using the feature maps generated by the decoder

block at a lower level, and then concatenated and passed to the current level

decoder block. The attention unit uses the lower-scale feature maps to suppress

the unrelated background content in the current encoded level feature map such

that only the target regions are activated by an attention mask. By doing so, it

encourages the network to focus on the features which are highly correlated to the

support embedding.

The last modification is applied to the bottom encoder of the query branch.

We add a feature matching block that connects the query branch with the support

branch. The structure is shown in Figure 7.4. In the matching block, the support
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Figure 7.4: The target matching mechanism with the attention unit inside.
The inputs of the target matching block are query feature maps and support
embeddings. The support embedding correlates with the feature map and gen-
erates an attention mask of the high correlation regions. This mask is then used
to weight the feature map such that the features of the target object(s) will be
kept in the decoding process.

embedding is multiplied with the query feature maps at each pixel location to

generate an attention mask. For each pixel of the attention mask, the query feature

vectors which are highly correlated with the support embeddings result in a big

attention response, i.e. a high scalar weight in the attention mask. The masks are

multiplied with the query feature maps, resulting in weighted feature maps. Then

these feature maps are concatenated and passed to the decoder.

7.2.5 Embedding matching strategy

The embedding matching strategy in our CBMIR system aims to find the best-

matched image from a database such that its embedding can guide the segmentation

in a given query image. To implement this matching process, we first build an

embedding database for all support images using our trained model. Each support

image was supplied as an input to only the support branches of the network to

generated its embeddings. These embeddings are then stored in a database, which

we called support embeddings database, shown as embedding DB in Figure 7.1.

When doing matching at the inference stage, we used the support embeddings

from a pre-generated database. Since the support embeddings are directly retrieved

from the database, rather than the support image, we leave the support branch

untouched. First, the network takes a query image as input to the query branch

to generate its corresponding query feature maps. Then, the support embeddings
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are inserted iteratively into the merging block to generate the query embeddings.

Having the query embeddings, we use the cosine similarity as our matching met-

ric to search the highest-score support-query embedding pair. It is worth noting

that our network is designed for up to three-way one-shot segmentation. There-

fore, the query image can contain objects belonging to up-to three classes. Our

matching strategy finds the matched support embeddings for each class individu-

ally throughout the database. This indicates that the matched support embeddings

may originate from different images.

7.2.6 Loss function

To train the network in an end-to-end manner, we formed the loss function

with two objectives, the embedding matching accuracy and the segmentation ac-

curacy. The total loss function is formulated as:

L(Y , x, x,W ) = Lemd + Lseg + αLreg (7.3)

where Lemb is embedding loss, Lseg is segmentation loss and Lreg is the network

regularisation loss weighted by the factor α.

The objective of the embedding loss is to build a metric space where the

distance between embeddings of the same class is small while the distance of em-

beddings from different classes is large. We use a lifted structure loss function [124]

to learn the embedding between pairs of examples in the training batch.

The objective of the segmentation loss is to increase the overlap between

the ground-truth object mask and the predicted mask. To this end, we compute

the multi-class cross-entropy loss between the output of the query branch and

the ground-truth mask. In addition, we compute the dice loss for each class and

combined this with the entropy loss. The final segmentation loss is then formed as

Lseg = −γ
n∑
k=1

C∑
i=1

tki log (yki) + βLdice (7.4)

where the first term is the cross-entropy loss and the second term is the dice loss.

γ and β are balance weights to control the influence of each term.



174 7.2. Proposed method

7.2.7 Training strategy

The training data for each training step is grouped as an episode. This is

illustrated in Figure 7.5. Specifically, the network is trained with the training

data Dtrain that contains the query and support images, which will be described in

Section 7.3.1. To build an episode during the training procedure, we first randomly

sampled the classes of the Dtrain and select a small subset of classes. Then we

randomly select a query image that contains objects belonging to the sampled

classes. Lastly, we randomly select one support image for each of the sampled

classes. This procedure makes sure that the objects of each class in the query

image can be guided by a support image.

Figure 7.5: The diagram of forming an training episode. We first randomly
sample a subset of all classes in the dataset. Then we randomly select a query
image and a set of support images that contain the object(s) of those chosen
classes.

We implemented two data pre-processing procedures: the training image aug-

mentation and the ground-truth mask weighting. The training images were aug-

mented by applying brightness and contrast changes, scaling of intensity, and hori-

zontal and vertical flipping, which simulate images generated under different imag-

ing conditions or by different imaging systems. The ground-truth mask weighting

was done when calculating loss. Specifically, the ground-truth mask was multiplied

by a weights map that applies a larger weight to the object boundaries, forcing the

network to put more focus on the boundary recall.

During the training, we encourage the network to use different combinations

of support embeddings to guide the segmentation. To do so, we switch support

embeddings randomly such that the combined support embeddings are from dif-

ferent images. For a query image, having objects in three classes, we need three
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support embeddings (one for each class). In a single episode, these three support

embeddings are extracted from the same support image. We randomly select three

embeddings from different episodes such that they are extracted from different sup-

port images. By doing so, we can increase the number of training samples, and the

network can be trained using different embedding combinations rather than the

combinations only from a single image.

The trainable weights of the network are optimised using the Adam Optimisa-

tion algorithm. We set the learning rate as 5e−5 with an exponential decay rate of

0.75. The batch size is 4. The network was trained using the Nvidia GTX 1080Ti

On Ubuntu 16.04.

7.3 Test results

We evaluated the segmentation performance of our trained model on two test

datasets: 1) a retinal OCT b-scan dataset and 2) a skin cancer image dataset.

These two datasets contain different targets, thus are suitable to evaluate the gen-

eralisation of our model. The retinal OCT dataset consists of grayscale images

of three object classes, including intraretinal oedema, subretinal oedema, and pig-

ment detachment. The skin cancer dataset consists of RGB images of one object

class, melanoma. In these two datasets, the same disease usually shows various

morphological features between patients. In the remainder of this section, we first

introduce the datasets and then present the segmentation results. Then we discuss

the key components of the network with the visualisation of the metric space and

attention mask.

7.3.1 Test datasets

The OCT retinal dataset was collected from real patients specifically for this

project by clinicians from the ophthalmology department at Kent & Canterbury

Hospital. It contains the 1800 images (BRVO and DMO pathology, each has 900

images) that have three types of oedema: the intraretinal fluid, the subretinal

fluid, and the pigment epithelial detachment. In OCT images, these three types

of lesions are often represented as dark cavities, which are similar to each other
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in texture but can be differentiated according to their locations within the retina.

The intraretinal fluids are located near the surface of the retina. They are formed

by a large region of fluid-filled tissue that shows many separate low-reflectivity

cystoid blocks in the OCT image. The subretinal fluids are located underneath the

intraretinal fluids. They are usually between the outer retinal layers and the retinal

pigment epithelium. Their appearance is often presented as a clear liquid swell.

The pigment epithelial detachment is located at the bottom of the retinal tissue,

near the Bruch membrane. It is often shown as a fluid build-up, which makes the

retinal pigment epithelium detached from the Bruch membrane. The Figures 7.6

shows an example image that contains all these three types of oedema.

Figure 7.6: An example of a retinal OCT B-scan image showing all three types
of oedemas in the retinal tissue.

To make our network more robust to the practical clinical setting, we trained

our model with OCT B-scan images acquired from three mainstream systems with

different signal-to-noise ratios. These systems were: Cirrus, Spectralis, and Top-

con. These three devices generated the images with their default settings and

therefore produced retinal images with different noise levels. Figure 7.7 shows
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healthy retinal tissue captured by these three devices. It can be seen that the Top-

con image (bottom) quality is poorer than the other two images as several parts of

the low-contrast retinal layers are no longer recognisable due to the noise.

Figure 7.7: The appearance of normal retinal tissue, captured by three different
OCT scanning devices. The scale bar denotes 100 µm. Top: Cirrus (resolution:
6 µm); middle: Spectralis (resolution: 3.9 µm); bottom: Topcon (resolution: 6
µm).

In addition to the OCT dataset, we used a skin cancer dataset to evaluate

the model performance. The dataset consists of 900 training images of melanoma

captured using dermoscopy [125]. The melanoma appears as pigmented lesions on

the skin surface and is often imaged when performing a clinical visual inspection.

Compared with standard photography, the dermoscopy can present a clearer visu-

alisation of the melanoma by eliminating the light reflection from the skin’s surface,

which can be seen in Figure 7.8. In the test set, a collection of 350 melanoma im-

ages were collected with various melanoma appearances. Each image contains a
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single melanoma spot, which is surrounded by normal skin. The specialist clinician

created the ground-truth masks using either a semi-automated process or a manual

process.

Figure 7.8: The images of the same melanoma tissue, captured by a conven-
tional camera (left) and a dermoscopy (right).

7.3.2 Evaluation results

In our evaluation stage, the test results of the oedema segmentation task indi-

cate the trained model has a good performance in terms of segmentation accuracy.

Quantitatively, our model achieved a high Dice coefficient of 83% (100% indicates

an exact same segmentation as the ground-truth mask). The segmentation results

of the retinal OCT images are presented in Figure 7.9. The first column presents

the original images, containing oedema at different severity levels. The predicted

oedema regions are shown in the second column using grayscale masks. For each

image, we used different grayscale values to differentiate the oedema types. The

third column presents the ground-truth masks, which are used for comparison.

From the figures, it is seen that the model predicted the areas of all three types of

oedema accurately, which are comparable with the ground truth.

It is worth noting that there are two important image features that are difficult

to segment but play an important role in classification. We show that our model

is capable of achieving this.
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Figure 7.9: The segmentation results of retinal OCT images. First row: all
three types of oedema; second row: only the intraretinal fluid; third row: the
intraretinal and subretinal oedemas; last row: subretinal and pigment epithelial
detachment.

The first of these is the boundary between subretinal oedema, and pigment

detachment is clearly segmented. For the subretinal fluid and pigment epithelial

detachment, the segmentation between their boundary is important since these two

target regions are often located very close and often caused incorrect recognition.

From the results, it is seen that the network segmented their boundaries clearly,

and no overlapping between two regions happens.

Second, the small intraretinal oedemas, which are distributed intensively at

the upper part of the retina, are also segmented. This segmentation accuracy can
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be attributed to the co-action of the attention units and weighted ground-truth

mask. In the query branch, the attention unit created a binary mask for the target

region at different scales. The basic features, represented in the large feature maps,

were used by the attention unit to achieve the detection of thin boundaries between

different oedemas. Meanwhile, the large weights of the ground-truth mask gave a

greater penalty at the target object boundaries when calculating the loss function.

Because of the high loss penalty, the pixels of the object’s perimeter tended to be

predicted as background.

At the same time, it is noticed that the model had a segmentation bias on

different appearances of the intraretinal fluids. Specifically, it is observed that the

segmentation of the large fluid section is consistent, while the segmentation of small

spots varies in accuracy. This is due to the feature complexity. Because the large

blocks have a clear boundary and homogeneous fluid inside, their appearance is less

variable. This helps the network to predict a good mask that is consistent with

the ground truth. In contrast, successful segmentation of the scattered spots is

limited by speckle noise and spot density. One reason is that inconsistent labelling

introduced confusion to the network training. When doing the labelling, the clini-

cian sometimes does not differentiate between individual spots but instead labels a

region of high spot density as a single region. The consequence of this is the region

is labelled with thin membranes in between. As a result, the segmentation of the

small spots was slightly inconsistent, and it is seen that the model didn’t fully

segment some small regions but can detect some other regions which are missed

labelled in the ground-truth masks. Although our model failed to label spots in

regions of high spot density, it was able to segment other regions that were not

identified in the ground truth images, such as unlabelled thin fluid sections.

The test results of the melanoma segmentation task are shown in Figure 7.10.

It presents the original images in the first column, followed by the predicted seg-

mentation and the ground-truth mask in the second and third columns, respec-

tively. In this dataset, our model yielded a very good Dice coefficient of 89%.

From the results, it is seen that the regions of the melanoma lesion were predicted

successfully and agree with the manual annotations. Furthermore, it is also seen

from the boundary segmentation results that the model was trained to balance

two different ground-truth labelling styles. It is seen that the melanoma lesion

normally has an ambiguous boundary in the original images. Because of this vague
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Figure 7.10: The segmentation results of melanoma lesion in the dermoscopy
images. We show the segment results of melanoma in four different shapes and
textures. There are two types of ground-truth masks: the masks in the top
two rows are annotated using semi-automatic labelling tools; the masks in the
bottom two rows are annotated using hand-drawing tools.

boundary position, the ground-truth masks generated in a different way result in

different boundary styles. The ground truth masks with smooth boundaries (in the

two bottom rows, third column) are generated by manual segmentation, while the

masks with coarse boundaries (in the two top rows, third column) (burr edge) are

generated using a semi-automatic segmentation tool. Since the model relies on the

local texture difference, the predicted masks have region boundaries that balance

manual and tool labelling style, i.e. the edges tend to be smoother and closer to

the shape of the actual melanoma boundary.
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7.4 Key components analysis

One essential task of our one-shot segmentation network is to utilise the fea-

tures of the support image to provide segmentation guidance on the query image.

When doing the object segmentation in the query images, the network provides

good guidance for the region prediction based on two key facts: the support image

matching and attention masking. For the support image matching, the network

should retrieve a support image that is a good match with the query image in

terms of target content. For the attention masking, the network should generate

correct attention masks using the support image and use these to predict the target

region in the query image. In the following subsection, we breakdown our approach

into three aspects: embedding distribution, support image retrieval, and attention

masks.

7.4.1 Embedding distribution

Good distribution of all support embeddings in their metric space is the foun-

dation of accurate image retrieval. In this metric space, the support embeddings

of the same class should be close to each other and embeddings of different ob-

ject classes should be separated and have low cosine similarity. When the network

does the segmentation, our embedding matching strategy uses the cosine similarity

metric to find the best-matched embeddings.

To establish such a metric space for OCT images, we trained the network to

encode oedema features such that the normalised embeddings of the same oedema

class have small L2 distances to each other, while the embeddings of different

oedema should have at least a larger pre-defined margin distance. Since the retinal

OCT image is shown in grayscale, the training of the embedding representation

was focused on the morphological and texture features. When the model was used

for matching support images, the embeddings containing similar features should

have larger cosine similarity and thus will be matched.

We used t-SNE to visualise the embeddings in the metric space. The t-SNE

is a non-linear algorithm used to map the embedding vectors in high-dimensional

space to a set of estimated representations of those points in a lower-dimensional

space, such as 3D space in our case. Meanwhile, the low-dimensional points keep
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Figure 7.11: The embedding visualisation of all support OCT images. We ap-
plied the t-SNE to reduce the dimension of our embedding vectors from 1024d to
3d. As expected, these embeddings are categorised into five classes: non-existent
disease, background retina tissue, intraretinal oedema, subretinal oedema, and
pigment detachment. It is seen in the metric space that the clusters are sep-
arated from each other, although the embedding clusters of three disease are
distributed closely due to their similar appearance.

a similar distribution as that in the original high-dimensional space. Therefore,

it is often used for visualising the relations of the embeddings. We convert the

original 1024 dimension embeddings into 3D space using t-SNE. By doing this, we

see that the embeddings of retinal OCT images and the dermoscopy images are

grouped according to their class in their own metric space, respectively. Figure

7.11 shows embeddings of the retinal OCT images of the support database, which

was used for the embedding matching. In the metric space, the embeddings are

represented as data points, and their class was labelled in different colours. It is

seen that the embeddings generated by the support branch are distributed as five

groups, and embeddings belonging to the same class are well clustered. These five

classes include three oedema classes, one background class, and one non-exist class.

The non-exist class denotes particular oedema that does not exist in the image,

although other types of oedema might be present. For example, a support image,

which has intraretinal and subretinal fluid but not pigment epithelial detachment,
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will generate a non-exist embedding for the pigment epithelial detachment class.

The distribution of the embedding groups indicates that the features of different

oedema types were learnt well by the model, and therefore an effective matching

can be achieved. This is demonstrated in the next section. Figure 7.12 shows the

embeddings of the dermoscopy images. In this case, we have two object classes:

the lesion region and the background skin. It is seen that the embeddings of

melanoma lesion are clustered, and they are separated from the embeddings group

of the background skin.

Figure 7.12: The embedding visualisation of the all support dermoscopy im-
ages. We applied the t-SNE to reduce the dimension of our embedding vectors
from 1024d to 3d. We can see that the two classes’ embedding clusters (the
background and melanoma) are well separated in our built metric space.

7.4.2 Image retrieval

Based on the good embedding distribution in the metric space, our image

retrieval module can accurately pick the matched embedding to provide guidance

for segmenting the target object in the query image. At the same time, the support

image of the matched embedding can also be retrieved from the database to give

clinicians a reference example for diagnosis purposes. This enables the clinician to
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make a treatment plan based on the patient history or cases of other patients who

have similar lesions.

Figure 7.13: The retrieved OCT images based on the query image content. It
is seen that for each query image, the retrieved image has the same classes of
oedema(s) that are similar in terms of the structure and disease severity level.

For the OCT images, our image retrieval module is expected to obtain a

reference image that is similar to the query image in terms of oedema severity.

The various oedema appearance indicates the different severity levels. Given a

query image, the embedding matching aims to find the support image in which

oedema has similar lesions. In Figure 7.13, we show the support images that were

retrieved by using our embedding matching strategy. The query image is shown

in the first column, followed by the retrieved support image. It is seen that our
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embedding matching strategy can successfully retrieve a support image that has

similar lesion severity in the query image, i.e. the oedema shape and texture in the

support images are similar to the oedema appearance in the query images.

For the dermoscopy images, our image retrieval module is expected to obtain

a reference image such that the similar appearance of the melanoma lesion in the

obtained image helps the clinician to diagnose the progression of cancer through

different stages. The melanoma lesion has irregular shape, texture, and colour,

which are distinct from the appearance of normal skin. Figure 7.14 shows the

retrieved support image. It is seen that the melanoma lesion on the retrieved image

contains similar features to the query image. This indicates that our embedding

matching can work on both the morphological and the colour information.

7.4.3 Attention masks

The attention mask is the intermediate feature of the attention unit. It in-

dicates the regions of query feature maps where the network places attention by

using the matched support embedding. To implement this guidance, the attention

unit takes the support embeddings and query feature maps as inputs. For each

support embedding, it rates the correlation between each pixel location of the query

feature maps and the support embeddings. Consequentially, the high-correlation

pixels were activated by the ReLU activation layer, generating the foreground of

the attention mask. The attention unit helps the network to activate the target

region while suppressing the background. To better show the attention mechanism,

we visualised the attention masks to illustrate the attention unit’s functionality.

The attention mask for different classes may vary based on their appearance.

Figure 7.15 shows the attention masks for four object classes in the retinal OCT

image. In each row, the query image is shown in the first column, followed by

its attention mask of the background class (the second column) and three oedema

attention (third column). By comparing with the query image and the masks, it is

seen that the attention mask of grayscale image places attention on the structural

information. The background attention masks put greater attention on the healthy

retinal tissue and vitreous which is distinct from the appearance of the oedemas.

The mask of the oedema classes gives additional focus on the location of the lesions.



Chapter 7. Image retrieval-based few-shot medical image segmentation 187

Figure 7.14: The melanoma objects of the retrieved images. The melanoma
in the query image at each row is distinct in terms of colour, texture and shape.
It is seen in four examples that the melanoma in the retrieved images has a
high-similarity appearance to the query melanoma.
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Figure 7.15: The attention masks generated for the OCT images. From left
to right: raw OCT image, background attension mask, oedema attention mask.

For the dermoscopy image, the visualisation of the attention masks is more

straightforward since the attention unit was trained to distinguish the foreground

object from the background, i.e. a binary segmentation. Since the dermoscopy

image contains colour information, the attention unit used both the colour and

texture features to generate the masks. Figure 7.16 shows the attention for the

background and the melanoma lesion. It is clear to see that the attention mask

focuses on the lesion region, which has a distinct appearance compared with the

surrounding healthy skin.
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Figure 7.16: The attention masks of the dermoscopy images. There are two
masks classes, i.e. the background (the second column) and melanoma (the
second column). It is seen that the attention unit generated a mask where the
support embedding has a high correlation with the melanoma region.

7.5 Conclusion

In this chapter, we presented an approach to medical image segmentation that

used an image retrieval-based neural network model. Given a query image that we

wish to segment, the model searched through a medical image database and selected

the most suitable support image. Then the network used the embedding of this

support image, pre-generated using our model, to segment the target object in the

query image.
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Our method focuses on a common problem associated with object-oriented

segmentation approaches in medical image scenarios, whereby the number of tar-

get objects in images is not always large enough to satisfy the network training.

Therefore, we introduced the task-oriented segmentation framework that combines

one-shot segmentation and CBMIR techniques and our proposed novel neural net-

work architecture to solve the problem.

We attributed the good performance of our model to three key design prop-

erties of the network structure and the training strategy. First, the input data

format of the support branch was designed to learn the representation of objects in

the grayscale images of our dataset. For typical images of this type, the content of

target objects with no background encourages the network to learn object features

without interference from unrelated contents. However, in the case of medical im-

ages, especially for the grayscale images, lesion appearance depends both on its own

features and the surrounding healthy tissue. Therefore, keeping the background

information helps the network to learn more reliable features.

Second, the embedding switch strategy enhanced the model generalisation

during the training. The network used embeddings of the sampled classes from

different images and concatenated them to form a long feature embedding. This

concatenated feature embedding was subsequently used to segment the objects of

the sampled classes in the same image (query image). This forced the network

to learn an embedding representation that is image-independent and therefore in-

creases the generality of our proposed method.

Lastly, the good performance of the CBMIR-based support image guidance is

based on the combination of embedding matching strategy and attention masking,

which are the core modules, to implement. When using the trained model, the

embedding matching module found the most similar support image by matching the

query embeddings with the support embeddings in the database. Once the support

embedding was obtained, the attention masking used the support embedding to

recognise the target objects in the query image and predict their segmentation

masks.

From the test experiments, we saw that the network yielded good accuracy

on the retinal OCT images and dermoscopy images segmentation tasks. Before

this approach was proposed, there was no similar method presented in the literate
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to implement the segmentation works in a combination of image retrieval. Our

method demonstrated the feasibility of combining the advantages of CBMIR and

few-shot segmentation. Our proposed segmentation method is used with image

retrieval from an existing database. Therefore, its application is not restricted

to the images demonstrated in the chapter but can be extended to other medical

databases. In real clinical situations, such databases can be built using different

medical imaging modalities, such as CT, MRI, and ultrasound imaging.





Chapter 8

Conclusion

8.1 Summary

In this thesis, we presented our recent research that focused on two subjects.

The first subject is compressive signal sampling and reconstruction. We system-

atically investigated compressive sensing-based algorithms that recovered a) the

compressively sampled time-stretched OCT spectra and b) images acquired by a

single-pixel camera architecture. Furthermore, we developed a deep-learning-based

algorithm that performed compressive sampling and reconstruction of single-pixel

camera images. The second subject is medical image analysis. We developed three

algorithms for the automatic segmentation of retinal structures or lesions in the

OCT image. A summary for each subject is presented in the remainder of this

section.

The work for compressive signal sampling and reconstruction is present as

the first part of the thesis. We developed a flexible single-pixel camera to carry

out our image reconstruction task. We also evaluated and optimised the hardware

setup and control software for a time-stretch OCT system to produce the signal

sampling and reconstruction. We evaluated the performance of the reconstruction

algorithms for these two systems. Motivated by an opportunity to further improve

image quality and measurement ratio, we developed a state-of-the-art image recon-

struction model using a convolutional neural network, specially optimised for use

with single-pixel camera architectures.
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In Chapter 2, we first introduced the principles of image compressive sens-

ing. We described the development details of single-pixel camera hardware and

reconstruction software, followed by an evaluation of our system.

We demonstrated a systematic evaluation of the signal reconstruction algo-

rithms with the aim of optimising the time-stretch OCT system in terms of recon-

struction accuracy and reconstruction time. Specifically, the accuracy was evalu-

ated with respect to recovering spectral frequency components and accurate com-

ponent intensity. The time efficiency was evaluated based on signal reconstruction

at different length data streams.

As an alternative to compressive sampling image reconstruction, we presented

a deep-learning-based approach in Chapter 3. This proposed network was designed

to be a practical solution for single-pixel camera hardware. To this end, we devel-

oped the network to use both binary and float-point weights. The binary weights

were learnt during the training stage and deployed as the sampling patterns on

the single-pixel camera to take the measurement. The floating-point weights were

trained to reconstruct the images from the compressively sampled measurements.

Moreover, we presented our LSHR network scheme (low-resolution sampling, high-

resolution reconstruction) to recover a better-quality image. With this scheme,

the network used low-resolution patterns to improve the sampling efficiency and

used recursive residual blocks to reconstruct the image with enhanced image qual-

ity. By using this scheme, the network model achieved a better image quality

while reducing the model size. Lastly, we presented the reconstruction results and

demonstrated the successful integration of the trained model with a single-pixel

camera architecture.

For the medical image analysis part of this thesis, we presented three frame-

works for retinal OCT image analysis. The aim of the first framework was to

segment retinal layer boundaries, and the other two were for segmenting macular

oedemas. We evaluated the framework on the real OCT image datasets. Com-

paring the segmentation results with methods in previous work, showed that our

frameworks achieved the highest segmentation accuracy.

This part of the thesis began with an introduction and literature review on

retinal OCT imaging in Chapter 4. This included a description of imaging modality,

and a presentation of the human retinal structure, and the common retinal lesions
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observed in OCT images. We also reviewed the existing mainstream OCT image

segmentation techniques for retinal layers and macular oedemas separately. The

key components of their framework and their segmentation results were presented,

followed by a discussion on the limitations of those techniques.

We developed a framework for segmenting the retinal layers from OCT vol-

ume data, described in Chapter 5. It consists of a pipeline that combines several

algorithms in a particular sequence, to segment boundaries in cross-section retinal

images (B-scans). These key algorithms include adaptive-curve, superpixel cluster-

ing algorithm, active-contour and Kalman filter prediction algorithms. Specifically,

the adaptive-curve algorithm was used to define the retinal region. The superpixel

clustering and active contour algorithm were used to segment the internal bound-

aries within the retinal region. The Kalman filter function predicted the boundary

location in the adjacent OCT B-scans. By using the framework, the retinal bound-

ary in 3D data volume was segmented and visualised, enabling the calculation of

the thickness map at the regional region.

In Chapter 6, we proposed a transfer learning framework that segmented

macular oedema from OCT B-scans using a convolutional neural network and con-

ditional random fields. We first introduced the target region that consisted of dia-

betic macular oedema in two conditions: retinal thickening and cystoid oedemas.

Then, we illustrated the application of the fully convolutional neural network and

conditional random fields to the problem of oedema boundary detection. Specifi-

cally, we applied a transfer learning strategy to fine-tune a network model to adapt

the pre-trained convolutional kernels trained on general-object images, to make

it applicable to retinal images. In the last part of the chapter, the framework’s

segmentation results are presented and discussed, which indicates the fine-tuned

model achieved a better accuracy compared with previous related work.

A meta learning-based network was then presented that is suitable for small-

scale datasets in Chapter 7. Based on the concept of meta-learning, the network

was designed to be task-oriented. In our work, the task was segmentation. Using

this approach, the network captures the features of the target object from a ref-

erence image and automatically segments the corresponding object in the query

image, in which the target segmentation needs to be done. This idea is different

from our previous object-oriented network described in Chapter 6 that only learns

the appearance of oedema from the training dataset, which is usually a large-scale
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dataset to ensure the model generalisation. The meta-learning principle for the

segmentation task was described first, followed by the proposed network architec-

ture and the training strategy. Then we presented the results and discussed the

network attention scheme in the rest of that chapter.

8.2 Achievements

This thesis covered work that put the focus on the application of OCT imaging

and made several contributions to two research fields: image reconstruction from

compressed sensing and image analysis from the medical imaging device.

Efficiency is often seen as a crucial factor when evaluating an image recon-

struction approach. We have noticed several bottlenecks of the existing approaches

in terms of efficiency. Therefore, our work aims at improving imaging efficiency

by applying compressed sensing and deep learning. In our fundamental work, we

developed general sampling hardware and control software for the single-pixel cam-

era. This single-pixel camera prototype can be used for easy layout deployment

and measurements sampling, and we made this open-source so others can benefit

from our implementation. Based on this work, we made an important contribution

by proposing a novel image reconstruction algorithm (LSHR) based on a neural

network. This network utilises sets of optimised binary sampling patterns and they

are ideally suited to be used by the single-pixel camera imaging hardware architec-

tures. Our network improved the imaging efficiency by using the LSHR sampling

scheme and the one-off feedforward reconstruction computation. As a result, it

yielded better image reconstruction quality at highly compressed sensing measure-

ments while using less reconstruction time. For the OCT system, we evaluated

a time-stretch OCT hardware and our work focused on using compressed sensing

to improve the sampling efficiency, while solving the bottleneck of the system’s

sampling speed. The evaluation of the signal reconstruction algorithms provided

a systematic reference on how to choose the best algorithm for the reconstruction

of the time-stretched signal. We determined that the L1 Magic package was the

optimal approach for our time-stretch OCT in terms of reconstruction time and

data scalability.
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In the scope of the medical image analysis, the detection of biomedical tissue

and lesion is often treated as a fundamental work together with disease diagnosis.

We proposed three approaches aiming at object detection in retinal OCT image

analysis. Starting from rule-based algorithms, we developed a novel framework for

retinal OCT boundary detection. The framework achieved full retinal layer seg-

mentation and it improves the visualisation of en-face retinal images and, therefore,

enables more accurate clinical assessments. However, due to the variety of biomed-

ical features limited access to large datasets, the rule-based algorithms might not

satisfy all the conditions. We, therefore, stepped further to developing a deep neu-

ral network-based model. We proposed two approaches, based on transfer learning

and meta-learning, to increase the model performance and generalisation, without

the need for ad-hoc rules and manual intervention. Our model is trained with the

task of segmenting retinal oedema in the OCT images. Both networks performed

an excellent segmentation on retinal images representing different stages of macular

oedema. The transfer learning-based model achieved an overall dice coefficient of

0.60± 0.26; the meta-learning-based model achieved 0.83 on the OCT dataset and

0.89 on an additional dermoscopy dataset. Both are better than the performance

quoted in previous work.

The work that we detailed in this thesis demonstrated several achievements to

solve the existing issues and improve the performance. It is also worth mentioning

that our deep neural network-based approach has shown a more advanced capability

in terms of the final performance. It should be emphasised that, when we design

the network, the data distribution of the samples in the training dataset should be

as close as possible to the real-world distribution. Therefore, in this thesis, we think

of the model generalisation in two different aspects. For the LSHR network, we

selected a very large-scale dataset to train the model or fine-tuning the model which

has been trained in a large-scale dataset; for the meta-learning-based model, we aim

to distil the general knowledge from the limited dataset, rather than taking care

of the distribution of a large dataset. Although both approaches have presented

good performance, we should always rethink the advantage of them when dealing

with new problems.
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8.3 Future work

Beyond the achievements of the developed approaches, there are several im-

provements that can be further explored. For the single-pixel camera, one impor-

tant factor that limits the measurement accuracy is the analogue-to-digital con-

version resolution. This can be solved by adopting a higher bandwidth conversion

range, resulting in more accurate image reconstruction.

For the medical image processing work, the retinal layer segmentation al-

gorithms also have several aspects worth further exploration. In the future, we

can extend our framework to wider ophthalmology assessment, including deformed

retinal layer segmentation caused by age-related macular degeneration, epireti-

nal membrane, macular hole and retinal detachment. In addition, our approach

can be extended to 3D segmentation by using voxel clustering algorithms and re-

current neural networks in post-processing to enhance inference efficiency. This

improvement can be more practical for quantitative analysis and clinical diagnosis.

Furthermore, the application of 3D convolutional kernels for volume segmentation

is more efficient for volume scanning modalities such as OCT volume scanning and

MRI scanning. Our meta-learning feature extraction approach has generated in-

terest from clinicians in a number of different fields and the medical technology

industry. It is the subject of continued collaboration with the East Kent Hospital

Trust.
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