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Abstract

Acquisition of knowledgeis fundamentato any theory of cognition. Schank’sdynamic
memorytheoryis the startingpoint of case-baseteasoningandis the foundationsof this

paradigmof cognition. Schemataframes,andscriptsareall knowledgestructuresof the

samekind, but importantdifferencesbetweenthem exist and they are presentedn this

report. Schematehave playeda mayor role in knowledgerepresentationScripts are a

form of schemataandare one of the main structuresusedto explainthe organisatiornof

episodicmemory in dynamic memory theory, jointly with other knowledgestructures:
scenes,MOPs, meta-MOPs,and TOPs These structuresand their organisationare
explainedin this report. Framesare anotherform of schemataa more structuredand
modularonethanscripts,devisedto expresgdaily aspectof the world in a practicalway,

andarewidely usedin Al programsHowever,thetheoryof framesis incompletein many
respectsThereareseveratheoriesof schematabut theyaretoo limited to accountfor a

theory of the acquisition of knowledge.Acquisition of knowledgeis a more intricate
processthan is allowed for, in plain schematheories. Dynamic memory offers new
possibilities for explaining the acquisition of knowledge.
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1 Introduction

Dynamicmemorytheory(Schank,1982)is the startingpoint of case-baseteasoningand
is the foundationsof this paradigmof cognition.In this theory, scripts which area form
of schematastructuregBobrow, 1975; Rumelhartl980),are one of the main structures
usedto explain the organisationof episodic memory, jointly with other knowledge
structuregproposedn the theory: scenesMOPs, Meta-MOPs,and TOPs However,the
acquisitionof knowledgeis a more complexprocesgshanis allowed for in plain schema
theories (Rumelhart, 1980; Bobrow, 1975). Dynamic memory, a elaborate theory
intertwining severalcognitive processesppenednew possibilitieson this issue.However,
dynamicmemorytheoryis of a high conceptualevel; therefore inevitablyit leavesroom
for interpretationMore work is neededn the articulationof this paradigm.On the other
hand,framesare structuredandfunctionalrepresentationdevisedto modeldaily aspects
of the world in computers.

This report is a introduction to the memory structurespresentedin Schank’s
book—DynamicMemory The goal of this reportis to presenta simplified form of these
memorystructuresandshowhow scriptsarerelatedto framesandschemataThis report
is a complemento otherpaperswritten by the author,andit is alsoexpectedo be of use
to othersstudyingdynamicmemorystructuresFor a review of otheraspectof dynamic
memory theory, see Ramirez et al. (1997).

2 Schemata

A schemas an organisingstructurefor knowledgeusedto represengenericknowledge,
andalthoughduring the yearsit hasbeen representeih manydifferent forms, it canbe
said that it is the most commonly used structure to representcomplex knowledge
organisation.Generallyspeaking,a schemais a structuredgroup of conceptsthat can
represenanykind of knowledge from simpleobjectsto complexknowledgeabouttopics
like medicine, history or physics.

Although the idea of a schemahasa numberof antecedentsi is not until the
1930’s that it was properly coined by Sir Frederick Bartlett at CambridgeUniversity.
Bartlett (1932) was interestedin how expectationsplay an critical role for peopleto
remembelandunderstandaventsin daily life. In the sixties, Piaget(1967) usedschemata
to understanathangesn children’scognition.But it wasin the seventies—whemworking
on theories of memory—thatthe modern versions of schematatheories appeared:
Schank’s(1972) conceptualdependencytheory, usesa form of schematao represent
relational concepts;Schankand Abelson (1977) proposeda form of schematacalled
scripts which containorganisedsequencesf stereotypicalctions;Bower et al. (1979)
alsoexperimentedvith a similar conceptionof scripts anddiscussedhe segmentatiorof
them into low-level action sequences cabednesin artificial intelligence, Minsky1975)
proposedanotherschemata-likestructurescalledframes Framesareintendedmainly for
the representationof concepts,by grouping together sets of attributes, and then
regrouping sets of frames in arbitrarily complex forms.

To summarisemanyvariationsof schema-likestructureshave beemevisedunder
different names:framesby Minsky (1975), scripts by Schank(1975), plans by Abelson



(1973), schemataby Bobrow (1975) and Rumelhart(1980), and units by Bobrow and
Winograd (1977).

3 Frames

Framesare an extensionof the ideaof representingonceptshroughsemanticnetworks
(Collins andLoftus, 1975). The maindifferenceis that the conceptof a frameis basically
functionalratherthanstructural The framerepresentatioschemeemphasisethe object
orientedfunction of the knowledge whereaghe networkonestresseshe structureof the
knowledgein termsof relationships Framesorganisethe knowledgethat they represent
accordingto the function of that knowledge.Hence,framesare structured,and modular
representationsconceivedin Al, from the necessityof having a epistemologically
adequate representatiofiMcCarthy, 1977); thatis, a frameworkto modelor expressn
computers, in a practical way, the facts concerned with daily aspehtsvedrid. Putit in
Minsky’s words (1981, p.95):
“It seemsto me that the ingredientsof most theories both in

artificial intelligenceandin psychologyhave beemn the wholetoo minute,

local, and unstructured to account—either practically or

phenomenologically—for the effectiveness of common sense thought.”

Although Minsky’s theory of framesis "incompletein manyrespects’(as himself
pointed out), it is one of the first footings for the developmentof CBR (and a big
contribution to knowledge representationas a whole). Minsky (1981) presentsthe
essence of the theory as follows:

“When oneencounters newsituation(or makesa substantiathange
to one’s view of the presentproblem), one selectsfrom memory a
structurecalleda frame.This is arememberedrameworkto be adapted
to fit reality by changing details as necessary.

A frameis a datastructurefor representinga stereotypedsituation,
like been in a certain kind of room, or going to a child’s birthday party.”

A frame consistof a collection of knowledgeslots which containthe attributes
associateavith the representedonceptor event(seeBayle, 1988). Framescanhaveany
number of slots, which contain the values (or the default values) of the attributes
associated with the frame. Some of the informaticeaframeis alsoabouthow to usethe
frame, what to do if the expectationsare realised (or not realised). Slots can have
proceduregself-contained pieces of code) attachethemfor the purposeof performing
operationson the slot values when particular conditions (determinedby the code
contained in the procedure) are reached (like adding, modidyiremovingslotsor slot’s
values). Thus, frames representdeclarative and proceduralinformation in terms of
knowledgerepresentedndthe expectationselatedto it. Someadditionalpropertieshave
been developedin modern computer frame systems,propertieslike inheritance and
automatic activation of proceduresthrough different mechanismsthat ‘fire’ the
procedures.

The characterof framessuggestsa hierarchicalorganisatiorof groupsof frames,
where different frames of a system &arethe sameslots. The frame-systemarelinked,



in turn, by aninformationretrievalnetwork,which is in chargeof dealingwith situations
where a retrieved frame cannot be made to fit the present event.

In Minsky (1981),it is possibleto noticethe influencereceivedfrom the various
psychologicalviews of concepts.For example,the following paragraph(p.96) clearly
describeshow a frame-systensupportsthe “Prototype” andthe “Exemplar-Based¥views
of concepts:

“A frameis a data-structurdor representing stereotypedituation,
like beenin a certainkind of room, or goingto a child’s birthday party.
Attachedto eachframe are severalkinds of information. Someof this
informationis abouthow to usethe frame.Someis aboutwhatcanone
expect to happen next. Somse@boutwhatto do if this expectationsre
not confirmed.

We canthink of a frameasa networkof nodesandrelations.The top
level frames are fixed and represent things d@inaalwaystrue aboutthe
supposed situation.”

Then,the whole ideaof a frame composeddy any numberof attributes(slots) is
basicallythe essencef the “Attribute-Defining View”, one of the classicapproacheso
conceptrepresentatioifEysenckand Keane,1995). And finally, the ideathat eachslot
can have attached pieces of code (procedures) concerning thehesattfbute,is a way
to support the “Theory-Dependent View” of concepts.

Framesare an important integration of knowledgerepresentatiorviews into a
pragmatic and effective framework. Unfortunately, Minsky didproposedhe processes
involved in the use ahe structuresNeverthelesghe frametheoryhada stronginfluence
in subsequentvork on establishingsomebasesfor the computationalrepresentatiorof
schemata.

4 Scripts

Scriptscanbe consideredsan extensionof schematagloselyresemblingframes.Schank
and Abelson(1977)introducedtheseknowledgestructureso explain how knowledgeof
complexeventsequences representedActually, scriptsrepresenthe commonelements
of similar eventsor experiencegsuch as beenin certain kinds of rooms, or going to
children’s birthday parties,eatingin restaurant®r using information retrieval systems).
Scriptsare composedf hierarchicallyorganisedsub-scriptsLike schematascriptsarea
kind of normalisedpiecesof informationwherespecificdetailsof eventsare droppedout
and the common featuresbetweensimilar experiencesare retained. However, scripts
usually contain elementsthat are not explicit when they are used,but work as default
valuesof the missingelementsof typical events.Schankand Abelson(1977) explainthe
point as follows:
“Peopledo not usuallystateall partsof a giventhoughtthatthey are

trying to communicatebecausdhe speaketrtries to be brief and leaves

out assumedor unessentialinformation... The conceptualprocessor

makesuseof the unfilled slotsto searchfor a giventype of information

in a sentence or a larger unit of discourse that will fill the needed slot.”



Those elementsof the script that function as default values can provide the
necessarynformationto infer thosepartsof the eventthat are not usually explicit. For
example Schank(1982)saysthatin the experiencenf goingto a new restaurantit is not
necessaryo statethat the customerpaysfor the dinner, sincethat elementof the script
alreadyexistin a previousone, so the eventcan be understoodoy recallinga complete
similar script.

5 DYNAMIC MEMORY THEORY

DynamicMemory (Schank,1982)is not a book on atrtificial intelligence,sincethereare
not detaileddescriptionsof programs.t doesnot conformto standardconceptionof a
psychology book becauseit does not report experiments.Neither is a book about
linguisticsbecausaet principally dealswith issuesconcernedwith the representatiorand
processingf memoriesjndependenthyof the languagespokenor the linguistic processes
involved. Dynamic Memory theory is placedat the intersectionof artificial intelligence,
psychology and linguistics, then, this theory belongsto the recently created field,
“Cognitive Sciencé.

Dynamic memory theory is concernedwith the organisationof experiencesn
memory and the processesnvolved in the recollection,use, and modification of those
memories,such that learning and intelligent behaviourcan be producedfrom such a
systemof memories DynamicMemory is not a modelfor problemsolving definedat the
implementatiorlevel—asfor instancethe way SOAR (Laird et al., 1987) is—neitheris a
completemodel of cognition. Besides,someproblemshave beendentified in the theory
(seeRamirezet al., 1997).Neverthelessgynamicmemorytheoryis centralto CBR, it is
the most important piece of research concerning the cognitive background of CBR.

Dynamic memory theory is computationally tractable, although, many variations on
the implementatiorof the theory have beertarriedout. Schank’sgraduatestudentsand
colleaguegSchank,1982; Kolodner,1984,1993; Lebowitz, 1986; Riesbeckand Schank,
1989) were the first to try computationaimplementationsproducingprogramssuchas
FRUMP, SHRINK, CYRUS andIPP. Thesevariationson the implementatiorare dueto
the fact that dynamicmemoryis a theoryof high conceptualevel, andis a very elaborate
and somewhatconvolutedtheory, intertwining severalcognitive processestherefore, it
leavesroom for interpretation.On the other hand, it is a theory difficult to implement,
becausedesting the ideasrequiresnew methodologicaldevelopmentsFor example,the
way casesare acquiredand processeds far from the way traditional knowledge-based
systems acquire and processes its knowledge.

5.1 Memory Structures

In dynamicmemorytheory, scripts—a form of schemata—arene of the main structures
used to explain the organisationof episodic memory. However, other knowledge
structuresare also proposed,including scenes MOPs, meta-MOPs,and TOPs These
memory structures are the basis for the theory.

“Event” and“experience’aretermsusedall over the book in aninterchangeable
way; Schankusesthosetermsvery loosely,but in generalit canbe saidthat they simply
meana noteworthyhappeninglike [going to a restauranthavinga physiotherapysession,



payinga visit to a lawyer, or havingan informationretrieval session].SometimesSchank
refers to areventasa partof anexperiencebut thatpracticewill be avoidedhere.Events
will be consideredas full experiencesand they are always physical, objective, not
subjective ones. Therm “situation” or “element”will be usedto referto a separablgart
of an event. Then, it follows that a event is formetth a clusterof connectectlementor
situations. The memory structuresthat are at the core of the theory are describedas
follows:

Episodesare instances of repeated, similar events. An episode capealatbedan
experiencelike a specificvisit to a dentist,or a particularoccasiongoingto a restaurant.
For example,[businesslunch at Mr Frog on the 2nd of May], and [that painful tooth
extraction on last February, by Dr. Hardhand] are episodes.

Scriptsare collectionsof specific situations,organisedaroundcommonparts of
similar episodesij.e., a scriptis formed with commonsituationsamongsimilar episodes,
built over time, by repeatedencounterswith thosesituations(seeFig. 1). Elementsof
thoseepisodeshatareidenticalaretreatedasa unit, a script, like [Doctor Jones'waiting
room] script, or a standardisedcript [dentist’s waiting room]. Schankalso describesa
scriptas“a setof expectationgboutwhatwill happenn a give situation”. This definition
is muchclearerafter understandinghe learningtheory,which is presentedelow. Scripts
are a extendedversionof schemata-likestructures,usedto explain how knowledgeof
complex event sequences is represénted

Scenesrehigherlevel knowledgestructuresthat organisea numberof scripts,or
parts of then{seefig. 1). Scenesrecreatedoy abstractingandgeneralisingrom multiple
experiencesA scenes a generaldescriptionof a settingandthe activitiesin pursuitof a
goal relevant to that settintfjjen,a scenes generallyorganisediy context,the contextof
the relevantsetting. Scenesare not directly relatedto the specificsof situations,so they
capturegeneralitiesscriptsprovidethe specifics.For example [waiting room] is a typical
caseof a sceneformedby scriptsembeddeds standardisationf variousgeneralscripts;
in this case,scripts about visiting different professionalconsultants(doctors, lawyers,
financialadvisorsetc.),or any otheractivity that havein commona similar procedurefor
[waiting room].

In termsof cognitiveeconomy scenesare of greatvalue to the organisationof
memories, by abstracting and capturing generalities (from scripts).

Memory Organisation Packets (MOPSs) serve as organisersof scenes.MOPs
organiseeventsby controlling the sequencen which the scenesoccurin the events.A
MOP consistsof a group of sceneddirectedtoward the achievemenbf a goal. MOPs
provide information abouthow a numberof scenesare relatedto one another. A MOP
alwayshasa major scenewhosegoalis the essenc®r purposeof the eventsorganisedoy
the MOP. Another characteristiof MOPsis that they canbe organisedoy other MOPs,

! Notice howcognitive economyan important principle on the organisation of knowledge (see Collins and
Quillan, 1969, for a study of contentand organisationof knowledge),is achievedby identifying
commonelementsaamongdifferent episodesand informativenessby indexingthe differencesbetween
similar episodes.



which providesgreatflexibility in building complexstructure$. An exampleof a MOP is
[MOP-ProfessionaDffice Visit], whichwould organisethe normalsequencef scenedgor
usein processing visit to a professionatonsultantdoctors,lawyers,financial advisors,
etc.). A higherlevel MOP (for example[MOP-Health Protection],which would include
scenedike [detectproblem]and [find appropriateprofessionalconsultant])could make
use of another MOP, like [MOP-Professional Office Visit].

Meta-MOPsorganiseMOPs, but do not actually contain memories,as MOPs,
meta-MOPs contain scenes, which in turn corgpecificmemoriesMeta-MOPswork as
a kind of templateor plan by which MOPsin generalare constructed Meta-MOPsare
formedwith higher-levelstructureghanscenesthey are formedwith generalisedcenes.
A generalisedsceneis a decontextualisedlescriptionof a setting and the activities in
pursuitof a goal relevantto that setting. A generalisedscenecan be usedto organisea
experiencewithout referringto specificsof the physical setting. For examplethe meta-
MOP for a trip can be roughly described as follows:

mM-Trip = Plan + Get Resources + Make Arrangements + Preparatory Travel
+ Preparation + Primary Travel + Arrival + Do

Meta-MOPs can be used to construct MOPs, which organise scenesthat
conformedto its pattern.Thenit follows that, mM-Trip can be usedto constructfor
instance, [MOP-Airplane] as follows:

MOP-Airplane = Plan + Get Money + Call Travel Agency + Get Tickets +
Drive to Airport + Check In + Waiting Area + Boarding +
Flying + Deplaning + ...

Thematic Organisation Points (TOPSs) are structuresthat capture similarities
betweensituationsthat occur in different domains.TOPs contain knowledgeabout an
abstractsituationapartfrom any specificcontent,that is, TOPsare domain-independent.
Thesestructuresaccountfor our ability to useadagedike “one stitchon time savesiine”,
or to predict an outcome for a newly encountered situation.

All theseknowledgestructuresmake up a coherentcognitive model of episodic
memory, but it should not be forgotten that althoughit seemsto be a good, fairly
satisfactoryaccount,it was mostly devisedthrough personalinsights, by introspection,
inducedfrom a setof sample-experienceajthough,somecomputerexperimentatiorwas
carried out before, and during the elaboratioByhamic Memory

The trails behind dynamic memory structurescome directly from Schankand
Abelson’s(1977)work, whenthey proposedheir ideasaboutmemoryorganisatiorin the
form of scripts, plans, goals,and themes Since then, they have moved far beyond
experimentalpsychology,simply becausegsychologicaltechniquesvere well behindthe
level at which they were conceptualisingLater, experimentatognitive psychologistsstill
were struggling to instrumentscripts and plan structures(Bower et al., 1979), when

2 Notice again,how this organisatiorprovidesa greatdeal of cognitive economyto the whole structure,
and asin the previoustwo structuresthis property—cognitiveeconomy—isan intrinsic part of the
theory, property that is widely achieved at all levels of the structure organisation.



Schank went even further with his ideas about memory organisationand learning,
expressedn Dynamic Memory: A theory of remindingand learning in computersand
people

Schank’swork is valuable becauseit openednew possibilities on knowledge
acquisition, on one hand; and on the other, dynameimorytheoryis the foundationsof a
recent new field of Al: case-base-reasoning.

6 CONCLUSIONS

In this report three widely used knowledge representation struttavesbeerontrasted:
schemataframesandscripts.The latertwo beingversionsof the first; althoughthereare
important differencesbetweenthem. Particular attentionwas paid to the theoriesthat
supportframesandscripts.Minsky’s theoryof framesis incompleteanddoesnot provide
details of the processesinvolved in knowledge acquisition; However, frames are
structuredand modular representationshat allow to model or expressknowledgein
computersjn a very practicalway. Scriptsare one of the variousknowledgestructures
presented in dynamimemorytheory.Schank’stheoryoffersa morecompleteexplanation
of knowledgeacquisitionandthe diversecognitive processnvolved; however,the theory
is a very high level one,andlacks operationalisatiometails,thusthe theoryleavesroom
for interpretation. Nevertheless,dynamic memory is the foundations of case-based
reasoning, a recent, pulsating new field in Al.
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