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Abstract

This thesis concerns itself with the extension theory of second-order dif-

ference equations in both a linear operator and linear relation framework.

In Chapter 1, we introduce the extension theory of linear operators by

means of both the von Neumann and the Krĕın-Vishik-Birman method. Chap-

ter 2 is devoted to the construction of the non-negative, self-adjoint extensions

of a particular class of second-order difference operators via the Krĕın-Vishik-

Birman theory, with particular emphasis on the Friedrichs extension. We

determine an explicit characterisation of such extensions, before applying this

result to a second-order difference equation whose solutions are the Stieltjes-

Wigert polynomials.

Linear relations and their extensions are introduced in Chapter 3. In par-

ticular, a construction of the extremal maximal sectorial relations by Hassi et

al. is considered. These results are utilised in Chapter 4 when we construct

the extremal maximal sectorial extensions of the Discrete Laplacian with both

the standard domain `2 and sequences in `2 whose first component equals 0.
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4.2 The Friedrichs and Krĕın Extension of S1 . . . . . . . . . . . . 93

4.2.1 The Friedrichs Extension of S1 . . . . . . . . . . . . . . 94
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Introduction

Isolated, the subtlety of a Jacobi operator’s importance may go unnoticed,

however Jacobi operators — infinite tri-diagonal matrices acting in sequence

spaces [53] — are inseparable from orthogonal polynomials, whose mystery

and utility have been researched extensively — albeit not completely — for

many decades. Indeed, the breadth of this research topic is staggering; one can

pinpoint the influence of these operators within the classical moment problem

[2, 50], continued fractions [39, 55] and random matrix theory [25], and only

be scratching the surface. However, perhaps the most striking feature of the

Jacobi operator is the following: it is the discretisation of a second-order

differential operator. In fact, the symmetric Jacobi operators that will be

focal to this thesis are precisely the analogue to Sturm-Liouville differential

expressions on an interval [4, 6, 45].

Likewise, self-adjoint extensions of symmetric operators in Hilbert spaces

have been studied systematically since von Neumann [46], laying down the op-

erator theoretic foundations for quantum mechanics. Indeed, given a closed,

symmetric operator in a Hilbert space, the method of von Neumann charac-

terises the self-adjoint extensions via unitary maps between deficiency spaces.

If, in addition, the operator is positive, then we may characterise all non-

negative, self-adjoint extensions by means of the Krĕın-Vishik-Birman (KVB)

theory instead [5, 16, 41, 42, 54]. Having specified that the operator is now

positive, one (natural!) benefit of the KVB theory immediately surfaces: there

exist two distinguished extensions — the Friedrichs extension and the Krĕın

extension — such that all remaining extensions fall somewhere in between.

In the sense of quadratic forms, the Friedrichs extension — first introduced

in [30] — is the largest non-negative, self-adjoint extension, whilst the Krĕın

extension (also known as the Krĕın-von Neumann extension [49]), the smallest

[41, 46].

Krĕın-Vishik-Birman theory has since been applied to numerous classes

of operators: Brown and Evans determined the non-negative, self-adjoint ex-

tensions of Sturm-Liouville operators [20], whilst second-order elliptic partial

iii



differential operators were considered in [21], for example. Moreover, KVB

theory was extended to dual pairs of operators and applied to elliptic PDEs

in [31]. However, we — in the first half of this thesis — use the KVB theory

to construct non-negative, self-adjoint extensions of a general positive, sym-

metric Jacobi operator. We should note that [19] utilises the von Neumann

theory to determine boundary conditions associated with the Friedrichs and

Krĕın extensions of positive Jacobi operators.

However, if one resolved to investigate an operator, then it would be equally

valid to consider its graph instead. Linear relations — arguably, first examined

by Arens in [10] — are the gateway into this line of thought: pairs of elements

in a product of Hilbert spaces. One drawback of both the von Neumann and

KVB theory — and a quirk of operator theory in general — is that the adjoint

of a non-densely defined operator is not defined. Linear relations overcome

this issue and so it becomes natural to posit questions such as, ‘How can one

construct the self-adjoint extensions of a non-densely defined operator?’

Indeed, great strides into answering such questions have been made: meth-

ods for the construction of these extensions — in addition to general discussion

on linear relations — can be attributed to papers such as [11, 24, 26, 32, 33].

This network of mathematicians present various results related to the sectorial

extensions of a sectorial linear relation via several constructions, most notably

through an association with sesquilinear forms and through a method of fac-

torisation. Moreover, an analogous construction to the von Neumann theory

exists in the context of linear relations [15].

Given the significance of both the Friedrichs and Krĕın extension in the

operator context, it is only reasonable to wonder if such concepts translate

accordingly into the world of relations. Indeed, for a non-densely defined

sectorial relation S, the Friedrichs extension SF — in the form recognisable to

this thesis — can be traced back to [47]. Conversely, the Krĕın extension SK

of a non-negative, non-densely defined sectorial relation S enjoys the following

form courtesy of [8, 24]: SK = ((S−1)F )−1. These extensions were referred

to as ‘distinguished’ above, but when we delve into extension theory of linear

relations, this concept may be expressed more formally: they are examples of

extremal sectorial extensions. As such, the second half of this thesis aims to

construct sectorial extensions of the linear relations that are associated to a

certain class of Jacobi operators.

With this division in mind, we choose to partition the thesis into two

distinct halves. As such, we devote Chapter 1 to the presentation of the fun-

damental definitions and concepts necessary to appreciate the original research
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undertaken in Chapter 2. We introduce various results concerning linear op-

erators acting in Hilbert spaces; the majority of these results are well known,

but we endeavour to provide the reader with a full account of the relevant

theory in the interest of self-containment. If it appears as though we have

simply brandished terms such as the ‘Friedrichs’ or ‘Krĕın extension’ of an

operator, or the ‘von Neumann’ or ‘KVB theory’ indiscriminately, then Sec-

tion 1.2 aims to elucidate these essential expressions so that they no longer

appear esoteric. Although only the KVB theory is central to this thesis, we

dedicate Appendix A to an example of Sturm-Liouville type where we apply

both of these methods comprehensively. The purpose is twofold: we hope to

familiarise the reader with the concepts fundamental to the thesis, in addition

to providing a template that we may follow during Chapter 2. Finally, we

close this first, introductory chapter by discussing relevant concepts and re-

sults from difference operator theory. The sections prior are somewhat general

and abstract; here, we establish the types of operators that will be investigated

in the remaining chapters of the thesis.

Chapter 2 opens with a short overview of the problem to be addressed.

Essentially, we associate to a general positive Jacobi operator a sesquilinear

form so that we may then invoke KVB theory. In particular, we conjecture

a form domain for the Friedrichs extension before proving conclusively the

necessary conditions that it must possess. As the Friedrichs extension forms

the basis of KVB theory, we spend ample time convincing ourselves that the

argument holds. Then, arguably, Section 2.5 is the focus of the first half of

the thesis: it is here that we consolidate the chapter thus far, and arrive at the

topic of research’s main theorem. The format of this chapter is unsurprising —

in essence, each section and subsection is dedicated to proving the next stage

in the argument, before culminating with the result that characterises the

operator domains of the non-negative, self-adjoint extensions of the positive

operator introduced at the beginning of the chapter. We feel it prudent to

emphasise that, whilst the results are intended to be the discrete analogues

to those presented in [20], the form domain of the Friedrichs extension and,

consequently, the result central to this chapter is, to our knowledge, new.

Given the aforementioned, intimate relationship between Jacobi operators and

orthogonal polynomials, we conclude this chapter — and half of the thesis —

with an example. In particular, we apply our result to an expression whose

solutions are the Stieltjes-Wigert polynomials.

We then move into the second half of the thesis with Chapter 3. The two

halves are designed to be symmetric: in this chapter, we introduce the basic
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terminology and results pertinent to linear relations. Indeed, the decision to

bisect the thesis becomes most obvious here as we simply build upon the con-

cepts and theory presented in Chapter 1, once we realise that linear relations

are simply the generalisation of graphs of operators. Then, we provide the

definition of both the Friedrichs and Krĕın extension of a linear relation, in

addition to both the von Neumann theory (in this context, for completeness)

and our construction method of choice: the theory presented in [33]. Whilst

it might be alluring to draw further parallels between the chapters so far

— both halves construct the Friedrichs and Krĕın extension using a method

that utilises sesquilinear forms — we do assert that the underlying founda-

tion to both constructions is subtly different. Here, the Krĕın extension has

an explicit dependence on the Friedrichs extension as opposed to being ‘just

another’ extension that one can construct, given a different parameter. With

that said, however, Section 3.2.3 details a method in constructing extremal

maximal sectorial extensions of a sectorial linear relation. Once we delve into

this construction more deeply, it becomes apparent that this theory is more

akin to the KVB theory — ultimately, we see that the Friedrichs extension

and Krĕın extension are the two ends of a containment string, as will become

familiar.

Finally, we conclude this thesis by applying the results detailed in Chap-

ter 3 to two explicit examples: the discrete Laplacian on two different domains.

We begin by constructing both the Friedrichs and Krĕın extension of a — per-

haps obvious — sectorial relation. Although the results in Section 4.2 may

not be surprising, the section offers an opportunity for the reader to become

acquainted with the theory with a straightforward example and provides us a

structure and methodology that we may follow in Sections 4.3 and 4.4. Indeed,

these two sections form the bulk of this chapter as the nuances and minutiae

of the theory surface throughout in this second, more complex example. Once

we have exhausted the analysis of the first method, in Section 4.5, we continue

by producing the extremal maximal sectorial relations of the two examples via

the factorisation method detailed in Section 3.2.3. Whilst this chapter merely

applies known results to two specific examples, we assert that this does have

value as the results we utilise are exclusively abstract. In fact, we conclude

this chapter – and the thesis — with an outlook, with this in mind. Indeed,

we contemplate a class of bounded Jacobi operators and propose a way to

generalise our calculations, in addition to drawing attention back to the more

appropriate ‘comparison’ between this and the KVB theory. On the surface,

the strongest through-line of the thesis may appear, simply, to be the Jacobi
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operator studied, but the countless parallels between the two halves will be

emphasised, and the thesis, entire.
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Chapter 1

Preliminaries: Extensions of

Linear Operators

1.1 Basic Definitions and Properties

The objective of this section will be to introduce various fundamental defini-

tions and terminology that will be required in future sections of the thesis.

In particular, we introduce the relevant spaces, two mappings in such spaces,

and their relationship to one another. For a more in-depth account of the

concepts provided here, we refer to Akhiezer and Glazman [3], Edmunds and

Evans [27], Kato [37] and Kreyszig [43].

1.1.1 Hilbert Spaces

This section begins by detailing the spaces that will be of interest to us, in a

general setting. In what follows, we may take the scalar field K to be either

the set of real numbers or the set of complex numbers, denoted by R and C
respectively.

Definition 1.1.1. Let X be a vector space over the scalar field K. The

mapping

〈·, ·〉 : X ×X → K

is called an inner product if, for all vectors x, y, z ∈ X and all scalars λ ∈ K,

the following four conditions are satisfied:

(IP1) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉

(IP2) 〈λx, y〉 = λ 〈x, y〉

(IP3) 〈x, y〉 = 〈y, x〉

(IP4) 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 ⇐⇒ x = 0.
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An inner product space is a vector space X equipped with an inner product

that is defined on X: we denote this by (X, 〈·, ·〉). Moreover, the inner product

on X naturally induces a norm on X:

‖x‖ =
√
〈x, x〉 ≥ 0, x ∈ X.

If a vector space X is equipped with a norm ‖ · ‖, then (X, ‖ · ‖) is called a

normed space.

We will be interested in a specific type of inner product space, so we now

introduce the following definition.

Definition 1.1.2. Let (X, 〈·, ·〉) be an inner product space. A sequence {xn}
in X is called a Cauchy sequence if, for all ε > 0, there exists an N = N(ε)

such that, for all n, m > N , we have ‖xn − xm‖ < ε, where ‖ · ‖ is the norm

induced by the inner product.

If every Cauchy sequence {xn} in (X, 〈·, ·〉) converges to some x ∈ X, that

is, there exists an x ∈ X such that ‖xn − x‖ → 0 as n → ∞, then the inner

product space is complete. Complete inner product spaces are called Hilbert

spaces.

Remark. Inner product spaces may also be referred to as pre-Hilbert spaces.

This terminology makes sense: a Hilbert space is merely a complete pre-Hilbert

space.

Remark. If there is no danger of ambiguity, then, for brevity, when we refer

to a Hilbert space (H, 〈·, ·〉), we may omit the inner product in our notation.

In other words, H = (H, 〈·, ·〉).

Throughout the thesis, we will often find it useful to decompose a Hilbert

space H into a direct sum of two spaces. With this in mind, we introduce the

orthogonal complement to a subspace M in H.

Definition 1.1.3. Let H be a Hilbert space and M a subspace of H. The

orthogonal complement M⊥ is the set of elements in H that are orthogonal to

every element in M , i.e.,

M⊥ = {y ∈ H | y ⊥M}

= {y ∈ H | 〈y, x〉 = 0 for all x ∈M} .

Remark. The orthogonal complement M⊥ of M is a closed subspace.

Consequently, H admits the following decomposition: H = M ⊕ M⊥.

Thus, if M itself is closed, then H = M ⊕M⊥. We often use the notation
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M⊥ = H	M due to its generality: the subspaces in question are explicit and

it is suggestive of the direct sum notation.

We conclude this section by presenting two inequalities that will be instru-

mental in the analysis performed in later sections: the first is known as the

Cauchy-Schwarz inequality, whilst the second, the triangle inequality.

Lemma 1.1.4. Let (X, 〈·, ·〉) be an inner product space and let ‖ · ‖ be the

norm induced by the inner product. For all x, y ∈ X, we have

| 〈x, y〉 | ≤ ‖x‖‖y‖ and ‖x+ y‖ ≤ ‖x‖+ ‖y‖.

1.1.2 Linear Operators in Hilbert Spaces

Operators acting in Hilbert spaces can have many properties that make them

interesting to study, or useful in practice. This section will describe several

desirable properties that the operators we will be concerned with may possess.

Definition 1.1.5. Let X and Y be vector spaces over the same field K. We

say that T : D(T )→ R(T ) is a linear operator from D(T ) ⊆ X onto R(T ) ⊆ Y
(or, into Y ) if, for all x, y ∈ D(T ) and λ ∈ K, we have

T (x+ y) = Tx+ Ty and T (λx) = λTx.

The vector space D(T ) is called the domain of T , whilst R(T ) denotes the

range of T : specifically, we have

R(T ) = {y ∈ Y | Tx = y for some x ∈ D(T )} .

When the domain D(T ) of an operator T is dense in the ambient Hilbert

space, we have the following useful definition.

Definition 1.1.6. Let H1 and H2 be Hilbert spaces and T : D(T ) → H2 a

linear operator, where D(T ) ⊆ H1. The operator T is densely defined if D(T )

is dense in H1, that is, D(T ) = H1.

We will also make reference to the kernel, or null space, of a linear operator.

In particular, the kernel of T is the set of all elements x in the domain of T

that are mapped to the zero vector in Y , i.e.,

kerT = {x ∈ D(T ) | Tx = 0} .

Throughout this thesis, we will be concerned with operators that act in

Hilbert spaces. As such, the following definitions replace generic normed

spaces (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) with Hilbert spaces H1 = (H1, 〈·, ·〉H1
) and

3



H2 = (H2, 〈·, ·〉H2
). The inner products 〈·, ·〉H1

and 〈·, ·〉H2
induce the norms

‖ · ‖H1 and ‖ · ‖H2 respectively. Then, we continue by presenting the next of

our definitions.

Definition 1.1.7. Let T : D(T )→ H2 be a linear operator, where D(T ) ⊆ H1.

The operator T is bounded if there exists a constant c ∈ R such that

‖Tx‖H2 ≤ c‖x‖H1 ,

for all x ∈ D(T ). If no such c exists, then T is unbounded instead.

Remark. When T is a linear operator, T being bounded is equivalent to T

being continuous.

When we are in possession of an operator T , it can be useful to speak of

the inverse operator T−1, and when such an operator even exists.

Definition 1.1.8. Let T : D(T )→ H2 be a linear operator, where D(T ) ⊆ H1.

If T is an injective operator, that is

x1 6= x2 =⇒ Tx1 6= Tx2, x1, x2 ∈ D(T ),

then T−1 : R(T )→ D(T ), where Tx0 ∈ R(T ) ⊆ H2 is mapped to x0 ∈ D(T ),

is called the inverse operator of T .

In fact, the inverse operator T−1 of a linear operator T exists if and only

if the kernel of T contains only the zero vector. More precisely, we have the

following theorem.

Theorem 1.1.9 ([43, Thm. 2.6-10]). Let H1 and H2 be Hilbert spaces over the

same field K. Let T : D(T )→ H2 be a linear operator with domain D(T ) ⊆ H1

and range R(T ) ⊆ H2. The inverse operator T−1 : R(T )→ D(T ) exists if and

only if

Tx = 0 =⇒ x = 0.

Furthermore, if T−1 exists, then it is a linear operator.

With the existence of the inverse operator fresh in one’s mind, we make

a short detour into spectral theory by presenting some basic definitions that

will surface in later sections.

Let H be a non-empty complex Hilbert space and T : D(T )→ H a linear

operator with domain D(T ) ⊆ H. For any λ ∈ C, we can associate to T the

operator

Tλ = T − λI,

4



where I is the identity operator on D(T ). When T−1
λ exists, we call this

operator the resolvent operator of T . This operator (often simply referred to

as the resolvent) is denoted by Rλ(T ), providing the following notation:

Rλ(T ) := T−1
λ = (T − λI)−1.

Since the resolvent has an explicit dependence on λ, we will be interested

in finding regions of the complex plane where the resolvent possesses (or not!)

certain properties. In fact, the subsequent definitions will precisely partition

the complex plane into four disjoint sets which each depend on the value that

λ takes.

Definition 1.1.10. Let H be a non-empty complex Hilbert space and let

T : D(T ) → H be a densely defined linear operator with domain D(T ) ⊆ H.

Let λ ∈ C. If the following three conditions are satisfied, then λ is called a

regular value of T :

(R1) Rλ(T ) exists,

(R2) Rλ(T ) is bounded,

(R3) Rλ(T ) is defined on a set which is dense in H.

The set

ρ(T ) := {λ ∈ C | λ is a regular value of T}

is called the resolvent set of T . Conversely, the set

σ(T ) := C \ ρ(T )

is called the spectrum of T . A complex number λ ∈ σ(T ) is referred to as a

spectral value of T .

It was alluded to briefly that the complex plane could be partitioned into

four disjoint sets. We can further decompose the spectrum into three disjoint

sets by investigating which of the conditions expressed in Definition 1.1.10 are

(and are not) satisfied. Then, we arrive at the following definitions.

Definition 1.1.11. The point spectrum, or discrete spectrum, which we denote

by σp(T ), is the set of λ ∈ C such that the resolvent Rλ(T ) does not exist:

(R1) fails. An element λ of this set is called an eigenvalue of T .

The continuous spectrum, which we denote by σc(T ), is the set of λ ∈ C
such that the resolvent Rλ(T ) exists and is defined on a set which is dense in

H, but is not bounded: (R1) and (R3) are satisfied, but (R2) fails.

5



The residual spectrum, which we denote by σr(T ), is the set of λ ∈ C such

that the resolvent Rλ(T ) exists but is not defined on a set that is dense in

H: (R1) holds, but (R3) fails. Here, the resolvent operator can be either

bounded or unbounded — the fulfilment of (R2) does not matter.

From these definitions, we then have the following decomposition of the

complex plane:

C = ρ(T ) ∪̇ σ(T )

= ρ(T ) ∪̇ σp(T ) ∪̇ σc(T ) ∪̇ σr(T ),

where ∪̇ denotes the disjoint union between the sets.

Now that we have discussed the basic definitions involved in spectral the-

ory, we continue by presenting more concepts relevant to linear operators that

act in Hilbert spaces. For the remainder of this section, H = (H, 〈·, ·〉) will

denote a complex Hilbert space, unless otherwise specified.

Definition 1.1.12. Let T : D(T ) → H be a densely defined linear operator,

where D(T ) ⊆ H. The adjoint operator T ∗ : D(T ∗)→ H is the operator with

domain

D(T ∗) = {y ∈ H | ∃z ∈ H such that 〈Tx, y〉 = 〈x, z〉 for all x ∈ D(T )} .

For each y ∈ D(T ∗), the adjoint operator T ∗ is defined by the following equal-

ity: T ∗y = z.

Remark. Whenever T is a densely defined operator, the adjoint T ∗ will be a

linear operator.

The definition of the adjoint operator introduces an important equality

between two inner products. From this, we obtain the following two definitions.

Definition 1.1.13. Let T : D(T ) → H be a densely defined linear operator,

where D(T ) ⊆ H. The operator T is called symmetric if 〈Tx, y〉 = 〈x, Ty〉 for

all x, y ∈ D(T ).

Definition 1.1.14. Let T : D(T ) → H be a densely defined linear operator,

where D(T ) ⊆ H. The operator T is called self-adjoint if T ∗ = T .

Remark. From the two definitions above, it is immediate that a self-adjoint

operator is also symmetric. However, a symmetric operator is not necessarily

self-adjoint as D(T ) may be a proper subset of D(T ∗).

We continue by investigating the expression 〈Tx, x〉; in particular, we focus

our attention on the value that this expression may take.
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Definition 1.1.15. Let T : D(T )→ H be a linear operator, where D(T ) ⊆ H.

The set

Θ(T ) = {〈Tx, x〉 ∈ C | x ∈ D(T ), ‖x‖ = 1}

is called the numerical range of the operator T .

Since the numerical range Θ(T ) of an operator T is a subset of the complex

plane, we are able to further describe the operator depending on which region

of the plane Θ(T ) lies in. For example, it can be shown that when T is

symmetric, the quantity 〈Tx, x〉 is entirely real. Indeed, let 〈Tx, x〉 = a + ib

for some a, b ∈ R. Then

〈Tx, x〉 = 〈x, Tx〉 by (IP3)

= 〈Tx, x〉 as T is symmetric

= a− ib.

From this equality, it is clear that b = 0 or, in other words, 〈Tx, x〉 ∈ R.

Knowing when Θ(T ) is a subset of the real line is useful as we can then

classify the operator further: the following definitions explore this statement.

Definition 1.1.16. Let T : D(T )→ H be a symmetric linear operator, where

D(T ) ⊆ H. The operator T is said to be bounded below if there exists a

constant γ ∈ R such that

〈Tx, x〉 ≥ γ 〈x, x〉 , ∀x ∈ D(T ).

The largest such γ is called the lower bound. Likewise, T is said to be bounded

above if there exists a constant µ ∈ R such that

〈Tx, x〉 ≤ µ 〈x, x〉 , ∀x ∈ D(T ).

The smallest such µ is called the upper bound. If T is either bounded above

or bounded below, then we say that T is semi-bounded.

In fact, we obtain useful terminology by specifically choosing γ or µ equal

to zero in the above definitions. In particular, we have the following.

Definition 1.1.17. Let T : D(T )→ H be a symmetric linear operator, where

D(T ) ⊆ H. Then

T is positive (non-negative) ⇐⇒ 〈Tx, x〉 > 0 (≥ 0), ∀x ∈ D(T ) \ {0},

T is negative (non-positive) ⇐⇒ 〈Tx, x〉 < 0 (≤ 0), ∀x ∈ D(T ) \ {0}.

If T is positive (non-negative), then we write T > 0 (≥ 0). Similarly, when T

is negative (non-positive), we write T < 0 (≤ 0).
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In these cases, the numerical range lies entirely on the real axis, but we

will also be interested in numerical ranges that lie within sectors, as expressed

in the following definition.

Definition 1.1.18. Let T : D(T )→ H be a linear operator, where D(T ) ⊆ H.

If the numerical range Θ(T ) is contained within a sector Sγ,θ in the complex

plane, where

Sγ,θ = {z ∈ C | | arg (z − γ)| ≤ θ} , γ ∈ R, θ ∈
[
0,
π

2

)
,

then T is said to be sectorial. The constant γ is called the vertex, whilst θ is

called the semi-angle.

Remark. If T is sectorial, then the sector in which the numerical range belongs

to is not unique.

Finally, it can be useful to consider an operator T as the set of pairs

(x, Tx). This concept will be explored further in Chapter 3, but for now we

simply deliver the following definition.

Definition 1.1.19. Let H1 and H2 be Hilbert spaces over the same field K
and T : D(T )→ H2 a linear operator, with D(T ) ⊆ H1. The set

G(T ) = {(x, y) ∈ H1 ×H2 | x ∈ D(T ), y = Tx}

is known as the graph of T . If G(T ) is a closed set in the space H1 × H2

endowed with the norm ‖ · ‖H1×H2 , where

‖(x, y)‖H1×H2 = ‖x‖H1 + ‖y‖H2 , (x, y) ∈ H1 ×H2,

then T is called closed.

In fact, there are two other useful characterisations of a closed operator

that we make use of, presented as follows. Let H1 and H2 be Hilbert spaces

over the same field K and T : D(T )→ H2 a linear operator, with D(T ) ⊆ H1.

Firstly, let {xn} be a sequence in H1. Then T is a closed operator if and only

if

xn → x in H1 and Txn → y in H2 =⇒ x ∈ D(T ) and Tx = y.

Alternatively, T is closed if and only if (D(T ), ‖·‖T ) is a complete space, where

‖x‖T = ‖x‖H1 + ‖Tx‖H2 for all x ∈ D(T ).

Closed operators have several useful applications. One such application

is demonstrated by that which we call the Rank-Nullity theorem, as adapted

from [48, Prop. 1.6].
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Theorem 1.1.20. Let H1 and H2 be Hilbert spaces and T : D(T ) → H2 a

closed, densely defined linear operator, where D(T ) ⊆ H1. Then,

H2 = R(T )⊕ kerT ∗.

Remark. If kerT ∗ = {0}, then R(T ) = H2. In other words, R(T ) is dense in

H2 — we will frequently make use of this argument during later sections.

We have now presented all of the required definitions that will be used

throughout the thesis with regards to general linear operators. The next sec-

tion aims to achieve the same, but with so-called sesquilinear forms instead.

1.1.3 Operators and Forms

In Section 1.1.1 we introduced inner products and Hilbert spaces; here, we

introduce sesquilinear forms and the properties that they may exhibit instead.

The definitions presented will be in a structure comparable to that of Sec-

tion 1.1.2 for maximal insight. We then conclude this section with an impor-

tant representation theorem that showcases the relationship between linear

operators and a certain class of sesquilinear forms: this relationship forms the

basis of the results presented during the next chapter of the thesis.

Definition 1.1.21. Let X and Y be vector spaces over the scalar field C. The

mapping

a [·, ·] : X × Y → C

is called a sesquilinear form if, for all vectors x, x1, x2 ∈ X and y, y1, y2 ∈ Y
and all scalars λ, µ ∈ C, the following four conditions are satisfied:

(SF1) a [x1 + x2, y] = a [x1, y] + a [x2, y]

(SF2) a [x, y1 + y2] = a [x, y1] + a [x, y2]

(SF3) a [λx, y] = λa [x, y]

(SF4) a [x, µy] = µa [x, y] .

Remark. It can be shown directly from the definition that an inner product is

an example of a sesquilinear form.

Similarly to before, we will consider sesquilinear forms (often simply re-

ferred to as forms) in Hilbert spaces rather than in general vector spaces.

In fact, the forms that will be of interest to us will map from Q(a) × Q(a)

to C, where Q(a) ⊆ H denotes the form domain of a, unless stated other-

wise. Furthermore, we will make reference to the quadratic form, that is, the

map a : Q(a) → C defined by a [x] := a [x, x]. With the domain of the form

established, we arrive at the following definition.
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Definition 1.1.22. Let a : Q(a)×Q(a)→ C be a form, where Q(a) ⊆ H. The

form a is densely defined if its domain Q(a) is dense in the ambient Hilbert

space H.

Likewise, we may speak about a form being bounded, as discussed in the

following definition.

Definition 1.1.23. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The form a is said to be bounded if there exists a constant c ∈ R such that

|a [x, y]| ≤ c‖x‖H‖y‖H ,

for all x, y ∈ Q(a). If no such c exists, then a is called unbounded instead.

We have established that to a linear operator T , we can find an adjoint

operator T ∗: analogous definitions exist in the context of forms.

Definition 1.1.24. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The adjoint form a∗ is defined by

a∗ [x, y] := a [y, x],

for all x, y ∈ Q(a∗) = Q(a).

When we have equality between a form and its adjoint, we obtain the

following definition.

Definition 1.1.25. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The form a is called symmetric if a [x, y] = a∗ [x, y] for all x, y ∈ Q(a).

We continue by introducing two further forms related to the form a.

Definition 1.1.26. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The real and imaginary parts of a form are defined, respectively, as follows:

aRe [x, y] :=
1

2
(a [x, y] + a∗ [x, y]) and aIm [x, y] :=

1

2i
(a [x, y]− a∗ [x, y]) ,

for x, y ∈ Q(aRe) = Q(aIm) = Q(a). Moreover, a [x, y] = aRe [x, y]+iaIm [x, y].

Symmetry of a form has two important features that we will often make

use of: if a form a is symmetric, then aRe [x, y] = a [x, y] for all x, y ∈ Q(a) and

the expression a [x, x] is real-valued for all x ∈ Q(a). Furthermore, it is easy to

show that for any sesquilinear form a, both aRe and aIm are symmetric forms;

this revelation unveils that for any sesquilinear form a : Q(a)×Q(a)→ C, we

have

a [x, x] = aRe [x, x]︸ ︷︷ ︸
∈R

+iaIm [x, x]︸ ︷︷ ︸
∈R

,

10



for all x ∈ Q(a). Hence, for any sesquilinear form a, we have

Re (a [x, x]) = aRe [x, x] and Im (a [x, x]) = aIm [x, x] ,

for all x ∈ Q(a). In general, aRe [x, y] and aIm [x, y] are complex-valued, but

by considering them as quadratic forms we justify our use of the terms real

and imaginary.

We now continue by investigating the expression a [x, x] associated to a

sesquilinear form; this is effectively the analogue of 〈Tx, x〉 from the operator

setting. Forms also possess numerical ranges, and so we can further describe

forms in relation to where this set lies in the complex plane.

Definition 1.1.27. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The set

Θ(a) = {a [x, x] | x ∈ Q(a), ‖x‖ = 1}

is called the numerical range of the form a.

Definition 1.1.28. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

The form a is said to be bounded below if there exists a constant γ ∈ R such

that

a [x, x] ≥ γ‖x‖2, ∀x ∈ Q(a).

The largest such γ is called the lower bound. Likewise, a is said to be bounded

above if there exists a constant µ ∈ R such that

a [x, x] ≤ µ‖x‖2, ∀x ∈ Q(a).

The smallest such µ is called the upper bound. If a is either bounded above or

bounded below, then we say that a is semi-bounded.

By setting γ or µ equal to zero in the above definitions, we obtain the

notion of positivity and negativity of a form.

Definition 1.1.29. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

Then

a is positive (non-negative) ⇐⇒ a [x, x] > 0 (≥ 0), ∀x ∈ Q(a) \ {0},

a is negative (non-positive) ⇐⇒ a [x, x] < 0 (≤ 0), ∀x ∈ Q(a) \ {0}.

If a is positive (non-negative), then we write a > 0 (≥ 0). Similarly, when a

is negative (non-positive), we write a < 0 (≤ 0).

Likewise, if the numerical range Θ(a) lies in a sector, then we have the

notion of sectoriality with regards to forms.
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Definition 1.1.30. Let a : Q(a) × Q(a) → C be a form, where Q(a) ⊆ H.

If the numerical range Θ(a) is contained within a sector Sγ,θ in the complex

plane, where

Sγ,θ = {z ∈ C | | arg (z − γ)| ≤ θ} , γ ∈ R, θ ∈
[
0,
π

2

)
,

then a is said to be sectorial. The constant γ is called the vertex, whilst θ is

called the semi-angle.

Remark. If a is sectorial, then the sector in which the numerical range belongs

to lies is not unique.

Remark. Graphically, one can observe that if the numerical range of a lies

within a sector with vertex γ ∈ R and semi-angle
[
0, π2

)
, then

| Im a [x, x]| ≤ tanα
(
Re a [x, x]− γ‖x‖2

)
(1.1)

must hold for all x ∈ Q(a). Thus, we arrive at the following alternative

characterisation for a sectorial form: a form a is sectorial if the inequality

given by (1.1) holds for all x ∈ Q(a).

We can also introduce the concept of closed forms, as expressed in the

following definition.

Definition 1.1.31. Let a : Q(a)×Q(a)→ C be a sectorial form, whereQ(a) ⊆
H. The form a is said to be closed if (Q(a), ‖ · ‖a) is a complete space, where

‖x‖a = (aRe [x, x]− (γ − 1) 〈x, x〉)
1
2 , x ∈ Q(a),

and γ is chosen to ensure positivity of the norm. If a is sectorial, then γ can

be chosen to be a vertex.

Remark. This definition of a closed form is comparable to the third charac-

terisation of a closed operator given in Section 1.1.2.

We may also characterise closure via so-called form-convergence, as intro-

duced in the following definition.

Definition 1.1.32. A sequence {xn} in Q(a) ⊆ H is said to be a-convergent

to x ∈ H if

xn → x as n→∞ in H and a [xn − xm, xn − xm]→ 0 as n,m→∞.

When {xn} is a-convergent to x, we will write xn →a x.
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Then, a form a is closed if

xn →a x =⇒ x ∈ Q(a) and a [xn − x, xn − x]→ 0.

We make use of both of these characterisations of a closed form throughout

the thesis.

It is worth noting that when a form is sectorial with vertex γ > 0, there

exists an equivalence between ‖·‖a and the norm given by ‖x‖2 = (aRe [x, x])
1
2 .

Definition 1.1.33. Let (H, 〈·, ·〉H) be a Hilbert space. Two norms ‖ · ‖1 and

‖ · ‖2 in H are equivalent if there exists two positive constants c and C such

that

c‖x‖2 ≤ ‖x‖1 ≤ C‖x‖2,

for all x ∈ H.

Let a be a sectorial form with vertex γ > 0. To show that the two norms

‖ · ‖a and ‖ · ‖2 are equivalent, we split the analysis into two distinct cases:

0 < γ ≤ 1 and γ > 1. In both cases, we make use of the following consequence

of equation (1.1):

aRe [x, x] ≥ γ‖x‖2H , x ∈ Q(a). (1.2)

Firstly, let 0 < γ ≤ 1. Then 0 ≤ −(γ − 1) < 1, and so

‖x‖22 = aRe [x, x] ≤ aRe [x, x]− (γ − 1)‖x‖2H = ‖x‖2a.

On the other hand,

‖x‖2a = aRe [x, x]− (γ − 1)‖x‖2H

≤ aRe [x, x]− γ − 1

γ
aRe [x, x]

=
1

γ
aRe [x, x] =

1

γ
‖x‖22,

by means of equation (1.2). Thus, when 0 < γ ≤ 1, the two constants c = 1

and C =
√

1
γ ensure an equivalence between the two norms.

If instead, γ > 1, then we immediately note that

‖x‖2a = aRe [x, x]− (γ − 1)‖x‖2H ≤ aRe [x, x] = ‖x‖22,

since −∞ < −(γ − 1) < 0. Conversely, an application of equation (1.2) yields

‖x‖22 = aRe [x, x] = γaRe [x, x]− (γ − 1)aRe [x, x]

≤ γaRe [x, x]− (γ − 1)γ‖x‖2H
= γ

(
aRe [x, x]− (γ − 1)‖x‖2H

)
= γ‖x‖2a.
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As such,

‖x‖2a ≤ ‖x‖22 ≤ γ‖x‖2a, or, in other words,
1

γ
‖x‖2a ≤

1

γ
‖x‖22 ≤ ‖x‖2a.

Together, these two inequalities show that

1

γ
‖x‖22 ≤ ‖x‖2a ≤ ‖x‖22,

and so by setting c =
√

1
γ and C = 1, we see that the two norms are equivalent

when γ > 1.

Having now covered both cases, we may conclude that the two norms ‖ ·‖a
and ‖·‖2 are, in fact, equivalent. When two norms are equivalent, convergence

in one norm implies convergence in the other: the two norms are effectively

interchangeable. As such, we opt to use the simpler norm when appropriate.

Now, with all of the relevant definitions and terminology in place, we

continue by disclosing an important representation theorem that links a certain

class of sesquilinear forms to self-adjoint operators.

Theorem 1.1.34 ([27, Thm. 2.4]). Let a : Q(a) × Q(a) → C be a closed,

densely defined, symmetric form, where Q(a) ⊆ H. Then, there exists a self-

adjoint operator T : D(T ) → R(T ) ⊆ H whose domain D(T ) is dense in H

and can be characterised as follows:

D(T ) = {z ∈ Q(a) | ∃f ∈ H such that a [z, x] = 〈f, x〉 ∀x ∈ Q(a)} .

Then, f = Tz.

This theorem works in reverse too: if we are in possession of a self-adjoint

operator T with domain D(T ), then there exists a closed, densely defined,

symmetric form a which satisfies the following equality:

〈Tz, x〉 = a [z, x] , z ∈ D(T ), x ∈ Q(a).

In essence, there is a one-to-one correspondence between self-adjoint operators

T and closed, densely defined, symmetric forms a [27].

Remark. When we speak of the unique operator T that is related to the form

a as in Theorem 1.1.34, we will write that T is associated to a (or vice versa).

One key concept that naturally arises from the relationship between a form

and an operator is that of comparing two forms (and operators) to one another.

Notably, we have the following definition.
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Definition 1.1.35. Let a : Q(a) × Q(a) → C and b : Q(b) × Q(b) → C be

two forms. If

Q(b) ⊆ Q(a) and a [x, x] ≤ b [x, x] <∞ for all x ∈ Q(b),

then we write a ≤ b. Moreover, let A and B be the operators associated to

the forms a and b, respectively, as in Theorem 1.1.34. We write A ≤ B if and

only if a ≤ b.

This relationship between sesquilinear forms and operators forms the basis

of the original work that we present in Chapter 2. However, we first reserve

the following section for definitions and fundamental theory with regards to

extension theory.

1.2 Extension Theory of Linear Operators

At its core, this thesis aims to characterise extensions of operators that possess

certain properties. The following subsections first introduce basic terminology

before detailing two methods for characterising extensions: the former utilises

so-called deficiency spaces, the latter, the relationship between operators and

forms introduced in Theorem 1.1.34. Furthermore, Appendix A demonstrates

both of the described methods with a comprehensive example.

1.2.1 Extensions of Linear Operators

Given an operator T in a Hilbert space, one might be interested in the following

questions: what happens if we examine T on a smaller domain, does it ‘make

sense’ to consider T on a larger domain? If so, then which of the properties

that T enjoys are preserved when considering T on this new domain? The

objective of this section will be to introduce various results from extension

theory, as detailed in [43], so that we can make sense of these questions more

formally.

Definition 1.2.1. Let H be a Hilbert space and T : D(T )→ H an operator,

where D(T ) ⊆ H. Let R be a subset of D(T ). The operator T̂ : R → H,

satisfying T̂ x = Tx for all x ∈ R, is called a restriction of T .

Remark. If T̂ is the restriction of T to the subset R, then we often use the

following notation: T̂ = T � R.

Definition 1.2.2. Let H be a Hilbert space and T : D(T )→ H an operator,

where D(T ) ⊆ H. Let S satisfy D(T ) ⊂ S ⊆ H. Any operator T̃ : S → H,
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such that T̃ x = Tx for all x ∈ D(T ) is called an extension of T . If T̃ is an

extension of T , then we write T ⊂ T̃ .

Remark. The relationship between restrictions and extensions is explicit: if

T ⊂ T̃ , then T̃ � D(T ) = T .

In general, it seems logical to find extensions of an operator T that is,

in some sense, ‘small’. Conversely, restrictions are often spoken about with

regards to an operator that is, in some sense, ‘big’. One such example of this

idea is as follows: if an operator T is not closed, then we may attempt to

find its closure T . If T exists, then this closed operator is the smallest, closed

extension of T . The existence of the closure of an operator is addressed in the

following definition.

Definition 1.2.3. Let H1 and H2 be Hilbert spaces and T : D(T ) → H2 an

operator, where D(T ) ⊆ H1. Let G(T ) denote the graph of T . If the closure

of G(T ) with respect to the graph norm ‖ · ‖H1×H2 (that is, G(T )) is a graph,

then T is said to be closable. If T is closable, then the unique operator T such

that G(T ) = G(T ) is a closed operator and is referred to as the closure of T .

There exists an alternative formulation for the closability of an operator

that we now present. Indeed, T is closable if and only if the following holds:

if {xn} is a sequence in D(T ) such that xn → 0 as n → ∞ and {Txn} in H2

is convergent, then Txn → 0 as n→∞.

In this thesis, we will be concerned with symmetric operators in Hilbert

spaces. As such, the following theorem has practical consequences that we will

often utilise.

Theorem 1.2.4 ([57, Thm. 5.4]). If T : D(T ) → H is a symmetric operator

in a Hilbert space H, where D(T ) ⊆ H, then T is closable. Moreover, T is

also symmetric.

Abstractly, we may assume that a symmetric operator is closed since its

closure will always exist; in practice, however, it is paramount that we gen-

uinely verify whether the operator is closed or not before applying any further

theory. In line with the previous motivation, we continue by introducing two

distinguished operators.

Definition 1.2.5. Let H be a Hilbert space and T : D(T )→ H a symmetric

operator, where D(T ) ⊆ H. We refer to the closure T of T as the minimal

operator and write T = Tmin. On the other hand, the operator T ∗ is called

the maximal operator and is denoted by Tmax.
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Remark. For any linear operator T , we have T ∗ = (T )∗. Then, for T a sym-

metric operator, we have

(Tmin)∗ = T ∗ = Tmax.

Furthermore, T ⊂ T ⊂ T ∗ or, in other words, T ⊂ Tmin ⊂ Tmax.

This terminology is hopefully evocative: in practice, we aim to characterise

either the restrictions of the maximal operator or the extensions of the minimal

operator.

We conclude this section by noting that if a form a is not closed, then we

have analogous definitions for both the closability of a form and its closure to

those presented in the operator setting.

Definition 1.2.6. Let a : Q(a)×Q(a)→ C be a form, where Q(a) ⊆ H. Let

{xn} be a Cauchy sequence in Q(a) that converges to 0 in H. The form a is

said to be closable if and only if {xn} also converges in Q(a) and

lim
n→∞

a [xn, xn] = 0.

The form a with form domain Q(a) is referred to as the closure of a and is

defined as follows: x ∈ Q(a) if and only if there exists a sequence {xn} in Q(a)

such that

xn → x as n→∞ in H and a [xn − xm, xn − xm]→ 0 as n, m→∞,

i.e., xn →a x. For x, y ∈ Q(a), we then set

a [x, y] := lim
n→∞

a [xn, yn] ,

where {xn}, {yn} are sequences in Q(a) that a-converge to x and y, respec-

tively.

Notably, we have the following relationship: a form a is closable if and

only if the operator T associated to a has a closed extension. The form a is

then the form associated to this minimal, closed extension.

1.2.2 von Neumann Theory for Linear Operators

Typically, one objective in characterising the extensions of an operator T is

to find those extensions that possess certain useful properties. In this section,

we present the von Neumann theory: a way of characterising the self-adjoint

extensions of a closed, symmetric operator T . In particular, we utilise isomet-

ric maps between the so-called deficiency spaces of T . We recommend [57] for

a comprehensive account of the theory presented in this section.
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Definition 1.2.7. Let H be a Hilbert space and T : D(T ) → H a closed,

symmetric operator, where D(T ) ⊆ H. The closed subspaces N+(T ) and

N−(T ) defined by

N+ ≡ N+(T ) := ker (T ∗ − iI) and N− ≡ N−(T ) := ker (T ∗ + iI),

where I is the identity operator on D(T ∗), are called the deficiency spaces

of T . The dimensions of these subspaces, denoted by m+(T ) and m−(T )

respectively, are called the deficiency indices.

Remark. We make special mention that the literature may express deficiency

spaces with different or opposing signs to those used here. We justify our

notation by recalling the operator Tλ associated to T from Section 1.1.1, i.e.,

Tλ = T − λI for λ ∈ C: clearly, N±(T ) = kerT ∗±i.

We continue by presenting a useful decomposition of the domain of the

adjoint operator T ∗. This decomposition will form the basis of the theorem

which characterises the extensions that we are interested in.

Theorem 1.2.8 ([57, Thm. 8.11]). Let H be a Hilbert space and T : D(T )→ H

a closed, symmetric operator, where D(T ) ⊆ H. Then

D(T ∗) = D(T )uN+ uN−,

where N+ and N− denote the deficiency spaces of T . Moreover, if f ∈ D(T ),

g+ ∈ N+ and g− ∈ N−, then

T ∗(f + g+ + g−) = Tf + ig+ − ig−.

Remark. The symbol u denotes the direct sum between two sets. In particular,

for two sets A and B, we have

AuB = {a+ b | a ∈ A, b ∈ B} .

With this decomposition of the adjoint operator in mind, we proceed by

presenting the main theorem of this section.

Theorem 1.2.9 ([57, Thm. 8.12]). Let H be a Hilbert space and T : D(T )→ H

a closed, symmetric operator, where D(T ) ⊆ H.

1. T̃ is a closed, symmetric extension of T if and only if the following holds:

There are closed subspaces F+ ⊆ N+ and F− ⊆ N− and an isometric

mapping U : F+ → F− such that:

D(T̃ ) = D(T )u {g + Ug | g ∈ F+}
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and

T̃ (f + g + Ug) = Tf + ig − iUg

= T ∗(f + g + Ug),

for f ∈ D(T ) and g ∈ F+.

2. T̃ is self-adjoint ⇐⇒ F+ = N+ and F− = N−. In this case, the defi-

ciency indices m+(T ) and m−(T ) are equal, that is, m+(T ) = m−(T ),

and the mapping U is unitary.

Remark. For a symmetric operator T , this theorem clearly demonstrates that

T̃ = T ∗ � D(T̃ ). Moreover, by reintroducing the maximal and minimal opera-

tor from Definition 1.2.5, we see that Tmin ⊂ T̃ ⊂ Tmax.

Essentially, if there exists an isometric map — that is, a map U such that

‖Ux‖ = ‖x‖ for all x ∈ D(U) — between closed subspaces of the two deficiency

spaces, N+(T ) and N−(T ), then the domain D(T̃ ) of the extension T̃ can be

thought of as the domain of T plus a ‘little bit more’. This is imprecise, but

it serves as a basic interpretation for the theory; in fact, the notion of ‘adding

a bit’ to an already formulated domain will be more prominent in the second

theory we present during Section 1.2.4.

1.2.3 The Friedrichs and Krĕın Extension

Historically, two specific self-adjoint extensions of a semi-bounded operator

T were studied due to their ‘maximal’ and ‘minimal’ nature: namely, the

Friedrichs extension and the Krĕın extension, respectively. However, with the

notion of size, there exists a powerful relationship between these extensions and

all other self-adjoint extensions of T . Both the Friedrichs and Krĕın extension

will be introduced in this section, as presented in [19], along with a precise

formulation of the aforementioned relationship. We also refer to Edmunds and

Evans [27] for an in-depth account of the theory.

Definition 1.2.10. Let H be a Hilbert space and T : D(T ) → H a positive

operator with lower bound γ > 0. The Friedrichs extension TF is the extension

of T with domain

D(TF ) =

x ∈ D(Tmax)

∣∣∣∣∣∣∣∣∣
∃x(k) ∈ D(T ) such that ‖x− x(k)‖ → 0 as

k →∞ and
〈
T (x(j) − x(k)), (x(j) − x(k))

〉
→ 0

as j, k →∞

 .

Remark. The Friedrichs extension TF is a positive self-adjoint operator with

lower bound equal to γ.
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With the Friedrichs extension now defined, we continue by presenting a

useful decomposition of the maximal domain in terms of the Friedrichs domain

and kernel elements of Tmax.

Lemma 1.2.11. Let T be an operator with positive lower bound γ > 0. Then,

D(Tmax) = D(TF )u kerTmax.

Proof. Let u ∈ D(Tmax). As Tmin is the closure of T , it possesses the same

lower bound γ > 0 as T itself. Moreover, the lower bound of the Friedrichs

extension TF coincides with that of Tmin too, so we may conclude that 0 lies

in the resolvent set of TF , since γ > 0. Then, we may set

u = T−1
F (Tmaxu) + (u− T−1

F (Tmaxu)), u ∈ D(Tmax),

since the inverse of TF exists. Now, we simply show that T−1
F (Tmaxu) ∈ D(TF )

and u− T−1
F (Tmaxu) ∈ kerTmax.

The former is easy to see: since the inverse of TF exists, it is obvious that

T−1
F (Tmaxu) ∈ D(TF ). To prove the latter, we begin by applying Tmax to

u− T−1
F (Tmaxu). Indeed, for u ∈ D(Tmax), we see that

Tmax

[
u− T−1

F (Tmaxu)
]

= Tmaxu− Tmax(T−1
F (Tmaxu))

= Tmaxu− TF (T−1
F (Tmaxu)),

since TFx = Tmaxx for x ∈ D(TF ). From this, it is clear to see that

Tmax

[
u− T−1

F (Tmaxu)
]

= Tmaxu− Tmaxu = 0.

Hence, u − T−1
F (Tmaxu) ∈ kerTmax, and so the decomposition must be valid.

�

Since the Friedrichs extension is a self-adjoint (thus, symmetric) operator,

we may associate to it a closed, densely defined symmetric form, say tF, by

means of Theorem 1.1.34. Then, we state the following result.

Theorem 1.2.12 ([27]). The Friedrichs extension TF of some positive, sym-

metric operator T has a domain satisfying

D(TF ) = D(Tmax) ∩Q(tF),

where Q(tF) denotes the form domain of tF.

We now continue by presenting a characterisation of the Krĕın extension.
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Definition 1.2.13. Let H be a Hilbert space and T : D(T ) → H a posi-

tive, symmetric operator. The Krĕın extension TK is the extension of T with

domain

D(TK) = D(Tmin)uN ,

where N = kerTmax.

Remark. The Krĕın extension TK is a non-negative, self-adjoint operator. We

refer to [41] for proving that the Krĕın extension is a self-adjoint operator; here,

we show that TK is non-negative. Indeed, we begin by letting x ∈ D(TK). If

N = {0}, then it is immediate that TK is not only non-negative, but positive,

since T is positive. If, instead, we assume that N is non-trivial, then an

element x ∈ D(TK) can be decomposed into x = x0 +y for some x0 ∈ D(Tmin)

and y ∈ N = kerTmax. Then,

〈TKx, x〉 = 〈TK(x0 + y), x0 + y〉

= 〈TKx0, x0 + y〉+ 〈TKy, x0 + y〉 .

Observe that 〈TKy, x0 + y〉 = 〈0, x0 + y〉 = 0 since TKy = Tmaxy = 0 for

y ∈ N . Consequently, 〈TKx, x〉 = 〈TKx0, x0 + y〉. Moreover, TK is a self-

adjoint operator so

〈TKx0, x0 + y〉 = 〈x0, TK(x0 + y)〉

= 〈x0, TKx0〉+ 〈x0, TKy〉

= 〈x0, TKx0〉 .

By recalling that x0 ∈ D(Tmin), we may replace TK by Tmin. Thus, we assert

that

〈TKx, x〉 = 〈x0, TKx0〉 = 〈TKx0, x0〉 = 〈Tminx0, x0〉 .

Since Tmin is a positive operator, we have

〈TKx, x〉 = 〈Tminx0, x0〉 > 0

for all x ∈ D(TK) \ N , showing that the numerical range at least lies on the

positive axis. To see that 0 also lies in the numerical range, we simply take

x0 = 0 and a y 6= 0 such that ‖x‖ = 1. This choice of x shows that we can

find an x 6= 0 with ‖x‖ = 1 such that 〈Tx, x〉 = 0. As such, we may conclude

that 0 ∈ Θ(TK). Then, it is clear that the numerical range Θ(TK) lies in the

interval [0,∞), proving that TK is a non-negative operator.
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With these two distinguished self-adjoint extensions now defined, we con-

tinue by presenting the following theorem by Krĕın that details the relationship

alluded to in the introduction to this section.

Theorem 1.2.14 ([5, Thm. 2.11]). Let H be a Hilbert space and T : D(T )→
H a positive, symmetric operator. The set of all non-negative self-adjoint

extensions of T is precisely the set of operators T̃ satisfying

TK ≤ T̃ ≤ TF ,

where TK and TF are the Krĕın extension and Friedrichs extension of T re-

spectively.

Remark. In [41], the Friedrichs extension is referred to as the ‘hard’ extension,

whilst the Krĕın, the ‘soft’.

In order to appreciate the operator inequality TK ≤ T̃ ≤ TF , we first

associate to these operators the forms tK, t̃ and tF respectively. Then,

TK ≤ T̃ ≤ TF ⇐⇒ tK ≤ t̃ ≤ tF

⇐⇒ tK [x, x] ≤ t̃ [x, x] for all x ∈ Q(̃t) and

t̃ [x, x] ≤ tF [x, x] for all x ∈ Q(tF),

where Q(tF) ⊆ Q(̃t) ⊆ Q(tK). Thus, it is clear that the form associated to

the Friedrichs extension has the smallest form domain. This idea is the crux

of the theory that will be presented in the next section.

1.2.4 Krĕın-Vishik-Birman Theory

In Section 1.2.2, we presented a theorem which characterised the self-adjoint

extensions of a closed, symmetric operator. Here, we instead express an im-

portant correspondence between non-negative, self-adjoint extensions of a pos-

itive minimal operator Tmin and certain non-negative, self-adjoint operators B.

This section presents results from [41] and follows the presentation in [5].

We begin with the following theorem.

Theorem 1.2.15 ([5, Thm. 2.9]). Let H be a Hilbert space and T : D(T )→ H

a positive, symmetric operator, where D(T ) ⊆ H. There is a one-to-one

correspondence between non-negative, self-adjoint extensions, TB, of T and

non-negative forms, b, acting on subspaces NB of N = kerT ∗. If dimN <∞,

the word non-negative may be dropped in both places.
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By considering the kernel of the adjoint operator, N , in conjunction with

Q(tF) — that is, the domain of the form associated to the Friedrichs extension

of the minimal operator Tmin — it is possible to explicitly characterise all of

the non-negative, self-adjoint extensions, T̃ , of Tmin. Indeed, we summarise

the pertinent results from [5] and present them in the following theorem that

will be fundamental to many parts of the thesis.

Theorem 1.2.16. Let T̃ be a non-negative, self-adjoint extension of Tmin.

Then T̃ = TB for some non-negative, self-adjoint operator B acting on NB,

where TB is the operator associated to the form tB satisfying

tB [u, v] = tF
[
uF , vF

]
+ b

[
uN , vN

]
.

The form domain Q(tB) is given by

Q(tB) = Q(tF)uQ(b),

where b is the form associated to B and u, v ∈ Q(tB) are such thatu = uF + uN ,

v = vF + vN ,
for uF , vF ∈ Q(tF) and uN , vN ∈ Q(b) ⊆ NB.

Remark. Theorem 1.2.16 strengthens the notion that the extensions of interest

to us can be constructed by ‘adding a bit’ to a small, yet fundamental, starting

domain.

This decomposition admits a useful consequence: when b = 0 andNB = N
we obtain the Krĕın extension, whilst b = ∞ yields the Friedrichs extension.

Taking b = ∞ is purely notational — we do so to reinforce the operator

inequality presented in Theorem 1.2.14. When b = ∞, we are to interpret

this as taking NB = {0} and setting ∞ [0, 0] = 0. Since we are interested in

the non-negative extensions of an operator T , the Krĕın extension will then

be the smallest extension in an operator sense.

In this thesis, we will utilise the Krĕın-Vishik-Birman theory rather than

the well-documented von Neumann theory of linear operators due to this ex-

plicit relationship with both the Friedrichs and Krĕın extension. As such,

we devote Appendix A to applying both the von Neumann theory and the

Krĕın-Vishik-Birman theory to a concrete example of Sturm-Liouville type.

Crucially, the latter example forms a template that we may follow during

Chapter 2.
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1.3 Difference Operators

Throughout the thesis so far, we have provided general theory for an operator

T that acts in a Hilbert space H. In this section, we will specify the type of

operator that will be of interest to us, along with certain useful results that

will be utilised in subsequent chapters.

1.3.1 Difference Operators and Jacobi Operators

We first introduce the Hilbert space fundamental to the thesis: the sequence

space `2.

Definition 1.3.1. The sequence space `2 over the scalar field C is defined to

be the set

`2 =

{
x = {xn}∞n=0

∣∣∣∣∣
∞∑
n=0

|xn|2 <∞

}
equipped with the inner product 〈·, ·〉`2 , where

〈x, y〉`2 =

∞∑
n=0

xnyn, x, y ∈ `2.

Critically, (`2, 〈·, ·〉`2) forms a Hilbert space. As one would expect, the

norm induced by this inner product is denoted by ‖ · ‖`2 , where

‖x‖`2 =

( ∞∑
n=0

|xn|2
) 1

2

, x ∈ `2.

We will omit the subscript `2 present on both the inner product and norm

whenever it is clear what is meant.

With the Hilbert space fundamental to this thesis defined, we continue

by introducing the operator of interest to us: the forward difference operator,

which we denote by ∆. Indeed, we consider ∆ on `2, where the n-th component

of an element u ∈ `2 can be described as follows:

(∆u)n = un+1 − un.

When there is no confusion possible, we will omit the brackets and simply

write ∆un = un+1 − un.

It was alluded to in the introduction to the thesis, but we feel it worth-

while to reiterate here: the difference operator is the discrete analogue to the

differential operator in the continuous case. Indeed, consider un = f(xn) for

a sequence xn in D(f). If xn+1 = xn + h, then ∆un
h = f(xn+h)−f(xn)

h approx-

imates the derivative of f at xn for small h. Therefore, difference operators

arise naturally when discretising differential equations.
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It is worth remarking that the forward difference operator is a bounded

linear operator. Indeed, let u, v ∈ `2 and λ ∈ C. Then

∆(λu+ v) =



(λu1 + v1)− (λu0 + v0)

(λu2 + v2)− (λu1 + v1)
...

(λun+1 + vn+1)− (λun + vn)
...



= λ



u1 − u0

u2 − u1

...

un+1 − un
...


+



v1 − v0

v2 − v1

...

vn+1 − vn
...


= λ∆u+ ∆v.

Thus, we have confirmed that ∆ acts linearly. To verify that the operator is

also bounded, we must show that there exists a constant c ∈ R such that

‖∆u‖ ≤ c‖u‖, u ∈ `2.

Consider the expression ‖∆u‖2. Then

‖∆u‖2 =
∞∑
n=0

|∆u|2

=
∞∑
n=0

|un+1 − un|2

≤
∞∑
n=0

(|un+1|+ |un|)2 ,

after an application of the triangle inequality. Let {ũn} be the sequence such

that ũn = un+1 for all n ≥ 0. Then, after expanding the right-hand side of

this equation, we see that

∞∑
n=0

(|un+1|+ |un|)2 =

∞∑
n=0

|ũn|2 + |un|2 + 2|ũn||un|

≤ 2‖u‖2 + 2
∞∑
n=0

|ũn||un|,

since

‖ũ‖2 =

∞∑
n=0

|ũn|2 =

∞∑
n=0

|un+1|2 =

∞∑
n=1

|un|2

≤
∞∑
n=0

|un|2 = ‖u‖2.

25



On the other hand, invoking the Cauchy-Schwarz inequality yields

2

∞∑
n=0

|ũn||un| ≤ 2‖ũ‖‖u‖

≤ 2‖u‖2.

By piecing together the shown inequalities, we see that

‖∆u‖2 ≤ 4‖u‖2, u ∈ `2,

or, in other words,

‖∆u‖ ≤ 2‖u‖, u ∈ `2.

As we have now produced a constant c ∈ R such that ‖∆u‖ ≤ c‖u‖ for all

u ∈ `2, we have shown that the operator ∆ is a bounded operator in `2.

Now, let M be an operator with domain D(M) ⊆ `2. We say that M is a

second-order difference operator if the n-th component of a sequence can be

represented by the expression

(Mu)n = anun+1 + bnun + cnun−1, n ≥ 0,

where {an}, {bn} and {cn} are sequences in C with an, cn 6= 0 for all n ≥ 0.

The accompanying equation Mu = 0 is then referred to as a second-order

difference equation, or a second-order recurrence relation.

In particular, this thesis will be concerned with second-order difference

operators that satisfy the following:

(Mu)n = −∆(pn−1∆un−1) + qnun, n ≥ 0,

for two real sequences {pn} and {qn} with pn > 0 for all n ∈ N0 and p−1 ≡ 0.

By expanding (Mu)n, we see that

(Mu)n = −pnun+1 + (pn + pn−1 + qn)un − pn−1un−1, n ≥ 0, (1.3)

demonstrating more clearly the second-order nature of the operator. In fact,

this manipulation neatly illustrates the connection to so-called orthogonal

polynomials — a topic we delve into more thoroughly during Section 2.6.

Second-order difference operators have an alternative representation that

will often provide valuable insight during our analysis. Indeed, consider the

symmetric, tri-diagonal matrix J given by

J =



b0 a0

a0 b1 a1

a1 b2 a2

. . .
. . .

. . .

an−1 bn an
. . .

. . .
. . .


,
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for any given sequences {an} and {bn}. An operator T with domain D(T ) ⊆ `2,

such that Tu = Ju for all u ∈ D(T ), is referred to as a Jacobi operator.

By computing Ju, for some u ∈ `2, we see that

Ju =



b0 a0

a0 b1 a1

a1 b2 a2

. . .
. . .

. . .

an−1 bn an
. . .

. . .
. . .





u0

u1

u2

...

un
...



=



b0u0 + a0u1

a0u0 + b1u1 + a1u2

a1u1 + b2u2 + a2u3

...

an−1un−1 + bnun + anun+1

...


.

It is then evident that

(Ju)n =

b0u0 + a0u1, n = 0,

anun+1 + bnun + an−1un−1, n ≥ 1.

By comparing this to equation (1.3), the relationship between the given se-

quences {pn}, {qn} and {an}, {bn} becomes apparent. Namely, we have

an = −pn and bn = pn + pn+1 + qn,

for all n ≥ 0. Here, and in what follows, we will assume that the sequences

{pn} and {qn} are both real and pn > 0 for all n ∈ N0, with p−1 ≡ 0.

Remark. If we take n ∈ Z instead of N0, then the associated Jacobi matrix

will be infinite in both directions. The literature often makes reference to

doubly-infinite Jacobi matrices: see, for example, [53].

Since the matrices we will investigate are infinite in only one direction, the

first component of Ju plays a vital role in any analysis we undertake due to

the recurrent nature of the operator. If we are investigating equations involv-

ing Ju, then we will often refer to this first equation as the initial condition

prescribed by the first row or, alternatively, the first row condition.

We conclude this section by introducing three important lemmas that will

be used periodically throughout the thesis. Firstly, we present Jacobi’s fac-

torisation identity [14].
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Lemma 1.3.2. For any sequences {xn} and {pn}, the following equality holds:

−∆(pn−1∆xn−1) +
∆(pn−1∆gn−1)

gn
xn = − 1

gn
∆

[
Pn−1∆

(
xn−1

gn−1

)]
, (1.4)

where Pn = pngngn+1 and gn is any fixed sequence with gn 6= 0 for all n ∈ N0.

Proof. Consider the right-hand side of equation (1.4). Upon applying simple

manipulations, we see that

− 1

gn

[
pngngn+1∆

(
xn
gn

)
− pn−1gn−1gn∆

(
xn−1

gn−1

)]
=− 1

gn

[
pngngn+1

(
xn+1

gn+1
− xn
gn

)
− pn−1gn−1gn

(
xn
gn
− xn−1

gn−1

)]
=− 1

gn

[
pn (xn+1gn − xngn+1)− pn−1 (xngn−1 − xn−1gn)

]
=− pnxn+1 +

pnxngn+1

gn
+
pn−1xngn−1

gn
− pn−1xn−1. (1.5)

In order to simplify this expression, consider the expression −∆(pn−1∆xn−1).

Upon expanding this, we see that

−∆(pn−1∆xn−1) = −pnxn+1 + (pn + pn−1)xn − pn−1xn−1. (1.6)

We may then insert this back into equation (1.5) and see that the right-hand

side of the equation can be expressed as

−∆(pn−1∆xn−1)− (pn + pn−1)xn +
pnxngn+1

gn
+
pn−1xngn−1

gn

=−∆(pn−1∆xn−1) +
xn
gn

(pngn+1 − (pn + pn−1)gn + pn−1gn−1)

=−∆(pn−1∆xn−1) +
∆(pn−1∆gn−1)

gn
xn,

after a reverse application of equation (1.6), as required. �

The second important lemma that we will frequently make use of is the

summation by parts formula [14].

Lemma 1.3.3. Let {xn} and {yn} be two sequences and let k and m be fixed

integers satisfying 0 ≤ k ≤ m. Then

m∑
n=k

(xn∆yn) = xm+1ym+1 − xkyk −
m∑
n=k

(yn+1∆xn). (1.7)

Proof. We will prove this lemma by means of induction. First, we must con-

sider the base case. Upon letting m = k, we see that the left-hand side of

equation (1.7) is given by xk∆yk, whilst the right, by

xk+1yk+1 − xkyk − yk+1∆xk = xk+1yk+1 − xkyk − yk+1xk+1 + yk+1xk

= −xkyk + yk+1xk

= xk∆yk.
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As both sides are equal, the base case holds.

We continue by assuming that the equation holds for m = j ≥ k. We wish

to prove that equation (1.7) holds for m = j + 1, that is,

j+1∑
n=k

(xn∆yn) = xj+2yj+2 − xkyk −
j+1∑
n=k

(yn+1∆xn).

Immediately, we note that

j+1∑
n=k

(xn∆yn) = xj+1∆yj+1 +

j∑
n=k

(xn∆yn).

Then, we can use our inductive assumption on the right-hand side of this

equation to conclude that

j+1∑
n=k

(xn∆yn) = xj+1∆yj+1 +

[
xj+1yj+1 − xkyk −

j∑
n=k

(yn+1∆xn)

]

= xj+1yj+2 − xkyk −
j∑

n=k

(yn+1∆xn).

By artificially introducing xj+2yj+2 − xj+2yj+2 = 0 into this equation, we see

that

j+1∑
n=k

(xn∆yn) = xj+2yj+2 − xj+2yj+2 + xj+1yj+2 − xkyk −
j∑

n=k

(yn+1∆xn)

= xj+2yj+2 − xkyk − yj+2∆xj+1 −
j∑

n=k

(yn+1∆xn)

= xj+2yj+2 − xkyk −
j+1∑
n=k

(yn+1∆xn),

as required. �

Finally, consider the equation Ju = f for some f ∈ `2. The following

lemma constructs a particular solution to this equation by means of the vari-

ation of constants formula, as seen in [28] and [51].

Lemma 1.3.4. Let {ζ, η} be a fundamental system of solutions to the equation

Ju = 0. Then, a particular solution ũ to the equation Jũ = f for some f ∈ `2

is given by

ũn = ζn

n−1∑
r=0

ηrfr
Wr(ζ, η)

− ηn
n−1∑
r=0

ζrfr
Wr(ζ, η)

, n ≥ 0,

where

Wr(ζ, η) = −ar

∣∣∣∣∣ ζr ηr

ζr+1 ηr+1

∣∣∣∣∣ .
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Remark. The function Wr(ζ, η) is known as the Wronskian of ζ and η.

With the fundamental Hilbert space and operators relevant to this thesis

now described, the next section will be devoted to providing basic definitions

and theory related to such operators.

1.3.2 Difference Operator Theory

In this section, we investigate equations of the form

(Mx)n = λxn, n ∈ N0, (1.8)

where λ ∈ R and M is a second-order difference expression such that

(Mx)n = −∆(pn−1∆xn−1) + qnxn, n ≥ 0,

for two real sequences {pn} and {qn} with pn > 0 for all n ∈ N0 and p−1 ≡ 0.

In particular, we begin by disclosing the following definitions [14].

Definition 1.3.5. For any real sequence {xn}, we can construct a polygonal

curve by plotting the sequence {xn} in the (n, x)-plane; if this curve crosses

the n-axis, then we call that point a node.

Now, we introduce the notion of oscillatory and non-oscillatory solutions

to equations of the form presented in (1.8).

Definition 1.3.6. Given a fixed λ ∈ R, a real solution x = {xn} of equa-

tion (1.8) is said to be oscillatory if, for every m ∈ N0, there exists a node at

some point M ∈ R where M > m. Conversely, the solution x is said to be

non-oscillatory if there exists an m ∈ N0 such that there are no more nodes

after this point m, or, in other words, either xn ≥ 0 or xn ≤ 0 for all n > m. If

all solutions to equation (1.8) are non-oscillatory then equation (1.8) is called

non-oscillatory [14].

Remark. To illustrate this concept, fix λ > 0 and consider the two differential

expressions M1f = −f ′′ and M2f = f ′′, where f is a square integrable function

on the interval [0,∞), i.e., f ∈ L2([0,∞)). We can then solve

−f ′′ = λf and f ′′ = λf

independently to see that the general solutions to these two equations are

given by

f(x) = c1 sin (
√
λx) + c2 cos (

√
λx) and f(x) = d1e

√
λx + d2e

−
√
λx,
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respectively. When the constants c1, c2, d1 and d2 are real, the trigonometric

functions sin (
√
λx) and cos (

√
λx) would correspond to oscillatory solutions of

M1, whilst the exponential functions e
√
λx and e−

√
λx, non-oscillatory solutions

of M2.

Remark. Let pn > 0 for all n ≥ 0. If equation (1.8) is non-oscillatory for some

λ ∈ R, then this is equivalent to the operator T associated to M being bounded

below, as stated in [14, Thm. 2.1].

When equation (1.8) is non-oscillatory, say for some λ ∈ R, we can further

characterise two classes of noteworthy solutions: namely, the principal solution

and non-principal solutions.

Definition 1.3.7. Let u = {un} and z = {zn} be real solutions to a non-

oscillatory equation of the form (1.8) for some λ ∈ R. The principal solution

u is the unique solution (up to constant multiples) with no nodes after some

m ∈ N0 such that

lim
n→∞

un
zn

= 0

for all solutions z that are not a constant multiple of u. The solutions z are

then called the non-principal solutions.

The principal solution can then be thought of as, in some sense, the smallest

solution due to this limiting behaviour. We stress that there will always exist

a unique principal solution (up to constant multiples) under this construction,

as proved in [14, Thm. 2.4].

Remark. Recall the operator M2f = f ′′ for f ∈ L2([0,∞]) and fix λ > 0. Our

previous remark demonstrated that the equation f ′′ = λf is non-oscillatory:

any linear combination of the two non-oscillatory solutions e
√
λx and e−

√
λx is,

again, non-oscillatory. Here, the principal solution u is given by u(x) = e−
√
λx,

whilst the non-principal solutions v are of the form

v(x) = d1e
√
λx + d2e

−
√
λx,

for real constants d1 6= 0 and d2.

Now, let T be an operator with domain D(T ) ⊆ `2, where Tx = Mx for

all x ∈ D(T ). We can explicitly characterise the operators Tmax and Tmin

associated to this symmetric operator T . In particular, Tmax is the operator

with domain

D(Tmax) =
{
x ∈ `2

∣∣ Mx ∈ `2
}
,

where Tmaxx = Mx for all x ∈ D(Tmax). Conversely, let T ′ be the restriction

of Tmax to the domain

D(T ′) = {x ∈ D(Tmax) | xn = 0 for all but a finite number of values of n} .
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The minimal operator Tmin is defined to be the closure of T ′ in `2.

Under this construction, it can be seen that T ∗min = Tmax. Indeed, we

begin by investigating the equality 〈T ′x, y〉 = 〈x, (T ′)∗y〉 for x ∈ D(T ′) and

y ∈ D((T ′)∗). Since (T ′)∗ =
(
T ′
)∗

, we have (T ′)∗ = T ∗min. As xn = 0 for all

n > N for some N ∈ N, formally, we have

〈
T ′x, y

〉
=
∞∑
n=0

[−∆(pn−1∆xn−1) + qnxn] yn

= −
N+1∑
n=0

[∆(pn−1∆xn−1)] yn +
N∑
n=0

qnxnyn.

We then isolate the first term in the equation above before applying the

summation by parts formula. In particular, we see that

−
N+1∑
n=0

[∆(pn−1∆xn−1)] yn =

N+1∑
n=0

pn∆xn∆yn,

after noticing that both boundary terms vanish since p−1 ≡ 0 and xn = 0 for

all n > N . Another application of the summation by parts formula then yields

N+1∑
n=0

pn∆xn∆yn = −p0x0∆y0 −
N+1∑
n=0

xn+1∆(pn∆yn)

= −p0x0∆y0 −
N+1∑
n=1

xn∆(pn−1∆yn−1)

=

N+1∑
n=0

xn
[
−∆(pn−1∆yn−1)

]
,

since −p0x0∆y0 = −x0∆(p−1∆y−1). We may then conclude that

〈
T ′x, y

〉
=

N+1∑
n=0

xn
[
−∆(pn−1∆yn−1) + qnyn

]
=

∞∑
n=0

xn
[
−∆(pn−1∆yn−1) + qnyn

]
.

This equality is valid for any y ∈ `2 with My ∈ `2, and so (T ′)∗y = My since

〈T ′x, y〉 = 〈x, (T ′)∗y〉. As such, (T ′)∗ = Tmax, or, in other words, T ∗min = Tmax,

as required.

We now introduce another two important classes that an operator may

belong to; these classes rely on the computation of the kernel of Tmax, so we

begin by investigating the equation Tmaxx = 0 for x ∈ D(Tmax). Indeed, we

expect two linearly independent solutions to the general equation

−∆(pn−1∆xn−1) + qnxn = 0, n ∈ N, (1.9)
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but we must determine whether or not those solutions lie in `2 and which of

them further satisfy the initial condition prescribed by the first row condition,

i.e., when n = 0.

In particular, one can use results from Chapter 5 of [12] — in particular,

Theorem 5.4.1 — to conclude that either one or both of these solutions will

belong to `2 (see also: [35]). From this, we can then define what it means for

an operator to be of limit-point type in our setting.

Definition 1.3.8. An operator T is of limit-point type if only one solution to

equation (1.9) lies in `2.

When an operator is of limit-point type, there exists precisely one non-

negative, self-adjoint extension of Tmin: the Friedrichs extension. We now

define the converse in our setting.

Definition 1.3.9. An operator T is of limit-circle type if both solutions to

equation (1.9) lie in `2.

Remark. When the operator T is positive, we have equivalent definitions for

what it means to be of limit-point type and of limit-circle type. Here, the

kernel can either be zero or one-dimensional as the initial condition requires

us to fix one of the constants in the general solution. Thus, T is of limit-point

type if kerT ∗ = {0} whilst it is of limit-circle type if dim (kerT ∗) = 1.

We have now disclosed all of the relevant definitions, theorems and results

that will be necessary in parsing the next chapter of this thesis. Our objective

will be to describe the non-negative, self-adjoint extensions of Jacobi operators

that are associated to a positive difference expression M — that will be intro-

duced at the beginning of the chapter — by means of the Krĕın-Vishik-Birman

theory.
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Chapter 2

Non-negative, Self-adjoint

Extensions of Jacobi

Operators

2.1 An Introduction to the Problem

Let M be the second-order difference expression M given by

(Mx)n = −∆(pn−1∆xn−1) + qnxn, x ∈ `2,

where {pn} and {qn} are real sequences with pn > 0 for all n ∈ N0 and p−1 ≡ 0.

Recall that ∆ represents the forward difference operator, that is,

∆xn = xn+1 − xn.

The objective of this chapter will be to characterise the non-negative, self-

adjoint extensions of Tmin, the minimal operator associated to M . In what

follows, we will assume that the operator enjoys a lower bound; in fact, we

may assume, without loss of generality, that this lower bound is positive since

we may simply shift qn otherwise.

The first step to achieving this characterisation will be to find an expression

that the sesquilinear form tF associated to the Friedrichs extension TF may

take, before conjecturing its form domain, Q(tF). We can then proceed by

using the known characterisations of the operator domain of the Friedrichs

extension D(TF ) given in [14] to show that the operator associated to the

form with domain Q(tF) is in fact TF , confirming that our conjectured form

domain is correct. This is the first time, to our knowledge, that the form

associated to the Friedrichs extension — including its domain — has been

explicitly constructed in the difference equation setting.

34



With the form domain of the Friedrichs extension established, we are then

in a position to use results from the paper by Alonso-Simon [5], following the

method presented in Brown-Evans [20], to describe all of the non-negative, self-

adjoint extensions of Tmin in terms of a non-principal solution to the equation

Mx = λx. In particular, we aim to characterise all such extensions of Tmin by

constructing analogous results to those formed in the continuous setting, i.e.,

those presented in [20]. We will then conclude this chapter by applying the

theory and results attained to an example; namely, we investigate a second-

order difference equation whose associated orthogonal polynomials are the

Stieltjes-Wigert polynomials.

2.2 The Form Associated to the Friedrichs Exten-

sion

2.2.1 The Expression of the Form

As the first step in characterising all of the non-negative, self-adjoint extensions

of Tmin is to produce an expression that the associated form will take, this

section will derive a suitable form by means of explicit calculations. We stress

that Jacobi’s factorisation identity — as presented in Lemma 1.3.2 — is crucial

in determining the expression that the form may take as it is not clear that

certain limits that arise exist if we do not first perform the transformation, as

will become clear below.

Hence, Jacobi’s factorisation identity may be expressed as

−∆(pn−1∆xn−1)yn = − 1

gn
∆

[
Pn−1∆

(
xn−1

gn−1

)]
yn −

∆(pn−1∆gn−1)

gn
xnyn,

where Pn = pngngn+1, after multiplying both sides of equation (1.4) by some

sequence yn ∈ `2. If we proceed by summing both sides of this equation from

0 up to some fixed k ∈ N0, then we see that

k∑
n=0

−∆(pn−1∆xn−1)yn =
k∑

n=0

[
−∆ (Pn−1∆zn−1)wn −

∆(pn−1∆gn−1)

gn
xnyn

]
,

upon setting zn = xn
gn

and wn = yn
gn

. By using the summation by parts formula

described in Lemma 1.3.3, we may conclude that

k∑
n=0

−∆ (Pn−1∆zn−1)wn =

k∑
n=0

Pn∆zn∆wn − Pk∆zkwk+1 + P−1∆z−1w0

=
k∑

n=0

Pn∆zn∆wn − Pk∆zkwk+1,
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after recognising that P−1 = p−1g−1g0 = 0. By substituting this into our

equation so far, and then taking the limit of both sides as k →∞, we see that

lim
k→∞

k∑
n=0

−∆(pn−1∆xn−1)yn

= lim
k→∞

k∑
n=0

[
Pn∆zn∆wn −

∆(pn−1∆gn−1)

gn
xnyn

]
− lim
k→∞

Pk∆zkwk+1,

provided that both limits on the right-hand side of this equation exist indi-

vidually. Hence, we arrive at the following equality, provided that the limits

exist:

〈Tmaxx, y〉 = tF [x, y]− lim
k→∞

pkgkgk+1∆

(
xk
gk

)
yk+1

gk+1
, (2.1)

where we have set

tF [x, y] :=
∞∑
n=0

pngngn+1∆

(
xn
gn

)
∆

(
yn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn.

(2.2)

Remark. We note that the term pkgkgk+1∆
(
xk
gk

)
inside of the limit in equa-

tion (2.1) can be expressed precisely as the Wronskian Wk, as introduced in

Lemma 1.3.4, i.e.,

Wk(u, v) = pk (ukvk+1 − vkuk+1) . (2.3)

In particular, we see that

pkgkgk+1∆

(
xk
gk

)
= pkgkgk+1

(
xk+1

gk+1
− xk
gk

)
= pkgkgk+1

(
gkxk+1 − xkgk+1

gkgk+1

)
= pk (gkxk+1 − xkgk+1) ,

resulting in

lim
k→∞

pkgkgk+1∆

(
xk
gk

)
yk+1

gk+1
= lim

k→∞
Wk(g, x)

yk+1

gk+1
.

We will see below that, for a suitable choice of g, this limit exists for all

relevant sequences x and y.

With this expression of the form in mind, we must now conjecture a suitable

form domain Q(tF) such that the form tF with form domain Q(tF) possesses

all of the necessary properties in order for us to conclude that there exists a

self-adjoint operator associated to it.
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2.2.2 Constructing the Form Domain

We begin by recalling Theorem 1.2.12: it states that the Friedrichs extension

TF of some positive, symmetric operator T has a domain satisfying

D(TF ) = D(Tmax) ∩Q(tF). (2.4)

It is also known that D(TF ) has several explicit characterisations, as displayed

in [14]. In particular, we wish to use the characterisation of D(TF ) which

states that

D(TF ) =

{
x ∈ `2

∣∣∣∣∣
∞∑
n=0

|(Tmaxx)n|2 <∞,

∞∑
n=m

pnvnvn+1

∣∣∣∣∆(xnvn
)∣∣∣∣2 <∞ and lim

n→∞

xn
vn

= 0

}
, (2.5)

where vn is a non-principal solution to an equation of the form given in (1.8)

that is non-oscillatory from some fixed m ∈ N0 onwards, for some λ ∈ R.

Without loss of generality, we may assume that vn > 0 for all n ≥ m.

Remark. We have specified that the equation will be non-oscillatory and the

operator, positive. As such, the operator is bounded below by some strictly

positive constant γ. Then, upon invoking [14, Thm. 2.1], we see that the

equation is, again, non-oscillatory for all λ satisfying λ ≤ γ. As such, here,

and in what follows, we will set λ = 0.

With these two facts established, a reasonable conjecture for the form do-

main immediately surfaces. Effectively, the domain of the Friedrichs extension

given in equation (2.5) consists of three conditions: the first of which simply

demands that an x ∈ `2 also lies in D(Tmax). Then, the remaining two condi-

tions must be present in Q(tF) for equation (2.4) to hold, and so we conjecture

that Q(tF) is of the form

Q(tF) =

{
x ∈ `2

∣∣∣∣∣
∞∑
n=m

pngngn+1

∣∣∣∣∆(xngn
)∣∣∣∣2 <∞ and lim

n→∞

xn
vn

= 0

}
,

(2.6)

where gn =

{
gn ∈ R>0, n < m,

vn > 0, n ≥ m.
Now that we are in possession of a form tF and its form domain Q(tF),

we may begin to investigate what properties it may exhibit. In particular,

we hope to utilise Theorem 1.1.34 as this would allow us to associate a self-

adjoint operator to the form. The following section aims to verify that the

form tF given by equation (2.2), whose form domain Q(tF) is expressed in

equation (2.6), is, indeed, in possession of the required properties in order for

us to do so.
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2.3 Properties of the Form tF

Our intention is to show that the form tF, with form domain Q(tF), that was

constructed in Sections 2.2.1 and 2.2.2 is, in fact, associated to the Friedrichs

extension TF with domain D(TF ) as given in equation (2.5): we will do this

by utilising Theorem 1.1.34. Recall that if t is a closed, densely defined,

symmetric form, then we can uniquely associate it to a self-adjoint operator.

This section explores these properties and verifies that it is valid to apply the

theorem described above on the form that we have constructed.

2.3.1 Symmetry and Sectoriality of the Form

It is clear to see that the proposed form tF given by equation (2.2), with

domain Q(tF) expressed in equation (2.6), is, indeed, a sesquilinear form.

Similarly, it is readily observed that tF is a symmetric form since pn, qn and

gn are real for all n ≥ 0: in particular,

Pn = pngngn+1 = pngngn+1 = Pn,

for all n ∈ N0.

Furthermore, as we have specified that the equation will be non-oscillatory

and the operator positive, it will enjoy a positive lower bound. Since the form

is real and has this positive lower bound, we can easily deduce that the form

is sectorial since its numerical range will lie exclusively in an interval on the

positive real axis.

2.3.2 Closure of the Form

In order to show that the form is closed, we are required to verify that

(Q(tF), ‖ · ‖tF) is a Hilbert space, where

‖x‖2tF = tF [x]

=
∞∑
k=0

pkgkgk+1

∣∣∣∣∆(xkgk
)∣∣∣∣2 +

∞∑
k=0

[
qk −

∆(pk−1∆gk−1)

gk

]
|xk|2.

Note that we have chosen the norm which corresponds to ‖·‖2 in Section 1.1.3

due to the lower bound γ of the form being positive.

We begin by letting x(n) be a Cauchy sequence in (Q(tF), ‖ · ‖tF). That

is, given ε > 0, there exists an N ∈ N such that for all n, m > N , we have
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‖x(n) − x(m)‖2tF < ε2, or, in other words,

∞∑
k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − x

(m)
k

gk

)∣∣∣∣∣
2

+
∞∑
k=0

[
qk −

∆(pk−1∆gk−1)

gk

]
|x(n)
k − x

(m)
k |

2 < ε2.

However, as tF is lower semi-bounded with a positive γ, that is,

tF [x] ≥ γ‖x‖2`2 , γ > 0,

we see that

‖x(n) − x(m)‖2`2 ≤
1

γ
‖x(n) − x(m)‖2tF ≤

ε2

γ
.

From this, it is readily observed that γ‖x(n)− x(m)‖2`2 < ε2, showing that x(n)

is also a Cauchy sequence in `2. Hence x(n) converges to some limit x, say, as

n→∞ in `2.

Now that we have found a candidate for the limit, we must show that the

limit x lies in the space Q(tF) — x must satisfy the two conditions given in

equation (2.6) for this to hold. Firstly, we must determine whether

∞∑
n=m

pngngn+1

∣∣∣∣∆(xnvn
)∣∣∣∣2 <∞

for such a sequence x. We begin by fixing B ∈ N; then,

B∑
k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − x

(m)
k

gk

)∣∣∣∣∣
2

< ε2.

Upon taking m→∞, we see that

lim
m→∞

B∑
k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − x

(m)
k

gk

)∣∣∣∣∣
2

=
B∑
k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − xk
gk

)∣∣∣∣∣
2

≤ ε2,

since x(m) → x in `2 and, in particular, x
(m)
k → xk for all k ∈ N0. Hence, B∑

k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − xk
gk

)∣∣∣∣∣
2

B

is an increasing sequence in B that is bounded above by ε2, showing that the

limit as B →∞ exists and, in particular,

∞∑
k=0

pkgkgk+1

∣∣∣∣∣∆
(
x

(n)
k − xk
gk

)∣∣∣∣∣
2

≤ ε2.
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We may then conclude that the sequence x(n) − x satisfies the first condition

for lying in the form domain Q(tF). If we define the semi-norm |x|tF such that

|x|2tF =
∞∑
k=0

pkgkgk+1

∣∣∣∣∆(xkgk
)∣∣∣∣2 , x ∈ Q(tF),

then, by the triangle inequality, we have

|x|tF = |x− x(n) + x(n)|tF ≤ |x− x
(n)|tF + |x(n)|tF .

We have already shown that |x − x(n)|tF ≤ ε2, whilst |x(n)|tF < ∞ by virtue

of x(n) belonging to Q(tF). As such, we can conclude that |x|tF < ∞, or, in

other words, the sequence x satisfies the first condition for lying in Q(tF), as

required.

Next, we must show that limk→∞
xk
vk

= 0; we will do so by showing that

S := lim
k→∞

Sk = 0,

where Sk =
∣∣∣xk+1

vk+1

∣∣∣2. Let

S
(n)
k =

∣∣∣∣∣x
(n)
k+1

vk+1

∣∣∣∣∣
2

.

Since x(n) ∈ Q(tF), we have limk→∞
x
(n)
k
vk

= 0. Hence, we may rewrite S
(n)
k as

the following telescopic sum:

S
(n)
k =

∣∣∣∣∣
∞∑

m=k+1

∆

(
x

(n)
m

vm

)∣∣∣∣∣
2

=

∣∣∣∣∣
∞∑

m=k+1

(pmvmvm+1)
1
2

(pmvmvm+1)
1
2

∆

(
x

(n)
m

vm

)∣∣∣∣∣
2

=

∣∣∣∣∣
∞∑

m=k+1

1

(pmvmvm+1)
1
2

·

[
(pmvmvm+1)

1
2 ∆

(
x

(n)
m

vm

)]∣∣∣∣∣
2

.

By the Cauchy-Schwarz inequality, we see that

S
(n)
k ≤

 ∞∑
m=k+1

∣∣∣∣∣ 1

(pmvmvm+1)
1
2

∣∣∣∣∣
2
 ·

 ∞∑
m=k+1

∣∣∣∣∣(pmvmvm+1)
1
2 ∆

(
x

(n)
m

vm

)∣∣∣∣∣
2


=

( ∞∑
m=k+1

1

pmvmvm+1

)
·

 ∞∑
m=k+1

pmvmvm+1

∣∣∣∣∣∆
(
x

(n)
m

vm

)∣∣∣∣∣
2


after recalling that pn is a real sequence where pn > 0 for all n ∈ N0 and vn is

a non-principal solution that has the same sign after some node. Using that

|x(n) − x|tF → 0, upon taking n→∞, we see that

Sk =

∣∣∣∣xk+1

vk+1

∣∣∣∣2 ≤
( ∞∑
m=k+1

1

pmvmvm+1

)
·

( ∞∑
m=k+1

pmvmvm+1

∣∣∣∣∆(xmvm
)∣∣∣∣2
)
.
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Having already proven that
∑∞

m=k+1 pmvmvm+1

∣∣∣∆(xmvm )∣∣∣2 < ∞, we now

make use of [14, Thm. 2.4 (iii)] to conclude that

∞∑
m=k+1

1

pmvmvm+1
<∞,

since vn is the non-principal solution. Then, by taking k →∞, we see that

S ≤ lim
k→∞

( ∞∑
m=k+1

1

pmvmvm+1

)
·

( ∞∑
m=k+1

pmvmvm+1

∣∣∣∣∆(xmvm
)∣∣∣∣2
)
.

In particular, we have that

lim
k→∞

∞∑
m=k+1

1

pmvmvm+1
= 0 and lim

k→∞

∞∑
m=k+1

pmvmvm+1

∣∣∣∣∆(xmvm
)∣∣∣∣2 = 0,

and so S = 0, as required. As the sequence x satisfies both properties, we can

conclude that x ∈ Q(tF). Note that Jacobi’s factorisation identity has allowed

us to introduce limits that we know exist.

With the candidate sequence firmly in Q(tF), it only remains to show

that x(n) tends to x in the specified norm ‖ · ‖tF . By recalling the semi-norm

introduced earlier in this section, we see that

‖x(n) − x‖2tF = |x(n)
k − xk|

2
tF

+
∞∑
k=0

[
qk −

∆(pk−1∆gk−1)

gk

]
|x(n)
k − xk|

2.

Since gk is a non-principal solution to the equation (Mx)k = 0 for all k after

some m ∈ N0, we have −∆(pk−1∆gk−1) + qkgk = 0 or, in other words,

−∆(pk−1∆gk−1)

gk
+ qk = 0,

for all k > m. As such, there will exist a constant c such that

∞∑
k=0

[
qk −

∆(pk−1∆gk−1)

gk

]
|x(n)
k − xk|

2 ≤ c‖x(n) − x‖2`2

as the sum contains only a finite number of non-zero terms. With this in mind,

we have

‖x(n) − x‖2tF ≤ |x
(n)
k − xk|

2
tF

+ c‖x(n) − x‖2`2 . (2.7)

Upon taking n → ∞ in equation (2.7), we finally see that x(n) → x in the

tF-norm as the two terms on the right-hand side individually tend to 0: the

first we have already shown, the second because x was defined to be the limit

of x(n) in `2. Hence, (Q(tF), ‖ · ‖tF) is a Hilbert space and the form, closed.
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2.3.3 Density of the Form Domain

We can verify that tF is a densely defined form by finding a subset of Q(tF)

that is dense in `2. Indeed, consider E0, the set of sequences with finitely

many non-zero terms, that is,

E0 =
{
x ∈ `2

∣∣ ∃N ∈ N0 such that xn = 0 for all n > N
}
.

Then, it is clear that E0 is contained within Q(tF) and it is well known that

the closure of E0 with respect to the standard `2-norm is `2, i.e., E0 = `2. As

such, Q(tF) contains a dense subset and so is, itself, dense in `2 with respect

to the standard `2-norm.

Therefore, we have shown that the form tF with form domain Q(tF) is a

closed, densely defined, symmetric form. Consequently, we may invoke The-

orem 1.1.34 and conclude that there exists a unique self-adjoint operator T̃F ,

with domain D(T̃F ) and range R(T̃F ) in `2, associated to the form tF that

satisfies

〈T̃Fx, y〉 = tF [x, y]

for all x ∈ D(T̃F ) and y ∈ Q(tF). The next section aims to prove that the

operator T̃F associated to the form tF is, in fact, the Friedrichs extension

TF . This will be achieved by verifying that the form with the conjectured

form domain gives rise to an operator whose domain is one of the known

characterisations of the Friedrichs extension.

2.4 Verifying the Conjectured Form Domain

As we have established that there exists a self-adjoint operator associated to

the form tF, this section intends to verify that this operator is, in fact, the

Friedrichs extension of Tmin. We are in possession of several characterisations

that the domain of the Friedrichs extension may take, so it is our hope that

we can show that the domain that arises through the association coincides

precisely with one such characterisation.

Firstly, we recall that the operator T associated with the form a is defined

to have domain

D(T ) =
{
x ∈ Q(a)

∣∣ ∃f ∈ `2 such that a [x, y] = 〈f, y〉 ∀y ∈ Q(a)
}
, (2.8)

and, in such a case, f = Tx. We may also recall that, in our example, the

Friedrichs extension exhibits a characterisation given by equation (2.5).

However, before we investigate whether or not we have constructed the

Friedrichs extension, we must first ask whether T̃F truly is a restriction of
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the operator Tmax. This consists of verifying two properties: we must have

D(T̃F ) ⊆ D(Tmax), and the equality T̃Fx = Tmaxx must hold for all x ∈ D(T̃F ),

where (Tmaxx)n = −∆(pn−1∆xn−1) + qnxn for all n ≥ 0.

We begin by noting that, for all x ∈ D(T̃F ) and y ∈ E0 ⊆ Q(tF), we have

tF [x, y] = 〈T̃Fx, y〉 ,

by means of equation (2.8). As y ∈ E0, there exists an N ∈ N0 such that

yn = 0 for all n > N . Hence,

tF [x, y] =

N∑
n=0

pngngn+1∆

(
xn
gn

)
∆

(
yn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn

=
N∑
n=0

−∆ (Pn∆zn)wn+1 +

[
qn −

∆ (pn−1∆gn−1)

gn

]
xnyn

+ PN+1∆zN+1wN+1 − P0∆z0w0,

after an application of the summation by parts formula, upon noting that

Pn = pngngn+1 and setting zn = xn
gn

and wn = yn
gn

. We can simplify this

equation by making use of Jacobi’s factorisation identity in a manner compa-

rable to that used in Section 2.2.1, in addition to noting that wN+1 = 0 and

−∆(P−1∆z−1)w0 = −P0∆z0w0. Hence,

tF [x, y] =
N−1∑
n=−1

−∆ (Pn∆zn)wn+1 +
N∑
n=0

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn

=

N∑
n=0

−∆ (Pn−1∆zn−1)wn +

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn

=

N∑
n=0

[
− 1

gn
∆

[
Pn−1∆

(
xn−1

gn−1

)]
− ∆(pn−1∆gn−1)

gn
xn

]
yn + qnxnyn

=

N∑
n=0

[−∆ (pn−1∆xn−1) + qnxn] yn.

Since x ∈ D(T̃F ), we have tF [x, y] = 〈f, y〉 for some f ∈ `2 and, in particular,

N∑
n=0

[−∆ (pn−1∆xn−1) + qnxn] yn = 〈f, y〉 .

Then, for an arbitrary k ∈ N, we may choose y = (δn,k)n, where δn,k is the

Kronecker delta; this shows that we must take fk = −∆(pk−1∆xk−1) + qkxk.

As f ∈ `2, we may then conclude that
∑∞

n=0 |−∆(pn−1∆xn−1) + qnxn|2 <∞,

proving that D(T̃F ) ⊆ D(Tmax).

Now, for all x ∈ D(T̃F ) and y ∈ E0,

〈T̃Fx− Tmaxx, y〉 = 0.
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Hence T̃Fx − Tmaxx ∈ E⊥0 , where E⊥0 = {0} as E0 is dense in `2. Therefore

T̃Fx = Tmaxx, as required.

Now that we have ascertained that T̃F is a restriction of Tmax, the final

step consists of proving that the two domains, D(T̃F ) and D(TF ), coincide. If

we can successfully show that D(T̃F ) = D(TF ), then we will have proven that

the domain of the operator T̃F associated to the form tF has a domain that

can be described as that of the Friedrichs extension.

We begin the verification by first showing that D(T̃F ) ⊆ D(TF ). In fact,

showing this containment is trivial: both sets naturally contain the two con-

ditions
∑∞

n=m pngngn+1

∣∣∣∆(xngn )∣∣∣2 < ∞ and limn→∞
xn
vn

= 0, and we have

already shown that D(T̃F ) ⊆ D(Tmax). Hence, all that remains is to verify the

converse, that is, D(TF ) ⊆ D(T̃F ).

We begin by taking x ∈ D(TF ). Observe that the same two conditions are

satisfied trivially, precisely as before. Thus, we are only required to show that

for all y ∈ Q(tF) there exists an f ∈ `2 such that tF [x, y] = 〈f, y〉. In fact, we

have already shown that, under these circumstances, f = T̃Fx = Tmaxx. Now,

for y ∈ Q(tF) we have, by equation (2.1),

〈Tmaxx, y〉 = tF [x, y]− lim
N→∞

pNgNgN+1∆

(
xN
gN

)
yN+1

gN+1
.

In other words, we are looking to prove that limN→∞ PN∆zNwN+1 = 0.

Then, upon considering the expression

N∑
n=m+1

[−∆(pn−1∆xn−1) + qnxn] yn,

we see that this equals

N∑
n=m+1

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn − PN∆zNwN+1

+ Pm∆zmwm+1 +
N∑

n=m+1

Pn∆zn∆wn,

for zn = xn
gn

and wn = yn
gn

, after applying both Jacobi’s factorisation identity

and the summation by parts formula once. Then, for sufficiently large m, we

have that

−∆(pn−1∆gn−1) + qngn = 0, n > m,

since gn = vn for n ≥ m, where vn is a non-principal solution to the equation

Tv = 0, as we have taken λ = 0.
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Hence,

PN∆zNwN+1 =
N∑

n=m+1

[
[∆(pn−1∆xn−1)− qnxn] yn + Pn∆zn∆wn

]
+ Pm∆zmwm+1, (2.9)

after simply rearranging the equality above. By taking the limit as N →∞ of

both sides of equation (2.9), we see that each expression on the right-hand side

has a limit that exists and is finite, proving that limN→∞ PN∆zNwN+1 = L

for some limit L. Specifically, we have that

lim
N→∞

N∑
n=m+1

[∆(pn−1∆xn−1)− qnxn] yn = L1,

as x ∈ D(Tmax) and y ∈ `2 and

lim
N→∞

N∑
n=m+1

Pn∆zn∆wn = lim
N→∞

N∑
n=m+1

Pn∆

(
xn
gn

)
∆

(
yn
gn

)
= L2,

since x ∈ D(TF ) and y ∈ Q(tF). Finally, it is clear to see that

lim
N→∞

Pm∆zmwm+1 = L3,

because Pm∆zmwm+1 does not depend on N .

Now that we know that limN→∞ PN∆zNwN+1 exists and equals some L,

we simply need to show that L = 0 in order to prove our initial claim; we will

do this by using results stated in Section 4 of [14] to prove a statement similar

to [14, Cor. 4.3].

Lemma 2.4.1. Suppose that
∑∞

n=0 Pn|∆zn|2 <∞ and
∑∞

n=0 Pn|∆wn|2 <∞
for two sequences {zn} and {wn}. Then

lim inf
n→∞

(Pn|∆znwn+1|) = 0.

Proof. Suppose, for a contradiction, that there exists an N ∈ N and ε > 0

such that Pn|∆znwn+1| ≥ ε for all n ≥ N . Then, by [14, Lem. 4.1] we have

that
∞∑
n=0

1

PnK(n)
=

∞∑
n=0

1

PnK(n− 1)
=∞,

where Pn = pngngn+1 and K(n) =
∑∞

j=n+1
1
Pj

. Hence,

∞ =
∞∑
n=N

1

PnK(n− 1)
≤ 1

ε

∞∑
n=N

|∆znwn+1|
K(n− 1)

=
1

ε

∞∑
n=N

P
1
2
n |∆zn||wn+1|

P
1
2
n K(n− 1)

≤ 1

ε

( ∞∑
n=N

Pn|∆zn|2
) 1

2
( ∞∑
n=N

|wn+1|2

PnK2(n− 1)

) 1
2

,
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by means of the Cauchy-Schwarz inequality. This leads to the desired contra-

diction as both expressions in the inequality are decidedly finite; specifically,

we have that ( ∞∑
n=N

Pn|∆zn|2
) 1

2

<∞

as part of the statement of the lemma and( ∞∑
n=N

|wn+1|2

PnK(n− 1)2

) 1
2

<∞

due to [14, Lem. 4.2]. Therefore, it is the case that

lim inf
n→∞

(Pn|∆znwn+1|) = 0,

as required. �

With Lemma 2.4.1 in hand, we are now able to complete the argument

which proves that D(TF ) ⊆ D(T̃F ). First, recall that

lim
N→∞

PN∆zNwN+1 = L,

for some limit L. Then, as the limit exists and has a subsequence converging

to 0, we may assert that L = 0. Hence, D(TF ) ⊆ D(T̃F ), and, in fact, the two

domains D(TF ) and D(T̃F ) coincide.

This completes the proof and verifies that the form tF with form domain

Q(tF) represents the form associated to the Friedrichs extension TF of the

minimal operator Tmin. As such, the next section aims to construct the non-

negative, self-adjoint extensions of Tmin since the form fundamental to the

Krĕın-Vishik-Birman theory has been determined explicitly.

2.5 Non-negative, Self-adjoint Extensions of Tmin

Now that we are in possession of the Friedrichs extension, we may begin our

attempt in characterising the non-negative, self-adjoint extensions of Tmin by

means of Theorem 1.2.16. If Tmin is of limit-point type, then there exists

precisely one non-negative, self-adjoint extension — the Friedrichs extension

— so we will instead assume that Tmin is of limit-circle type. Thus, we are

now able to characterise all of the non-negative, self-adjoint extensions of Tmin.

Indeed, we note that since dimN = 1, distinguishing between subspaces NB
of N is unnecessary: NB is either {0} or N itself. Moreover, when NB = {0},
we obtain the Friedrichs extension after letting B be any self-adjoint operator

(although formally we choose B =∞, as in Section 1.2.4), so we only need to
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consider the case when NB = N . Hence, we choose to modify Theorem 1.2.16

and restate it as follows: apart from the Friedrichs extension, all non-negative,

self-adjoint extensions TB of Tmin are associated to a form tB which satisfies

tB [u, v] = tF
[
uF , vF

]
+ b

[
uN , vN

]
, (2.10)

whose domain is given by

Q(tB) = Q(tF)uN . (2.11)

Here, b is the form associated to the operator B, which acts in N = kerTmax.

Furthermore, elements u, v ∈ Q(tB) may be decomposed intou = uF + uN ,

v = vF + vN ,
where uF , vF ∈ Q(tF) and uN , vN ∈ N . (2.12)

With this adapted theorem in mind, we are now ready to construct the non-

negative, self-adjoint extensions of Tmin by explicitly characterising the oper-

ator domains.

Let {ζ, η} form a fundamental system of solutions to the recurrence rela-

tion

(Tmaxx)n = −∆ (pn−1∆xn−1) + qnxn = 0, (2.13)

where ζ is the principal solution and η is a non-principal solution of equa-

tion (2.13).

Remark. Note that we have again chosen λ = 0 in equation (2.13) since the

lower bound γ is positive.

Throughout this section, we will use the characterisation of tF which is

given by

tF [x, y] =
∞∑
n=0

pngngn+1∆

(
xn
gn

)
∆

(
yn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
xnyn,

with domain

Q(tF) =

{
x ∈ `2

∣∣∣∣∣
∞∑
n=m

pngngn+1

∣∣∣∣∆(xngn
)∣∣∣∣2 <∞ and lim

n→∞

xn
ηn

= 0

}
.

Here, ηn is a non-principal solution to equation (2.13) which is non-oscillatory

after some fixed m ∈ N0 and gn =

{
gn ∈ R>0, n < m,

ηn, n ≥ m.
Remark. We have simply chosen the sequence v in equations (2.5) and (2.6)

to be a non-principal solution η. Furthermore, without loss of generality, we

may assume that ηn > 0 for all n ≥ m.
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Since dimN = 1, we may let the sequence {ψn}∞0 form a basis of N ;

moreover, we may choose to normalise ψ in such a way that ψ0 = 1. Then, as

B : N → N is a non-negative operator, it is clear that if uN = cψ ∈ N , for

some c ∈ C, then BuN = βcψ for some β ≥ 0.

Our first step in the process of characterising the extensions is to determine

how we may decompose elements of Q(tB) in line with equations (2.10), (2.11)

and (2.12). It is immediately clear that any sequence u can be expressed as

u = u− cψ + cψ. Then, we may ask whether there exists a unique constant c

such that u− cψ ∈ Q(tF), as cψ will clearly lie in N .

We begin by assuming that there exist two constants c1 and c2 such that

u − c1ψ, u − c2ψ ∈ Q(tF). As Q(tF) is a vector space, we then have that

(u − c1ψ) − (u − c2ψ) ∈ Q(tF). Hence, (c2 − c1)ψ ∈ Q(tF). If ψ /∈ Q(tF),

then it must be true that c1 = c2. So, for a contradiction, assume that

ψ ∈ Q(tF) and consider the expression tF [ψ,ψ]. As ψ belongs to the kernel

of the maximal operator, we must have that ψ also belongs to the maximal

domain D(Tmax); then, we may invoke Theorem 1.2.12, that is

D(TF ) = Q(tF) ∩ D(Tmax),

to conclude that ψ must belong to D(TF ). Now, as TFψ = Tmaxψ = 0, we can

conclude that kerTF 6= {0}; hence, 0 ∈ σp(TF ). Since we have assumed that

ψ ∈ Q(tF), we arrive at the following two facts since tF is a positive form:

〈TFψ,ψ〉 = tF [ψ,ψ] and tF [ψ,ψ] ≥ c‖ψ‖2,

for some constant c > 0. However, as TFψ = 0, we immediately observe that

0 ≥ c‖ψ‖2, arriving at a contradiction. Hence ψ /∈ Q(tF), showing that we

must, indeed, have that c1 = c2. Therefore, we have shown that if u ∈ Q(tB),

then there exists a unique c1 such that u− c1ψ ∈ Q(tF) and c1ψ ∈ N .

With this in mind, we may use the notation given in equation (2.12) to

conclude that if u = uF +uN , then uF = u−cuψ and uN = cuψ, where we have

relabelled c1 as cu to illustrate its dependence on u. Similarly, we have that

if v = vF + vN ∈ Q(tB), where vN ∈ Q(tF) and vN ∈ N , then vF = v − cvψ
and vN = cvψ.

Remark. Since u− cuψ ∈ Q(tF), we must have that limn→∞
un−cuψn

vn
= 0. In

practice, we can use this equality to find the constant cu.

With the decomposition of u, v ∈ Q(tB) established, we may now begin

to investigate expressions of the form given in equation (2.10). In fact, our

goal is to equate two expressions that tB may exhibit in order to produce an
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identity that will form the basis for our characterisation of the domain of the

operator TB. In particular, we have that tB [u, v] can be written as

tF
[
uF , vF

]
+ b

[
uN , vN

]
=
∞∑
n=0

[
pngngn+1∆

(
un − cuψn

gn

)
∆

(
vn − cvψn

gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
(un − cuψn)(vn − cvψn)

]
+ b

[
uN , vN

]
=
∞∑
n=0

[
pngngn+1∆

(
un
gn

)
∆

(
vn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
unvn

]

− cv
∞∑
n=0

[
pngngn+1∆

(
un
gn

)
∆

(
ψn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
unψn

]

− cu
∞∑
n=0

[
pngngn+1∆

(
ψn
gn

)
∆

(
vn − cvψn

gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn(vn − cvψn)

]
+ b

[
uN , vN

]
.

For convenience, we may then label each summation by In, where n = 1, 2 or

3, resulting in

tB [u, v] = I1 + I2 + I3 + b
[
uN , vN

]
= I1 + I2 + I3 + I4.

We hope to make use of the limiting behaviour of elements in Q(tF) to simplify

the result given above. In particular, after splitting the result into the four

suggested expressions above, we aim to show that

I3 := −cu
∞∑
n=0

[
pngngn+1∆

(
ψn
gn

)
∆

(
vn − cvψn

gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn(vn − cvψn)

]
= 0.

Indeed, if we begin by applying the summation by parts formula to

k∑
n=0

pngngn+1∆

(
ψn
gn

)
∆

(
vn − cvψn

gn

)
,

then we see that this equals(
vk+1 − cvψk+1

gk+1

)
pk+1gk+1gk+2∆

(
ψk+1

gk+1

)
−

k+1∑
n=0

(
vn − cvψn

gn

)
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
,
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after shifting the index once. We can insert this back into the formula we have

for I3 and take the limit as k →∞ to obtain

I3 = −cu

{ ∞∑
n=0

[
−
(
vn − cvψn

gn

)
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
+

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn(vn − cvψn)

]
+ lim
k→∞

(
vk − cvψk

gk

)
pkgkgk+1∆

(
ψk
gk

)}
.

In order to simplify this sum, we first recall Jacobi’s factorisation identity:

−∆(pn−1∆ψn−1) = − 1

gn
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
− ∆(pn−1∆gn−1)

gn
ψn.

Hence,

−∆(pn−1∆ψn−1) + qnψn = − 1

gn
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
+

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn.

Now, since ψ belongs to the kernel of Tmax, we have that −∆(pn−1∆ψn−1) +

qnψn = 0. Then

0 = − 1

gn
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
+

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn,

or, in other words,

− 1

gn
∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
= −

[
qn −

∆(pn−1∆gn−1)

gn

]
ψn. (2.14)

If we multiply both sides of equation (2.14) by (vn − cvψn), then we obtain an

identity that aids us in simplifying I3. Indeed, it is readily observed that the

entire summation collapses and we are left with

I3 = −cu lim
k→∞

(
vk − cvψk

gk

)
pkgkgk+1∆

(
ψk
gk

)
.

In order to evaluate this limit, first recall that vk = vFk +vNk , where vF ∈ Q(tF)

and vN = cvψ ∈ N . Then, as gk 6= 0 for all k ∈ N0, we may divide both sides

of vk = vFk + vNk by gk and take the limit as k →∞. Hence,

lim
k→∞

vk
gk

= lim
k→∞

vFk + cvψk
gk

= lim
k→∞

vFk
gk

+ cv lim
k→∞

ψk
gk
.
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As vF ∈ Q(tF), we have that limk→∞
vFk
gk

= 0, so it is immediate that

lim
k→∞

vk
gk

= cv lim
k→∞

ψk
gk
.

Hence

lim
k→∞

(
vk − cϕψk

gk

)
= 0,

and so I3 = 0 provided that limk→∞ pkgkgk+1∆
(
ψk
gk

)
is finite.

In order to verify that this is indeed the case, we first recall that

pkgkgk+1∆

(
ψk
gk

)
= pk (gkψk+1 − ψkgk+1)

= Wk(g, ψ),

where Wk(g, ψ) denotes the Wronskian as expressed in equation (2.3). It is

sufficient to show that Wk(g, ψ) = Wk+1(g, ψ) for all k ≥ m, since this will

immediately confirm that limk→∞ pkgkgk+1∆
(
ψk
gk

)
exists and is finite.

Firstly, as gk = ηk for all k ≥ m, we have that

−∆(pk−1∆gk−1) + qkgk = 0, k > m,

since ηk is the non-principal solution to the recurrence relation with λ = 0.

Upon rearranging this equation, observe that

gk+1 =
pkgk + pk−1gk − pk−1gk−1 + qkgk

pk

= gk +
pk−1

pk
∆gk−1 +

qk
pk
gk,

for all k > m. On the other hand, −∆(pk−1∆ψk−1) + qkψk = 0 for all k ∈ N0,

as ψ ∈ kerTmax, and so we see that

ψk+1 = ψk +
pk−1

pk
∆ψk−1 +

qk
pk
ψk.

We may use these equations to find expressions for gk+2 and ψk+2 and insert

them into

Wk+1(g, ψ) = pk+1 (gk+1ψk+2 − ψk+1gk+2) .

After noting that the terms involving qk+1 cancel out, we see that

Wk+1(g, ψ) = pk+1

[
gk+1

(
ψk+1 +

pk
pk+1

∆ψk

)
− ψk+1

(
gk+1 +

pk
pk+1

∆gk

)]
= pk (gk+1∆ψk − ψk+1∆gk)

= pk(gkψk+1 − ψkgk+1)

= Wk(g, ψ).

51



Then, as Wk+1(g, ψ) = Wk(g, ψ) for all k ≥ m, it must be true that

lim
k→∞

pkgkgk+1∆

(
ψk
gk

)
is finite. Therefore I3 = 0, as claimed.

We now use a second approach to calculate tB [u, v] for when u ∈ D(TB).

Indeed, we know that if u ∈ D(TB), then

tB [u, v] = 〈TBu, v〉

=
∞∑
n=0

[−∆(pn−1∆un−1)] vn + qnunvn,

since TB is a restriction of Tmax. Then, by using Jacobi’s factorisation identity,

we see that

tB [u, v] =
∞∑
n=0

− 1

gn
∆

[
pn−1gn−1gn∆

(
un−1

gn−1

)]
vn

+

[
qn −

∆(pn−1∆gn−1)

gn

]
unvn.

After an application of the summation by parts formula, we obtain

tB [u, v] =

∞∑
n=0

[
pngngn+1∆

(
un
gn

)
∆

(
vn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
unvn

]
− lim
k→∞

pkgkgk+1∆

(
uk
gk

)
vk+1

gk+1
.

We are now in possession of two different expressions for tB [u, v]. Hence,

we may equate the two expressions to see that, for u ∈ D(TB), we have

I1 + I2 + I4 = I1 − lim
k→∞

pkgkgk+1∆

(
uk
gk

)
vk+1

gk+1
,

or, in other words,

− cv
∞∑
n=0

[
pngngn+1∆

(
un
gn

)
∆

(
ψn
gn

)
+

[
qn −

∆(pn−1∆gn−1)

gn

]
unψn

]
+ b

[
uN , vN

]
= − lim

k→∞
pkgkgk+1∆

(
uk
gk

)
vk+1

gk+1
. (2.15)

With equation (2.15) in mind, we hope to make further simplifications using an

argument similar to that used previously. In particular, we may use summation

by parts on I2 to conclude that

I2 = −cv

{ ∞∑
n=0

[
−∆

[
pn−1gn−1gn∆

(
ψn−1

gn−1

)]
un
gn

+

[
qn −

∆(pn−1∆gn−1)

gn

]
unψn

]
+ lim
k→∞

pk+1gk+1gk+2∆

(
ψk+1

gk+1

)
uk+1

gk+1

}
.
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Since ψ belongs to the kernel of the maximal operator, we are able to use

equation (2.14) again to conclude that

I2 = −cv lim
k→∞

pk+1gk+1gk+2∆

(
ψk+1

gk+1

)
uk+1

gk+1
.

We can then shift the index k + 1 down to k in I2 to conclude that

− cv lim
k→∞

pkgkgk+1∆

(
ψk
gk

)
uk
gk

+ b
[
uN , vN

]
= − lim

k→∞
pkgkgk+1∆

(
uk
gk

)
vk+1

gk+1
. (2.16)

Our final step to producing a characterisation of the non-negative, self-

adjoint extensions is to try to succinctly write the equality above. Recall that

vn = vFn + vNn = (vn − cvψn) + cvψn

for vF ∈ Q(tF) and vN = cvψ ∈ N . Then, as before,

lim
k→∞

vk+1

gk+1
= lim

k→∞

[
vk+1 − cvψk+1

gk+1
+
cvψk+1

gk+1

]
= lim

k→∞

cvψk+1

gk+1
.

By inserting this back into equation (2.16), we see that

− cv lim
k→∞

pkgkgk+1∆

(
ψk
gk

)
uk
gk

+ b
[
uN , vF

]
= −cv lim

k→∞
pkgkgk+1∆

(
uk
gk

)
ψk+1

gk+1
.

Finally, we note that

b
[
uN , vN

]
= βcucv‖ψ‖2,

for some β ≥ 0, which leads us to the identity

βcu‖ψ‖2 = lim
k→∞

pkgkgk+1

[
uk
gk

∆

(
ψk
gk

)
−
ψk+1

gk+1
∆

(
uk
gk

)]
.

With the analysis complete, we now have a characterisation of the non-

negative, self-adjoint extensions TB of Tmin. In particular, we present our

result in the following theorem.

Theorem 2.5.1. Let Tmin be the closed, symmetric operator with positive

lower bound associated to the difference expression

(Mx)n = −∆(pn−1∆xn−1) + qnxn,
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where {pn} and {qn} are two real sequences with pn > 0 for all n ∈ N0 and

p−1 ≡ 0. Excluding the Friedrichs extension, the non-negative, self-adjoint

extensions TB of Tmin have a domain that is defined by

D(TB) :=

u ∈ D(Tmax)

∣∣∣∣∣∣∣∣∣∣
lim
k→∞

pkgkgk+1

[
uk
gk

∆

(
ψk
gk

)
−
ψk+1

gk+1
∆

(
uk
gk

)]
= βcu‖ψ‖2

 ,

where ψ is a basis of N with ψ0 = 1 and Bψ = βψ for β ≥ 0. Here,

gn =

{
gn ∈ R>0, n < m,

vn, n ≥ m,

where vn is a non-principal solution to the difference expression M which is

positive for n ≥ m. The operator TB acts as follows on an element u ∈ D(TB):

TBu = Mu.

Remark. As the kernel of Tmax is 1-dimensional, it is clear from Lemma 1.2.11

that an element u ∈ D(Tmax) decomposed into

u = u− cuψ + cuψ, ψ ∈ kerTmax,

satisfies u− cuψ ∈ D(TF ) ⊆ Q(tF). Hence, every u ∈ D(Tmax) can be decom-

posed into u = uF + uN , and so elements in D(TB) do not require any further

restrictions placed upon them.

It is worth restating that our result excludes the Friedrichs extension. This

is not too surprising: various descriptions of the Friedrichs domain already

exist and are well established — this was even the basis of our work! However,

we note that it is, in fact, possible to obtain the Friedrichs domain explicitly

by means of a corollary. Formally, taking β = ∞ in the limit condition only

makes sense if we, additionally, enforce that cu = 0. Indeed, this is consistent

with our construction: cu should equal zero, as there is no contribution from

kerTmax for an element decomposed as in equation (2.11). Then, we arrive at

the following result.

Corollary 2.5.2. The domain of the Friedrichs extension is given by

D(TF ) :=

{
u ∈ D(Tmax)

∣∣∣∣ lim
k→∞

uk
gk

= 0

}
.

Remark. This description of the Friedrichs extension is precisely one of the

constructions expressed in [14], and therefore coincides with the Friedrichs

domain as given in equation (2.5).
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2.6 An Example: the Stieltjes-Wigert Polynomials

With the main result of this chapter now established, we continue by pre-

senting a comprehensive example of the theory. We begin by declaring that

the minimal operator Tmin will be associated to the second-order difference

expression of the form

(Mx)n = −∆(pn−1∆xn−1) + q̃nxn,

where {pn} and {q̃n} are two real sequences with pn > 0 for all n ∈ N0 and

p−1 ≡ 0. We will present the sequences {pn} and {q̃n} shortly, but for now it

is enough to say that the two linearly independent solutions to the equation

Mx = λx, for λ ∈ R, will be given by specific variations of the Stieltjes-Wigert

polynomials. For more background on these polynomials, we refer to [22], [40]

and [52], with special mention to the papers by Christiansen [23] and Wang

and Wong [56].

The Stieltjes-Wigert polynomials of the first kind are the solutions Sn(x; q)

to the recurrence relation

− q2n+1xSn(x; q) = (1− qn+1)Sn+1(x; q)

− [1 + q − qn+1]Sn(x; q) + qSn−1(x; q), (2.17)

where

Sn(x; q) =
1

(q; q)n
1φ1

(
q−n

0
; q,−qn+1x

)
,

for 0 < q < 1. We note that rφs is the basic hypergeometric series defined by

rφs

(
a1 a2 · · · ar

b1 b2 · · · bs
; q, z

)

:=
∞∑
k=0

(a1, a2, · · · , ar; q)k
(b1, b2, · · · , bs; q)k

(−1)(1+s−r)kq(1+s−r)(k2)
zk

(q; q)k
,

where

(a1, a2, · · · , ar; q)k = (a1; q)k(a2; q)k · · · (ar; q)k,

and (a; q)k is the q-Pochhammer symbol defined as

(a; q)k :=

k−1∏
m=0

(1− aqm).

Remark. The expression (a; q)0 is to be interpreted as 0 for all a and 0 < q < 1.
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Alternatively, Sn(x; q) can be expressed as

Sn(x; q) =
1

(q; q)n

n∑
k=0

[
n

k

]
q

(−1)kqk
2
xk, (2.18)

where [
n

k

]
q

:=


(1−qn)(1−qn−1)···(1−qn−k+1)

(1−q)(1−q2)···(1−qk)
, k ≤ n,

0, k > n,

denotes the q-binomial coefficient [23].

We will be concerned with the Stieltjes-Wigert polynomials normalised by

Pn(x) =
√
qn(q; q)nSn(x; q), that is,

Pn(x) =

√
qn

(q; q)n

n∑
k=0

[
n

k

]
q

(−1)kqk
2
xk. (2.19)

It can be shown [23] that the Stieltjes-Wigert polynomials given by equa-

tion (2.19) are orthonormal with respect to the weight function

w(x) =
q1/8√

2π log q−1

1√
x

exp

(
(log x)2

2 log q

)
on the interval (0,∞). In this case, the moments sn are given by∫ ∞

0
xnw(x) dx = sn

= q−(n+1
2 ).

With these moments in mind, we are able to construct the Stieltjes-Wigert

polynomials of the second kind, Qn(x), by following the standard method

presented in [23]. First, let Pn(x) =
∑∞

k=0 ckx
k for coefficients

ck =

√
qn

(q; q)n

[
n

k

]
q

(−1)kqk
2
.

If Qn(x) is such that Q0(x) = 0 and

Qn(x) =

n−1∑
m=0

(
n∑

k=m+1

cksk−m−1

)
xm, n ≥ 1,

then we obtain

Qn(x) =

√
qn

(q; q)n

n−1∑
m=0

 n∑
k=m+1

sk−m−1

[
n

k

]
q

(−1)kqk
2

xm

=

√
qn

(q; q)n

n−1∑
m=0

 n∑
k=m+1

q−(k−m
2 )

[
n

k

]
q

(−1)kqk
2

xm.
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We may then simplify the exponent of q by noting that

−
(
k −m

2

)
+ k2 = −(k −m)(k −m− 1)

2
+ k2

= −m(m+ 1)

2
+
k(k + 1)

2
+ km

= −
(
m+ 1

2

)
+

(
k + 1

2

)
+ km

= −
(
m+ 1

2

)
+

(
k

2

)
+ (m+ 1)k.

Hence, the Stieltjes-Wigert polynomials of the second kind that we will be

considering will be those of the form

Qn(x) =

√
qn

(q; q)n

n−1∑
m=0

q−(m+1
2 )

 n∑
k=m+1

[
n

k

]
q

(−1)kq(
k
2)+(m+1)k

xm, (2.20)

when n ≥ 1, and Q0(x) = 0. Equally, we may also find it useful to define

Qn(x) =
√
qn(q; q)nS̃n(x; q), where

S̃n(x; q) =
1

(q; q)n

n−1∑
m=0

q−(m+1
2 )

 n∑
k=m+1

[
n

k

]
q

(−1)kq(
k
2)+(m+1)k

xm.

With the Stieltjes-Wigert polynomials of the first and second kind now

defined, we can continue by finding the symmetric three-term recurrence re-

lation that Pn(x) and Qn(x) satisfy. In particular, we are aiming to find two

real sequences {an} and {bn} such that

xPn = an−1Pn−1 + bnPn + anPn+1, (2.21)

for all n ∈ N0. We begin by rewriting the recurrence relation presented in

equation (2.17) as

Sn+1 = − q2n+1x

1− qn+1
Sn +

1 + q − qn+1

1− qn+1
Sn −

q

1− qn+1
Sn−1. (2.22)

Upon setting γn =
√
qn(q; q)n, we see that Pn = γnSn(x; q). By substituting

this into equation (2.21), we see that

Sn+1 =
γn
γn+1

1

an
xSn −

γn
γn+1

bn
an
Sn −

γn−1

γn+1

an−1

an
Sn−1. (2.23)

As Sn(x; q) is a polynomial of degree n, we may deduce an by comparing the

leading coefficients of both sides of this equation. In particular, we see that

(−1)n+1q(n+1)2

(q; q)n+1
=

(−1)nqn
f2

(q; q)n

√
qn(q; q)n√

qn+1(q; q)n+1

1

an
,
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after extracting the relevant coefficients from equation (2.18). Hence

an =
(−1)n

(−1)n+1

qn
2

q(n+1)2

(q; q)n+1

(q; q)n

√
(q; q)n√

(q; q)n+1

√
qn√
qn+1

= −q−2n− 3
2

√
1− qn+1.

With the sequence {an} now in hand, we can easily determine bn by comparing

equation (2.22) to equation (2.23). As such, we see that

1 + q − qn+1

1− qn+1
= − γn

γn+1

bn
an
,

or

bn = −1 + q − qn+1

1− qn+1

γn+1

γn
an.

Hence

bn =
1 + q − qn+1

1− qn+1

√
(q; q)n+1√
(q; q)n

√
qn+1

√
qn

q−2n− 3
2

√
1− qn+1

= [1 + q − qn+1]q−2n−1

= q−2n−1 + q−2n − q−n.

With the sequences {an} and {bn} now determined, we assert that the poly-

nomials Pn(x) and Qn(x) given by equations (2.19) and (2.20) respectively are

the two linearly independent solutions to the recurrence relation given by

xUn = −q−2n+ 1
2

√
1− qnUn−1

+ [q−2n−1 + q−2n − q−n]Un − q−2n− 3
2

√
1− qn+1Un+1.

We can now transform the right-hand side of equation (2.21) into some-

thing of the form −∆(pn−1∆xn−1) + q̃nxn, for real sequences {pn} and {q̃n}.
In particular, we note that

−∆(pn−1∆xn−1) + q̃nxn = −pn−1xn−1 + [pn + pn−1 + q̃n]xn − pnxn+1.

Then, by direct comparison, we see thatan = −pn,

bn = pn + pn−1 + q̃n,
=⇒

pn = −an,

q̃n = bn + an + an−1,

or, in other words,pn = q−2n− 3
2

√
1− qn+1,

q̃n = q−2n−1 + q−2n − q−n − q−2n− 3
2

√
1− qn+1 − q−2n+ 1

2
√

1− qn.
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Here, we draw special attention to the fact that pn > 0 for all n ∈ N0 — this

is crucial in our analysis, as it was consistently required of our sequence {pn}
in the sections prior. By solving the equation

−∆(pn−1∆xn−1) + q̃nxn = 0

with the above sequences {pn} and {q̃n}, we can immediately deduce that

the solutions are given by Pn(0) and Qn(0). By studying the behaviour of

these two solutions, we will be able to confirm that this expression is of the

limit-circle type, i.e., both solutions lie in `2.

First, we note that

Pn(0) =

√
qn

(q; q)n
and Qn(0) =

√
qn

(q; q)n

 n∑
k=1

[
n

k

]
q

(−1)kq(
k
2)+k

 ,

for n ≥ 0, where Q0(0) = 0. We can then utilise [23, Remark 3.1] to simplify

the polynomial Qn(0). In particular, we see that as

n∑
k=0

[
n

k

]
q

(−1)kq(
k
2)xk = (x; q)n,

we have
n∑
k=1

[
n

k

]
q

(−1)kq(
k
2)+k = (q; q)n − 1.

Therefore, for n ≥ 1, we can write Qn(0) as follows:

Qn(0) =

√
qn

(q; q)n
[(q; q)n − 1]

= Pn(0) [(q; q)n − 1] .

We will be able to conclude that {Pn(0)}n lies in `2 by the ratio test. In

particular, we note that∣∣∣∣(Pn+1(0))2

(Pn(0))2

∣∣∣∣ =

∣∣∣∣ qn+1

(q; q)n+1

(q; q)n
qn

∣∣∣∣
=

q

1− qn+1

→ q as n→∞,

since 0 < q < 1. As this expression tends to q, and q is strictly less than 1, we

may conclude that
∑∞

n=0
qn

(q;q)n
< ∞ by the ratio test. Hence, {Pn(0)} ∈ `2.

In order to determine whether Qn(0) lies in `2 or not, we first note that

(q; q)n =
n∏
k=1

(1− qk).
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Since 0 < q < 1, we have that 0 < 1 − qk < 1 for all k ∈ N. Then, it is

clear that (q; q)n is a decreasing function. Thus, (q; q)n−1 is also a decreasing

function with

(q; q)n − 1 ∈ (−1, 0)

for all n ≥ 1. Upon noting that Pn(0) > 0 for all n ∈ N0, we immediately see

that Qn(0) < 0 for all n ≥ 1. Furthermore, Pn(0) > |Qn(0)| for all n ∈ N0,

hence {Qn(0)} ∈ `2 by the comparison test. As both solutions {Pn(0)} and

{Qn(0)} lie in `2, we can conclude that the difference expression is of limit-

circle type.

Non-principal solutions play an instrumental role in the characterisation of

the extensions, so we must now show that the minimal operator Tmin associ-

ated to the expression whose solutions are the Stieltjes-Wigert polynomials is

bounded below. In fact, we must show more in order to further our analysis:

we need this operator to have a positive lower bound, else we are unable to

apply the theory to this example. Indeed, we could then invoke [14, Thm. 2.1]

to conclude that the equation Mx = 0 is non-oscillatory — certainly then

would there exist principal and non-principal solutions.

Let u ∈ D(Tmin) and consider the expression 〈Tminu, u〉. Then,

〈Tminu, u〉 =
∞∑
n=0

an−1un−1un + bn|un|2 + anun+1un

=

∞∑
n=0

[
−q−2n+ 1

2

√
1− qnun−1un + (q−2n−1 + q−2n − q−n)|un|2

−q−2n− 3
2

√
1− qn+1un+1un

]
=:

∞∑
n=0

sn.

(2.24)

Now,∣∣∣q−2n+ 1
2

√
1− qnun−1un

∣∣∣ =
∣∣∣q−n+1un−1q

−n− 1
2

√
1− qnun

∣∣∣
≤ 1

2

[
q−2n+2|un−1|2 + q−2n−1(1− qn)|un|2

]
,

by means of the binomial formula. Likewise,

|q−2n− 3
2

√
1− qn+1un+1un| =

∣∣∣q−n−1un+1q
−n− 1

2

√
1− qn+1un

∣∣∣
≤ 1

2

[
q−2n−2|un+1|2 + q−2n−1(1− qn+1)|un|2

]
.
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These two inequalities are essential as we can then estimate sn as follows:

sn ≥−
1

2

[
q−2n+2|un−1|2 + q−2n−1(1− qn)|un|2

]
+

[
q−2n−1 + q−2n − q−n

]
|un|2

− 1

2

[
q−2n−2|un+1|2 + q−2n−1(1− qn+1)|un|2

]
=− q−2n+2

2
|un−1|2 +

[
− q−2n−1(1− qn)

2
+ q−2n−1 + q−2n

− q−n − q−2n−1(1− qn+1)

2

]
|un|2 −

q−2n−2

2
|un+1|2

=− q−2n+2

2
|un−1|2 +

[
q−2n +

q−n−1

2
(1− q)

]
|un|2 −

q−2n−2

2
|un+1|2.

Since u ∈ D(Tmin), we now specify that un = 0 for all n > N for some

N ∈ N. From equation (2.24), it is clear that sn = 0 for all n > N . Hence, for

this particular u, we have

〈Tminu, u〉 =
N∑
n=0

sn

≥
N∑
n=0

[
−q
−2n+2

2
|un−1|2 +

[
q−2n +

q−n−1

2
(1− q)

]
|un|2

−q
−2n−2

2
|un+1|2

]
.

Since this sum has a finite number of terms, we can reorder and collect the

terms involving |un|2 together. Indeed, we may then deduce that

〈Tminu, u〉 ≥
N∑
n=0

q−n−1

2
(1− q)|un|2

≥
N∑
n=0

1− q
2q
|un|2

≥1− q
2q
‖u‖2,

since 0 < q < 1; note that 0 < 1−q
2q < ∞ for such q. Hence, Tmin possesses a

strictly positive lower bound γ = 1−q
2q , and so we have now confirmed that it

is valid to apply our result to this example.

Recall that the sequence u is the principal solution if limn→∞
un
vn

= 0 for

any solution v that is not a multiple of u. Then, consider the following limit:

lim
n→∞

Qn(0)

Pn(0)
= lim

n→∞
(q; q)n − 1.
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If this limit is not 0, then Qn(0) is not the principal solution. However, we

have already shown that (q; q)n − 1 ∈ (−1, 0) and is a decreasing function, so

lim
n→∞

(q; q)n − 1 ∈ [−1, 0).

As this limit is decidedly not 0, it must be true that Qn(0) is not the principal

solution. Likewise, if we instead consider limn→∞
Pn(0)
Qn(0) then we see that

lim
n→∞

Pn(0)

Qn(0)
= lim

n→∞

1

(q; q)n − 1
∈ (−∞, −1]

showing that Pn(0) is also not the principal solution. Now that we have

candidates for a non-principal solution, we are almost able to construct the

non-negative, self-adjoint extensions of the operator Tmin whose difference ex-

pression has solutions that are the Stieltjes-Wigert polynomials.

The final step we must take before we are able to do so is to determine the

kernel of the maximal operator Tmax, that is, find the sequence {ψn} — with

ψ0 = 1 — that forms a basis of kerTmax. Note that the general solution to

the equation −∆(pn−1∆un−1) + q̃nun = 0 is given by un = c1Pn(0) + c2Qn(0).

Then, as the kernel element must adhere to the initial condition given by

b0u0 + a0u1 = 0, we see that

b0u0 + a0u1 = q−1 [c1 + 0]− q−
3
2

√
1− q

[
c1

√
q

1− q
− c2

√
q

1− q
q

]
= c2,

upon recalling that Q0(0) = 0. Therefore, c2 = 0 and c1 ∈ C is arbitrary.

However, since we require the kernel element ψ to have its first component

ψ0 = 1, we may set c1 = 1 as P0(0) = 1.

Recall that the condition within the domain of the extension is given by

lim
k→∞

pkgkgk+1

[
uk
gk

∆

(
ψk
gk

)
−
ψk+1

gk+1
∆

(
uk
gk

)]
= βcu‖ψ‖2,

for u ∈ D(Tmax) and β ≥ 0. Then, with all of the pieces necessary to construct

the extensions now in hand, we specify the following: both the sequence {gn}
and the kernel element ψ may be chosen to be P (0), i.e.,

gn = Pn(0) and ψn = Pn(0),

for all n ∈ N0. Hence, the condition can be written as

lim
k→∞

pkPk(0)Pk+1(0)

[
−∆

(
uk

Pk(0)

)]
= βcu‖P (0)‖2, (2.25)
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for β ≥ 0, since ∆(c) = 0 for any constant c. We can simplify this condition

by first recognising that

−∆

(
uk

Pk(0)

)
=
ukPk+1(0)− Pk(0)uk+1

Pk(0)Pk+1(0)
.

We also note that ‖P (0)‖2 may be written in terms of a basic hypergeometric

series. In particular, we have

‖P (0)‖2 =
∞∑
n=0

qn

(q; q)n

= 1φ0

(
0

−
; q, q

)
.

Remark. We may then use the identity

1φ0

(
a

−
; q, z

)
=

(az; q)∞
(z; q)∞

,

expressed in [18], to conclude that

1φ0

(
0

−
; q, q

)
=

∞∏
n=0

1− 0 · qn+1

1− qn+1

=
1∏∞

n=1(1− qn)
.

The denominator is of precisely the form expressed in the Pentagonal Number

Theorem [9], originally proved by Euler, which states that

∞∏
n=1

(1− xn) =

∞∑
k=−∞

(−1)kx
k(3k−1)

2

= 1 +
∞∑
k=1

(−1)k
(
x

k(3k+1)
2 + x

k(3k−1)
2

)
.

Hence, for x = q, the reciprocal of this formula produces an alternative ex-

pression for ‖P (0)‖2.

Furthermore, upon recalling Lemma 1.2.11, i.e.,

D(Tmax) = D(TF )u kerTmax,

we can simplify our current result. Indeed, a sequence u ∈ D(TF ) can be

written as u = (u − c̃uψ) + c̃uψ where u − c̃uψ ∈ D(TF ) and c̃uψ ∈ kerTmax.

As D(TF ) ⊆ Q(tF), we must have

lim
n→∞

un − c̃uPn(0)

Pn(0)
= 0,
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or, in other words, limn→∞
un

Pn(0) = c̃u. Finally, we may then write equa-

tion (2.25) as

lim
k→∞

q−2k− 3
2

√
1− qk+1 [ukPk+1(0)− Pk(0)uk+1] = β1φ0

(
0

−
; q, q

)
lim
k→∞

uk
Pk(0)

or, more compactly,

lim
k→∞

Wk(u, P (0)) = β1φ0

(
0

−
; q, q

)
lim
k→∞

uk
Pk(0)

,

after observing that the left-hand side is precisely the Wronskian as presented

in equation (2.3). Hence, the domains of the non-negative, self-adjoint exten-

sions TB of Tmin — excluding the Friedrichs extension — are of the form

D(TB) =

{
u ∈ D(Tmax)

∣∣∣∣∣ lim
k→∞

Wk(P (0), u) = β1φ0

(
0

−
; q, q

)
lim
k→∞

uk
Pk(0)

}
,

for some β ≥ 0.

Although we have neglected the Friedrichs extension in this example so

far, we are able to determine an explicit characterisation of D(TF ) by means

of Corollary 2.5.2. Indeed, we complete this chapter — and half of the thesis

— with the following: the domain of the Friedrichs extension is given by

D(TF ) =

{
u ∈ D(Tmax)

∣∣∣∣ lim
k→∞

uk
Pk(0)

= 0

}
=

{
u ∈ D(Tmax)

∣∣∣∣∣ lim
k→∞

√
(q; q)k
qk

uk = 0

}
,

for 0 < q < 1.
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Chapter 3

Preliminaries: Extensions of

Linear Relations

3.1 Linear Relations in Hilbert Spaces

Chapter 1 was devoted to the introductory material necessary for understand-

ing Chapter 2; likewise, this chapter presents the fundamental definitions and

theory required in Chapter 4. Due to the parallels between the topics covered

in the two halves of this thesis, we choose to follow the delivery of Chapter 1,

making reference to any similarities and differences that naturally arise. The

definitions and theory presented can be found in [24], [33] and [34], amongst

others.

Firstly, let H1 and H2 be Hilbert spaces. Now, if we equip the space

H1 ×H2 with the inner product〈
(x, y), (x′, y′)

〉
H1×H2

=
〈
x, x′

〉
H1

+
〈
y, y′

〉
H2
, (x, y), (x′, y′) ∈ H1 ×H2,

then it can be shown that (H1 ×H2, 〈·, ·〉H1×H2
) forms a Hilbert space. This

may seem familiar so far; indeed, to a linear operator T : D(T ) → H2, where

D(T ) ⊆ H1, we can associate its graph, as described in Definition 1.1.19.

Then, we can think of an operator as the set of pairs (x, Tx) in H1 ×H2, for

x ∈ D(T ). Here, the second component is entirely dictated by the first: T is

a linear operator, so x is mapped to the unique element Tx ∈ R(T ) ⊆ H2.

If T is a multi-valued operator instead, that is, x may be mapped to more

than one element in H2, then does it still make sense to consider the graph of

T? We introduce linear relations (often, the ‘linear’ is dropped) as a means of

answering this question.

Definition 3.1.1. Let H1 and H2 be Hilbert spaces over the complex field C.

Any subspace S of H1 ×H2 is called a linear relation from H1 to H2.

65



Remark. Let G(T ) be the graph associated to a linear operator T : D(T )→ H2,

where D(T ) ⊆ H1. It is then clear that a graph is an example of a linear

relation. In fact, we can say more: linear relations are a generalisation of the

graph.

Now that we have defined the term ‘linear relation’, we continue by pre-

senting the way in which we are to interpret the interactions between them.

Let S ⊆ H1×H2 and T ⊆ H1×H2 be two linear relations. The sum of S and

T , denoted by S + T , is the relation given by

S + T = {(x, y + z) ∈ H1 ×H2 | (x, y) ∈ S, (x, z) ∈ T} ,

whereas their componentwise sum, denoted by S +̂T , is the relation given by

S +̂T =
{

(x+ x′, y + y′) ∈ H1 ×H2

∣∣ (x, y) ∈ S, (x′, y′) ∈ T
}
.

Moreover, the product of S ⊆ H1 ×H2 and U ⊆ H2 ×H3, denoted by US, is

the relation given by

US = {(x, z) ∈ H1 ×H3 | (x, y) ∈ S, (y, z) ∈ U} ,

and, for λ ∈ C, the relation

λS = {(x, λy) ∈ H1 ×H2 | (x, y) ∈ S} ,

demonstrates how we are to interpret scalar multiplication.

When we speak of an operator, there are many additional notions that

come along with it: operators have domains, ranges, perhaps an inverse, etc.

The following definition covers what will be the companions to these concepts.

Definition 3.1.2. Let S ⊆ H1 ×H2 be a linear relation. The domain of S is

given by the set

D(S) = {x ∈ H1 | (x, y) ∈ S for some y ∈ H2} ,

whilst the range of S is given by the set

R(S) = {y ∈ H2 | (x, y) ∈ S for some x ∈ H1} .

The inverse relation S−1 is given by the set

S−1 = {(y, x) ∈ H2 ×H1 | (x, y) ∈ S} .

Remark. Note that the inverse relation always exists, unlike the inverse oper-

ator.
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Immediately, we have the following relationship between the domain and

range of a relation S and its inverse S−1:

D(S−1) = R(S) and R(S−1) = D(S).

Furthermore, we may speak about when a relation is densely defined, precisely

as in the operator setting.

Definition 3.1.3. Let S ⊆ H1 ×H2 be a linear relation. If D(S) is dense in

H1, then S is a densely defined linear relation.

Remark. Let T be a linear operator and set S = G(T ). It can be seen that the

definitions above are consistent to those presented in the operator setting. As

we progress through this chapter, it is worth keeping this example in mind in

order to appreciate the power that linear relations have.

Given an operator T , it is often useful to analyse its kernel, i.e., the set

of elements in D(T ) that are mapped to zero; this concept translates into

the relations setting as one might expect. In particular, we express this set

formally in the following definition, along with another crucial set: the multi-

valued part.

Definition 3.1.4. Let S ⊆ H1 ×H2 be a linear relation. The kernel of S is

given by the set

kerS = {x ∈ H1 | (x, 0) ∈ S} ,

whilst the multi-valued part of S is given by the set

mulS = {y ∈ H2 | (0, y) ∈ S} .

These two sets exhibit the following useful relationship, similar to the

domain and range of S and its inverse:

kerS−1 = mulS and mulS−1 = kerS.

Remark. If T is a linear operator and S = G(T ), then mulS = {0}. Conversely,

if mulS = {0}, then S is the graph of some linear operator T . This makes

sense: we do not expect a non-trivial multi-valued part to an operator that is

not multi-valued!

It is useful to know when an operator is closed (or, at least, closable) as we

are then able to apply certain theory or techniques to any analysis undertaken.

We also have the notion of closed linear relations, as expressed in the following

definition.
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Definition 3.1.5. Let S ⊆ H1 ×H2 be a linear relation. The closure S of S

is given by the set closure of S in H1 ×H2. If S = S, then we say that S is a

closed linear relation.

Computing the multi-valued part of a closed relation has a useful conse-

quence: we may decompose a relation into the orthogonal sum of a graph and

a purely multi-valued relation. Indeed, let S be a closed linear relation in

H1 ×H2. Then, S has the componentwise orthogonal sum decomposition

S = Ss ⊕ Smul,

where

Ss = S 	 Smul and Smul = {0} ×mulS.

Alternatively, we may express Ss as the set

Ss = {(x, Py) | (x, y) ∈ S} ,

where P is the orthogonal projection onto (mulS)⊥ [33]. In particular, Ss

is called the operator part, or single-valued part, of S and is the graph of

some operator, whilst Smul is an entirely multi-valued relation, known as the

multi-valued part of S.

Remark. Note that Smul and mulS are different objects that are both referred

to as the multi-valued part — we hope that it is clear which will be meant

due to context, but we endeavour to be explicit if any confusion is possible.

There remains only one crucial relation left to present in this section: the

adjoint relation. We remarked after Definition 1.1.12 that if T was a densely

defined operator, then T ∗ would also be a linear operator. However, if T

is not densely defined, then T ∗ is not a linear operator: instead, it will be

multi-valued. One notable benefit of investigating linear relations is that the

adjoint relation S∗ of some linear relation S will always, again, be a linear

relation — we may apply the same theory to both S and S∗ indiscriminately.

In particular, we may sensibly define the adjoint of a non-densely defined

operator through linear relations.

Definition 3.1.6. Let S ⊆ H1×H2 be a linear relation. The adjoint relation

S∗ is the linear relation defined by

S∗ =
{

(x′, y′) ∈ H2 ×H1

∣∣∣ 〈y′, x〉H1
=
〈
x′, y

〉
H2

for all (x, y) ∈ S
}
.

Remark. The adjoint relation S∗ is, in fact, a closed relation. Furthermore,

from [15, Prop. 1.1], we have that for any relation S, its closure S is given by

S = S∗∗.
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The following result demonstrates a useful relationship that will arise dur-

ing the next chapter. In particular, we are able to determine when the adjoint

relation is, in fact, the graph of an operator.

Lemma 3.1.7. Let S ⊆ H1 ×H2 a linear relation. Then

mulS∗ = (D(S))⊥.

In particular, if S is densely defined, then the adjoint relation S∗ is the graph

of an operator.

Proof. Let S ⊆ H1×H2 be a linear relation. We begin the proof by computing

(D(S))⊥. Then,

(D(S))⊥ = {x ∈ H1 | (x, y) ∈ S}⊥

=
{
z ∈ H1

∣∣ 〈z, x〉H1
= 0 for all x ∈ D(S)

}
.

On the other hand, if z lies in mulS∗, then the corresponding element in S∗

is of the form (0, z). Hence,

mulS∗ =
{
z ∈ H1

∣∣ 〈z, x〉H1
= 〈0, y〉H2

for all (x, y) ∈ S
}

=
{
z ∈ H1

∣∣ 〈z, x〉H1
= 0 for all x ∈ D(S)

}
.

As the two sets are equal, we may conclude that mulS∗ = (D(S))⊥.

Now, let S be a densely defined linear relation. To show that S∗ is the

graph of an operator, we simply need to show that mulS∗ = {0}. Since

D(S) ⊆ H1, we may decompose H1 into the orthogonal sum

H1 = D(S)⊕ (D(S))⊥,

as discussed after Definition 1.1.3. Then, as D(S) is dense in H1 — that is,

D(S) = H1 — we may conclude that (D(S))⊥ = {0}. Hence mulS∗ = {0},
showing that S∗ is, indeed, the graph of an operator. �

With the adjoint relation now defined, we discuss what it means for a linear

relation to be symmetric or self-adjoint. In what follows, we set H1 = H2 = H.

Definition 3.1.8. Let S ⊆ H ×H be a linear relation. If S ⊆ S∗, then S is

called symmetric. If S = S∗, then S is called self-adjoint.

Remark. In other words, S ⊆ H×H is a symmetric linear relation if 〈y′, x〉H =

〈x′, y〉H for all (x, y), (x′, y′) ∈ S.

In Chapter 1, we made the distinction between positive and non-negative

operators. Here, we are only interested in non-negative relations, as expressed

in the following definition.
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Definition 3.1.9. Let S ⊆ H × H be a linear relation. If 〈y, x〉 ≥ 0 for all

(x, y) ∈ S, then S is said to be non-negative.

Throughout the thesis so far, symmetry is rarely mentioned without sec-

toriality. Then, in the final definition of this section, we introduce the concept

of sectoriality in the relations setting.

Definition 3.1.10. Let S ⊆ H ×H be a linear relation. If

| Im 〈y, x〉| ≤ tanα
(
Re 〈y, x〉 − γ‖x‖2

)
, γ ∈ R, α ∈

[
0,
π

2

)
,

for all (x, y) ∈ S, then S is said to be sectorial. Furthermore, γ and α are

referred to as the vertex and semi-angle, respectively.

Remark. Note that this definition is in line with the alternative description of

a sectorial form as given in the remark following Definition 1.1.30.

Remark. If S is a non-negative relation, then S is also sectorial with vertex

γ = 0 and any semi-angle α: for simplicity, we choose α = 0.

We conclude this section by reiterating that the definitions presented here

are valid for whenever S is the graph of an operator T , further strengthening

the claim made at the start of this chapter: relations are a generalisation of

the graph. The next section will be devoted to presenting the extension theory

necessary for the remainder of the thesis.

3.2 Extension Theory of Linear Relations

In Section 1.2, we presented two methods of constructing extensions of opera-

tors: the von Neumann theory and the Krĕın-Vishik-Birman theory. Here, we

aim to deliver the analogous theory in the context of linear relations. Firstly,

the von Neumann theory will be described so that we may, again, document

the similarities between operators and linear relations. Then, Sections 3.2.2

and 3.2.3 document, in depth, the theory required to appreciate Chapter 4.

3.2.1 von Neumann Theory for Linear Relations

When discussing the von Neumann theory in Section 1.2.2, we noted that the

deficiency spaces of an operator T were fundamental in the construction of

the closed, symmetric extensions of T ; crucially, we decomposed the domain

of the adjoint operator into a particular sum and made use of isometric maps

between subspaces of the deficiency spaces. Here, the idea is the same. Then,

this section details the von Neumann theory with respect to linear relations,

as found in [15].
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First, we need to discuss how we are to interpret the notion of an extension

in the linear relations setting.

Definition 3.2.1. Let S ⊆ H1 × H2 be a linear relation. Any subspace S̃

that satisfies S ⊆ S̃ ⊆ H1 ×H2 is called an extension of S.

As per the von Neumann theory, our objective is as follows: we wish to

construct the closed, symmetric extensions S̃ of a closed, symmetric relation

S. Thus, let S be a symmetric relation. Immediately, we note that S is, again,

a closed relation and is the smallest closed extension of S. Likewise, we have

that (S)∗ = S∗. As such, abstractly, we may simply assume that S is a closed

relation to begin with.

Definition 3.2.2. Let S ⊆ H ×H be a linear relation. The closed subspaces

N+ and N− defined by

N+ ≡ N+(S) := {(x, y) ∈ S∗ | (−iy, ix) = (x, y)}

= {(x, ix) | x ∈ D(S∗)} ∩ S∗

and

N− ≡ N−(S) := {(x, y) ∈ S∗ | (−iy, ix) = (−x,−y)}

= {(x,−ix) | x ∈ D(S∗)} ∩ S∗

are called the deficiency spaces of S. The dimensions of these subspaces,

denoted by m+(S) and m−(S) respectively, are called the deficiency indices.

Remark. To see why this construction seems reasonable, let T be a closed sym-

metric operator and recall that N±(T ) = ker (T ∗ ∓ iI) from Definition 1.2.7.

Immediately, we observe that

N±(T ) = {x ∈ D(T ∗) | (T ∗ ∓ iI)x = 0}

= {x ∈ D(T ∗) | T ∗x = ±ix} .

We may then convert these calculations into the graph setting since there is

a one-to-one correspondence between operators and graphs. Essentially, as

N±(G(T )) ⊆ G(T ∗) for G(T ) the graph of T , we see that N±(G(T )) is such

that

N±(G(T )) = {(x, T ∗x) | x ∈ D(T ∗) and T ∗x = ±ix}

= {(x,±ix) | x ∈ D(T ∗)} ∩ G(T ∗).

Thus, when T is an operator, the two definitions coincide.
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In Theorem 1.2.8, we demonstrated how one could decompose the domain

of the adjoint operator T ∗ of a closed, symmetric operator T into

D(T ∗) = D(T )uN+(T )uN−(T ).

We now disclose the analogous decomposition by means of the following the-

orem.

Theorem 3.2.3 ([15, Thm. 1.2]). Let S ⊆ H × H be a closed symmetric

relation whose deficiency spaces are given by N+(S) and N−(S). Then

S∗ = S ⊕N+(S)⊕N−(S).

Since S is closed, symmetric relation, [15, Prop. 1.1] gives that

S ⊂ S̃ ⊂ S̃∗ ⊂ S∗,

for any symmetric extension S̃ of S. Then, we are able to characterise the

closed symmetric extensions S̃ by noting that they are all to be restrictions of

S∗. As such, we have the following theorem.

Theorem 3.2.4 ([15, Thm. 1.6]). Let S ⊆ H × H be a closed, symmetric

linear relation. If S̃ is a closed, symmetric extension of S, then S̃ = S ⊕N ,

where N is a subspace of N+(S)⊕N−(S) that satisfies

N = {(x, ix) + J(x, ix) | (x, ix) ∈ D(J) ⊆ N+(S)} ,

where J : D(J)→ R(J) ⊆ N−(S) is some linear isometry with closed domain

D(J) ⊆ N+(S). The reverse also holds: for every space N of this form, there

exists a unique closed, symmetric extension S̃ of S satisfying S̃ = S ⊕N .

Remark. This theorem is the analogue of Theorem 1.2.9.

For completeness, we conclude this section by presenting the following

definition along with one final corollary to the theorem above.

Definition 3.2.5. Let S ⊆ H ×H be a symmetric linear relation. If the only

symmetric extension of S is S itself, then S is said to be maximal symmetric.

In the operator case, equality between the deficiency indices allowed us to

classify different types of extensions. This concept translates accordingly in

the context of relations, as demonstrated in the following corollary.

Corollary 3.2.6. Let S ⊆ H × H be a linear relation. If precisely one of

the deficiency indices m+(S) or m−(S) is equal to zero, then S is a maximal

symmetric relation. If both are equal to zero, that is, m+(S) = m−(S) = 0,

then S is self-adjoint.
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The von Neumann theory is instantly recognisable no matter the setting

due to its reliance on the decomposition that uses the adjoint and the deficiency

spaces. We also hope that this section has given some insight into why linear

relations have value: the von Neumann theory is not only transferable, but

also more general when considering relations. The next section, however, aims

to construct the closed, sectorial extensions of a sectorial relation S by means

of sesquilinear forms.

3.2.2 The Friedrichs Extension of a Sectorial Relation

In the previous section, we presented the von Neumann theory for linear re-

lations; Sections 1.2.2 and 3.2.1 can be thought of as companion sections due

to the more than intimate connection between the theory presented. For the

purpose of symmetry, this section can be thought of as the analogue to Sec-

tion 1.2.3 as, here, we construct both the Friedrichs and Krĕın extension of a

sectorial linear relation. Although the theory utilises an association between

sesquilinear forms and sectorial relations, we assert that the Friedrichs exten-

sion will not form the basis for any extension other than the Krĕın extension

— the Krĕın-Vishik-Birman theory for linear operators is only tangentially

related, this time. We remark that the theory presented in this section may

be found in [33].

We have established that a relation can be symmetric or sectorial, and

Definition 3.2.5 introduced the notion of maximal symmetric relations. The

following definition completes the set by discussing maximal sectorial rela-

tions.

Definition 3.2.7. Let S ⊆ H ×H be a sectorial linear relation. If the only

sectorial extension of S is S itself, then S is said to be maximal sectorial.

The theory that we present here, and in what follows, concerns itself with

sectorial linear relations whose vertex is at the origin, i.e., γ = 0. Then, we

introduce an important theorem that will form the bulk of the work undertaken

in the final chapter of the thesis.

Theorem 3.2.8 ([33, Thm. 4.3]). Let a be a closed sectorial form in a Hilbert

space H with vertex γ = 0 and semi-angle α, where α ∈
[
0, π2

)
. Then, there

exists a unique maximal sectorial relation S in H with γ = 0 and semi-angle

α such that

D(S) ⊆ Q(a), (3.1)

and, for every (x, y) ∈ S and k ∈ Q(a),

a [x, k] = 〈y, k〉 . (3.2)
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Remark. The converse of this theorem is also true: for every maximal sectorial

relation S with vertex γ = 0 and semi-angle α ∈
[
0, π2

)
, there exists a unique,

closed sectorial form a that satisfies both equation (3.1) and (3.2).

Remark. Note that if a is a densely defined form, then S is the graph of a

maximal sectorial operator.

The proof of this theorem is insightful: it constructs a candidate relation

S before proving that S does indeed possess the desired properties. Since we

follow the steps outlined in this construction during Chapter 4, we choose to

present the method of constructing the maximal sectorial extension S here.

Let (H, 〈·, ·〉) be a Hilbert space and a a closed sectorial form with vertex

γ = 0 and semi-angle α ∈
[
0, π2

)
. Denote by Q(a) ⊆ H its form domain.

Then, by Definition 1.1.31, (Q(a), ‖ · ‖a) is a Hilbert space, where

‖x‖a = (aRe [x, x] + 〈x, x〉)
1
2 , x ∈ Q(a).

This norm is induced by an inner product, say 〈·, ·〉a.

Let â be the form defined by

â [x, y] = a [x, y] + 〈x, y〉 ,

for x, y ∈ Q(â) = Q(a). This form will also be sectorial with vertex γ = 0 and

semi-angle α ∈
[
0, π2

)
; this is immediate, since the numerical range Θ(â) is

simply a translation of Θ(a) in the complex plane by precisely 1 to the right.

Remark. If we suppress the entries of the form â, then we will write â = a+1:

the 1 signifies the `2-inner product.

Our first objective is to verify that â is a bounded form in (Q(a), ‖ · ‖a); if

it is, then we may invoke the Riesz Representation Theorem (see, for example,

[43, Thm. 3.8-4]) and associate to it a bounded linear operator B : Q(a) →
Q(a) such that

â [x, y] = 〈Bx, y〉a , x, y ∈ Q(a). (3.3)

Then, we wish to find a real constant c such that

|â [x, y] | ≤ c‖x‖a‖y‖a,

for all x, y ∈ Q(a). Since

‖x‖ ≤ ‖x‖a, x ∈ Q(a), (3.4)

we immediately observe that

|â [x, y] | = |a [x, y] + 〈x, y〉 | ≤ |a [x, y] |+ | 〈x, y〉 |

≤ |a [x, y] |+ ‖x‖‖y‖,

≤ |a [x, y] |+ ‖x‖a‖y‖a,
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after an application of the Cauchy-Schwarz inequality. In order to estimate

|a [x, y] |, we first disclose the following lemma [33].

Lemma 3.2.9. Let H be a Hilbert space and let a be a sectorial form with

vertex γ = 0 and semi-angle α, where α ∈
[
0, π2

)
. Then, the following estimate

holds for all x, y ∈ Q(a):

|a [x, y] | ≤ (1 + tanα)aRe [x, x]
1
2 aRe [y, y]

1
2 .

With this lemma in mind, it is clear that

|â [x, y] | ≤ (1 + tanα)aRe [x, x]
1
2 aRe [y, y]

1
2 + ‖x‖a‖y‖a

≤ (1 + tanα) (aRe [x, x] + 〈x, x〉)
1
2 (aRe [y, y] + 〈y, y〉)

1
2 + ‖x‖a‖y‖a

= (2 + tanα)‖x‖a‖y‖a.

Thus, the form â is bounded in (Q(a), ‖ · ‖a) and so there exists a unique,

bounded linear operator B such that equation (3.3) holds. Consequently, we

see that following equality holds for all x ∈ Q(a):

Re 〈Bx, x〉a = Re (â [x, x]) = Re (a [x, x]) + Re 〈x, x〉 = aRe [x, x] + 〈x, x〉 .

Then, it is clear that

‖x‖2a = aRe [x, x] + 〈x, x〉 = Re 〈Bx, x〉a ≤ | 〈Bx, x〉a | = |â [x, x] |,

for all x ∈ Q(a). We may then invoke [33, Lem. 4.1] to deduce that the

operator B is invertible. Moreover, B−1 is a bounded operator in Q(a) and

satisfies ‖B−1‖a ≤ 1.

Now, fix ω ∈ H and consider the linear mapping k 7→ 〈k, ω〉; this map is

a linear functional from Q(a)→ C that is defined for all k ∈ Q(a). From the

Cauchy-Schwarz inequality and equation (3.4), it follows that

| 〈k, ω〉 | ≤ ‖k‖‖ω‖ ≤ ‖ω‖‖k‖a, k ∈ Q(a).

Since we have found a real constant c such that | 〈k, ω〉 | ≤ c‖k‖a for all

k ∈ Q(a), we may conclude that the mapping k 7→ 〈k, ω〉 is a bounded lin-

ear functional. Therefore, by the Riesz Representation Theorem for linear

functionals (see, for example, [43, Thm. 3.8-1]), there exists a unique element

ω̂ ∈ Q(a) such that for all k ∈ Q(a):

〈k, ω〉 = 〈k, ω̂〉a and ‖ω̂‖a ≤ ‖ω‖. (3.5)
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Note that the inequality ‖ω̂‖a ≤ ‖ω‖ holds since

‖ω̂‖a = sup
k∈Q(a),
‖k‖a=1

|〈k, ω̂〉a| = sup
k∈Q(a),
‖k‖a=1

|〈k, ω〉|

≤ sup
k∈Q(a),
‖k‖=1

|〈k, ω〉| ≤ sup
k∈`2,
‖k‖=1

|〈k, ω〉| = ‖ω‖,

where we have used the equality given in (3.5) in conjunction with inequal-

ity (3.4).

Since the operator B is invertible, we have

〈ω, k〉 = 〈ω̂, k〉a =
〈
BB−1ω̂, k

〉
a
,

for all k ∈ Q(a). Then, from equation (3.3), we have〈
BB−1ω̂, k

〉
a

= â
[
B−1ω̂, k

]
= a

[
B−1ω̂, k

]
+
〈
B−1ω̂, k

〉
.

By piecing together these two equalities, we see that

a
[
B−1ω̂, k

]
=
〈
ω −B−1ω̂, k

〉
, k ∈ Q(a). (3.6)

Upon recalling equation (3.2), the form a aims to satisfy a [x, k] = 〈y, k〉 for

all (x, y) ∈ S and k ∈ Q(a). A direct comparison to equation (3.6) gives us an

indication of how to continue.

Indeed, define the linear mapping A from H to Q(a) by Aω = B−1ω̂. If

we are to interpret A as a mapping from H to H instead — that is, we embed

B−1ω̂ in H — we obtain the following estimate:

‖Aω‖ ≤ ‖Aω‖a by equation (3.4)

= ‖B−1ω̂‖a since Aω = B−1ω̂

≤ ‖ω̂‖a since ‖B−1‖a ≤ 1

≤ ‖ω‖ by equation (3.5).

Hence, the operator A is, in fact, a bounded linear operator on H.

This operator A is fundamental in the construction of the maximal secto-

rial relation S associated to the closed sectorial form a. In particular, when

considering the operator A from H to H, the maximal sectorial relation S —

also from H to H — with vertex γ = 0 and semi-angle α ∈
[
0, π2

)
, is given by

S = {(Aω, ω −Aω) | ω ∈ H} . (3.7)

Furthermore, the relation S + I has a few notable properties that we wish

to draw attention to. Firstly, as I is defined on all of H, we are to interpret

the domain of S + I by

D(S + I) = D(S) = {Aω | ω ∈ H} .
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Then, upon recalling how one is to interpret the addition of two linear relations,

we see that

S + I = {(Aω, ω −Aω +Aω) | ω ∈ H}

= {(Aω, ω) | ω ∈ H} .

It is then immediate that R(S + I) = H and ker (S + I) = {0}. Finally, we

remark that when S is a linear relation, the resolvent relation is given by the

relation (S−λI)−1 where λ ∈ C [13]. Then, upon letting λ = −1, we see that

(S + I)−1 = {(ω,Aω) | ω ∈ H} ,

demonstrating that (S+I)−1 coincides precisely with the graph of the operator

A.

In essence, when we are in possession of the bounded linear operator A,

as constructed above, we can easily express the maximal sectorial relation S

by means of equation (3.7). In order to verify that this relation does, indeed,

enjoy all of the relevant properties, we divert the reader’s attention to the

proof of Theorem 3.2.8 as stated in [33] i.e., [33, Thm. 4.3].

With the main theorem of this section described, we continue by intro-

ducing the Friedrichs extension SF and the Krĕın extension SK of a sectorial

relation S. Firstly, however, we require the following result.

Lemma 3.2.10 ([33, Lem. 4.2]). Let S ⊆ H ×H be a sectorial relation with

vertex γ = 0 and semi-angle α ∈
[
0, π2

)
. The form aS with

aS [x, z] = 〈y, z〉 , (x, y), (z, w) ∈ S,

and form domain Q(aS) = D(S) is well-defined, sectorial and closable.

Since the form aS is closable, denote by aSF
its closure. As this new form

is both closed and sectorial, we may associate to it a unique maximal sectorial

relation SF , say, by means of Theorem 3.2.8. We then invoke [33, Lem. 7.1] to

conclude that this construction of SF does, indeed, give rise to an extension

of S. The maximal sectorial relation SF constructed in this manner is the

Friedrichs extension of S.

Perhaps the most striking similarity with the Krĕın-Vishik-Birman theory

is that the Friedrichs extension is necessary for the construction of the Krĕın

extension, albeit not in quite the same way. Here, we define the Krĕın exten-

sion SK of a sectorial linear relation S to be the maximal sectorial relation

satisfying the following:

SK =
((
S−1

)
F

)−1
.
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This definition may seem complicated at first, but it may be unravelled me-

thodically. In particular, we take the inverse relation S−1 of S and associate

to it the form aS−1 , before finding its closure aS−1
F

. To this form, we may as-

sociate a unique maximal sectorial relation: this will be (S−1)F . Afterwards,

we merely need to take the inverse of this relation, that is,
((
S−1

)
F

)−1
— this

will give rise to the Krĕın extension SK of S.

Remark. This construction of the Krĕın extension coincides with that of [8],

which investigates the non-negative, self-adjoint extensions of positive, sym-

metric operators. Note that the Krĕın extension is referred to as the von

Neumann extension there.

3.2.3 Extremal Maximal Sectorial Relations

Whilst the previous section introduced a way of associating a sesquilinear form

a to a sectorial relation S, it did not yield a practical method of constructing

all of the sectorial extensions of S: we merely obtained the Friedrichs exten-

sion and Krĕın extension. This section aims to rectify this. We claim that

there exists an approximate comparison to the Krĕın-Vishik-Birman theory for

linear operators in the context of linear relations. The comparison may not

be perfect, but the theory presented in this section — extracted from [33] —

constructs the Friedrichs extension, the Krĕın extension and — crucially — all

extensions in between. Moreover, we may then associate to these extensions

a sesquilinear form, strengthening the initial claim.

Definition 3.2.11. Let S ⊆ H ×H be a sectorial relation with vertex γ = 0

and semi-angle α ∈
[
0, π2

)
and let aSK

be the form with domain Q(aSK
)

associated to the Krĕın extension of S. Let S̃ be a maximal sectorial extension

of S. Then S̃ is an extremal maximal sectorial extension of S if the closed

form aS̃ associated to S̃ satisfies the following two conditions:

Q(aS̃) ⊆ Q(aSK
) and aS̃ [x, y] = aSK

[x, y] for all x, y ∈ Q(aS̃).

Remark. In particular, we note that SF and SK are extremal maximal sectorial

extensions of a sectorial relation S.

We now make a short detour to explore this concept in the operator setting

as presented in Chapters 1 and 2. Let T be a positive, sectorial — thus,

symmetric — operator and TK its Krĕın extension. Then, by Theorem 1.2.16,

the form tK associated to TK is such that

tK [u, v] = tF
[
uF , vF

]
+ b1

[
uN , vN

]
= tF

[
uF , vF

]
,
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for elements u, v in Q(tK), where u = uF + uN and v = vF + vN for uF ,

vF ∈ Q(tF) and uN , vN ∈ Q(b1). Recall that in the construction of the Krĕın

extension, we must take the form b1 = 0 and Q(b1) = N = kerTmax. Now

let tB be the form associated to a non-negative, self-adjoint extension TB of

T , i.e.,

tB [u, v] = tF
[
uF , vF

]
+ b2

[
uN , vN

]
,

where u and v are to be decomposed as above. It is clear that any form tB

will satisfy Q(tB) ⊆ Q(tK) since Q(tK) has the largest possible domain: we

have taken the entirety of kerTmax for the form domain of b1 = 0.

On the other hand, if we wish for the equality

tB [u, v] = tF
[
uF , vF

]
+ b2

[
uN , vN

]
= tK [u, v]

= tF
[
uF , vF

]
to hold for all u, v ∈ Q(tB), then we must set b2

[
uN , vN

]
= 0 for all uN ,

vN ∈ Q(b2). Thus, if tB is an extremal maximal sectorial extension, then we

must fix b2 = 0 and merely require that Q(b2) is a subspace of N .

In fact, by analysing the dimension of N , we are able to say more. If

dimN = 1, as in Chapter 2, then there are only two subspaces NB of N :

either we take NB = {0} or NB = N . The former produces the Friedrichs

extension, whilst the latter, the Krĕın. This shows that, when dimN = 1,

these two extensions are the only extremal maximal sectorial extensions of T .

Conversely, if dimN ≥ 2, then there will exist other extremal extensions, as

we may simply choose any subspace of N that is neither non-trivial nor N
itself. We note that this remains true for the examples of relations we will

consider in Chapter 4.

The remainder of this section will be devoted to detailing the construction

of the extremal maximal sectorial extensions of a sectorial relation S. Let H

be a Hilbert space and S ⊆ H ×H a sectorial relation with vertex γ = 0 and

semi-angle α ∈
[
0, π2

)
. On R(S)×R(S), define the map〈

x′, y′
〉
R(S)

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
, (x, x′), (y, y′) ∈ S. (3.8)

The following lemma proves that such a map is well-defined, in addition to

being a semi-inner product.

Lemma 3.2.12. The map 〈·, ·〉R(S) as defined by equation (3.8) is a well-

defined, semi-inner product.

Proof. Let (x, x′), (x0, x
′), (y, y′) and (y0, y

′) lie in S. First, we show that

〈·, ·〉R(S) is well-defined, that is, the elements in S with the same second com-

ponent but different first components do not produce a different result. In
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other words, we require both〈
x′, y′

〉
R(S)

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
=

1

2

(〈
x′, y

〉
+
〈
x0, y

′〉)
and 〈

x′, y′
〉
R(S)

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
=

1

2

(〈
x′, y0

〉
+
〈
x, y′

〉)
to hold, i.e., 〈x, y′〉 = 〈x0, y

′〉 and 〈x′, y〉 = 〈x′, y0〉, and, in particular,〈
x− x0, y

′〉 = 0 and
〈
x′, y − y0

〉
= 0. (3.9)

Note that we may associate the form aS to S by means of Lemma 3.2.10. This

form, after applying Lemma 3.2.9, admits a useful consequence:

|
〈
x′, y

〉
| = |aS [x, y] | ≤ (1 + tanα) ((aS)Re [x, x])

1
2 ((aS)Re [y, y])

1
2

= (1 + tanα)
(
Re
〈
x′, x

〉) 1
2
(
Re
〈
y′, y

〉) 1
2 , (3.10)

for all (x, x′), (y, y′) ∈ S, since

(aS)Re [x, x] = Re (aS [x, x]) = Re
〈
x′, x

〉
, (x, x′) ∈ S.

Furthermore, since S is a subspace, it is clear that (x− x0, 0) and (y − y0, 0)

must also lie in S. Then, for (y, y′), (x− x0, 0) ∈ S, we have

|
〈
y′, x− x0

〉
| ≤ (1 + tanα)

(
Re
〈
y′, y

〉) 1
2 (Re 〈0, x− x0〉)

1
2 ,

whilst for (x, x′), (y − y0, 0) ∈ S, we have

|
〈
x′, y − y0

〉
| ≤ (1 + tanα)

(
Re
〈
x′, x

〉) 1
2 (Re 〈0, y − y0〉)

1
2 .

Since 〈0, x− x0〉 = 〈0, y − y0〉 = 0, the left-hand side of these inequalities must

also equal zero, proving that the conditions given in (3.9) are satisfied. Thus,

the map is well-defined.

Upon recalling Definition 1.1.1, a semi-inner product differs to an inner

product by only one property: one of the conditions present in (IP4) states

that 〈x, x〉 = 0 ⇐⇒ x = 0, but for a semi-inner product, this does not

have to hold. Then, it is easy to see that 〈·, ·〉R(S) satisfies the first three

properties and 〈x′, x′〉R(S) ≥ 0 for all x′ ∈ R(S) by virtue of 〈·, ·〉 being an

inner product. �

We now show that there may exist an (x, x′) ∈ S — thus, an x′ ∈ R(S)

— such that 〈x′, x′〉R(S) = 0. Indeed, let (x, x′) ∈ S, then

〈
x′, x′

〉
R(S)

=
1

2

(〈
x′, x

〉
+
〈
x, x′

〉)
= Re

〈
x′, x

〉
.
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Hence, 〈x′, x′〉R(S) = 0 if and only if Re 〈x′, x〉 = 0. In fact, we observe that

〈x′, x′〉R(S) = 0 if and only 〈x′, x〉 = 0, since for a sectorial relation S, we have

| Im 〈x′, x〉| ≤ (tanα) Re 〈x′, x〉 for all (x, x′) ∈ S. Thus, the existence of an

element (x, x′) ∈ S satisfying 〈x′, x〉 = 0 demonstrates that the map 〈·, ·〉R(S)

is not an inner product, but rather a semi-inner product on R(S)×R(S).

This argument is pivotal in the construction of the extremal maximal sec-

torial extensions of S; it demonstrates precisely which elements in S prevent

〈·, ·〉R(S) from being an inner product. Then, let R0 be the set of those ele-

ments, i.e.,

R0 =
{
x′ ∈ R(S)

∣∣ there exists (x, x′) ∈ S such that
〈
x′, x

〉
= 0
}
. (3.11)

There exists an alternative characterisation of R0 that we frequently make use

of, as expressed in the following lemma.

Lemma 3.2.13 ([33, Lem. 8.1]). Let S be a sectorial linear relation with vertex

γ = 0 and semi-angle α ∈
[
0, π2

)
. The set R0 as described by equation (3.11)

admits the following representation:

R0 = R(S) ∩mulS∗.

Since R0 is contained within R(S), we naturally obtain the quotient space

R(S)/R0. By factoring out these terms, we assert that the space R(S)/R0

endowed with the inner product〈
[x′], [y′]

〉
R(S)/R0

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
, (x, x′), (y, y′) ∈ S. (3.12)

forms a pre-Hilbert space, where [x′] and [y′] denote the equivalence classes

containing x′ and y′ respectively. Let (HS , 〈·, ·〉HS
) denote the completion of

the pre-Hilbert space R(S)/R0.

Now, define the form b′ on R(S)/R0 by

b′
[
[x′], [y′]

]
=
i

2

(〈
x, y′

〉
−
〈
x′, y

〉)
, (x, x′), (y, y′) ∈ S, (3.13)

where [x′], [y′] ∈ Q(b′) = R(S)/R0. Notably, this is a well-defined symmetric

form: it is well-defined through an argument similar to that presented in the

proof of Lemma 3.2.12. Furthermore, b′ is a bounded form on HS . Indeed,

for (x, x′), (y, y′) ∈ S, we see that

∣∣b′ [[x′], [y′]]∣∣ =

∣∣∣∣ i2 (〈x′, y〉− 〈x, y′〉)
∣∣∣∣

≤ 1

2

(∣∣〈x′, y〉∣∣+
∣∣〈y′, x〉∣∣) .
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An application of inequality (3.10) then yields

|b′
[
[x′], [y′]

]
| ≤ (1 + tanα)

(
Re
〈
x′, x

〉) 1
2
(
Re
〈
y′, y

〉) 1
2 . (3.14)

Furthermore, the inner product given in equation (3.12) gives rise to the fol-

lowing equality:〈
[x′], [x′]

〉
R(S)/R0

= Re
〈
x′, x

〉
, (x, x′) ∈ S.

Then, we may insert this equation back into the inequality (3.14) to conclude

that

|b′
[
[x′], [y′]

]
| ≤ (1 + tanα)‖[x′]‖R(S)/R0

‖[y′]‖R(S)/R0

= (1 + tanα)‖[x′]‖HS
‖[y′]‖HS

,

since ‖[x′]‖R(S)/R0
= ‖[x′]‖HS

for [x′] ∈ R(S)/R0. As such, b′ is a well-defined

symmetric form that is bounded on R(S)/R0. Its closure b′ (henceforth called

b) is then a well-defined, closed symmetric form that is bounded on HS , and so

we may associate to it a bounded self-adjoint operator upon invoking the Riesz

Representation Theorem. In particular, there exists a self-adjoint operator BS ,

that is bounded on HS , such that

b
[
[x′], [y′]

]
=
〈
BS [x′], [y′]

〉
HS

, (x, x′), (y, y′) ∈ S. (3.15)

This operator BS is fundamental in the construction of the extremal maximal

sectorial extensions of S, as we will see in the subsequent definitions and

theorems.

First, we define the linear relation U ⊆ H ×HS by

U =
{

(x, [x′]) ∈ H ×HS

∣∣ (x, x′) ∈ S
}
. (3.16)

The relation U is merely a modification of S: the second component is now

the corresponding element in R(S)/R0 ⊆ HS . Next, define the linear relation

V ⊆ HS ×H by

V =
{

((I + iBS)[x′], x′) ∈ HS ×H
∣∣ (x, x′) ∈ S

}
, (3.17)

where I is the identity operator on HS and BS is defined as in equation (3.15).

Remark. If BS is the zero operator on HS , then V U = S.

The relations U and V defined in this way enjoy several useful properties.

Firstly, U is the graph of an operator. This is evident upon letting (0, x′) ∈ S:

it is clear that x′ will then lie in R0 and so [x′] = 0. Moreover,

mulV =
{
x′ ∈ R(S)

∣∣ (I + iBS)[x′] = 0 and (x, x′) ∈ S
}

=
{
x′ ∈ R(S)

∣∣ [x′] = 0 and (x, x′) ∈ S
}
,

82



since ker (I + iBS) = {0}. Indeed, let x ∈ ker (I + iBS). Then, since both I

and BS are self-adjoint operators, for any y ∈ HS , we have

0 = 〈(I + iBS)x, y〉HS
= 〈x, (I − iBS)y〉HS

= 〈x, y〉HS
+ i 〈x,Bsy〉HS

.

Upon specifying y = x, we see that

0 = 〈x, x〉HS︸ ︷︷ ︸
≥0

+i 〈x,Bsx〉HS︸ ︷︷ ︸
∈R

,

since 〈·, ·〉HS
is an inner product. For this equality to hold, we must have that

both terms equal zero and, in particular, 〈x, x〉 = 0. Hence, x must equal 0,

and so ker (I + iBS) = {0}.
Upon further inspection, the set mulV is precisely the set R0 since, for

x′ ∈ R(S), we have [x′] = 0 ⇐⇒ x′ ∈ R0. Furthermore, the relation V ∗ is

the graph of an operator, however we first need the following lemma before

we can prove this statement.

Lemma 3.2.14. Let M be a dense subspace of a Hilbert space H and T : H →
H a bounded linear operator. Then,

R(T �M) = R(T ).

Proof. Verifying that R(T �M) ⊆ R(T ) is immediate: as R(T �M) ⊆ R(T ),

we have R(T �M) ⊆ R(T ).

Conversely, to prove that R(T ) ⊆ R(T �M), we begin by letting x be an

element in R(T ). Then, there exists a sequence in R(T ) that converges to

x or, in other words, there exists a sequence {yn} in D(T ) = H such that

Tyn → x as n→∞.

Fix an n ∈ N. Since M is dense in H, there exists a sequence {zn,k}k in

M such that ‖zn,k − yn‖ → 0 as k → ∞. In particular, we may choose a

subsequence of zn,k such that ‖zn,k − yn‖ ≤ 1
k for all n and k. We need to

show that there exists a sequence in R(T �M) that converges to x, i.e., there

exists a sequence {pn} in M such that Tpn → x as n→∞.

Let pn = zn,n. Then,

‖Tpn − x‖ = ‖Tzn,n − x‖ = ‖Tzn,n − Tyn + Tyn − x‖

≤ ‖Tzn,n − Tyn‖+ ‖Tyn − x‖

≤ ‖T‖‖zn,n − yn‖+ ‖Tyn − x‖

≤ ‖T‖
n

+ ‖Tyn − x‖,
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since T is a bounded operator. Then, upon taking n→∞, we see that

‖Tpn − x‖ ≤
‖T‖
n

+ ‖Tyn − x‖ → 0,

verifying that there exists a sequence inR(T �M) that converges to x ∈ R(T ),

as required. �

With this lemma in hand, we may now prove the following statement.

Lemma 3.2.15. The adjoint relation V ∗ of the linear relation V , as defined

in equation (3.17), is the graph of an operator.

Proof. To prove that V ∗ is the graph of an operator, we must first prove that

V is densely defined, that is, D(V ) = HS . Since

D(V ) =
{

(I + iBS)[x′]
∣∣ (x, x′) ∈ S

}
,

this is equivalent to showing that

D(V ) = R((I + iBS) � R(S)/R0) = HS .

Via the construction of the Hilbert space HS , we immediately recall that the

space R(S)/R0 is a dense subset of HS . Then, with Lemma 3.2.14 in mind,

we aim to show that R(I + iBS) is a dense subset of HS instead.

The Rank-Nullity theorem as given in Theorem 1.1.20 is fundamental in

the proof: since I + iBS is a densely defined, bounded (thus closed) operator

on HS , we may conclude that

HS = R(I + iBS)⊕ ker (I + iBS)∗.

Therefore, if ker (I + iBS)∗ = {0}, then it must be true thatR(I + iBS) = HS .

However, we have already shown that the kernel of I + iBS is trivial, and so

we may follow an analogous argument to confirm that ker (I + iBS)∗ = {0}
too. Thus, we may conclude that R(I + iBS) = HS and so D(V ) is dense in

HS after invoking Lemma 3.2.14.

Since D(V ) is dense in HS , it is then immediate that V ∗ is the graph of

an operator upon recalling Lemma 3.1.7. �

Furthermore, the linear relations U and V are such that V ⊆ U∗ and

U ⊆ V ∗, as detailed in the following lemma.

Lemma 3.2.16. The linear relations U and V , as defined in equations (3.16)

and (3.17) respectively, satisfy:

V ⊆ U∗ and U ⊆ V ∗.

84



Proof. First, we examine the expression 〈[x′], (I + iBS)[y′]〉HS
for elements

(x, x′) and (y, y′) ∈ S. Then,〈
[x′], (I + iBS)[y′]

〉
HS

=
〈
[x′], [y′]

〉
HS

+
〈
[x′], iBS [y′]

〉
HS

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
− i〈BS [y′], [x′]〉HS

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
− ib [[y′], [x′]]

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉
− 〈y, x′〉+ 〈y′, x〉

)
=
〈
x, y′

〉
, (3.18)

courtesy of equations (3.12), (3.15) and (3.13) respectively.

Now, let (z, z′) ∈ S so that ((I + iBS [z′]), z′) ∈ V . Moreover, observe that

U∗ is of the form

U∗ =
{

([f ′], g) ∈ HS ×H
∣∣∣ 〈g, x〉 =

〈
[f ′], [x′]

〉
HS

for all (x, [x′]) ∈ U
}
.

Then, the element ((I + iBS)[z′], z′) lies in U∗ if and only if the equality

〈z′, x〉 = 〈(I + iBS)[z′], [x]〉HS
holds for all (x, [x′]) ∈ U . By unravelling the

right-hand side of this expression, we see that this is, in fact, true. Indeed,〈
(I + iBS)[z′], x′

〉
HS

= 〈[x′], (I + iBS)[z′]〉HS

= 〈x, z′〉

=
〈
z′, x

〉
,

by equation (3.18), showing that V ⊆ U∗.
Likewise, let (z, z′) ∈ S such that (z, [z′]) ∈ U and observe that

V ∗ =

(f, [g′]) ∈ H ×HS

∣∣∣∣∣∣
〈
[g′], (I + iBS)[x′]

〉
HS

=
〈
f, x′

〉
for all ((I + iBS)[x′], x′) ∈ V.


Then, (z, [z′]) ∈ V ∗ if and only if the equality 〈[z′], (I + iBS)[x′]〉HS

= 〈z, x′〉
holds for all ((I + iBS)[x′], x′) ∈ V . This time, the result is immediate from

equation (3.18), and so we may conclude that showing that U ⊆ V ∗. �

Since the adjoint S∗ of any relation S is closed and for any two relations

S and T , we have

S ⊆ T =⇒ T ∗ ⊆ S∗,

we see that Lemma 3.2.16 admits a useful consequence. The relation V ∗ is the

closed graph of an operator, thus any restriction of V is closable: in particular,

U is closable. Then, as V ⊆ U∗, we have U = U∗∗ ⊆ V ∗. This inclusion

demonstrates that U∗∗ is also the closed graph of an operator. Furthermore,
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since the range of U satisfies R(U) = R(S)/R0, it is clear that R(U) is dense

in HS by its very construction; we may then conclude that R(U∗∗) is dense in

HS , since R(U) ⊆ R(U∗∗). Moreover, it is then immediate that kerU∗ = {0}
by the Rank-Nullity theorem as given in Theorem 1.1.20.

The self-adjoint operator BS and the relations U and V ∗ are fundamental

to describing the extremal maximal sectorial extensions of S — the properties

that we described are imperative to the construction. Essentially, if we are

in possession of some closed linear operator T : H → HS whose graph G(T )

satisfies

U ⊆ G(T ) ⊆ V ∗,

then we can construct the extremal maximal sectorial extension of S associated

to T . Formally, we have the following theorem.

Theorem 3.2.17 ([33, Thm. 8.4]). Let H be a Hilbert space and S ⊆ H ×H
a sectorial relation with vertex γ = 0 and semi-angle α ∈

[
0, π2

)
. Furthermore,

let BS, U and V be defined by equations (3.15), (3.16) and (3.17) respectively.

There is a one-to-one correspondence between extremal maximal sectorial ex-

tensions S̃ of S and closed linear operators T whose graph G(T ) satisfies

U ⊆ G(T ) ⊆ V ∗.

If S̃ is associated to such an operator T , then

S̃ = G(T )∗G(I + iBS)G(T ) ⊆ H ×H,

where G(T )∗ is the adjoint relation of G(T ). Furthermore, T induces the closed

form s̃ which satisfies

s̃ [x, y] = 〈(I + iBS)Tx, Ty〉HS

for elements x, y ∈ Q(̃s) = D(T ).

Since it was previously shown that the Friedrichs and Krĕın extensions

of S were extremal, one can ask how these extensions are to be constructed

using Theorem 3.2.17. Observe that since U ⊆ U∗∗ ⊆ V ∗, U∗∗ is the small-

est possible closed relation that would make an appropriate choice for G(T ).

Likewise, the largest valid closed relation is V ∗ itself. Taking the graph of

the operator T to be either of these relations proves fruitful, as the following

theorem details.

Theorem 3.2.18 ([33, Thm. 8.3]). Let H be a Hilbert space and S ⊆ H ×H
a sectorial relation with vertex γ = 0 and semi-angle α ∈

[
0, π2

)
. Furthermore,
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let BS, U and V be defined by equations (3.15), (3.16) and (3.17) respectively.

The Friedrichs extension SF of S is given by

SF = U∗G(I + iBS)U∗∗, (3.19)

and the form sF associated to SF is given by

sF [x, y] =
〈

(I + iBS)Ũ∗∗x, Ũ∗∗y
〉
HS

, x, y ∈ Q(sF) = D(U∗∗), (3.20)

where Ũ∗∗ is the operator associated to U∗∗. The Krĕın extension SK of S is

given by

SK = V ∗∗G(I + iBS)V ∗, (3.21)

and the form sK associated to SK is given by

sK [x, y] =
〈

(I + iBS)Ṽ ∗x, Ṽ ∗y
〉
HS

, x, y ∈ Q(sK) = D(V ∗), (3.22)

where Ṽ ∗ is the operator associated to V ∗.

We conclude this chapter by remarking that the Friedrichs and Krĕın ex-

tensions of a sectorial relation S are likely themselves relations rather than

graphs of an operator. This is clear: there is no guarantee that U will be

densely defined so U∗ would not be the graph of an operator. Conversely, it is

clear that V ∗∗ may not be the graph on an operator — mulV = R0, after all.

However, equations (3.20) and (3.22) together are most illuminating. Since

U∗∗ ⊆ V ∗, it must be true that D(U∗∗) ⊆ D(V ∗). Then, when we consider

the forms associated to these two extremal extensions, we quickly uncover

that the form associated to the Friedrichs extension has the smallest feasible

domain, whilst the Krĕın, the largest! This revelation is consistent with the

construction of the Friedrichs and Krĕın extension as in Chapter 1, and so our

decision to study linear relations is, once again, vindicated.
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Chapter 4

Maximal Sectorial Extensions

of the Discrete Laplacian

4.1 The Discrete Laplacian

The main results presented in [33], as expressed during Section 3.2.3, show

how one can construct all of the extremal maximal sectorial extensions of a

sectorial relation S. This result is abstract and general. In this section, we

apply such results to two particular examples as a means of providing insight

into the theory. The main motivation is as follows: if our sectorial relations

are of a specific form, then can we say more about their extremal maximal

sectorial extensions?

In all that follows, we will work in the ambient Hilbert space H = `2,

and make reference to the subspace of `2 whose elements have first component

equal to zero, i.e.,

`20 =
{
x ∈ `2

∣∣ x0 = 0
}
.

Consider the operator J : `2 → `2 such that

(Jx)n = −∆(∆xn−1) = −xn+1 + 2xn − xn−1,

for all n ≥ 0. This linear operator — known as the Discrete Laplacian, at

least, up to a shift — has many favourable properties: it is closed, densely

defined, and bounded. Furthermore, J is self-adjoint and its spectrum σ(J) is

precisely the closed interval [0, 4] as shown in the following lemma.

Remark. In Chapter 2, our attention was on operators of the form

(Tx)n = −∆ (pn−1∆xn−1) + qnxn, x ∈ `2,

for two real sequences {pn} and {qn} with pn > 0 for all n ∈ N0 and p−1 ≡ 0:

we can express J in this form too. To be consistent with this convention, we
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should take pn = 1 for all n ∈ N0, whilst {qn} is the sequence with qn = 0 for

n > 1 and q0 = 1. This is clear upon expanding (Tx)n: indeed,

−∆ (pn−1∆xn−1) + qnxn = −pnxn+1 + (pn + pn−1 + qn)xn − pn−1xn−1.

However, we may equivalently set pn = 1 for all n ≥ −1 and qn = 0 for all

n ∈ N0. Both of these forms have value, and so we draw special attention to

it here.

Lemma 4.1.1. The operator J : `2 → `2, where (Jx)n = −∆(∆xn−1) for all

n ≥ 0, is self-adjoint. Moreover, the spectrum of J is given by σ(J) = [0, 4].

Remark. Although this result is well known, we choose to present the proof

in full detail because it introduces fundamental techniques and concepts that

will be used throughout the chapter to come.

Proof. First, we show that J is self-adjoint. Then, consider the equality

〈Jx, y〉 = 〈x, J∗y〉 ,

for x ∈ D(J) = `2 and y ∈ D(J∗). We aim to use the summation by parts

formula, as expressed in Lemma 1.3.3, on the left-hand side twice to obtain an

expression for J∗ before determining the elements for which it is valid. Then,

for some fixed N ∈ N, we have

N∑
n=0

(Jx)nyn = −
N∑
n=0

∆(∆xn−1)yn

= −

[
∆xNyN+1 −∆x−1y0 −

N∑
n=0

∆xn∆yn

]

= −∆xNyN+1 + ∆x−1y0 +

N∑
n=0

∆xn∆yn.

Additionally, we have

N∑
n=0

∆xn∆yn = xN+1∆yN+1 − x0∆y0 −
N∑
n=0

xn+1∆(∆yn)

= xN+1∆yN+1 − x0∆y0 −
N+1∑
n=1

xn∆(∆yn−1).

Note that

−x0∆(∆y−1) = ∆x−1y0 − x0∆y0,

so we may conclude that

N∑
n=0

(Jx)nyn = −∆xNyN+1 + xN+1∆yN+1 −
N+1∑
n=0

xn∆(∆yn−1). (4.1)
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Observe that for any two sequences {xn} and {yn} that lie in `2, we have

|∆xNyN+1| ≤ |xN+1yN+1|+ |xNyN+1|

≤ |xN+1|2 + 2|yN+1|2 + |xN |2,

by means of the binomial formula. Then, the terms on right-hand side tend

to 0 as N →∞ by virtue of the sequences lying in `2. Hence

lim
N→∞

∆xNyN+1 = 0,

Likewise, limN→∞ xN+1∆yN+1 = 0. Then, upon taking N → ∞ in equa-

tion (4.1), we see that

〈Jx, y〉 = −
∞∑
n=0

xn∆(∆yn−1) =
∞∑
n=0

xn(Jy)n.

As this equality holds for any y ∈ `2, we may conclude that J = J∗.

In order to determine the spectrum of J , we first recall the spectral equa-

tion:

Jx = λx, λ ∈ C.

Then, we are able to determine the spectrum of J by using subordinacy theory

— we will investigate the growth of the fundamental solutions to this equation,

in conjunction with [38, Thm. 3]. We can fully characterise the spectrum of

J after checking which, if any, of the solutions are subordinate: essentially, we

wish to identify the solutions that decay. In particular, we have the following

three fundamental statements:

• if there exists a decaying solution to the equation Jx = λx and it satisfies

the initial condition, then λ belongs to the spectrum. Moreover, λ is an

eigenvalue.

• if there exists a decaying solution to the equation Jx = λx but it does

not satisfy the initial condition, then λ does not belong to the spectrum.

• if there does not exist a decaying solution to the equation Jx = λx then

λ belongs to the spectrum, however λ is not an eigenvalue.

Then, with this result in mind, we merely have to analyse the growth of the

solutions to the spectral equation in order to prove that σ(J) = [0, 4]. First,

we note that −x1 + 2x0 = λx0, n = 0,

−xn+1 + 2xn − xn−1 = λxn, n ≥ 1,
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implies that x1 = (2− λ)x0, n = 0,

xn+1 = (2− λ)xn − xn−1, n ≥ 1.

Then, we may introduce transfer matrices to conclude that, for n ≥ 0,(
xn

xn+1

)
=

(
0 1

−1 2− λ

)(
xn−1

xn

)

=

(
0 1

−1 2− λ

)n(
x0

x1

)
.

Since the characteristic polynomial of the transfer matrix M =

(
0 1

−1 2− λ

)
is given by

det (M − λI) = (−z)(2− λ− z) + 1 = z2 − z(2− λ) + 1,

the eigenvalues z± are precisely the solutions to the characteristic equation

z2 − z(2− λ) + 1 = 0.

Then,

z± =
2− λ±

√
4− 4λ+ λ2 − 4

2
=

2− λ±
√
λ(λ− 4)

2
,

and, notably, satisfy z+z− = 1. Clearly, if λ ∈ C \ {0, 4}, then the two

eigenvalues are distinct.

Since z+z− = 1, either

|z+| = |z−| = 1 or |z+| > 1 and |z−| < 1. (4.2)

Note that we may simply relabel the solutions if this is not the case. We begin

by assuming that |z+| = |z−| = 1. Then, as |z+| = 1, we may set z+ = eiθ for

some θ ∈ [0, 2π). Hence,

z− =
1

z+
=

1

eiθ
= e−iθ = z+.

Furthermore, z− = z+ implies that

z+ + z− = z+ + z+ = 2 Re z+

and

z+ + z− =
2− λ+

√
λ(λ− 4)

2
+

2− λ−
√
λ(λ− 4)

2
= 2− λ.

Together, these two equalities show that

|z+| = |z−| = 1 =⇒ λ = 2− 2 Re z+. (4.3)
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In particular, λ is necessarily real-valued — if λ ∈ C, then we must have that

|z+| > 1 and |z−| < 1 instead. However, this is clearly not true for every

λ ∈ R: we must determine which values of λ ensure that |z+| = |z−| = 1. In

fact, this is true precisely when λ ∈ [0, 4]. Indeed, it is clear to see that when

λ = 0 and λ = 4, we have z± = 1 and z± = −1 respectively. Furthermore, if

0 < λ < 4, then
√
λ(λ− 4) < 0, and so∣∣∣∣∣2− λ+

√
λ(λ− 4)

2

∣∣∣∣∣ =

∣∣∣∣∣2− λ+ i
√
λ(4− λ)

2

∣∣∣∣∣ =

√
(2− λ)2

4
+
λ(4− λ)

4

=

√
4− 4λ+ λ2 + 4λ− λ2

4
= 1.

On the other hand, if λ ∈ R \ [0, 4], then
√
λ(λ− 4) > 0; this shows that

z+ is entirely real, and so equation (4.3) will not hold. Hence |z±| 6= 1. As

such, we have accounted for the entire complex plane and so we may conclude

that the four sets I1 = C \ [0, 4], I2 = (0, 4), I3 = {0} and I4 = {4} exhibit

radically different behaviour, and so they must be considered individually.

If λ ∈ I1 = C \ [0, 4], then we know from (4.2) that there exists a decaying

solution. However, the initial condition given by x1 = (2 − λ)x0 will not be

satisfied, as a self-adjoint operator cannot have complex eigenvalues. Hence,

if λ ∈ I1, then λ does not belong to the spectrum of J . On the other hand,

if λ ∈ I2 = (0, 4), then neither solution will decay. As such, it is immediate

that these values of λ belong to spectrum of J . Finally, when λ = 0 or λ = 4,

we have
√
λ(λ− 4) = 0 and so the eigenvalues of the transfer matrix M are

repeated. However, we readily observe that the general solution to the spectral

equation is given by xn = c1 + c2n and xn = (−1)n (c1 + c2n), for constants

c1 and c2, respectively. Since neither of the fundamental solutions decay, we

see that λ = 0 and λ = 4 also belong to the spectrum. Thus, having now

accounted for all values of λ ∈ C, we may conclude that σ(J) = [0, 4], as

required. �

Remark. The spectrum of J is clearly real. However, [38, Thm. 3] also shows

that σ(J) is entirely continuous, i.e., σ(J) = σc(J) and J has no eigenvalues.

Let J̃ be the restriction of J to the domain D(J̃) = `20, that is, J � `20 = J̃ .

Then, the two relations of interest to us are defined as follows:

S1 =
{

(x, Jx) ∈ `2 × `2
∣∣ x ∈ `2}

and

S2 =
{

(x, J̃x) ∈ `2 × `2
∣∣∣ x ∈ `20} ,
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where J̃ = J � `20 and (Jx)n = −∆(∆xn−1) for n ≥ 0. Observe that S1

and S2 are the graphs of the operator J and J̃ respectively. Furthermore, we

stress that we are to interpret S2 as a relation from `2 to `2 and, in particular,

S2 ⊆ S1 since `20 ⊆ `2.

These relations were chosen specifically: S1 is perhaps an obvious choice

for some second-order difference operator J , whereas the adjoint relation of S2

will be multi-valued, since `20 is not dense in `2 — we will be able to see how

linear relations play a part in the theory. The chapter to come will be divided

as follows. First, we will construct the Friedrichs extension, S1,F , and Krĕın

extension, S1,K , of S1 by utilising Lemma 3.2.10 and Theorem 3.2.8, before

working through analogous computations for S2,F and S2,K — the Friedrichs

and Krĕın extensions of S2. Once we are in possession of these extensions, we

aim to utilise Theorem 3.2.17 to both corroborate our findings and express all

extremal maximal sectorial extensions of S1 and S2. Since we merely apply the

theory to these specific examples, we conclude this chapter by reflecting upon

the theory and computations presented; in particular, this outlook addresses

more general class of second-order difference operators J and potential future

works.

4.2 The Friedrichs and Krĕın Extension of S1

During this section, we aim to construct both the Friedrichs extension and the

Krĕın extension of S1, where

S1 =
{

(x, Jx) ∈ `2 × `2
∣∣ x ∈ `2} , (4.4)

for the second-order difference operator J , where (Jx)n = −∆(∆xn−1) for

n ≥ 0. Whilst the results of S1 will be of little surprise to experts in the

field, the constructions demonstrate how to proceed in the simple case and

will prove enlightening for the more interesting, complicated example S2.

First we must verify that this relation is actually a reasonable choice: can

we apply the relevant theory to S1? To begin with, we show that S1 is a

sectorial relation with vertex γ = 0 and semi-angle α ∈
[
0, 2

π

)
— we may then

associate to it a well-defined, closable sectorial form via Lemma 3.2.10.

Lemma 4.2.1. The relation S1, as defined by equation (4.4), is sectorial with

vertex γ = 0 and semi-angle α ∈
[
0, π2

)
.

Proof. In order to show that S1 is sectorial with the required vertex and semi-

angle, we simply need to show that

| Im 〈Jx, x〉| ≤ (tanα) Re 〈Jx, x〉
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for all (x, Jx) ∈ S1. To do this, we apply the summation by parts formula

given in Lemma 1.3.3 to the expression 〈Jx, x〉. Indeed, observe that

N∑
n=0

(Jx)nxn = −
N∑
n=0

∆(∆xn−1)xn

= −

[
∆xNxN+1 −∆x−1x0 −

N∑
n=0

∆xn∆xn

]

= −∆xNxN+1 +

N∑
n=0

|∆xn|2 + |x0|2 ,

after recalling that x−1 is defined to be 0. By taking N →∞, we see that

〈Jx, x〉 =

∞∑
n=0

|∆xn|2 + |x0|2 ,

since limN→∞∆xNxN+1 = 0.

Clearly, 〈Jx, x〉 is an entirely real, positive quantity, verifying that

0 = | Im 〈Jx, x〉| ≤ (tanα) Re 〈Jx, x〉

for all (x, Jx) ∈ S1. Thus S1 is a sectorial relation with vertex γ = 0 and any

semi-angle α ∈
[
0, π2

)
. �

Remark. We will take α = 0 since this provides the most information: under

this construction, the numerical range lies exclusively on the positive real axis.

In fact, the computations within this proof lead nicely into the following

section. We have shown that we can associate a well-defined, closable sectorial

form to S1 by means of Lemma 3.2.10; the closure of this form is instrumental

in the construction of the form s1,F associated to the Friedrichs extension S1,F .

The next section aims to construct S1,F by following this argument.

4.2.1 The Friedrichs Extension of S1

Since the linear relation S1 defined by equation (4.4) is a sectorial relation, we

continue by defining the form s1 associated to it. In particular, the form s1

has form domain Q(s1) = D(S1) = `2 and is defined by

s1 [x, y] = 〈Jx, y〉

=

∞∑
n=0

∆xn∆yn + x0y0, (x, Jx), (y, Jy) ∈ S1,

after an application of the summation by parts formula, as we demonstrated

in the previous section. The closure of this well-defined sectorial form is then

s1,F: the form associated to the Friedrichs extension. The following lemma

shows that s1 is already closed, i.e., s1 = s1,F.
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Lemma 4.2.2. The form s1 with domain Q(s1) = `2 is a closed form.

Proof. Let x ∈ `2 and let {xn} be a sequence in Q(s1) such that xn →s1 x.

The proof then consists of two steps: we must show that x ∈ Q(s1) and that

s1 [xn − x, xn − x]→ 0 as n→∞.

The first step is trivial: since the form domain of s1 is `2, there is nothing

to show. Now, in order to verify that the second condition holds, we will

consider the expression |s1 [x, y] | and show that it is bounded. Hence,

|s1 [x, y] | =

∣∣∣∣∣
∞∑
n=0

[
∆xn∆yn

]
+ x0y0

∣∣∣∣∣
=

∣∣∣∣∣
∞∑
n=0

[
xn+1yn+1 − xn+1yn − xnyn+1 + xnyn

]
+ x0y0

∣∣∣∣∣
≤
∞∑
n=0

[ ∣∣xn+1yn+1

∣∣+ |xn+1yn|+
∣∣xnyn+1

∣∣+ |xnyn|
]

+ |x0y0|

=
∞∑
n=0

[
|xnyn|+ |xn+1yn|+

∣∣xnyn+1

∣∣+ |xnyn|
]
.

We may then set x̃n = xn+1 and ỹn = yn+1 and use the Cauchy-Schwarz

inequality to conclude that

|s1 [x, y] | ≤ 2‖x‖‖y‖+ ‖x̃‖‖y‖+ ‖x‖‖ỹ‖

≤ 4‖x‖‖y‖.

Using this inequality, we can see that

|s1 [xn − x, xn − x] | ≤ 4‖xn − x‖2.

However, we know that xn → x in `2 since xn →s1 x, and so ‖xn − x‖2 → 0,

proving that

|s1 [xn − x, xn − x] | → 0

as n→∞. Hence, s1 is a closed form. �

With this lemma in hand, we may then conclude that s1 = s1,F. As such,

the maximal sectorial relation associated to s1,F is the Friedrichs extension

of S1. As was discussed during Section 3.2.2, we may construct the unique

maximal relation associated to a closed sectorial form by following the steps

outlined in the proof of Theorem 3.2.8; the remainder of this section is devoted

to following this construction in a manner consistent with Section 3.2.2.

Immediately we note that
(
Q(s1,F), ‖ · ‖s1,F

)
is a Hilbert space, where the

norm ‖ · ‖s1,F is induced by the inner product given by

〈x, y〉s1,F = s1,F [x, y] + 〈x, y〉 , x, y ∈ Q(s1,F) = `2,
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since (s1,F)Re = s1,F. Let ŝ1,F be the form such that

ŝ1,F = s1,F + 1 and Q(̂s1,F) = Q(s1,F) = `2.

This form is bounded in
(
Q(s1,F), ‖ · ‖s1,F

)
, so there exists a bounded linear

operator B1 : Q(s1,F)→ Q(s1,F) such that

ŝ1,F [x, y] = 〈B1x, y〉s1,F , x, y ∈ Q(s1,F). (4.5)

If we rewrite both sides of equation (4.5), then it can be seen that

ŝ1,F [x, y] = s1,F [x, y] + 〈x, y〉

and

〈B1x, y〉s1,F = s1,F [B1x, y] + 〈B1x, y〉 .

Therefore, we may take B1 to be the identity operator on Q(s1,F) = `2. Then,

with the operator B1 firmly established, all that remains is to construct the

operator A1 as described in Section 3.2.2. Once we have done so, the unique

maximal sectorial relation associated to s1,F will be given by the set whose

form is given in equation (3.7).

Let k, ω̂ ∈ Q(s1,F) and ω ∈ `2 and recall equation (3.5), that is,

〈k, ω〉 = 〈k, ω̂〉s1,F .

Our objective will be to express ω̂ in terms of ω, knowing in advance that

A1ω = B−1
1 ω̂ = ω̂.

In particular, we have that

∞∑
n=0

knωn = s1,F [k, ω̂] + 〈k, ω̂〉

=

∞∑
n=0

[
∆kn∆ω̂n + knω̂n

]
+ k0ω̂0. (4.6)

Thus, we need to isolate kn by making use of the summation by parts formula.

Then, the finite sum
∑N

n=0 ∆kn∆ω̂n can be rewritten as

N∑
n=0

∆kn∆ω̂n = ∆ω̂N+1kN+1 −∆ω̂0k0 −
N∑
n=0

[
kn+1∆(∆ω̂n)

]
= ∆ω̂N+1kN+1 −∆ω̂0k0 −

N+1∑
n=1

[
kn∆(∆ω̂n−1)

]
= ∆ω̂N+1kN+1 −

N+1∑
n=0

[
kn∆(∆ω̂n−1)

]
− k0ω̂0,
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by shifting the indices in the summation and recalling that both k−1 = 0 and

ω̂−1 = 0. If we let N →∞, then we see that

∞∑
n=0

∆kn∆ω̂n = −
∞∑
n=0

[
kn∆(∆ω̂n−1)

]
− k0ω̂0,

since

lim
N→∞

∆ω̂N+1kN+1 = 0.

By inserting this result back into equation (4.6), we see that

∞∑
n=0

knωn =
∞∑
n=0

kn
[
−∆(∆ω̂n−1) + ω̂n

]
,

or, in other words, ωn =

{
−ω̂1 + 3ω̂0, n = 0,

−ω̂n+1 + 3ω̂n − ω̂n−1, n ≥ 1.

We are now in possession of a second-order recurrence relation which ex-

presses ωn in terms of ω̂n, for all n ∈ N0. We aim to solve the associated

homogeneous recurrence relation before constructing a particular solution to

the system. By using the variation of constants technique we will, in fact,

derive an expression for ω̂n in terms of ωn, just as we require.

Then, we begin by noting that the associated homogeneous equations is

given by: {
ω̂1 = 3ω̂0, n = 0,

ω̂n+1 = 3ω̂n − ω̂n−1, n ≥ 1.

We can proceed by rewriting this system of equations by, once again, intro-

ducing transfer matrices. Then, for n ≥ 0, we have(
ω̂n

ω̂n+1

)
=

(
0 1

−1 3

)(
ω̂n−1

ω̂n

)

=

(
0 1

−1 3

)n(
ω̂0

ω̂1

)
.

Since this recurrence relation has constant coefficients, the general solution is

given by

ω̂n = c1λ
n
+ + c2λ

n
−, n ≥ 0,

where λ+ and λ− are the eigenvalues of the transfer matrix M =

(
0 1

−1 3

)
,

and c1 and c2 are constants to be determined. By solving the characteristic

equation

det(M − λI) = 0

for λ, we see that the eigenvalues of M are given by λ± = 3±
√

5
2 .
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Now that we are in possession of the homogeneous solution, we are able to

construct a particular solution by using the variation of constants technique

as described in Lemma 1.3.4.

Remark. Note that we can express our recurrence relation in terms of a Jacobi

operator. In particular, we see that the homogeneous problem is equivalent to
3 −1

−1 3 −1

−1 3 −1
. . .

. . .
. . .




ω̂0

ω̂1

ω̂2

...

 =


0

0

0
...

 .

This equation has a fundamental system of solutions given by {ϕ+, ϕ−}
where (ϕ±)n = λn±. Then, a particular solution ω̃ of the equation Jω̃ = ω can

be constructed using the variation of constants formula. In particular,

ω̃n = λn+

n−1∑
r=0

λr−ωr
Wr(ϕ+, ϕ−)

− λn−
n−1∑
r=0

λr+ωr
Wr(ϕ+, ϕ−)

,

where Wr(ϕ+, ϕ−) denotes the Wronskian between ϕ+ and ϕ−, i.e.,

Wr(ϕ+, ϕ−) =

∣∣∣∣∣ λr+ λr−

λr+1
+ λr+1

−

∣∣∣∣∣ .
Note that, in our case, Wr(ϕ+, ϕ−) = −

√
5 for all r ≥ 0. Furthermore, when

n = 0 the summation from r = 0 to n − 1 collapses, and is to be interpreted

as 0.

Now that we are in possession of the general solution to the homogeneous

system of equations and the particular solution, we may assert that ω̂ is of

the form

ω̂n = c1λ
n
+ + c2λ

n
− −

1√
5

[
λn+

n−1∑
r=0

λr−ωr − λn−
n−1∑
r=0

λr+ωr

]
, n ≥ 0,

where c1 and c2 are constants to be determined.

Before we find c1 and c2, it is imperative to state that we require ω̂ to lie in

Q(s1,F) = `2; since |λ+| > 1, we must be mindful of the growth of particular

terms. As such, we find it sensible to collect terms as follows:

ω̂n = λn+

[
c1 −

1√
5

n−1∑
r=0

λr−ωr

]
+ λn−

[
c2 +

1√
5

n−1∑
r=0

λr+ωr

]
.

Then, as λ+ is dominant in the first term, we must choose c1 appropriately to
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ensure that ω̂ ∈ Q(s1,F). If we choose c1 = 1√
5

∑∞
r=0 λ

r
−ωr, then

λn+

[
1√
5

∞∑
r=0

λr−ωr −
1√
5

n−1∑
r=0

λr−ωr

]
= λn+

[
1√
5

∞∑
r=n

λr−ωr

]

=
1√
5

∞∑
r=n

λr−n− ωr <∞,

showing that the problematic term now lies in `2. Therefore

ω̂n =

[
1√
5

∞∑
r=0

λr−ωr

]
λn+ + c2λ

n
− −

1√
5

[
λn+

n−1∑
r=0

λr−ωr − λn−
n−1∑
r=0

λr+ωr

]
, (4.7)

for n ≥ 0. Finally, we can find c2 by using the initial condition given by

−ω̂1 +3ω̂0 = ω0. After substituting n = 0 and n = 1 into the above expression

for ω̂n, we may eventually conclude that

c2 = −λ2
−

[
1√
5

∞∑
r=0

λr−ωr

]
.

Hence,

ω̂n =

[
1√
5

∞∑
r=0

λr−ωr

]
(λn+ − λn+2

− )− 1√
5

[
λn+

n−1∑
r=0

λr−ωr − λn−
n−1∑
r=0

λr+ωr

]
,

for all n ≥ 0, or, alternatively,

ω̂n =
λn+√

5

∞∑
r=n

λr−ωr −
λn−√

5

[
λ2
−

∞∑
r=0

λr−ωr −
n−1∑
r=0

λr+ωr

]
. (4.8)

Now that we have found ω̂ in terms of ω we can assert that the maximal

sectorial relation S1,F associated to s1,F is given by

S1,F =
{

(A1ω, ω −A1ω)
∣∣ ω ∈ `2} ,

where (A1ω)n = ω̂n as given by equation (4.8).

Whilst this is a valid representation of the Friedrichs extension S1,F of S1,

we conclude this section by finding an alternative — arguably, more useful —

representation that it enjoys. First, we note that (J + I)ω̂ = ω. Then, since

J is a non-negative operator, J + I is strictly positive and so is, additionally,

invertible. As such, ω̂ = (J + I)−1ω. Then,

S1,F =
{(

(J + I)−1ω, ω − (J + I)−1ω
) ∣∣ ω ∈ `2}

=
{(

(J + I)−1ω,
(
I − (J + I)−1

)
ω
) ∣∣ ω ∈ `2} .

Let (J+I)−1ω = x for some element x ∈ R((J+I)−1) = D(J+I) = `2. Then

(J + I)x = ω, x ∈ `2.
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We can then insert this sequence into S1,F to see that

S1,F =
{(
x,
(
I − (J + I)−1

)
(J + I)x

) ∣∣ x ∈ `2}
=
{

(x, (J + I)x− Ix)
∣∣ x ∈ `2}

=
{

(x, Jx)
∣∣ x ∈ `2} .

Hence, the Friedrichs extension of S1 is S1 itself, that is, S1,F = S1. This is

believable: S1 is the graph of a densely defined operator that is of limit-point

type, and therefore as an operator coincides with its Friedrichs extension.

Then, the graph of this extension is precisely the linear relation S1,F .

Remark. If we were to investigate this theory in the continuous setting instead,

then the shift operator ∆ would correspond to the differential operator in

L2([0,∞)). Notably, the form a associated to the Laplacian ∇2 with Dirichlet

boundary conditions in one-dimension, that is, functions that vanish at x = 0,

would be given by

a [f, g] =
〈
∇2f, g

〉
=

∫ ∞
0

f ′′g dx =

∫ ∞
0

f ′g′ dx,

after an application of integration by parts. Naively perhaps, it may then

seem natural to begin with the form

s̃1 [x, y] =
∞∑
n=0

∆xn∆yn, x, y ∈ Q(̃s1) = `2,

instead — effectively ‘replacing’ any instances of the first derivative with the

shift operator. With this form in mind, we can now construct the maximal

sectorial relation associated to s̃1 by following the argument above closely. In

particular, we arrive at the following system of equations that must be solved

instead:

ωn =

{
−ω̂1 + 2ω̂0, n = 0,

−ω̂n+1 + 3ω̂n − ω̂n−1, n ≥ 1.

Many computations can be repeated without fear, but we draw particular

attention to the new initial condition −ω̂1 + 2ω̂0 = ω0. In fact, this is the

only detail that we must be mindful of: all that changes is the constant c2 in

equation (4.7). Then, we assert that the maximal sectorial relation associated

to form s̃1 is given by equation (3.7), where Ã1ω = ω̂ and

ω̂n =
λn+√

5

∞∑
r=n

λr−ωr +
λn−√

5

[
λ−

∞∑
r=0

λr−ωr +

n−1∑
r=0

λr+ωr

]
, n ≥ 0.

To more closely mimic the case of the differential operator with a vanishing

boundary condition at 0, in Sections 4.3 and 4.4 we will consider a Jacobi
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operator whose domain consists of those sequences with first component equal

to zero. Unlike in the differential operator situation however, this leads to a

non-densely defined operator. Then, we must make use of linear relations in

order to analyse its extensions.

The remark above serves two purposes: it simultaneously highlights the

difference between the chosen sectorial form and, perhaps, a more natural form

as well as demonstrating the intimate connection between the continuous case.

However, as we have only constructed the Friedrichs extension of S1 so far, we

devote the next section to finding the Krĕın extension of the relation S1.

4.2.2 The Krĕın Extension of S1

This section aims to construct the Krĕın extension of the relation S1 as given at

the beginning of Section 4.2 by means of the definition detailed in Section 3.2.2,

i.e.,

SK =
(
(S−1)F

)−1
.

Upon untangling this definition, we see that the first step in constructing the

Krĕın extension of a given relation S is to find the inverse relation S−1. Then,

for the relation S1 given by

S1 =
{

(x, Jx) ∈ `2 × `2
∣∣ x ∈ `2} ,

where (Jx)n = −∆(∆xn−1) for all n ≥ 0, we see that

S−1
1 =

{
(Jx, x) ∈ `2 × `2

∣∣ x ∈ `2} .
Furthermore, since S1 is sectorial, it is clear that S−1

1 is too; thus, we may

associate to this relation a well-defined, closable sectorial form. As such, we

introduce the form

s−11 [Jx, Jy] = 〈x, Jy〉 , (Jx, x), (Jy, y) ∈ S−1
1 , (4.9)

where Q(s−11 ) = D(S−1
1 ) = R(J), by means of Lemma 3.2.10. Since this form

is closable, let s−11,F be the form with domain Q(s−11,F) such that s−11 = s−11,F. In

particular, we have that

s−11,F [Jx, Jy] = 〈x, Jy〉 (4.10)

for Jx, Jy ∈ R(J). Note that this form is not explicitly specified for elements

in Q(s−11,F) \ R(J).

It is difficult to investigate s−11,F in its current form since the left-hand side

of equation (4.10) involves Jx and Jy. As such, we aim to show that the
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operator J−1 exists on an appropriate domain since the expression s−11,F [u, v]

is considerably more manageable.

From Theorem 1.1.20, the Rank-Nullity theorem states that

`2 = R(J)⊕ ker J∗

= R(J)⊕ ker J,

since J is a densely defined, self-adjoint operator on `2. First, we determine

the kernel of J . From the proof of Lemma 4.1.1, we know that the general

solution to the equation −∆(∆xn−1) = 0 is given by xn = c1 + c2n for all

n ≥ 0, where c1, c2 ∈ C. Since 1 remains constant and n grows as n→∞, we

are forced to choose c1 = c2 = 0 in order to ensure that xn lies in `2. As such,

it is clear that ker J = {0}. Then, as the kernel of J — thus J∗ — is trivial,

we see that R(J) = `2. In other words, R(J) is dense in `2.

This argument serves multiple purposes once we begin to consider J−1 as

the resolvent operator of J at λ = 0. In particular, we have

R0(J) = J−1
0 = J−1,

and so we are able to determine what properties J−1 possesses upon referencing

Definition 1.1.11. Immediately we assert that J−1 exists as an operator from

R(J) to D(J) since ker J = {0}, where R(J) is dense in `2: both (R1) and

(R3) hold. Then, as 0 ∈ σ(J), it must be true that (R2) fails, else we arrive

at a contradiction. As such, J−1 is an unbounded operator. Furthermore,

since J is a closed operator, J−1 is also a closed operator. Then, as J−1 is

closed but unbounded, we may invoke the Closed Graph Theorem (see, for

example, [43, Thm. 4.13-2]) to conclude that R(J) is not a closed set in `2

and so R(J) 6= `2.

Now that we have established that J−1 exists on R(J), if Jx = u for some

x ∈ D(J) = `2 and u ∈ R(J), then we may write x = J−1u. In particular,

equation (4.10) can be rewritten as

s−11,F [u, v] =
〈
J−1u, v

〉
, u, v ∈ R(J).

In fact, this equality actually holds for all u ∈ R(J) and v ∈ Q(s−11,F), as we

now show. Let u ∈ R(J) and v ∈ Q(s−11,F). By Definition 1.2.6, there exist

sequences wn ∈ `2 such that Jwn → v in `2 and

s−11,F [u, v] = lim
n→∞

s−11 [u, Jwn] = lim
n→∞

〈
J−1u, Jwn

〉
=
〈
J−1u, v

〉
.

Hence

s−11,F [u, v] =
〈
J−1u, v

〉
, u ∈ R(J), v ∈ Q(s−11,F). (4.11)
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As this representation of the form is more suitable for our analysis, we now

continue by following the construction presented in Section 3.2.2 to find the

Friedrichs extension (S−1
1 )F of S−1

1 . Note that we choose to omit the brackets

in future: (S−1
1 )F = S−1

1,F .

We begin by noting that (Q(s−11,F), ‖·‖s−1
1,F

) is a Hilbert space, where ‖·‖s−1
1,F

is the norm induced by the inner product given by

〈x, y〉s−1
1,F

= s−11,F [x, y] + 〈x, y〉 , x, y ∈ Q(s−11,F).

Here, we remark that (s−11,F)Re = s−11,F since the closure of a real form is again

real — s−11 is clearly real by means of equation (4.9). Next, we introduce the

new form ŝ−11,F = s−11,F+1 with domain Q(̂s−11,F) = Q(s−11,F). Then, in accordance

with Theorem 3.2.8, there exists a bounded operator B1 on Q(s−11,F) such that

ŝ−11,F [x, y] = 〈B1x, y〉s−1
1,F

,

for all x, y ∈ Q(s−11,F). Upon rewriting this equality, we see that

s−11,F [x, y] + 〈x, y〉 = 〈B1x, y〉s−1
1,F

= s−11,F [B1x, y] + 〈B1x, y〉 ,

and so we may set B1 as the identity operator on Q(s−11,F).

Now, let k, ω̂ ∈ Q(s−11,F) and ω ∈ `2 and consider the following equality:

〈k, ω〉 = 〈k, ω̂〉s−1
1,F

.

We hope to determine the relationship between ω and ω̂ by expanding both

sides of this equality. In fact, if we specify that k ∈ R(J) ⊆ Q(s−11,F), then we

may explicitly unravel the right-hand side of this equation. In particular, for

k ∈ R(J), we have

∞∑
n=0

knωn =
∞∑
n=0

(J−1k)nω̂n +
∞∑
n=0

knω̂n

=

∞∑
n=0

(
(J−1 + I)k

)
n
ω̂n. (4.12)

Now, introduce a new sequence h such that h = (J−1 + I)k; clearly, h lies in

R((J−1 + I) � R(J)). Then, as k ∈ R(J), there exists a u ∈ D(J) = `2 such

that Ju = k. Hence

h = (J−1 + I)k = (J−1 + I)Ju = (J + I)u,

and so h also lies in R(J + I), that is,

R((J−1 + I) � R(J)) ⊆ R(J + I). (4.13)
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As (J + I) is invertible, we may conclude that (J + I)−1h = u. Then, by

applying J to both sides of this equation, we see that

J(J + I)−1h = Ju =⇒ (J + I − I)(J + I)−1h = Ju.

Hence

(I − (J + I)−1)h = k.

If we insert this equality into the left-hand side of equation (4.12), we see that

∞∑
n=0

((I − (J + I)−1)h)nωn =
∞∑
n=0

hnω̂n (4.14)

for h ∈ R((J−1 + I) � R(J)). Then, by utilising inner product notation, we

see that

∞∑
n=0

((I − (J + I)−1)h)nωn =
〈
(I − (J + I)−1)h, ω

〉
=
〈
h, (I − (J + I)−1)∗ω

〉
=
〈
h, (I − (J + I)−1)ω

〉
,

after recalling that J is a self-adjoint operator. By combining this with the

right-hand side of equation (4.14), we may conclude that〈
h,
(
I − (J + I)−1

)
ω
〉

= 〈h, ω̂〉 ,

implying that
(
I − (J + I)−1

)
ω = ω̂ if the set X1, where

X1 = R((J−1 + I) � R(J)), (4.15)

is dense in `2. The following lemma will show more than this: we show that

X1 is, in fact, `2.

Lemma 4.2.3. The set X1, as defined by equation (4.15), is equal to `2.

Proof. Firstly, we show that X1 = R(J + I). In fact, equation (4.13) shows

that X1 ⊆ R(J + I), so we begin by verifying the converse.

Let x ∈ R(J + I). Then, there exists a y ∈ D(J + I) = D(J) such that

x = (J + I)y and z = Jy for some z ∈ `2. As such, we have

x = (J + I)y = (J + I)J−1z = (J−1 + I)z.

In fact, as z ∈ R(J), we see that x ∈ R((J−1 + I) � R(J)), as required.

Now, as the spectrum of J + I is simply a shift of σ(J), we assert that

σ(J + I) = [1, 5]. In particular, −1 /∈ σ(J + I), and so we conclude that the
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resolvent R−1(J) = (J + I)−1 is a bounded operator that is defined on a set

that is dense in `2. Since (J + I)−1 is bounded, it is necessarily a closed

operator, and so D((J + I)−1) = R(J + I) is closed via the Closed Graph

Theorem. As such, R(J + I) = `2 since this is the only set that is both dense

and closed, as required. �

Therefore, we are now able to determine the operator A1 : `2 → Q(s−11,F) as

defined through equality A1ω = ω̂. In particular, we have that

A1 = I − (J + I)−1.

With this relationship in mind, we note that the Friedrichs extension S−1
1,F of

S−1
1 is given by the set

S−1
1,F =

{
(A1ω, ω −A1ω)

∣∣ ω ∈ `2}
=
{(

(I − (J + I)−1)ω, ω − (I − (J + I)−1)ω
) ∣∣ ω ∈ `2}

=
{(

(I − (J + I)−1)ω, (J + I)−1ω
) ∣∣ ω ∈ `2} .

To find S1,K we simply take the inverse of this relation. Hence,

(S−1
1,F )−1 = S1,K =

{(
(J + I)−1ω, (I − (J + I)−1)ω

) ∣∣ ω ∈ `2} .
However, as (J+I)−1 is a linear operator that maps into D(J+I) = `2, we may

set (J + I)−1ω = x for some sequence x ∈ `2 and, in particular, ω = (J + I)x.

By making this substitution, we are able to simplify S1,K considerably. Then,

S1,K =
{(
x, (I − (J + I)−1)(J + I)x

) ∣∣ x ∈ `2}
=
{

(x, Jx)
∣∣ x ∈ `2} = S1.

Notably, the Friedrichs extension S1,F and Krĕın extension S1,K of S1 coincide,

that is:

S1,F = S1,K = S1.

We conclude by remarking that the arguments presented in Section 4.2

serve as a template for the following section, where we aim to construct both

the Friedrichs extension and the Krĕın extension of a different, yet similar,

linear relation.

4.3 The Friedrichs Extension of S2

This section exists as a counterpart to Section 4.2.1; we aim to construct the

Friedrichs extension of S2, where

S2 =
{

(x, J̃x) ∈ `2 × `2
∣∣∣ x ∈ `20} , (4.16)
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for the second-order difference operator J̃ , where (J̃x)n = −∆(∆xn−1) and

`20 =
{
x ∈ `2

∣∣ x0 = 0
}
.

Since this section will follow the structure of Section 4.2.1 closely, we must first

verify that this relation is, in fact, sectorial with vertex γ = 0 and semi-angle

α ∈
[
0, π2

)
. Since the arguments remain the same, we present condensed ver-

sions of the proofs when appropriate; however, we endeavour to call attention

to any notable differences between the two sections for maximal insight.

Lemma 4.3.1. The relation S2, as defined by equation (4.16), is sectorial

with vertex γ = 0 and semi-angle α ∈
[
0, π2

)
.

Proof. In order to show that S2 is sectorial with the required vertex and semi-

angle, we simply need to show that∣∣∣Im〈J̃x, x〉∣∣∣ ≤ (tanα) Re
〈
J̃x, x

〉
for all (x, J̃x) ∈ S2. However, we have already shown that this inequality

holds for all elements in S1 during Lemma 4.2.1. Since S2 is a subset of S1,

it is then immediate that S2 is a sectorial relation with vertex γ = 0 and

semi-angle α ∈
[
0, π2

)
. �

Remark. Once again, we will take α = 0 as this provides the most information:

the numerical range lies exclusively on the positive real axis.

Since S2 is a sectorial relation, we may associate to it a well-defined, clos-

able sectorial form s2 by means of Lemma 3.2.10. If we continue by taking

the closure of this form, then we will be in possession of s2,F — the form

associated to the Friedrichs extension of S2. This time, however, the form s2

has form domain Q(s2) = D(S2) = `20 and is defined by

s2 [x, y] =
〈
J̃x, y

〉
=
∞∑
n=0

∆xn∆yn, (x, J̃x), (y, J̃y) ∈ S2,

after an application of the summation by parts formula. Although the form

domain is different to that of s1, the following lemma proves that s2 is also

already closed, that is, s2 = s2,F.

Lemma 4.3.2. The form s2 with domain Q(s2) = `20 is a closed form.

Proof. Let x ∈ `2 and let {xn} be a sequence in Q(s2) such that xn →s2 x.

As before, we must show that x ∈ Q(s2) and that s2 [xn − x, xn − x] → 0 as

n→∞.
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Firstly, if xn → x ∈ `2, then it is clear that the first component of x equals

0. As such, it is immediate that x ∈ Q(s2). Then, it is easy to verify that

s2 [xn − x, xn − x]→ 0 as n→∞ by following the proof of Lemma 4.2.2. �

This lemma allows us to conclude that s2 = s2,F and so the maximal

sectorial relation associated to s2,F is the Friedrichs extension of S2. This

time,
(
Q(s2,F), ‖ · ‖s2,F

)
is the Hilbert space of concern to us, where ‖ · ‖s2,F

is the norm induced by the inner product given by

〈x, y〉s2,F = s2,F [x, y] + 〈x, y〉 , x, y ∈ Q(s2,F) = `20.

Let ŝ2,F be the form such that

ŝ2,F = s2,F + 1 and Q(̂s2,F) = Q(s2,F) = `20.

This form is bounded in
(
Q(s2,F), ‖ · ‖s2,F

)
, so there exists a bounded linear

operator B2 : Q(s2,F)→ Q(s2,F) such that

ŝ2,F [x, y] = 〈B2x, y〉s2,F , x, y ∈ Q(s2,F). (4.17)

Observe that the left-hand side of equation (4.17) can be expressed as

ŝ2,F [x, y] = s2,F [x, y] + 〈x, y〉 ,

whilst the right,

〈B2x, y〉s2,F = s2,F [B2x, y] + 〈B2x, y〉 .

By comparing these two expressions, it is then clear that we may set B2 to be

the identity operator on Q(s2,F) = `20. Thus, with the operator B2 in hand, all

that remains is to construct the operator A2 — the unique maximal sectorial

relation associated to s2,F may then be obtained from equation (3.7).

Let k, ω̂ ∈ Q(s2,F) and ω ∈ `2. As before, we wish to use the equality

〈k, ω〉 = 〈k, ω̂〉s2,F

to express ω̂ in terms of ω. Then, A2 will be the operator such that

A2ω = B−1
2 ω̂ = ω̂.

Although we will follow the same calculations as before, we must be mindful

and accommodate the additional condition that k0 = ω̂0 = 0. As such,
∞∑
n=1

knωn = s2,F [k, ω̂] + 〈k, ω̂〉

=

∞∑
n=0

[
∆kn∆ω̂n + knω̂n

]
=

∞∑
n=0

kn
[
−∆(∆ω̂n−1) + ω̂n

]
,
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after an application of the summation by parts formula. This alteration com-

plicates the analysis slightly because we are not able to accrue any information

about ω0. However, we may still conclude that

ωn =


ω0, n = 0,

−ω̂n+1 + 3ω̂n, n = 1,

−ω̂n+1 + 3ω̂n − ω̂n−1, n ≥ 2.

(4.18)

In order to circumvent this issue, we must make use of the fact that A2 is

a linear operator. In particular, we know that

〈k, ω〉 = 〈k, ω̂〉s2,F
= s2,F [k, ω̂] + 〈k, ω̂〉

for all k, ω̂ ∈ Q(s2,F) and ω ∈ `2. Then, by setting k = ω̂ we see that

〈ω̂, ω〉 = s2,F [ω̂, ω̂] + 〈ω̂, ω̂〉

=
∞∑
n=0

|∆ω̂n|2 + ‖ω̂‖2.

If we set ω = (1, 0, 0, . . . ), then it is readily observed that

0 =
∞∑
n=0

|∆ω̂n|2 + ‖ω̂‖2,

which can only be consistent if ω̂ = 0. Thus,

A2




1

0

0
...



 =


0

0

0
...

 ,

and, by linearity,

A2




c

0

0
...



 = cA2




1

0

0
...



 =


0

0

0
...

 , (4.19)

for c ∈ C. Since we may decompose any sequence ω ∈ `2 into

ω =


ω0

ω1

ω2

...

 =


ω0

0

0
...

+


0

ω1

ω2

...

 ,
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by linearity, it must be true that

A2




ω0

ω1

ω2

...



 = A2




ω0

0

0
...



+A2




0

ω1

ω2

...



 = A2




0

ω1

ω2

...



 .

Thus, all that remains is to show how A2 acts on an element of `2 whose first

component is equal to zero. Note that we can express the remaining equations

in (4.18) concisely with a Jacobi operator as follows:
0 0

0 3 −1

−1 3 −1
. . .

. . .
. . .




0

ω̂1

ω̂2

...

 =


0

ω1

ω2

...

 . (4.20)

If we introduce the notation ω′n = ω̂n+1, then this system becomes slightly

more familiar: {
3ω′0 − ω′1 = ω1, n = 0,

−ω′n+1 + 3ω′n − ω′n−1 = ωn+1, n ≥ 1.
(4.21)

This system of equations is subtly different to the previous case: there is

a shift in indices on the right-hand side of the equation. However, we do not

need to alter our method in solving this system greatly. In fact, we can simply

recycle our previous calculations and read off the solution to the homogeneous

problem. The particular solution will differ slightly, but it is not too difficult

to confirm that

ω′n = c1λ
n
+ + c2λ

n
− −

1√
5

[
λn+

n−1∑
r=0

λr−ωr+1 − λn−
n−1∑
r=0

λr+ωr+1

]
, n ≥ 0.

Since |λ+| > 1, we have to choose the constant c1 in a manner that ensures

that ω′ ∈ `2. As such, we may follow a parallel argument to before to deduce

that c1 = 1√
5

∑∞
r=0 λ

r
−ωr+1. We can then proceed to find c2 by using the initial

condition given by 3ω′0 − ω′1 = ω1. After some simple calculations we see that

c2 = − 1√
5

∑∞
r=1 λ

r
−ωr+1. Therefore, we have that

ω′n =

[
1√
5

∞∑
r=0

λr−ωr+1

]
(λn+ − λn+2

− )− 1√
5

[
λn+

n−1∑
r=0

λr−ωr+1 − λn−
n−1∑
r=0

λr+ωr+1

]
for n ≥ 0. Upon recalling that ω′n = ω̂n+1, we may finally claim that

ω̂n =


0 n = 0,

λn−1
+√

5

∞∑
r=n−1

λr−ωr+1 −
λn−1
−√

5

[
λ2
−
∞∑
r=0

λr−ωr+1 −
n−2∑
r=0

λr+ωr+1

]
, n ≥ 1,

(4.22)
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after collecting together powers of λ+ and λ−.

With ω̂ now expressed in terms of ω, we can finally assert that the maximal

sectorial relation S2,F associated to s2,F is given by

S2,F =
{

(A2ω, ω −A2ω)
∣∣ ω ∈ `2} ,

where A2ω = ω̂, as prescribed by equation (4.22).

Although we have constructed the Friedrichs extension S2,F of S2, the

form it currently takes is not particularly insightful: we are currently unable

to make any direct comparison between S1,F and S2,F . Thus, we conclude this

section by decomposing S2,F into its operator part (S2F )s and multi-valued

part (S2,F )mul — it is then much easier for us to make connections between

the two relations, allowing us to note any differences that may surface.

We begin by determining the multi-valued part (S2,F )mul of S2,F . Recall

that

(S2,F )mul = {0} ×mulS2,F ,

where

mulS2,F =
{
ω −A2ω

∣∣ A2ω = 0, ω ∈ `2
}

=
{
ω ∈ `2

∣∣ A2ω = 0
}
.

In other words, mulS2,F = kerA2.

Let ω ∈ kerA2. Since A2 is a linear operator and A2ω = ω̂, we must have

that ω̂ = 0. To find A2, recall that we solved the system of equations given

by (4.21), i.e., {
3ω′0 − ω′1 = ω1, n = 0,

−ω′n+1 + 3ω′n − ω′n−1 = ωn+1, n ≥ 1,

where ω′n = ω̂n+1 for all n ≥ 0. As ω̂ = 0, we must have ω′ = 0. Hence, from

the system of equations, ωn = 0 for all n ≥ 1. As such, ω0 is free, and so we

may conclude that

mulS2,F = kerA2 = span {e0},

where e0 = (1, 0, 0, . . . ). Alternatively, one may immediately observe that

e0 ∈ kerA2 by means of equation (4.19). Hence,

(S2,F )mul = {0} × span {e0},

for e0 = (1, 0, 0, . . . ).

Now, we continue by constructing the operator part (S2,F )s of S2,F . In

particular, we have

(S2,F )s =
{

(A2ω, P (ω −A2ω))
∣∣ ω ∈ `2} ,
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where P projects onto (mulS2,F )⊥ = (span {e0})⊥ = `20. Since A2 maps into

`20, we can rewrite the operator part as

(S2,F )s =
{

(A2ω, ω − ω0e0 −A2ω))
∣∣ ω ∈ `2} ,

after noting that the projection of an `2-element onto `20 simply sets its first

component to zero. Now, as `2 = `20 ⊕ span {e0}, we see that

(S2,F )s =
{

(A2ω, ω −A2ω))
∣∣ ω ∈ `20} ,

since an ω of the form ω = ce0, returns a contribution of (0, 0): we may as

well remove such elements from the analysis. As (S2,F )s will be the graph of

an operator T , say, we assert that

(S2,F )s =
{

(A2ω, ω −A2ω))
∣∣ ω ∈ `20}

= {(x, Tx) | x ∈ D(T )} .

We continue by determining this operator T .

Denote by L the left shift operator, that is,

L ((u0, u1, u2, . . . )) = (u1, u2, u3, . . . ), D(L) = `2,

and R the right shift operator, where

R ((u0, u1, u2, . . . )) = (0, u1, u2, u3, . . . ), D(R) = `2.

If ω ∈ `2, then LRω = ω, that is LR is the identity on `2. Conversely, RL

is not the identity on `2 as RLω 6= ω — we are unable to recover the first

component ω0. However, if ω ∈ `20 instead, then RLω = LRω = ω. Then, by

reintroducing the operator J from Section 4.2, that is, (Jx)n = −∆(∆xn−1)

for n ≥ 0, where x ∈ `2, we note that equation (4.20) can be written as

(J + I)Lω̂ = Lω or R(J + I)Lω̂ = ω.

Since we are concerned with ω and ω̂ that lie in `20, both (J + I) and L are

invertible. As such,

ω̂ = R(J + I)−1Lω,

and, in particular, A2 = R(J + I)−1L on `20. Since R(L � `20) = `2 and J + I

is bijective, we see that R(A2) = `20. Then, for x ∈ R(A2), we have

(S2,F )s =
{

(x,R(J + I)Lx− x)
∣∣ x ∈ `20}

=
{

(x, (R(J + I)L−RL)x)
∣∣ x ∈ `20}

=
{

(x,RJLx)
∣∣ x ∈ `20} ,

111



showing that the operator T is, in fact, the operator RJL with domain

D(RJL) = `20. With the operator and multi-valued parts of S2,F now de-

fined, we may finally conclude that

S2,F =
{

(x,RJLx)
∣∣ x ∈ `20}⊕ ({0} × span {e0}) .

The operator part of S2,F is in some way comparable to that of S1,F : they are

both heavily dependent on the operator J , shifts notwithstanding. Addition-

ally, in our closing remark of Section 4.2.1, we mentioned that the operator

to come — that is, J̃ — was not densely defined and that relations would be

critical in any analysis undertaken: hopefully this is apparent with the advent

of a non-trivial multi-valued part!

Now that we are in possession of the Friedrichs extension of S2, we finally

turn our attention to S2,K : the Krĕın extension of S2. We aim to follow the

same format as Section 4.2.2, but note that the difference in initial domains

makes the analysis considerably more involved.

4.4 The Krĕın Extension of S2

As before, we construct the Krĕın extension S2,K of the sectorial relation S2

by methodically unravelling the relation ((S−1
2 )F )−1. Therefore, the first step

in doing so is to find the inverse relation S−1
2 . Recall that S2 is given by

S2 =
{

(x, J̃x) ∈ `2 × `2
∣∣∣ x ∈ `20} ,

where (J̃x)n = −∆(∆xn−1) for n ≥ 0; hence,

S−1
2 =

{
(J̃x, x) ∈ `2 × `2

∣∣∣ x ∈ `20} .
Since S2 is sectorial, S−1

2 is also sectorial, and so we may associate to it the

form

s−12

[
J̃x, J̃y

]
=
〈
x, J̃y

〉
, (J̃x, x), (J̃y, y) ∈ S−1

2 ,

where Q(s−12 ) = D(S−1
2 ) = R(J̃). As before, we have that s−12 is a well-

defined, sectorial and closable form. Let s−12,F be the form with domain Q(s−12,F)

defined as the closure of s−12 . Therefore,

s−12,F

[
J̃x, J̃y

]
=
〈
x, J̃y

〉
, (J̃x, x), (J̃y, y) ∈ S−1

2 .

Note that we have not defined the form explicitly for elements that lie in

Q(s−12,F) \ R(J̃).

Although we have an expression for the form on certain elements, we are

able to rewrite it in a more useful manner by showing that the inverse of J̃
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exists on R(J̃). The following lemma proves this, in addition to showing that

R(J̃) is, in fact, a dense set in `2.

Lemma 4.4.1. The operator J̃ : `20 → `2, defined by (J̃x)n = −∆(∆xn−1) for

n ≥ 0, has an inverse that is densely defined.

Proof. If ker J̃ = {0}, then J̃−1 exists as an operator from R(J̃) to `20. In fact,

we have previously shown that ker J = {0} — we refer to Section 4.2.2 for

more details — and so the kernel of J̃ must also be trivial since J̃ is merely a

restriction of J .

To show that J̃−1 is densely defined, we need to show that R(J̃) is a dense

set in `2. From the Rank-Nullity theorem, as stated in Theorem 1.1.20, we

are able to decompose `2 into

`2 = R(J̃)⊕ ker J̃∗, (4.23)

since J̃ is certainly densely defined on `20. Then, R(J̃) is dense in `2 if and

only if ker J̃∗ = {0}.
To find J̃∗ : `2 → `20, consider the following equality:〈

J̃x, y
〉

=
〈
x, J̃∗y

〉
, x ∈ D(J̃), y ∈ D(J̃∗). (4.24)

Then, as in the proof of Lemma 4.1.1, the left-hand side of this equation can

be expressed as

∞∑
n=0

−∆(∆xn−1)yn =

∞∑
n=0

xn
[
−∆(∆yn−1)

]
=
∞∑
n=1

xn
[
−∆(∆yn−1)

]
,

after an application of the summation by parts formula, upon recalling that

x0 = 0. Conversely, we may express the right-hand side of equation (4.24) as〈
x, J̃∗y

〉
=
∞∑
n=0

xn(J̃∗y)n =
∞∑
n=1

xn(J̃∗y)n.

By equating these two expressions, we see that (J̃∗y)n = −∆(∆yn−1) for

n ≥ 1, for any y ∈ `2. Whilst we obtain no information about (J̃y)0 from this

argument, we know that J̃∗ maps into `20; then, we are able to conclude that

(J̃∗y)n =

0, n = 0,

−∆(∆yn−1), n ≥ 1,

for y ∈ `2. Then, we deduce that ker J̃∗ = {0} because there does not exist a

non-zero solution to the equation −∆(∆yn−1) = 0 that lies in `2. As such, the

decomposition presented in (4.23) informs us that `2 = R(J̃). Hence R(J̃) is

dense in `2 and J̃−1 : R(J)→ `20 is a densely defined operator. �
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Now that we have established that J̃−1 exists, we see that if J̃x = u for

x ∈ `20 and u ∈ R(J̃), then we have that x = J̃−1u instead. As such, we have

that

s−12,F [u, v] =
〈
J̃−1u, v

〉
, u ∈ R(J̃), v ∈ Q(s−12,F),

by means of an argument parallel to that of equation (4.11). With this form

in mind we are now able to construct the Friedrichs extension (S−1
2 )F of S−1

2 .

Note that we will, once again, omit brackets: (S−1
2 )F = S−1

2,F .

This time, (Q(s−12,F), ‖ · ‖s−1
2,F

) is the Hilbert space of concern to us, where

‖ · ‖s−1
2,F

is the norm induced by the inner product given by

〈x, y〉s−1
2,F

= s−12,F [x, y] + 〈x, y〉 , x, y ∈ Q(s−12,F).

Then, we begin to construct the Friedrichs extension S−1
2,F by introducing the

form ŝ−12,F = s−12,F + 1 with domain Q(̂s−12,F) = Q(s−12,F). We then assert that

there exists a bounded linear operator operator B2 : Q(s−12,F) → Q(s−12,F) such

that

ŝ−12,F [x, y] = 〈B2x, y〉s−1
2,F

,

for all x, y ∈ Q(s−12,F). In other words,

s−12,F [x, y] + 〈x, y〉 = s−12,F [B2x, y] + 〈B2x, y〉 ,

suggesting that B2 may be taken to be the identity operator on Q(s−12,F).

Then, for k, ω̂ ∈ Q(s−12,F) and ω ∈ `2, we consider the following equality

〈k, ω〉 = 〈k, ω̂〉s−1
2,F

, (4.25)

where we wish to identify the relationship between ω and ω̂ again. In par-

ticular, choose k ∈ R(J̃). Then, there exists an m ∈ `20 such that J̃m = k.

Therefore, we may rewrite the right-hand side of this equality to see that

〈k, ω̂〉s−1
2,F

=
∞∑
n=0

(J̃−1k)nω̂n +
∞∑
n=0

knω̂n

=

∞∑
n=0

(J̃−1J̃m)nω̂n + (J̃m)nω̂n

=
∞∑
n=0

((J̃ + Ĩ)m)nω̂n,

where Ĩ : `20 → `2 simply embeds an element of `20 into `2. On the other hand,

〈k, ω〉 =
∞∑
n=0

knωn =
∞∑
n=0

(J̃m)nωn.
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Then,
∞∑
n=0

(J̃m)nωn =

∞∑
n=0

((J̃ + Ĩ)m)nω̂n,

for m ∈ `20, ω̂ ∈ Q(s−12,F) and ω ∈ `2.

We continue by using the summation by parts formula on both the left

and right-hand sides of this equation twice, similar to its use in Lemma 4.1.1.

For the left-hand side, we see that

∞∑
n=0

(J̃m)nωn = −
∞∑
n=1

mn∆(∆ωn−1),

since m0 = 0, whilst the right-hand side gives that

∞∑
n=0

((J̃ + Ĩ)m)nω̂n = −
∞∑
n=1

mn∆(∆ω̂n−1) +
∞∑
n=1

mnω̂n

=

∞∑
n=1

mn

[
−∆(∆ω̂n−1) + ω̂n

]
.

Hence, for arbitrary m ∈ `20, we have

〈m,Jω〉 = 〈m, (J + I)ω̂〉 ,

demonstrating that

Jω = (J + I)ω̂ − αe0, (4.26)

for α ∈ C, where e0 is the sequence (1, 0, 0, . . . ). Since we are looking for

the linear operator A2 such that A2ω = ω̂, the α in equation (4.26) will be

dependent on ω but, crucially, unique. In other words, if we fix ω ∈ `2, then

there exists precisely one ω̂ ∈ Q(s−12,F) such that the inequality in equation (3.5)

holds.

In order to determine the value that α takes for each ω, we continue by

utilising a different decomposition of `2 to that given in (4.23); we find that

α does not take the same value for all ω ∈ `2, so we must decompose `2 into

distinct parts to accommodate this. In particular, we note that J̃ + Ĩ is a

densely defined operator on `20, so we see that

`2 = R(J̃ + Ĩ)⊕ ker (J̃ + Ĩ)∗,

upon invoking the Rank-Nullity theorem. In fact, upon investigating this

decomposition further we arrive at the following lemma.

Lemma 4.4.2. The space `2 can be decomposed into

`2 = R(J̃ + Ĩ)⊕ span {ϕ−},

where ϕ− = (1, λ−, λ
2
−, . . . ) ∈ `2, for λ− = 3−

√
5

2 .
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Proof. To prove this lemma, we begin by showing that R(J̃ + Ĩ) is a closed

set. Let {v(n)} be a sequence in R(J̃ + Ĩ) such that v(n) → v in `2. Then, we

show that v ∈ R(J̃ + Ĩ).

Since v(n) ∈ R(J̃ + Ĩ), there exists a u(n) ∈ `20 such that v(n) = (J̃ + Ĩ)u(n).

In fact, if E denotes the embedding of a sequence of `20 into `2, then it is clear

to see that v(n) = (J+I)Eu(n). Since J+I is invertible, (J+I)−1v(n) = Eu(n).

Hence,

Eu(n) = (J + I)−1v(n) → (J + I)−1v =: ũ

as n→∞, since (J + I)−1 is bounded (see: Lemma 4.2.3). Since u(n) ∈ `20, its

first component, u
(n)
0 , is equal to zero, and so ũ0 must equal zero too. Since

ũ0 = 0, there exists a u ∈ `20 such that Eu = ũ and, in particular, u(n) → u as

n→∞. Then, we may conclude that

v = (J + I)ũ = (J + I)Eu = (J̃ + Ĩ)u,

verifying that v ∈ R(J̃ + Ĩ). Hence R(J̃ + Ĩ) = R(J̃ + Ĩ).

We continue the proof by calculating the kernel of (J̃ + Ĩ)∗. First, we note

that J̃ + Ĩ : `20 → `2, and so (J̃ + Ĩ)∗ : `2 → `20. Consider the equation〈
(J̃ + Ĩ)x, y

〉
=
〈
x, (J̃ + Ĩ)∗y

〉
,

for x ∈ D(J̃ + Ĩ) = `20 and y ∈ D((J̃ + Ĩ)∗). Then, upon applying the

summation by parts formula twice to the left-hand side of this equation, we

see that
∞∑
n=0

((J̃ + Ĩ)x)nyn =

∞∑
n=1

xn
[
−∆(∆yn−1) + yn

]
.

This equality clearly holds for all y ∈ `2. Then we may compare this to〈
x, (J̃ + Ĩ)∗y

〉
to see that ((J̃ + Ĩ)∗y)n = −∆(∆yn−1) + yn for all n ≥ 1. In

order to determine the first component, we merely recall that (J̃ + Ĩ)∗ maps

into `20, resulting in

((J̃ + Ĩ)∗y)n =

0, n = 0,

−∆(∆yn−1) + yn, n ≥ 1,

for y ∈ `2. All that now remains is to determine ker (J̃ + Ĩ)∗. In fact, we have

performed these calculations before: the general solution to

−∆(∆yn−1) + yn = 0

is given by yn = c1λ
n
+ + c2λ

n
−, for constants c1 and c2, where λ± = 3±

√
5

2 .

However, we must set c1 = 0 to ensure that y ∈ `2. In fact, we may immedi-

ately conclude that yn = c2λ
n
−, for n ≥ 0, as there is no additional first row
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condition that must be adhered to. Hence,

ker (J̃ + Ĩ)∗ = span {ϕ−},

where ϕ− = (1, λ−, λ
2
−, . . . ).

This shows that we may decompose `2 into `2 = R(J̃ + Ĩ)⊕ span {ϕ−}, as

required. �

With this decomposition in mind, we may take ω inR(J̃+Ĩ) and span {ϕ−}
separately and determine how A2 acts on each set individually.

4.4.1 Determining A2 on R(J̃ + Ĩ)

Note that for any sequence x = (x0, x1, x2, . . . ), we may write x = x̃ + x0e0,

where x̃ = (0, x1, x2, . . . ) and e0 = (1, 0, 0, . . . ). Hence, for ω ∈ R(J̃ + Ĩ) and

ω̂ ∈ Q(s−12,F), we have

ω = ω̃ + ω0e0 and ω̂ = ˜̂ω + ω̂0e0,

when decomposed as above. Then, equation (4.26) implies that

ω̂ = Jω − Jω̂ + αe0

= J(ω − ω̂) + αe0

= J̃(ω̃ − ˜̂ω) + (ω0 − ω̂0)Je0 + αe0,

since ω̃, ˜̂ω ∈ `20. If we can show that ω0 = ω̂0 and α = 0, then ω̂ = J̃(ω̃ − ˜̂ω).

This equality is critical upon recalling that R(J̃) ⊆ Q(s−12,F): we will have

found the unique element ω̂ ∈ Q(s−12,F) such that A2ω = ω̂, provided that the

following inequality holds:

‖ω̂‖s−1
2,F
≤ ‖ω‖. (4.27)

Let α = 0. Then, Jω = (J + I)ω̂ and, in particular, (J + I)−1Jω = ω̂,

since J + I is invertible. Since we have specified that ω ∈ R(J̃ + Ĩ) and we

know that J̃ + Ĩ = (J + I) � `20, there exists a v ∈ `20 such that ω = (J + I)v.

Therefore,

ω̂ = (J + I)−1Jω

= (J + I)−1(J + I − I)ω

= ω − (J + I)−1ω

= ω − v. (4.28)

As v ∈ `20, this equality shows that we must, in fact, have ω̂0 = ω0 when-

ever α = 0. With this candidate in mind, all that remains is to verify that

inequality (4.27) holds.

117



Since ω̂ ∈ R(J̃),

‖ω̂‖2
s−1
2,F

= s−12,F [ω̂, ω̂] + 〈ω̂, ω̂〉

=
〈
J̃−1ω̂, ω̂

〉
+ 〈ω̂, ω̂〉 .

From equation (4.28), we see that ω̂ = ω − v for v ∈ `20. It is then immediate

that ω − ω̂ ∈ `20, and so equation (4.26) implies that ω̂ = J̃(ω − ω̂). In fact,

we may invert J̃ and conclude that J̃−1ω̂ = ω − ω̂. Hence,

‖ω̂‖2
s−1
2,F

= 〈ω − ω̂, ω̂〉+ 〈ω̂, ω̂〉

= 〈ω, ω̂〉

= 〈ω, ω − v〉

= ‖ω‖2 − 〈ω, v〉 .

Since ω = (J + I)v, and (J + I) is a positive operator, we may then conclude

that

‖ω̂‖2
s−1
2,F

= ‖ω‖2 − 〈(J + I)v, v〉

≤ ‖ω‖2,

verifying that inequality (4.27) holds for all ω ∈ R(J̃ + Ĩ) and ω̂ ∈ R(J̃).

Consequently, we are now able to assert that

A2ω = (J + I)−1Jω

= (I − (J + I)−1)ω, (4.29)

for ω ∈ R(J̃ + Ĩ).

4.4.2 Determining A2 on span {ϕ−}

Now that we have established how the operator A2 is to act on an element

ω ∈ R(J̃ + Ĩ), we continue by considering ω ∈ span {ϕ−} instead. As before,

we begin by investigating the equality given by equation (4.25), except all

instances of ω will be replaced by cϕ−; in fact, we may look at the case when

the coefficient c is equal to 1 due to the linearity of A2. Then, we immediately

obtain the following relationship from equation (4.26):

Jϕ− = (J + I)ω̂ − αe0. (4.30)

We may rewrite equation (4.30) by noting that Jϕ− = (J + I)ϕ− − ϕ− and

making use of the following lemma.
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Lemma 4.4.3. The `2-solution to the equation (J + I)x = e0, where e0 =

(1, 0, 0, . . . ), is given by xn = λn+1
− , where λ− = 3−

√
5

2 , i.e., x = λ−ϕ−.

Proof. Solving the equation (J+I)x = e0 is equivalent to solving the following

system of equations:−x1 + 3x0 = 1, n = 0,

−xn+1 + 3xn − xn−1 = 0, n ≥ 1.

Then, the general solution to the equation −xn+1 +3xn−xn−1 = 0 is given by

xn = c1λ
n
+ + c2λ

n
− for constants c1, c2 ∈ C, where λ± = 3±

√
5

2 . To ensure that

the solution to the system of equations lies in `2, we must take c1 = 0. Then,

by substituting our solution xn into the initial condition −x1 + 3x0 = 1, we

obtain

−c2λ− + 3c2 = 1.

Upon rearranging this for c2, we see that c2 = 1
(3−λ−) and, in particular,

c2 = λ−1
+ = λ−. It is then clear that xn = λn+1

− is the `2-solution to the

equation (J + I)x = e0. �

Since x = λ−ϕ−, we note that (J + I)x = e0 ⇐⇒ λ−(J + I)ϕ− = e0.

Hence, we may rewrite equation (4.30) as

Jϕ− = (J + I)ω̂ − αλ−(J + I)ϕ−.

Then, in conjunction with the fact that Jϕ− = (J + I)ϕ− − ϕ−, we may

conclude that

(J + I)ϕ− − ϕ− = (J + I)ω̂ − αλ−(J + I)ϕ−

or, in other words,

(J + I)(ω̂ − (αλ− + 1)ϕ−) = −ϕ−.

Since we are trying to uncover the relationship between ϕ− and ω̂, we proceed

by asking whether or not there exists an `2-solution x to the equation

(J + I)x = −ϕ−.

If there does, then x = ω̂−(αλ−+1)ϕ− and, in particular, ω̂ = x+(αλ−+1)ϕ−.

The following lemma shows that there is, indeed, such a sequence x that solves

this equation.

Lemma 4.4.4. The `2-solution to the equation (J + I)x = −ϕ−, where ϕ− =

(1, λ−, λ
2
−, . . . ) and λ− = 3−

√
5

2 , is given by xn = −λn−(n+1)√
5

.
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Proof. We begin the proof in a manner equivalent to that of Lemma 4.4.3, i.e.,

by noting that (J + I)x = −ϕ− is equivalent to solving the following system

of equations: −x1 + 3x0 = −1, n = 0,

−xn+1 + 3xn − xn−1 = −λn−, n ≥ 1.
(4.31)

Furthermore, we know that the general solution to −xn+1 + 3xn − xn−1 = 0

is given by the sequence xn = c1λ
n
+ + c2λ

n
− for constants c1, c2 ∈ C, where

λ± = 3±
√

5
2 . This time, however, we must construct a particular solution to

equation (4.31) before we can determine the constants c1 and c2. Then, from

the variation of constants formula, we see that the particular solution x̃ is

given by

x̃n =
1

W (ϕ+, ϕ−)

[
λn+

n−1∑
r=0

λr−(−λr−)− λn−
n−1∑
r=0

λr+(−λr−)

]
, n ≥ 0,

where ϕ± = (1, λ±, λ
2
±, . . . ) and W (ϕ+, ϕ−) is the Wronskian of the two se-

quences. In particular, we have

W (ϕ+, ϕ−) =

∣∣∣∣∣ λn+ λn−

λn+1
+ λn+1

−

∣∣∣∣∣
= (λ+λ−)nλ− − (λ+λ−)nλ+

= 1 · λ− − 1 · λ+

= −
√

5.

Hence,

x̃n =
1√
5

[
λn+

n−1∑
r=0

λ2r
− − λn−

n−1∑
r=0

1

]

=
1√
5

[
λn+

(
λ2n
− − 1

λ2
− − 1

)
− λn−n

]
,

by noting that the first summation is a geometric series, since |λ2
−| < 1. With

this particular solution in mind, we may then assert that the solution xn is

given by

xn = c1λ
n
+ + c2λ

n
− +

1√
5

[
λn+

(
λ2n
− − 1

λ2
− − 1

)
− λn−n

]
, n ≥ 0,

for constants c1 and c2. However, this xn does not not necessarily lie in `2 or

satisfy the initial condition: we must choose c1 and c2 with these conditions

in mind.
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As we require x to lie in `2, we need to choose c1 appropriately such that

the coefficient of the growing term, λn+, vanishes. In fact, we find it more

suitable to rewrite xn as

xn = λn+

(
c1 +

λ2n
− − 1

√
5(λ2
− − 1)

)
+ λn−

(
c2 −

n√
5

)

= λn+

(
c1 −

1√
5(λ2
− − 1)

)
+ λn−

(
c2 −

n√
5

+
1√

5(λ2
− − 1)

)

= λn+

(
c1 +

λ+

5

)
+ λn−

(
c2 −

n√
5
− λ+

5

)
,

because we may simply read off the value of c1 that ensures that the growth

of λn+ will not pose an issue. In particular, we may set c1 = −λ+
5 .

In order to find c2, we make use of the initial row condition −x1+3x0 = −1.

Then, we substitute our xn into this equation to arrive at

−λ−
(
c2 −

1√
5
− λ+

5

)
+ 3

(
c2 −

λ+

5

)
= −1.

Hence, upon rearranging this equation for c2, we obtain

c2 =
−1− λ−√

5
− 1

5 + 3λ+
5

(3− λ−)
.

Fortunately, c2 can be simplified drastically. Indeed, manipulating the right-

hand side of this equation eventually reveals that

c2 =
1

5λ+
=
λ−
5
.

Now that we have obtained the constant c2 explicitly, we can assert that the

`2-solution of the equation (J + I)x = −ϕ− is given by

xn = λn−

[
λ−
5
− n√

5
− λ+

5

]
= −

λn−(n+ 1)
√

5
, n ≥ 0,

where λ− = 3−
√

5
2 . �

With the `2-solution of the equation (J + I)x = −ϕ− now in hand, we

are one step closer to determining the relationship between ϕ− and ω̂. In

particular, if x = ω̂ − (αλ− + 1)ϕ−, then, for n ≥ 0, we have

ω̂n = xn + (αλ− + 1)λn−

=

[(
αλ− + 1− 1√

5

)
− n√

5

]
λn−. (4.32)

For ω ∈ R(J̃ + Ĩ), we were easily able to identify the unique α such that

ω̂ ∈ R(J̃), and so it was clear that ω̂ ∈ Q(s−12,F). Unfortunately, that is not
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possible for ω ∈ span {ϕ−}: there does not exist a sequence y ∈ `20 such that

J̃y = ω̂ — this will be proven shortly. Instead, since s−12,F is a closed form,

we must construct a sequence f (N) ∈ R(J̃) such that, for a unique α, the

following two conditions hold:

f (N) → ω̂ as N →∞ in `2 (4.33)

and

s−12,F

[
f (N) − f (M), f (N) − f (M)

]
→ 0 as N, M →∞. (4.34)

Together, these two conditions ensure that ω̂ will lie in Q(s−12,F), as expressed in

Definition 1.2.6. Furthermore, for this unique α, we will require an analogous

inequality to (4.27) to hold, i.e., we must have that

‖ω̂‖s−1
2,F
≤ ‖ϕ−‖`2 . (4.35)

Then, we begin by proving the following lemma.

Lemma 4.4.5. For any α ∈ C, there does not exist a sequence y ∈ `20 such

that J̃y = ω̂, where ω̂ is the sequence defined by equation (4.32).

Proof. Rather than solve J̃y = ω̂ for y ∈ `20, note that we may instead solve

the equation Jy = ω̂ for y ∈ `2, and then impose the condition y0 = 0. Hence,

we are looking for a sequence y ∈ `2 such that

y0 = 0 and

−y1 + 2y0 = ω̂0, n = 0,

−yn+1 + 2yn − yn−1 = ω̂n, n ≥ 1.

Then, the general solution to −yn+1 + 2yn − yn−1 = ω̂n is given by

yn = c1 + c2n+ 1 ·
n−1∑
r=0

rω̂r − n
n−1∑
r=0

1 · ω̂r, n ≥ 0,

after recalling the variation of constants formula presented in Lemma 1.3.4.

Since we have an explicit expression for ω̂, i.e.,

ω̂n =

[(
αλ− + 1− 1√

5

)
− n√

5

]
λn−, n ≥ 0,

we can simplify yn by expanding the summations, after recalling that |λ−| < 1.

In particular, we require the following two results: let |x| < 1, then

n−1∑
r=0

rxr =
nxn

x− 1
− x(xn − 1)

(x− 1)2

and
n−1∑
r=0

r2xr =
n2xn

x− 1
− 2nxn+1

(x− 1)2
+

(xn − 1)(x+ 1)x

(x− 1)3
.
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These identities are a consequence of the formula for a geometric series, i.e.,

n−1∑
r=0

xr =
xn − 1

x− 1
, |x| < 1,

upon differentiating both sides with respect to x, before multiplying by x and

then simplifying.

With the general solution in place, we must now choose the constants c1

and c2 such that the various conditions are satisfied. Firstly, we choose c1 and

c2 such that y ∈ `2. Then, with the above results in mind, we simplify the

sequence yn as follows:

yn = c1 + c2n+

n−1∑
r=0

rω̂r − n
n−1∑
r=0

ω̂r

= c1 + c2n+

(
αλ− + 1− 1√

5

) n−1∑
r=0

rλr− −
1√
5

n−1∑
r=0

r2λr−

− n

[(
αλ− + 1− 1√

5

) n−1∑
r=0

λr− −
1√
5

n−1∑
r=0

rλr−

]

= c1 + c2n+A
n−1∑
r=0

rλr− −B
n−1∑
r=0

r2λr− − n

[
A
n−1∑
r=0

λr− −B
n−1∑
r=0

rλr−

]
,

where A = αλ− + 1− 1√
5

and B = 1√
5
. Hence,

yn = c1 + c2n+A

(
nλn−
λ− − 1

−
λ−(λn− − 1)

(λ− − 1)2

)
−B

(
n2λn−
λ− − 1

−
2nλn+1

−
(λ− − 1)2

+
(λn− − 1)(λ− + 1)λ−

(λ− − 1)3

)

− n
[
A

(
λn− − 1

λ− − 1

)
−B

(
nλn−
λ− − 1

−
λ−(λn− − 1)

(λ− − 1)2

)]
,

after inserting the finite sum results in. Collecting powers of n then yields

yn =

[
c1 −

Aλn+1
−

(λ− − 1)2
+

Aλ−
(λ− − 1)2

− Bλn+1(λ− + 1)

(λ− − 1)3
+
Bλ−(λ− + 1)

(λ− − 1)3

]

+ n

[
c2 +

A

λ− − 1
+

Bλn+1
−

(λ− − 1)2
+

Bλ−
(λ− − 1)2

]
,

after observing that the terms involving n2 cancel out. We remark that both

{λn−} and {nλn−} are sequences that lie in `2. Then, to ensure that y ∈ `2, we

must take

c1 = − Aλ−
(λ− − 1)2

− Bλ−(λ− + 1)

(λ− − 1)3
and c2 = − A

λ− − 1
− Bλ−

(λ− − 1)2
,

i.e.,

c1 =
α(
√

5− 3)

2
+

1√
5

and c2 =
α(
√

5− 1)

2
+

1√
5
,
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upon recalling that A = αλ− + 1− 1√
5

and B = 1√
5
. Hence, for n ≥ 0,

yn =

[
−

Aλn+1
−

(λ− − 1)2
−
Bλn+1
− (λ− + 1)

(λ− − 1)3

]
+ n

[
Bλn+1
−

(λ− − 1)2

]

= −


(
αλ− + 1− 1√

5

)
λn+1
−

(λ− − 1)2
+
λn+1
− (λ− + 1)
√

5(λ− − 1)3

+ n

[
λn+1
−√

5(λ− − 1)2

]

= −
[(
αλ− + 1− 1√

5

)
λn− +

λn−(λ− + 1)
√

5(λ− − 1)

]
+
nλn−√

5
,

is the `2-solution to the equation Jy = ω̂, disregarding the initial condition.

Since y ∈ `2 for any value of α, we need to show that there does not exist

an α such that both y0 = 0 and −y1 + 2y0 = ω̂0 hold simultaneously. We

begin by noting that

y0 = c1 =
α(
√

5− 3)

2
+

1√
5

= −αλ− +
1√
5
.

Therefore, if we take

α =
1√
5λ−

=
1

2
+

3
√

5

10

then we ensure that y0 = 0. Now that we have a candidate value for α, we

must verify that −y1 + 2y0 = ω̂0 does not hold. By substituting this value of

α into the first row condition, we see that

−y1 + 2y0 = −(c1 + c2 − ω̂0) + 2 · 0 = −1

2
− 3
√

5

10
+ ω̂0.

Clearly, −y1 + 2y0 6= ω̂0, and so there is no single value of α such that both

conditions are simultaneously satisfied. As such, we may conclude that there

does not exist an `20-solution to the equation J̃y = ω̂, as required. �

4.4.3 Constructing an Approximation for ω̂ in R(J̃)

Now that we have established that there does not exist an `20-solution to the

equation J̃y = ω̂, we continue by constructing a sequence f (N) in R(J̃) that

approximates ω̂. We begin by considering the equation J̃z = f for f ∈ E0,

where

E0 =
{
x ∈ `2

∣∣ ∃N ∈ N0 such that xn = 0 for all n > N
}
.

We aim to arrive at general conditions that ensure that both z lies in `20 and

an initial condition is satisfied: crucially, we guarantee that f will lie in R(J̃).

Then, the general solution to this equation is given by

zn = 1 ·

[
c1 +

n−1∑
r=0

rfr

]
+ n ·

[
c2 −

n−1∑
r=0

fr

]
.
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To ensure that z ∈ `2, we must take c1 = −
∑∞

r=0 rfr and c2 =
∑∞

r=0 fr; note

that these expressions are finite since fr = 0 for all r after some N . Then,

zn = 1 ·

[
−
∞∑
r=0

rfr +

n−1∑
r=0

rfr

]
+ n ·

[ ∞∑
r=0

fr −
n−1∑
r=0

fr

]

= −1 ·

[ ∞∑
r=n

rfr

]
+ n ·

[ ∞∑
r=n

fr

]

=

∞∑
r=n

(n− r)fr. (4.36)

In addition to the above, we must deduce two further conditions: we must

have that z0 = 0, i.e, z ∈ `20, and we require the first row condition given by

−z1 = f0 to be satisfied. These conditions are simple to formulate by virtue

of equation (4.36): we merely require

−
∞∑
r=0

rfr = 0 and −
∞∑
r=1

(1− r)fr = f0. (4.37)

If we rewrite the latter condition as
∑∞

r=0(1− r)fr = 0 then we may subtract

these conditions from each other to produce two, less complicated expressions.

In particular, the following two conditions are equivalent to those derived

in (4.37):
∞∑
r=0

fr = 0 and
∞∑
r=0

rfr = 0. (4.38)

Thus, if an f ∈ E0 satisfies both equations given in (4.38), then there exists

a z ∈ `20, where z is defined by equation (4.36), such that J̃z = f . Then,

f ∈ R(J̃).

With these calculations in mind, our candidate sequence f (N) ∈ E0 will be

of the form

f (N)
n =



ω̂n, 0 ≤ n ≤ N,

FN , N + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

where FN and GN are functions of N to be found. In fact, we may solve both

of the conditions presented in (4.38) simultaneously to obtain these functions.

To begin with, we note that

∞∑
r=0

fr = 0 =⇒
2N∑

r=N+1

FN +
3N∑

r=2N+1

GN = −
N∑
r=0

ω̂r

=⇒ NFN +NGN = −
N∑
r=0

ω̂r. (4.39)
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Similarly, the second condition shows that

∞∑
r=0

rfr = 0 =⇒
2N∑

r=N+1

rFN +
3N∑

r=2N+1

rGN = −
N∑
r=0

rω̂r

=⇒ N(3N + 1)

2
FN +

N(5N + 1)

2
GN = −

N∑
r=0

rω̂r. (4.40)

From equation (4.39), we have NFN = −NGN−
∑N

r=0 ω̂r. We may then insert

this into equation (4.40) and isolate GN . After performing this calculation,

we see that

GN =
N∑
r=0

[
3N + 1− 2r

2N2

]
ω̂r. (4.41)

With GN now defined, we can use equation (4.39) to conclude that

FN = −
N∑
r=0

[
5N + 1− 2r

2N2

]
ω̂r. (4.42)

As such, our candidate for the sequence f (N) that approximates ω̂ is given by

f (N)
n =



ω̂n, 0 ≤ n ≤ N,

−
∑N

r=0

[
5N+1−2r

2N2

]
ω̂r, N + 1 ≤ n ≤ 2N,∑N

r=0

[
3N+1−2r

2N2

]
ω̂r, 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(4.43)

With the sequence f (N) defined, we may also use equation (4.36) to determine

the sequence z(N) that solves J̃z(N) = f (N). In particular, we see that

z(N)
n =



3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN

+

N∑
r=n

(n− r)ω̂r,

0 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , N + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(4.44)

4.4.4 The Sequence f (N) Approximates ω̂ in `2

Now that we have explicit expressions for FN and GN , we must ask whether

f (N) really does approximate ω̂ in `2, i.e., does f (N) → ω̂ asN →∞? However,
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as we are looking for a unique α ∈ C, we can first find an appropriate value

for α now in order to streamline future calculations.

If FN and GN are defined as in equations (4.42) and (4.41), then the

finite nature of the sum allows us to calculate the expressions themselves

explicitly. In particular, define the following in MAPLE:
> W:=(a,n)->(a*L+1-1/sqrt(5)-n/sqrt(5))*L^n
> F:=(a,N)->-sum((5*N+1-2*r)/(2*N^2)*W(a,r),r=0..N)
> G:=(a,N)->sum((3*N+1-2*r)/(2*N^2)*W(a,r),r=0..N),

where W , F , G, a and L signify ω̂n, FN , GN , α and λ− respectively. By

using the ‘collect’ command on FN and GN , that is,
> collect(F(a,N),N)
> collect(G(a,N),N),

we can group both expressions in terms of decreasing powers of n. Indeed,

FN = −
2(9
√

5− 15)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

+
1

N

−2(45α
√

5 + 26
√

5− 105α− 60)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

+
2(75α

√
5 + 20

√
5− 175α− 50)

5(
√

5− 1)3

]

+
1

N2

−2(35α
√

5 + 9
√

5− 75α− 25)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

+
2(65α

√
5 + 12

√
5− 145α− 30)

5(
√

5− 1)3

]
and

GN =
2(3
√

5− 5)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

+
1

N

2(15α
√

5 + 12
√

5− 35α− 30)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

−2(45α
√

5 + 12
√

5− 105α− 30)

5(
√

5− 1)3

]

+
1

N2

2(35α
√

5 + 9
√

5− 75α− 25)
(

3−
√

5
2

)N+1

5(
√

5− 1)3

−2(65α
√

5 + 12
√

5− 145α− 30)

5(
√

5− 1)3

]
.

Clearly, both FN and GN tend to 0 for any α ∈ C as N → ∞, however both

NFN and NGN do not. Then, it is our intention to choose an α such that

127



both NFN and NGN tend to zero as N →∞. In fact, upon solving both

2(75α
√

5 + 20
√

5− 175α− 50)

5(
√

5− 1)3
= 0

and

−2(45α
√

5 + 12
√

5− 105α− 30)

5(
√

5− 1)3
= 0

simultaneously for α, we obtain one, single candidate: α = −1
2 −

√
5

10 . As such,

all calculations performed during this section will now use this value of α.

Remark. It may seem miraculous that the same α ensures that NFN and NGN

both tend to 0, but this is merely a consequence of their form. In particular,

observe that

FN = −

[
GN −

1

N

N∑
r=0

ω̂r

]
.

Then, we can explicitly calculate
∑N

r=0 ω̂r by using the geometric series iden-

tities presented in Lemma 4.4.5. Hence,

N∑
r=0

ω̂r =
(5−

√
5)(N + 1)

(
3−
√

5
2

)N
10

.

Then, it is clear that
∑N

r=0 ω̂r and 1
N

∑N
r=0 ω̂r both tend to 0 as N →∞. As

such, the behaviour of NFN as N →∞ coincides precisely with that of NGN .

We now continue by proving that f (N) tends to ω̂ in `2, that is, we must

show that ‖f (N) − ω̂‖2 → 0 as N →∞. Then,

‖f (N) − ω̂‖2 =

∞∑
n=0

|f (N)
n − ω̂n|2

=

2N∑
n=N+1

|FN − ω̂n|2 +

3N∑
n=2N+1

|GN − ω̂n|2

≤ 2

[
2N∑

n=N+1

|FN |2 + |ω̂n|2
]

+ 2

[
3N∑

n=2N+1

|GN |2 + |ω̂n|2
]
,

since |x−y|2 ≤ 2(|x|2 + |y|2) for any two complex numbers x and y. Moreover,

‖f (N) − ω̂‖2 ≤ 2N
(
|FN |2 + |GN |2

)
+ 2

[
3N∑

n=N+1

|ω̂n|2
]

≤ 2N
(
|FN |2 + |GN |2

)
+ 2

[ ∞∑
n=N+1

|ω̂n|2
]
.

As both NFN and NGN tend to 0 as N →∞ and ω̂ ∈ `2, the entire expression

must also tend to 0. Thus, we may conclude that f (N) → ω̂ as N →∞ in `2,

and so the condition given in (4.33) is satisfied.
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4.4.5 The Sequence f (N) is a Cauchy Sequence in ‖ · ‖s−1
2,F

With the condition given in (4.33) now satisfied, we must continue by verifying

that

s−12,F

[
f (N) − f (M), f (N) − f (M)

]
→ 0 as N,M →∞,

where f (N) and f (M) are sequences defined by equation (4.43). We will assume

that N > M here and in what follows.

Due to our construction of the sequence f (N), we know that there exists a

z(N) ∈ R(J̃) such that J̃z(N) = f (N). Then, we may rewrite the form as

s−12,F

[
f (N) − f (M), f (N) − f (M)

]
=
〈
J̃−1

(
f (N) − f (M)

)
, f (N) − f (M)

〉
=
〈
z(N) − z(M), f (N) − f (M)

〉
.

The two sequences z(N)−z(M) and f (N)−f (M) that appear in the form above

depend on the relationship between N and M ; specifically, there are seven

distinct cases that must be considered individually before we can confirm that

the condition given in (4.34) is, indeed, satisfied.

Case I: M < N
3

It is prudent to first find expressions that both f (N)−f (M) and z(N)−z(M) take.

In particular, we can use equation (4.43) to determine
(
f (N) − f (M)

)
n
, whilst(

z(N) − z(M)
)
n

must be obtained using equation (4.44). Hence, if M < N
3 ,

then we have

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ 2M,

ω̂n −GM , 2M + 1 ≤ n ≤ 3M,

ω̂n, 3M + 1 ≤ n ≤ N,

FN , N + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

whilst
(
z(N) − z(M)

)
n

is given by equation (B.2) as found in Appendix B. We

can then insert these expressions into the form to obtain

s−12,F

[
f (N) − f (M), f (N) − f (M)

]
=
〈
z(N) − z(M), f (N) − f (M)

〉
= A+B + C +D + E,
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where

A =
2M∑

n=M+1

[
3N∑

r=2N+1

(n− r)GN +
2N∑

r=N+1

(n− r)FN +
N∑

r=3M+1

(n− r)ω̂r

+
3M∑

r=2M+1

(n− r)(ω̂r −GM ) +
2M∑
r=n

(n− r)(ω̂r − FM )

]
(ω̂n − FM ),

B =

3M∑
n=2M+1

[
3N∑

r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=3M+1

(n− r)ω̂r

+

3M∑
r=n

(n− r)(ω̂r −GM )

]
(ω̂n −GM ),

C =
N∑

n=3M+1

[
3N∑

r=2N+1

(n− r)GN +
2N∑

r=N+1

(n− r)FN +
N∑
r=n

(n− r)ω̂r

]
ω̂n,

D =
2N∑

n=N+1

[
3N∑

r=2N+1

(n− r)GN +
2N∑
r=n

(n− r)FN

]
FN and

E =

3N∑
n=2N+1

[
3N∑
r=n

(n− r)GN

]
GN .

Our aim is to show that as N and M tend to infinity, all five of these terms

individually tend to 0. If this is indeed the case, then the sequence f (N) is

Cauchy with respect to the form s−12,F, whenever M < N
3 .

The strategy that we will employ when proving that the form is Cauchy for

M < N
3 is as follows. Firstly, we need to ensure that the denominator of the

expressions A to E do not approach zero for large N and M ; this is necessary

as the form would almost certainly not tend to 0 under this circumstance.

We then compute the summation using MAPLE and analyse the output. In

particular, as N > M , expressions that multiply
(

3−
√

5
2

)N
decay faster than

both expressions multiplied by
(

3−
√

5
2

)M
and rational functions in N and M

— note that we only experience positive powers of 3−
√

5
2 . As such, we may

treat anything involving
(

3−
√

5
2

)N
as 0 and inspect the remaining expression.

Then, we can continue by further treating
(

3−
√

5
2

)M
as 0 due to its speed of

decay — terms involving this factor will certainly tend to 0 providing that the

term does not diverge as N → ∞. All that then remains is to confirm that

the surviving terms — solely rational functions in N and M — tend to 0 as

N and M tend to infinity.

For optimal clarity, we choose to illustrate the method for a single term:

the first term in the expression A above, i.e.,

T1 :=

2M∑
n=M+1

[
3N∑

r=2N+1

(n− r)GN

]
(ω̂n − FM ).
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It does not take MAPLE very long to compute this summation: indeed, we

are able to extract the denominator of T1, upon factoring, with relative ease.

In particular, denom (T1) = 80NM . Clearly, denom (T1) = 0 if and only if

either N or M are equal to 0: this situation is of no concern to us since N

and M are to grow larger.

The calculations show that every term in the expression T1 is of the form

− 1

80NM

[
aN bM cλdN+eM+f

−

]
= ãN b−1M c−1λdN+eM

− ,

for some constants a, ã ∈ R and b, c, d, e, f ∈ {0, 1, . . . , 4}: note that we may

extract any value of f into the coefficient ã.

Remark. We stress that not every combination of exponents exists.

Then, all terms with d ≥ 1 vanish as N tends to infinity. In fact, setting

these terms to be zero leaves terms only of the form

ãM c−1λeM− or
ãM cλeM−

N
,

with ã ∈ R and c, e ∈ {0, 1, 2}.
Now, we may discard all terms with e = 1 and e = 2 since these terms will

tend to 0. Then, the only the terms remaining are of the form ã
M or ã

N , for

ã ∈ R. Clearly, as M and N tend to infinity, these terms tend to 0, verifying

that the entire expression T1 tends to 0. Of course, this is merely one of many

terms: we must ensure that each term tends to 0. Fortunately, this method

is transferable to the other expressions and produces favourable results — we

are then able to conclude that the first case holds as anticipated.

Case II: M = N
3

Although the strategy remains the same during Case II, it is easier to prove

that the sequence f (N) is Cauchy with respect to the form when M = N
3 as

the expression is merely in terms of M . Effectively, we must show that the

form tends to 0 as M tends to infinity. In this case, f (N)−f (M) is remarkably

similar to that of Case I; in particular, one of the intervals collapses and we

are left with

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ 2M,

ω̂n −GM , 2M + 1 ≤ n ≤ N,

FN , N + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

131



Note that the sequence z(N)− z(M) is given by equation (B.3) in Appendix B.

Then, we consider the analogous term to that given in Case I in order to

demonstrate the method more concretely; as M = N
3 , we will analyse

T2 :=
2M∑

n=M+1

[
9M∑

r=6M+1

(n− r)G3M

]
(ω̂n − FM ),

for the purpose of comparison. In fact, since T2 is an expression only

involving M , it is enough to simply take M to infinity immediately. Indeed,

if we use the MAPLE code expressed earlier in this section for ω̂n, FN and

GN , in conjunction with the ‘limit’ command, then we see that T2 tends

to 0 as M →∞. In particular, if L denotes λ− and a denotes α, then
> W:=(a,n)->(a*L+1-1/sqrt(5)-n/sqrt(5))*L^n
> F:=(a,N)->-sum((5*N+1-2*r)/(2*N^2)*W(a,r),r=0..N)
> G:=(a,N)->sum((3*N+1-2*r)/(2*N^2)*W(a,r),r=0..N),
> sum(sum((n-r)*G(-1/2-sqrt(5)/10,3*M), r=6*M+1..9*M)

*(W(-1/2-sqrt(5)/10,n)-F(-1/2-sqrt(5)/10,M)),n=M+1..2*M)
> limit(%,M=infinity)

will yield 0 upon setting α = −1
2 −

√
5

10 , as required.

Case III: N
3 < M < N

2

When N
3 < M < N

2 , the sequence f (N) − f (M) is such that

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ 2M,

ω̂n −GM , 2M + 1 ≤ n ≤ N,

FN −GM , N + 1 ≤ n ≤ 3M,

FN , 3M + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

whilst z(N) − z(M) is given by equation (B.4) in Appendix B.

Since M does not equal some constant multiplied by N , we find ourselves

more in line with Case I. However, if we are to follow the same strategy as

in Case I, then we must be mindful of a minor, yet non-trivial, difference.

Unlike in Case I, M grows at the same rate as N : at no point can we fix a

value of M and take N to infinity. In practice, this simply means that we

must estimate M using the case-inequality after we have let powers of 3−
√

5
2

tend to 0 — we will only be left with rational functions in N and M , so this

is reasonable. In particular, we know that M < N
2 and 1

M < 3
N so we must

ensure that the numerator of this rational function has a power of N that is
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less than the denominator so that when N tends to infinity, the function tends

to 0. As such, we consider the analogous expression in this case in order to

demonstrate the difference.

Consider the expression

T3 :=
2M∑

n=M+1

[
3N∑

r=2N+1

(n− r)GN

]
(ω̂n − FM ).

Again, we observe that denom (T3) = 80NM , and so there are no problematic

values of N and M that we must be wary of. Then, if we expand T3 and set

all terms involving λN− and λM− to be 0, we are left with

−(3 +
√

5)(5N − 3M)

20NM
.

Since we have an explicit bound on M in terms of N , if we are to appropriately

estimate this expression by N , then we observe that the denominator is always

of a greater power of N than the numerator. As such, as N → ∞, this

expression will tend to 0, as we require. Again, we must check that all terms

tend to 0 before we can conclude that the sequence is Cauchy with respect to

the form, but it is not too difficult with this process in mind.

Case IV: M = N
2

The remaining four cases are all similar to a previous case: Cases IV and VI

are similar to Case II, whilst V and VII are similar to III. This is because

the even cases are all special versions of the case before it — identical to the

interplay between Case I and II — whilst the odd cases all have an M which

is bounded by a multiple of N . As such, we employ the appropriate strategy

when we are to compute the expression s−12,F

[
f (N) − f (M), f (N) − f (M)

]
.

However, we only choose to present the sequence f (N) − f (M) here since

there is nothing more to discuss: the method remains the same, and there are

no surprises that we must draw attention to. As such, when M = N
2 ,

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ N,

FN −GM , N + 1 ≤ n ≤ 3M,

FN , 3M + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

whilst z(N) − z(M) is given by equation (B.5) in Appendix B.
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Case V: N
2 < M < 2N

3

When N
2 < M < 2N

3 , the sequence f (N) − f (M) is given by

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ N,

FN − FM , N + 1 ≤ n ≤ 2M,

FN −GM , 2M + 1 ≤ n ≤ 3M,

FN , 3M + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

Case VI: M = 2N
3

When M = 2N
3 , the sequence f (N) − f (M) is given by

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ N,

FN − FM , N + 1 ≤ n ≤ 2M,

FN −GM , 2M + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

Case VII: 2N
3 < M < N

When 2N
3 < M < N , the sequence f (N) − f (M) is given by

(
f (N) − f (M)

)
n

=



0, 0 ≤ n ≤M,

ω̂n − FM , M + 1 ≤ n ≤ N,

FN − FM , N + 1 ≤ n ≤ 2M,

FN −GM , 2M + 1 ≤ n ≤ 2N,

GN −GM , 2N + 1 ≤ n ≤ 3M,

GN , 3M + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

Note that the sequences z(N) − z(M) in Case V, VI and VII can be found in

Appendix B: they are given by equations (B.6), (B.7) and (B.8), respectively.

With all seven cases now explored thoroughly, we may finally conclude

that the sequence f (N) given by equation (4.43) not only approximates ω̂ but
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also is a Cauchy sequence with respect to the form s−12,F. This is crucial, as it

demonstrates that the two conditions given by (4.33) and (4.34) are satisfied.

4.4.6 The Inequality ‖ω̂‖s−1
2,F
≤ ‖ϕ−‖`2 Holds

We have now proven that f (N) → ω̂ in `2 and that f (N) is a Cauchy sequence

with respect to the norm given by the form s−12,F. All that remains is to verify

that the inequality given by (4.35) holds, that is,

‖ω̂‖s−1
2,F
≤ ‖ϕ−‖`2 ,

for (ϕ−)n = λn− =
(

3−
√

5
2

)n
.

To begin with, we first note that

‖ω̂‖s−1
2,F

= lim
N→∞

‖f (N)‖s−1
2,F
.

Then,

‖f (N)‖2
s−1
2,F

= s−12,F

[
f (N), f (N)

]
+
〈
f (N), f (N)

〉
=
〈
J̃−1f (N), f (N)

〉
+
〈
f (N), f (N)

〉
=
〈
z(N), f (N)

〉
+
〈
f (N), f (N)

〉
.

We continue by analysing both
〈
z(N), f (N)

〉
and

〈
f (N), f (N)

〉
separately. Im-

mediately, we observe that
〈
z(N), f (N)

〉
can be expressed as

N∑
n=0

[
3N∑

r=2N+1

(n− r)GN +
2N∑

r=N+1

(n− r)FN +
N∑
r=n

(n− r)ω̂r

]
ω̂n

+

2N∑
n=N+1

[
3N∑

r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN

]
FN

+

3N∑
n=2N+1

[
3N∑
r=n

(n− r)GN

]
GN .

By evaluating this expression in MAPLE and taking N to infinity, we see that

lim
N→∞

〈
z(N), f (N)

〉
≈ 0.140498.

On the other hand,

〈
f (N), f (N)

〉
=

N∑
n=0

|ω̂n|2 +

2N∑
n=N+1

|FN |2 +

3N∑
n=2N+1

|GN |2

=

N∑
n=0

|ω̂n|2 +N
(
F 2
N +G2

N

)
.
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Again, taking the limit of this expression as N goes to infinity yields

lim
N→∞

〈
f (N), f (N)

〉
≈ 0.093665.

In contrast, we can compute ‖ϕ−‖2 =
∑∞

n=0 |λn−|2 directly after noting that

this is precisely a geometric series. Then,

‖ϕ−‖2 =
∞∑
n=0

λ2n
−

=
1

1− λ2
−
, (4.45)

and so ‖ϕ−‖2 = 1
2 + 3

√
5

10 ≈ 1.1708203. It is then clear that the inequality

presented in (4.35) holds, as 0.140498 + 0.093665 ≤ 1.1708203.

4.4.7 The Relation S2,K

We have now shown that all three conditions hold for the particular, unique,

value of α = −1
2 −

√
5

10 ; all that remains is to construct S2,K using

S2,K = (S−1
2,F )−1 =

{
(ω −A2ω,A2ω) ∈ `2 × `2 | ω ∈ `2

}
,

where A2ω = ω̂ for ω̂ ∈ Q(s−12,F). Note that an arbitrary ω ∈ `2 may be

expressed as

ω = ω − cϕ− + cϕ−,

for any constant c. Then, we aim to find the unique constant c = cω such that

ω = (ω − cωϕ−)︸ ︷︷ ︸
∈R(J̃+Ĩ)

+ (cωϕ−)︸ ︷︷ ︸
∈span {ϕ−}

,

upon recalling Lemma 4.4.2 — `2 may be decomposed into the orthogonal sum

R(J̃ + Ĩ)⊕ span {ϕ−}. Indeed, if ω − cωϕ− is orthogonal to cωϕ−, then

〈ω − cωϕ−, cωϕ−〉 = 0,

and, in particular,

cω 〈ω, ϕ−〉 − cωcω 〈ϕ−, ϕ−〉 = 0.

Hence, if we set

cω =
〈ω, ϕ−〉
‖ϕ−‖2

,

then ω takes the following form:

ω =

(
ω − 〈ω, ϕ−〉

‖ϕ−‖2
ϕ−

)
︸ ︷︷ ︸

∈R(J̃+Ĩ)

+

(
〈ω, ϕ−〉
‖ϕ−‖2

ϕ−

)
︸ ︷︷ ︸
∈span {ϕ−}

. (4.46)
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With this decomposition in mind, we must now determine how A2 acts on a

general element ω ∈ `2. Then, we may summarise all of our previous calcula-

tions as follows.

Let ω ∈ `2. Then, ω = µ + η for µ ∈ R(J̃ + Ĩ) and η ∈ span {ϕ−}:
specifically,

µ = ω − 〈ω, ϕ−〉
‖ϕ−‖2

ϕ− and η =
〈ω, ϕ−〉
‖ϕ−‖2

ϕ−,

where (ϕ−)n = λn− =
(

3−
√

5
2

)n
, by means of equation (4.46). Then, for

µ ∈ R(J̃ + Ĩ), equation (4.29) shows that

A2µ =
[
I − (J + I)−1

]
µ,

whilst for η ∈ span {ϕ−}, i.e., η = cϕ−, we have

(A2η)n = c

(
(αλ− + 1)λn− −

(n+ 1)λn−√
5

)
,

for α = −1
2 −

√
5

10 , due to equation (4.32). Furthermore, recall that, by

Lemma 4.4.4, the `2-solution to the equation (J + I)x = −ϕ− is given by

xn = −λn−(n+1)√
5

. Hence,

A2η = c ((αλ− + 1)ϕ− + x) .

As A2 is a linear operator, we assert that

A2ω = A2µ+A2η.

Hence, for a general ω ∈ `2, as decomposed in equation (4.46), we have

A2ω =
[
I − (J + I)−1

]
(ω − cωϕ−) + cω [(αλ− + 1)ϕ− + x]

=
[
I − (J + I)−1

]
ω − cωϕ− − cω(J + I)−1(−ϕ−)

+ cω [(αλ− + 1)ϕ− + x]

=
[
I − (J + I)−1

]
ω − cωϕ− − cωx+ cω(αλ− + 1)ϕ− + cωx

=
[
I − (J + I)−1

]
ω + cωαλ−ϕ−.

With the linear mapping A2 defined, we may now assert that S2,K is the

following relation:

S2,K =
{

(ω −A2ω,A2ω)
∣∣ ω ∈ `2}

=


(

(J + I)−1ω − cωαλ−ϕ−,[
I − (J + I)−1

]
ω + cωαλ−ϕ−

)
∣∣∣∣∣∣∣∣ ω ∈ `

2

 , (4.47)
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where (ϕ−)n = λn− =
(

3−
√

5
2

)n
, α = −1

2 −
√

5
10 and cω = 〈ω,ϕ−〉

‖ϕ−‖2 .

Whilst equation (4.47) displays a valid representation of S2,K , we are able

to manipulate the relation upon defining u := (J + I)−1ω − cωαλ−ϕ−. By

means of Lemma 4.4.3, we note that λ−(J + I)ϕ− = e0. Then, we readily

observe that

u = (J + I)−1ω − cωα(J + I)−1e0

= (J + I)−1(ω − cωαe0).

Hence ω = (J + I)u+ cωαe0.

Since cω = 〈ω,ϕ−〉
‖ϕ−‖2 involves ω, we now aim to rewrite cω strictly in terms of

u. Then, consider the expression 〈ω, ϕ−〉. Since J + I is self-adjoint, we have

that

〈ω, ϕ−〉 = 〈(J + I)u, ϕ−〉+ cωα 〈e0, ϕ−〉

= 〈u, (J + I)ϕ−〉+ cωα · 1

=
1

λ−
〈u, e0〉+ cωα

=
u0

λ−
+ cωα,

and so we may conclude that

cω =
u0

λ−‖ϕ−‖2
+

cωα

‖ϕ−‖2
=⇒ cω =

u0

λ−(‖ϕ−‖2 − α)
.

All of these quantities are known explicitly: λ− = 3−
√

5
2 , α = −1

2 −
√

5
10 and

‖ϕ−‖2 = 1
1−λ2−

by means of equation (4.45). Then, it is easily verified that

cω = −u0
α . Hence,

ω = (J + I)u− u0e0

= (J + I)u− 〈u, e0〉 e0.

With this calculation in mind, we may then declare that, for the appropriate

ω and u,

(ω −A2ω,A2ω) = (u, ω − u),

where ω − u is such that

ω − u = (J + I)u− 〈u, e0〉 e0 − u

= Ju− 〈u, e0〉 e0.

Hence

S2,K =
{

(u, Ju− 〈u, e0〉 e0)
∣∣ u = (J + I)−1 (ω − cωαe0) for ω ∈ `2

}
.
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Given the relationship between ω and u, we now ask which space the

sequence u belongs to. In fact, since J + I : `2 → `2 is a bijective operator

(see: Lemma 4.2.3), if the operator T : `2 → `2 such that ω 7→ ω − cωαe0 is

bijective, then we may deduce that u can be an arbitrary element in `2 —

this is clear, upon taking the composition of the two operators. The following

lemma proves that this is, indeed, the case.

Lemma 4.4.6. The operator T : `2 → `2 such that

ω 7→ ω − 〈ω, ϕ−〉
‖ϕ−‖2

αe0

is a bijective, linear operator.

Proof. Let x, y ∈ `2 and λ ∈ C. Proving that T is linear is easy: we must

simply verify that T (λx+ y) = λTx+ Ty. Indeed,

T (λx+ y) = (λx+ y)− 〈λx+ y, ϕ−〉
‖ϕ−‖2

αe0

= λx− λ〈x, ϕ−〉
‖ϕ−‖2

αe0 + y − 〈y, ϕ−〉
‖ϕ−‖2

αe0

= λTx+ Ty,

confirming that T is a linear operator.

To verify that T is bijective, we first note that we may write T as the

operator I − S, for Sω = 〈ω,ϕ−〉
‖ϕ−‖2 αe0. Then, to show that T is bijective, we

make use of the Neumann series — see, for example, [43, Thm. 7.3-1]. In

particular, if ‖S‖ < 1, then (I − S)−1 = T−1 exists on the whole of `2, and so

T is bijective. Indeed,

‖Sω‖ =

∥∥∥∥〈ω, ϕ−〉‖ϕ−‖2
αe0

∥∥∥∥ ≤ ‖ω‖‖ϕ−‖‖ϕ−‖2
|α|‖e0‖ =

‖ω‖|α|
‖ϕ−‖

,

after an application of the Cauchy-Schwarz inequality. This inequality demon-

strates that

‖S‖ ≤ |α|
‖ϕ−‖

, or ‖S‖2 ≤ |α|2

‖ϕ−‖2
.

The second inequality above is more useful to us as equation (4.45) gives an

explicit expression for ‖ϕ−‖2. Additionally, it is easily verified that α2 = λ+
5

for λ+ = 3+
√

5
2 . Together, these two expressions show that

‖S‖2 ≤
λ+(1− λ2

−)

5
=
λ+ − λ−

5
=

√
5

5
< 1,

since λ+λ− = 1. As this inequality demonstrates that ‖S‖ < 1, we may

conclude that T is a bijective, linear operator, as required. �
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Having now discerned that T is bijective, we see that (J + I)T : `2 → `2

is also bijective, and so we may conclude that the Krĕın extension S2,K of S2

takes the following form:

S2,K =
{

(u, Ju− 〈u, e0〉 e0)
∣∣ u ∈ `2} .

It is worth noting that this relation does not have a multi-valued part.

Indeed, this is obvious upon setting u = 0: J0 − 〈0, e0〉 e0 = 0, and so there

can not exist an element of the form (0, x) ∈ S2,K for x 6= 0. Consequently,

we can easily express Ju− 〈u, e0〉 e0 as a Jacobi operator Ĵ . In particular,

S2,K =
{

(u, Ĵu)
∣∣∣ u ∈ `2} ,

where

Ju− 〈u, e0〉 e0 = Ĵu =


1 −1

−1 2 −1

−1 2 −1
. . .

. . .
. . .




u0

u1

u2

...

 , (4.48)

for u = (u0, u1, u2, . . . ) ∈ `2.

Now that we have constructed both the Friedrichs and Krĕın extension

of S2, we conclude this section by remarking that S2,F does not equal S2,K .

This differs to S1 quite drastically, as S1 = S1,F = S1,K in that case. Thus,

we continue by asking whether or not there exist other extremal maximal

sectorial extensions of S1 and S2. The next section addresses this question by

means of Theorem 3.2.17.

4.5 Extremal Maximal Sectorial Extensions of S1

and S2

During Sections 4.2, 4.3 and 4.4, we constructed the Friedrichs and Krĕın

extensions of two linear relations S1 and S2. In particular, we constructed

maximal sectorial relations after making use of the association between secto-

rial relations and closed forms. However, in Section 3.2.3, we also described

how one might construct all extremal maximal sectorial extensions by means

of the linear relations U and V expressed in equations (3.16) and (3.17) respec-

tively. This section serves two purposes. On one hand, we aim to characterise

all of the extremal maximal sectorial extensions of S1 and S2 by means of

Theorem 3.2.17. Moreover, we aim to explicitly construct the Friedrichs and

Krĕın extensions of both S1 and S2, verifying that the two methods coincide.
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4.5.1 Extremal Maximal Sectorial Extensions of S1

We begin by recalling that the linear relation S1 is given by

S1 =
{

(x, Jx) ∈ `2 × `2
∣∣ x ∈ `2} ,

where (Jx)n = −∆(∆xn−1) for all n ≥ 0. The set R0, as described in equa-

tion (3.11), is fundamental to the construction of the extremal maximal ex-

tensions of S1; in particular,

R0 =
{
x′ ∈ R(S1)

∣∣ there exists (x, x′) ∈ S1 such that
〈
x′, x

〉
= 0
}

=
{
Jx
∣∣ there exists x ∈ `2 such that 〈Jx, x〉 = 0

}
.

It is clear that 〈Jx, x〉 = 0 if and only if x = 0, and so we readily observe that

R0 = {0}.

Remark. Alternatively, since mulS∗1 = mulS1 = {0}, it is immediate that

R0 = {0} upon invoking Lemma 3.2.13.

Remark. Since R0 = {0}, the element [Jx] is effectively the same as Jx.

However, we will keep the bracket notation so that there is no ambiguity

between the spaces and inner products that we will work with.

We continue by defining (HS1 , 〈·, ·〉HS1
) to be the completion of the inner

product space
(
R(S1)/R0, 〈·, ·〉R(S1)/R0

)
, where

〈
[x′], [y′]

〉
R(S1)/R0

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
, (x, x′), (y, y′) ∈ S1.

Here, [x′] and [y′] denote the equivalence classes containing x′ and y′ respec-

tively. Then, for (x, Jx), (y, Jy) ∈ S1, it is clear that

〈[Jx], [Jy]〉HS1
=

1

2
(〈Jx, y〉+ 〈x, Jy〉)

=
1

2
(〈Jx, y〉+ 〈Jx, y〉)

= 〈Jx, y〉 ,

since J is self-adjoint. Alternatively, we note that

〈[Jx], [Jy]〉HS1
= 〈x, Jy〉 , (x, Jx), (y, Jy) ∈ S1,

using the symmetry of J .

Let b′1 be the symmetric form with Q(b′1) = R(S1)/R0 defined by

b′1 [[Jx], [Jy]] =
i

2
(〈x, Jy〉 − 〈Jx, y〉) , (x, Jx), (y, Jy) ∈ S1.
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In this case, the form b′1 simplifies significantly. Indeed, for all (x, Jx),

(y, Jy) ∈ S1, we have

b′1 [[Jx], [Jy]] =
i

2
(〈x, Jy〉 − 〈Jx, y〉)

=
i

2
(〈x, Jy〉 − 〈x, Jy〉)

= 0,

since J is self-adjoint. By taking the closure of b′1, we obtain the closed form

b1, where b1 is an everywhere defined, bounded symmetric form on HS1 that

is identically equal to 0. Then, there exists a bounded self-adjoint operator

BS1 on HS1 such that

b1 [[Jx], [Jy]] = 〈BS1 [Jx], [Jy]〉HS1
, (x, Jx), (y, Jy) ∈ S1.

Clearly BS1 = 0, i.e., BS1 is the zero operator.

Now, define U1 to be the linear relation from `2 to HS1 with

U1 =
{

(x, [Jx]) ∈ `2 ×HS1

∣∣ (x, Jx) ∈ S1

}
, (4.49)

and V1 from HS1 to `2 with

V1 =
{

([Jx], Jx) ∈ HS1 × `2
∣∣ (x, Jx) ∈ S1

}
. (4.50)

With these two linear relations in mind, we are able to determine all extremal

maximal sectorial extensions of S1 by means of Theorem 3.2.17. In particular,

if we are in possession of a closed linear operator T whose graph satisfies

U1 ⊆ G(T ) ⊆ V ∗1 , then

S̃ = G(T )∗G(I + iBS1)G(T )

= G(T )∗G(T )

is the extremal maximal sectorial extension of S1 associated to T . Further-

more, by Theorem 3.2.18, the Friedrichs extension S1,F and Krĕın extension

S1,K of S1 are given by

S1,F = U∗1G(I + iBS1)U∗∗1

= U∗1U
∗∗
1

and

S1,K = V ∗∗1 G(I + iBS1)V ∗1

= V ∗∗1 V ∗1 ,

respectively. Then, we must determine the following relations: U∗1 , U∗∗1 , V ∗1

and V ∗∗1 . In fact, the following lemma shows that these relations, in this case,

are intimately connected.
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Lemma 4.5.1. Let U1 and V1 be defined as in equations (4.49) and (4.50).

Then U1 = V ∗1 = U∗∗1 and U∗1 = V ∗∗1 .

Proof. The latter equality is immediate provided that U1 = V ∗1 , so we focus

on proving the former. Then, we begin by noting that V ∗1 is of the form

V ∗1 =
{

(z, [y]) ∈ `2 ×HS1

∣∣∣ 〈[y], [Jx]〉HS1
= 〈z, Jx〉 for all ([Jx], Jx) ∈ V1

}
.

As [y] ∈ HS1 , there exists a sequence [pn] in R(S1)/{0} such that [pn] → [y]

as n→∞ in HS1 . In particular, as R(S1) = R(J), there exists a sequence qn

in `2 such that [Jqn]→ [y]. Then,

〈z, Jx〉 = 〈[y], [Jx]〉HS1
= lim

n→∞
〈[Jqn], [Jx]〉HS1

= lim
n→∞

〈Jqn, x〉 .

Since J is self-adjoint, we note that 〈z, Jx〉 = 〈Jz, x〉. As x ∈ `2 is arbitrary,

Jqn must tend to Jz weakly in `2 for equality to hold: we choose to denote

this by Jqn ⇀ Jz. Moreover, for [Jx] ∈ D(V1),

〈[y]− [Jz], [Jx]〉HS1
= 〈[y − Jz], [Jx]〉HS1

= lim
n→∞

〈[Jqn − Jz], [Jx]〉HS1

= lim
n→∞

〈[J(qn − z)], [Jx]〉HS1

= lim
n→∞

〈J(qn − z), x〉

= lim
n→∞

〈Jqn − Jz, x〉 .

As Jqn ⇀ Jz in `2, limn→∞ 〈Jqn − Jz, x〉 = 0 for all x ∈ `2. Thus, [y] = [Jz].

With this result in mind, we can then assert that

V ∗1 =

(z, [Jz]) ∈ `2 ×HS1

∣∣∣∣∣∣
z ∈ `2 such that 〈[Jz], [Jx]〉HS1

= 〈z, Jx〉

for all ([Jx], Jx) ∈ V1

 .

However, the extra condition required on z ∈ `2 is unimportant for our pur-

poses: clearly, V ∗1 ⊆ U1. Moreover, from Lemma 3.2.16, we have that V1 ⊆ U∗1 .

By taking the adjoint of both sides, we readily observe that U∗∗1 ⊆ V ∗1 . Hence,

U∗∗1 ⊆ V ∗1 ⊆ U1 ⊆ U∗∗1 ,

since U∗∗1 is the closure of U1. From this string of containments, we conclude

equality. Hence

U1 = V ∗1 = U∗∗1 and U∗1 = V ∗∗1 ,

as required. �
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This lemma has several notable consequences. Firstly, since U1 = V ∗1 , there

are no other extremal maximal extensions of S1 — there are no additional

choices for graphs that lie in between the two. Furthermore,

S1,K = V ∗∗1 V ∗1 = U∗1V
∗

1 = U∗1U
∗∗
1 = S1,F ,

verifying that the Friedrichs and Krĕın extension coincide in this example. We

then devote the remainder of this section to the construction of the Friedrichs

extension S1,F by means of the composition U∗1U
∗∗
1 = U∗1U1 in order to ensure

that the two methods do, indeed, coincide.

By definition, U∗1 is of the form

U∗1 =
{

([y], z) ∈ HS1 × `2
∣∣∣ 〈z, x〉 = 〈[y], [Jx]〉HS1

for all (x, [Jx]) ∈ U1

}
.

Then, as [y] ∈ HS1 , there exists a sequence qn in `2 such that [Jqn] → [y] as

n→∞ in HS1 . Hence,

〈z, x〉 = 〈[y], [Jx]〉HS1
= lim

n→∞
〈[Jqn], [Jx]〉HS1

= lim
n→∞

〈Jqn, x〉 .

As such, we require Jqn ⇀ z in `2 for equality to hold. Then,

U∗1 =

([y], z) ∈ HS1 × `2
∣∣∣∣∣∣ there exists a sequence qn in `2 such

that Jqn ⇀ z in `2 and [Jqn]→ [y] in HS1

 .

Now, in order to find S1,F , we simply need to determine the elements in

U∗1 whose first component is [Jx]. If such an element could be expressed as

([Jx], z), say, then S1,F would consist of the elements (x, z), for x ∈ `2: this is

simply the composition of two linear relations. In other words,

U∗1U1 =

(x, z) ∈ `2 × `2
∣∣∣∣∣∣ there exists a sequence qn in `2 such

that Jqn ⇀ z in `2 and [Jqn]→ [Jx] in HS1

 .

Let y ∈ `2. If we consider the expression 〈z − Jx, y〉 for x ∈ `2 and

z ∈ R(U∗1 ), then we see that

〈z − Jx, y〉 = lim
n→∞

〈Jqn − Jx, y〉

= lim
n→∞

〈J(qn − x), y〉

= lim
n→∞

〈[J(qn − x)], [Jy]〉HS1

= lim
n→∞

〈[Jqn]− [Jx], [Jy]〉HS1
.

As [Jqn] → [Jx], we see that limn→∞ 〈[Jqn]− [Jx], [Jy]〉 = 0 for all y ∈ `2.

Hence, z = Jx, and so,

U∗1U1 =

(x, Jx) ∈ `2 × `2
∣∣∣∣∣∣ there exists a sequence qn in `2 such that

Jqn ⇀ Jx in `2 and [Jqn]→ [Jx] in HS1

 .
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By choosing qn to be x for all n, the limits are trivially satisfied. Thus, it is

clear that there exists a sequence for all x ∈ `2. Hence,

S1,F = U∗1U1 =
{

(x, Jx) ∈ `2 × `2
∣∣ x ∈ `2} ,

and

S1,F = S1,K = S1.

Observe that this result coincides with that of Section 4.2. However, Theo-

rem 3.2.18 unveils more: we can explicitly construct the form s1,F associated

to S1,F by means of equation (3.20). In particular, since U∗∗ = U , we have

s1,F [x, y] = 〈[Jx], [Jy]〉HS1

= 〈Jx, y〉 ,

for x, y ∈ `2. This form coincides precisely with the form constructed during

Lemma 4.2.2, verifying that the two methods produce identical results for this

example.

4.5.2 Extremal Maximal Sectorial Extensions of S2

With the analysis of S1 now complete, we continue by constructing the ex-

tremal maximal sectorial extensions of S2. Recall that the linear relation S2

is given by

S2 =
{

(x, J̃x) ∈ `2 × `2
∣∣∣ x ∈ `20} ,

where (J̃x)n = −∆(∆xn−1) for all n ≥ 0. As in Section 4.5.1, the first step in

constructing such extensions is to determine the set R0, where

R0 =
{
x′ ∈ R(S2)

∣∣ there exists (x, x′) ∈ S2 such that
〈
x′, x

〉
= 0
}

=
{
J̃x
∣∣∣ there exists x ∈ `20 such that

〈
J̃x, x

〉
= 0
}
.

Indeed, R0 = {0}, as
〈
J̃x, x

〉
= 0 if and only if x = 0.

Then, proceed by defining (HS2 , 〈·, ·〉HS2
) to be the completion of the inner

product space
(
R(S2)/R0, 〈·, ·〉R(S2)/R0

)
, where

〈
[x′], [y′]

〉
R(S2)/R0

=
1

2

(〈
x′, y

〉
+
〈
x, y′

〉)
, (x, x′), (y, y′) ∈ S2.

In other words,〈
[J̃x], [J̃y]

〉
HS2

=
1

2

(〈
J̃x, y

〉
+
〈
x, J̃y

〉)
=
〈
J̃x, y

〉
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for (x, J̃x), (y, J̃y) ∈ S2 since J̃ is a restriction of the self-adjoint operator J .

Alternatively, we may note that〈
[J̃x], [J̃y]

〉
HS2

=
〈
x, J̃y

〉
, (x, J̃x), (y, J̃y) ∈ S2.

Let b′2 be the symmetric form with Q(b′2) = R(S2)/R0 defined by

b′2

[
[J̃x], [J̃y]

]
=
i

2

(〈
x, J̃y

〉
−
〈
J̃x, y

〉)
, (x, J̃x), (y, J̃y) ∈ S2.

We may simplify the form b′2 significantly once again. Indeed, for all (x, J̃x),

(y, J̃y) ∈ S2, we have

b′2

[
[J̃x], [J̃y]

]
=
i

2

(〈
x, J̃y

〉
−
〈
J̃x, y

〉)
=
i

2
(〈x, Jy〉 − 〈Jx, y〉)

= 0,

since J is self-adjoint. We continue by taking the closure of b′2 — this produces

b2, the everywhere defined, bounded symmetric form on HS2 . Then, the

bounded self-adjoint operator BS2 on HS2 such that

b2

[
[J̃x], [J̃y]

]
=
〈
BS2 [J̃x], [J̃y]

〉
HS2

, (x, J̃x), (y, J̃y) ∈ S2,

is clearly the zero operator.

Having now determined the operator BS2 , we continue by defining U2 to

be the linear relation from `2 to HS2 such that

U2 =
{

(x, [J̃x]) ∈ `2 ×HS2

∣∣∣ (x, J̃x) ∈ S2

}
,

and V2 from HS2 to `2 with

V2 =
{

([J̃x], J̃x) ∈ HS2 × `2
∣∣∣ (x, J̃x) ∈ S2

}
.

We are now in possession of all of the components necessary to construct the

extremal maximal sectorial extensions of S2, courtesy of Theorem 3.2.17. In

essence, if we are in possession of a closed linear operator T whose graph

satisfies U2 ⊆ G(T ) ⊆ V ∗2 , then

S̃ = G(T )∗G(I + iBS2)G(T )

= G(T )∗G(T ),

is the extremal maximal sectorial relation associated to T . In addition, we see

that the Friedrichs extension S2,F and Krĕın extension S2,K of S1 are given

by equations (3.19) and (3.21) respectively, i.e.,

S2,F = U∗2U
∗∗
2 and S2,K = V ∗∗2 V ∗2 .
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First, we construct the Friedrichs extension S2,F . We begin by noting that

U2 is a closed linear relation, i.e., U∗∗2 = U2. Indeed, U2 is the graph of an

operator that maps an x in `20 to [J̃x] in HS2 ; we can show that this operator

is bounded by noting that

‖[J̃x]‖2HS2
=
〈

[J̃x], [J̃x]
〉
HS2

=
〈
J̃x, x

〉
,

for all x ∈ `20. Since ∆ is a bounded operator — in particular, ‖∆u‖ ≤ 2‖u‖
for u ∈ `2 — we see that 〈

J̃x, x
〉
≤ 4‖x‖2,

after applying the summation by parts formula. Then, as ‖[J̃x]‖HS2
≤ 2‖x‖,

we can conclude that the operator that maps x into [J̃x] is bounded, thus the

associated graph is closed.

Now that we have established that U∗∗2 = U2, we may conclude that the

Friedrichs extension takes the form S2,F = U∗2U2 instead. Thus, all that

remains is to find the elements of the form ([J̃x], z) ∈ U∗2 for x ∈ `20, since the

elements in S2,F will then be of the form (x, z).

Let ([J̃x], z) ∈ U∗2 . By definition,

U∗2 =

{
([y], z) ∈ HS2 × `2

∣∣∣∣ 〈z, u〉 =
〈

[y], [J̃u]
〉
HS2

for all (u, [J̃u]) ∈ U2

}
,

so we can analyse the inner product in order to discern the possible values of

z. In particular, z ∈ `2 must satisfy

〈z, u〉 =
〈

[J̃x], [J̃u]
〉
HS2

=
〈
J̃x, u

〉
for all u ∈ `20. Since `20 is not dense in `2, we may only conclude that

z = J̃x+ ce0, c ∈ C,

where e0 = (1, 0, 0, . . . ). On the other hand, clearly ([J̃x], J̃x + ce0) ∈ U∗2

for any c ∈ C — it is not hard to show that the inner product condition is

satisfied. Thus, we assert that S2,F is of the form

S2,F =
{

(x, J̃x+ ce0)
∣∣∣ x ∈ `20, c ∈ C

}
.

We may then decompose this multi-valued relation into its operator and multi-

valued parts in order to conclude that the method of constructing S2,F detailed

in Section 4.3 coincides with the construction above.
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Since J̃ is a linear operator, it is clear that the multi-valued part of S2,F

is given by

(S2,F )mul = {0} × span {e0}.

Conversely, the operator part can be expressed as

(S2,F )s =
{

(x, P (J̃x+ ce0)
∣∣∣ x ∈ `20} ,

where P is the orthogonal projection onto (mulS2,F )⊥ = `20. In fact, upon

reintroducing the left and right shift operators L and R, respectively, it can

be shown that

P (J̃x+ ce0) = RJLx, x ∈ `20.

Hence

(S2,F )s =
{

(x,RJLx)
∣∣ x ∈ `20} .

As such, the operator and multi-valued parts of S2,F coincide precisely with

those constructed in Section 4.3.

Furthermore, it is worth verifying that the form associated to S2,F , as

defined through equation (3.20), corresponds to that which we are to expect.

Indeed, s2,F is of the form

s2,F [x, y] =
〈
Ũ∗∗x, Ũ∗∗y

〉
HS2

, x, y ∈ D(U∗∗),

where Ũ∗∗ is the operator associated to (the graph) U∗∗. However, since

U∗∗ = U , we note that, for x, y ∈ D(U) = `20, we have

s2,F [x, y] =
〈
Ũx, Ũy

〉
HS2

=
〈

[J̃x], [J̃y]
〉
HS2

=
〈
J̃x, y

〉
=
∞∑
n=0

∆xn∆yn,

after an application of the summation by parts formula. In fact, this is pre-

cisely the form as expressed during the beginning of Section 4.3. As such, we

have verified that the two methods in constructing S2,F coincide precisely.

With the Friedrichs extension of S2 now in hand, we conclude this section

by constructing the Krĕın extension S2,K by means of Theorem 3.2.18. In

particular,

S2,K = V ∗∗2 V ∗2 for V2 =
{

([J̃x], J̃x) ∈ HS2 × `2
∣∣∣ (x, J̃x) ∈ S2

}
.
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Our first step in constructing S2,K is to find expressions for V ∗2 and V ∗∗2 ;

indeed, by definition,

V ∗2 =

{
(y, [z]) ∈ `2 ×HS2

∣∣∣∣ 〈[z], [J̃x]
〉
HS2

= 〈y, Jx〉 for all ([J̃x], J̃x) ∈ V2

}
,

whilst

V ∗∗2 =
{

([a], b) ∈ HS2 × `2
∣∣∣ 〈b, y〉 = 〈[a], [z]〉HS2

for all (y, [z]) ∈ V ∗2
}
.

Abstractly, we know that

U2 ⊆ U∗∗2 ⊆ V ∗2 and V ∗2 is the graph of an operator.

However, we have previously shown that S2,F does not equal S2,K and so

it cannot be true that U∗∗2 = V ∗2 . In fact, we very specifically have that

U2 = U∗∗2 ⊂ V ∗2 . Then, since D(U2) = `20, the only way to extend D(V ∗2 )

linearly is to additionally consider the span of the sequence e0 = (1, 0, 0, . . . ).

Therefore, there exists [z0] ∈ HS2 such that

V ∗2 =
{

(x, [J̃x]) ∈ `2 ×HS2

∣∣∣ x ∈ `20}
u span

{
(e0, [z0])

∣∣∣∣ 〈[z0], [J̃y]
〉
HS2

=
〈
e0, J̃y

〉
for all ([J̃y], J̃y) ∈ V2

}
=
{

(x, [J̃x]) ∈ `2 ×HS2

∣∣∣ x ∈ `20}
u span

{
(e0, [z0])

∣∣∣∣ 〈[z0], [J̃y]
〉
HS2

= −y1 for all ([J̃y], J̃y) ∈ V2

}
.

(4.51)

Let x+ ce0 ∈ D(V ∗2 ), where x ∈ `20 and c ∈ C. Since V ∗2 is the graph of an

operator, [J̃x] + c[z0] will be the associated second component in V ∗2 . In order

to find S2,K , we must look for elements of the form ([J̃x] + c[z0], b) ∈ V ∗∗2 :

S2,K will then consist of all pairs (x + ce0, b). From the inner product in the

definition of V ∗∗2 , we see that

〈b, y〉 =
〈

[J̃x] + c[z0], [z]
〉
HS2

for all (y, [z]) ∈ V ∗2 . However, we have established that elements of V ∗2 are of

the form (u+ de0, [J̃u] + d[z0]) and so we note that

〈b, u+ de0〉 =
〈

[J̃x] + c[z0], [J̃u] + d[z0]
〉
HS2

for all (u+de0, [J̃u]+d[z0]) ∈ V ∗2 . Upon unravelling this equation, we see that

〈b, u〉+ db0 =
〈

[J̃x], [J̃u]
〉
HS2

+ d
〈

[J̃x], [z0]
〉
HS2

+ c
〈

[z0], [J̃u]
〉
HS2

+ cd 〈[z0], [z0]〉HS2

=
〈
J̃x, u

〉
− dx1 − cu1 + cd‖[z0]‖2HS2

,
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since
〈

[z0], [J̃y]
〉
HS2

= −y1 for y ∈ `20, as demonstrated by equation (4.51).

Since

〈b, u〉+ db0 =
〈
J̃x, u

〉
− dx1 − cu1 + cd‖[z0]‖2HS2

for all (y, [z]) = (u + de0, [J̃u] + d[z0]) ∈ V ∗2 , we can find b by specifying the

element y. Initially, let u = 0 and d = 1. Then,

b0 = −x1 + c‖[z0]‖2HS2

= (J̃x)0 + c‖[z0]‖2HS2
. (4.52)

Conversely, let d = 0 and u = ek for k ≥ 1, where (ek)n = δk,n — note that

we are unable to set u = e0 as u ∈ `20. Then

〈b, ek〉 =
〈
J̃x, ek

〉
− c(ek)1.

In particular,

b1 = (J̃x)1 − c when k = 1 and bk = (J̃x)k when k ≥ 2.

This, in conjunction with equation (4.52), completely describes the component

b in the element ([J̃x]+c[z0], b) ∈ V ∗∗2 . However, we established that S2,K was

the graph of an operator, and so there exists a T such that T (x+ ce0) = b for

x ∈ `20 and c ∈ C. In fact, by piecing together the components of b, we see

that

b = T (x+ ce0) =


‖[z0]‖2HS2

−1

−1 2 −1

−1 2 −1
. . .

. . .
. . .




c

x1

x2

...

 .

If we can show that ‖[z0]‖2HS2
= 1, then the operator T corresponds precisely

with the Jacobi operator Ĵ as presented in equation (4.48), verifying that the

relation we have constructed is, in fact, S2,K . Fortunately this is, indeed, the

case, as demonstrated in the following lemma.

Lemma 4.5.2. The element [z0] ∈ HS2 that satisfies〈
[z0], [J̃y]

〉
HS2

= −y1, y ∈ `20, (4.53)

has a norm of 1, i.e., ‖[z0]‖HS2
= 1.

Proof. We split the proof of this lemma into two parts: we individually show

that

‖[z0]‖HS2
≤ 1 and ‖[z0]‖HS2

≥ 1 (4.54)
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both hold, since we may then conclude that ‖[z0]‖HS2
= 1. However, we first

preface the proof with a few useful results.

To begin with, we note that

‖[z0]‖HS2
= sup

[h]∈HS2
,

[h] 6=0

∣∣∣〈[z0], [h]〉HS2

∣∣∣
‖[h]‖HS2

= sup
[h]∈HS2

,

‖[h]‖HS2
=1

∣∣∣〈[z0], [h]〉HS2

∣∣∣
via the Riesz Representation Theorem. In fact, since R(J̃)/{0} is dense in

HS2 by its very construction, we see that

‖[z0]‖HS2
= sup

[J̃y]∈HS2
,

[J̃y] 6=0

∣∣∣∣〈[z0], [J̃y]
〉
HS2

∣∣∣∣
‖[J̃y]‖HS2

= sup
[J̃y]∈HS2

,

‖[J̃y]‖HS2
=1

∣∣∣∣〈[z0], [J̃y]
〉
HS2

∣∣∣∣ ,
and so

‖[z0]‖HS2
= sup

[J̃y]∈HS2
,

[J̃y]6=0

|y1|
‖[J̃y]‖HS2

= sup
[J̃y]∈HS2

,

‖[J̃y]‖HS2
=1

|y1| , (4.55)

due to equation (4.53).

Furthermore, we remark that the operator J : `2 → `2, where (Jx)n =

−∆(∆xn−1), can be expressed as

J = (I − L)(I −R),

where L and R are the left and right shift operators, respectively. Hence, for

y ∈ `20, we have

‖[J̃y]‖2HS2
=
〈

[J̃y], [J̃y]
〉
HS2

=
〈
J̃y, y

〉
= 〈Jy, y〉

= 〈(I − L)(I −R)y, y〉 = 〈(I −R)y, (I −R)y〉 = ‖(I −R)y‖2,

since (I−L)∗ = I−R. With these results in mind, we now continue by proving

that the inequalities in (4.54) are both valid.

Let y ∈ `20, then ((I −R)y)1 = y1 − y0 = y1. Hence,

|y1| = |((I −R)y)1| =
√
|((I −R)y)1|2 ≤ ‖(I −R)y‖ = ‖[J̃y]‖HS2

.

Then, from equation (4.55), we see that

‖[z0]‖HS2
= sup

[J̃y]∈HS2
,

‖[J̃y]‖HS2
=1

|y1| ≤ sup
[J̃y]∈HS2

,

‖[J̃y]‖HS2
=1

‖[J̃y]‖HS2
= 1,

as required.
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Conversely, let q ∈ R with |q| < 1 and define y = y(q) ∈ `20 to be the

sequence with

yn = y(q)n =

0, n = 0,

qn, n ≥ 1.

Then,

((I −R)y)n =


0, n = 0,

q, n = 1,

qn − qn−1 = qn−1(q − 1), n ≥ 2.

Since ‖[J̃y]‖2HS2
= ‖(I −R)y‖2, observe that

‖(I −R)y‖2 =

∞∑
n=0

|((I −R)y)n|2

= q2 +

∞∑
n=2

q2(n−1)(q − 1)2

= q2 + (q − 1)2
∞∑
n=1

q2n.

As |q| < 1, we are able to compute this sum explicitly as it is a geometric

series. In particular,

‖(I −R)y‖2 = q2 + (q − 1)2 q2

1− q2

= q2

[
1− q2 + (q − 1)2

1− q2

]
=

2q2

1 + q
.

If we let q tend to 1 from below, then

y1 = q → 1 and ‖[J̃y]‖2HS2
=

2q2

1 + q
→ 1.

As such,

‖[z0]‖HS2
= sup

[J̃y]∈HS2
,

[J̃y] 6=0

|y1|
‖[J̃y]‖HS2

= sup
[J̃y]∈HS2

,

[J̃y]6=0

|y1|
‖(I −R)y‖

≥ sup
y(q)∈`20
0<|q|<1

|y1|
‖(I −R)y‖

= sup
0<|q|<1

|q|√
2q2

1+q

= sup
|q|<1

√
1 + q

2
= 1,

i.e., ‖[z0]‖HS2
≥ 1.

Since we have shown that both ‖[z0]‖HS2
≤ 1 and ‖[z0]‖HS2

≥ 1 hold for

all y ∈ `20, we may conclude that ‖[z0]‖HS2
= 1, as required. �
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Now that we have shown that ‖[z0]‖HS2
= 1, we may finally conclude that

the operator T corresponds precisely with the Jacobi operator Ĵ since the top

left component of Ĵ equals 1. In other words,

S2,K =
{

(x, Ĵx)
∣∣∣ x ∈ `2} ,

as expected.

We conclude this section by finding the form s2,K associated to the Krĕın

extension by means of equation (3.22). Indeed, let u, v ∈ D(V ∗2 ) = `2. Then,

u = x+ ce0 and v = y + de0,

for x, y ∈ `20 and c, d ∈ C. Then, as Ṽ2
∗

is the operator associated to V ∗2 , we

have

s2,K [u, v] =
〈
Ṽ2
∗
u, Ṽ ∗2 v

〉
HS2

=
〈

[J̃x] + c[z0], [J̃y] + d[z0]
〉
HS2

=
〈

[J̃x], [J̃y]
〉
HS2

+ c
〈

[z0], [J̃y]
〉
HS2

+ d
〈

[J̃x], [z0]
〉
HS2

+ cd 〈[z0], [z0]〉HS2

=
〈
J̃x, y

〉
− cy1 − dx1 + cd.

Our objective is to rewrite the right-hand side of this equality in terms of u

and v since u = (c, x1, x2, . . . ) and v = (d, y1, y2, . . . ). Since x0 = y0 = 0, we

note that 〈
J̃x, y

〉
=
∞∑
n=0

−∆(∆xn−1)yn =
∞∑
n=0

∆xn∆yn,

after an application of the summation by parts formula. Now, since

∆un =

x1 − c, n = 0,

un+1 − un = xn+1 − xn = ∆xn, n ≥ 1,

we see that

∞∑
n=0

∆xn∆yn =
∞∑
n=1

∆xn∆yn + x1y1

=

∞∑
n=0

∆un∆vn −∆u0∆v0 + x1y1

=

∞∑
n=0

∆un∆vn − (x1 − c)(y1 − d) + x1y1

=
∞∑
n=0

∆un∆vn + cy1 + dx1 − cd.
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We may then substitute this equality into the expression for s2,K [u, v]. Thus,

the form associated to the Krĕın extension is given by,

s2,K [u, v] =

[ ∞∑
n=0

∆un∆vn + cy1 + dx1 − cd

]
− cy1 − dx1 + cd

=
∞∑
n=0

∆un∆vn,

for u, v ∈ `2. A direct comparison to the form associated to the Friedrichs ex-

tension yields the following: the expression for the forms are identical. Indeed,

the forms only differ in their domain: Q(s2,F) = `20, whilst Q(s2,K) = `2. This

is consistent with the work presented in Chapters 1 and 2 — the form domain

of the s2,F is minimal, whilst the form domain of s2,K is maximal. More-

over, we note that the form s2,K corresponds precisely with the form that

we claimed ‘seemed more natural’, presented towards the end of Section 2.2.

Finally, we make special note that

Q(s2,K) = Q(s2,F)u span {e0}, (4.56)

where span {e0} = mulS∗2 . Indeed, we will revisit this decomposition in the

next, and final, section of the thesis where we discuss this example more

generally and provide an outlook for future work.

4.6 Concluding Remarks

Now that we have constructed all of the extremal maximal sectorial extensions

of both S1 and S2, we conclude Chapter 4 — and, indeed, the thesis — with

a few final observations in an effort to provide direction for possible future

works.

Firstly, recall that if Tmin is a positive, symmetric operator, then the form

domain of the Krĕın extension is given by

Q(tK) = Q(tF)u kerTmax,

as described in Theorem 1.2.16. Then, we draw attention back to the decom-

position of the form domain of s2,K presented in equation (4.56) — note that

the kernel of S∗2 is trivial. If such a result exists, then this decomposition may

give an indication as to how one might generalise the Krĕın-Vishik-Birman

theory to linear relations. Indeed, for a sectorial relation S with vertex γ = 0

and semi-angle α ∈
[
0, π2

)
, it might seem reasonable to conjecture that

Q(sK) = Q(sF)u kerS∗ umulS∗.
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Such a decomposition would certainly be true for the graph of an appropriate

operator T , since mulG(T ) = {0}, after all.

Finally, we deliver a closing remark in an attempt to generalise the two

examples S1 and S2 discussed earlier in this chapter. Although Chapter 4

explicitly considers one specific Jacobi operator, we may extend the theory

to a general second-order difference operator J , provided that we make the

appropriate assumptions. Indeed, let J be the operator such that

(Jx)n = −∆(pn−1∆xn−1) + qnxn, x ∈ D(J) = `2,

where {pn} and {qn} are two real sequences with pn > 0 for all n ∈ N0 and

p−1 ≡ 0. Furthermore, we impose that {pn} and {qn} are bounded sequences.

The consequence of this requirement is clear: if we are to apply the summation

by parts formula to expressions of the form

∞∑
n=0

[−∆(pn−1∆xn−1) + qnxn] yn,

then the limiting behaviour of the boundary term will be of no concern to us.

Moreover, this assumption ensures that J is self-adjoint and so we can prove

that the spectrum of J will be contained within a closed interval [a, b]. Note

that it may not be the whole interval — typically, periodic Jacobi matrices

have gaps in the spectrum [36]. Since the operator will have a lower bound

γ = a, we may conclude that there exists a principal solution and non-principal

solutions by means of [14, Thm. 2.1]: the former will play the role of ϕ−. In

fact, we may shift qn in such a way that guarantees a = 0: this ensures that

0 ∈ σ(J).

We must make one final assumption in order for this method to work

seamlessly: we require ker J = {0}. This assumption is crucial once we recall

the Rank-Nullity theorem: `2 = R(J)⊕ ker J∗. Indeed, since J is self-adjoint,

we immediately note that ker J = {0} guarantees that R(J) is dense in `2.

This, in conjunction with the fact that 0 will lie in the spectrum of J after the

shift, gives that R(J) is dense in `2 but is not `2 itself — see Section 4.2.2 for

more details.

Then, under this construction, the graph of J will have precisely one self-

adjoint extension — the Friedrichs extension. Conversely, the graph of J

restricted to `20, considered as a linear relation in `2×`2, possesses two extremal

maximal relations: the Friedrichs extension and the Krĕın extension. Then,

we finish by remarking that these extensions can be constructed analogously

to the extensions of S1 and S2: the procedures detailed in Sections 4.2, 4.3

and 4.4 detail a comprehensive account of the steps one should follow.
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Appendices

A An Example of Sturm-Liouville Type

In Sections 1.2.2 and 1.2.4, we discussed two methods for constructing the self-

adjoint extensions of a closed, symmetric operator: the von Neumann theory

and the Krĕın-Vishik-Birman theory, respectively. In this appendix, we apply

the theory to a concrete example in order to demonstrate the two methods

explicitly. Results presented in this appendix may be found in, for example,

[3], [7] or [29].

Let L2([0, 1]) denote the Hilbert space consisting of square integrable func-

tions over the closed interval [0, 1] whose inner product is given by

〈f, g〉L2([0,1]) =

∫ 1

0
fg dx, f, g ∈ L2([0, 1]),

and consider the expression

Mνf = −f ′′ +
(
ν2 − 1

4

)
x−2f, ν ∈ (0, 1) , (A.1)

over [0, 1]. Note that when ν = 1
2 , the differential expression M1/2 reduces to

M1/2f = −f ′′.

Remark. The expression Mν is of Sturm-Liouville type, i.e., Mνf is of the form

− (pf ′)′ + qf for functions p and q. This can be seen upon taking p(x) = 1

and q(x) =
(
ν2 − 1

4

)
x−2.

We may associate to Mν the operator Tν whose domain is characterised

by those functions f in L2([0, 1]) whose first and second derivative are, again,

in L2([0, 1]) and both f and f ′ vanish at the endpoints of the interval [0, 1].

For those f ∈ D(Tν), define Tνf = Mνf . Note that we may succinctly express

the domain of Tν by

D(Tν) =

f ∈ L2([0, 1])

∣∣∣∣∣∣ f
′, f ′′ ∈ L2([0, 1]) and

f(0) = f ′(0) = f(1) = f ′(1) = 0

 .

Remark. We stress that this is a suitable domain to study as Tν is, in fact, the

minimal operator associated to Mν . For more details, see [7, Prop. 3.1 (ii)].
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Whilst this notation is sufficient, we find it useful to introduce so-called

Sobolev spaces as a means of being consistent with the literature referenced

throughout the forthcoming sections. In particular, the domains of interest to

us can be expressed explicitly in terms of these spaces. Then, for n ∈ N0, we

define Hn([0, 1]) and Hn
0 ([0, 1]) as follows [1]:

Hn([0, 1]) :=
{
f ∈ L2([0, 1])

∣∣∣ f (k) ∈ L2([0, 1]) for k ≤ n
}
,

where f (k) = dk

dxk
f , and

Hn
0 ([0, 1]) :=

{
f ∈ Hn([0, 1])

∣∣∣ f (k)(0) = f (k)(1) = 0 for k ≤ n− 1
}
.

Furthermore, Hn([0, 1]) is a Hilbert space when it is equipped with the inner

product

〈f, g〉Hn([0,1]) =

n∑
k=0

〈
f (k), g(k)

〉
L2([0,1])

for elements f , g ∈ Hn([0, 1]); when n = 0, we see that H0([0, 1]) = L2([0, 1]).

We now omit writing the interval with regards to the Sobolev spaces defined

above; in particular, we stress that Hn = Hn([0, 1]) and Hn
0 = Hn

0 ([0, 1]),

unless otherwise specified.

Remark. With Sobolev spaces now defined, we may conclude that

D(Tν) = H2
0 ([0, 1]) = H2

0 .

Now that we have an explicit characterisation of the minimal operator,

it is only natural to question what form the maximal operator (Tν)max is of

due to its importance within the theory. However, we note that since Tν is a

closed, symmetric operator, we have that (Tν)max = T ∗ν and so it is sufficient to

construct the adjoint operator T ∗ν for use in both the von Neumann theory and

the Krĕın-Vishik-Birman theory. Then, let f ∈ D(Tν) = H2
0 and g ∈ D(T ∗ν )

and consider the equality 〈Tνf, g〉 = 〈f, T ∗ν g〉. Formally,

〈Tνf, g〉 =

∫ 1

0
−f ′′g dx+

∫ 1

0

(
ν2 − 1

4

)
x−2fg dx

= −
[
f ′g
]1
0

+

∫ 1

0
f ′g′ dx+

∫ 1

0

(
ν2 − 1

4

)
x−2fg dx

= −
[
f ′g
]1
0

+
[
fg′
]1
0
−
∫ 1

0
fg′′ dx+

∫ 1

0

(
ν2 − 1

4

)
x−2fg dx,

after two applications of the integration by parts formula.

Remark. There is a subtlety here that we must draw attention to: functions

f ∈ D(Tν) and g ∈ D(T ∗ν ) are well-behaved in such a way that both boundary
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terms, i.e., [f ′g]10 and [fg′]10, actually vanish. This follows from [7, Lem. 3.3]

and [7, Prop. 3.1], but we will explore this result more thoroughly when the

argument resurfaces later on in this appendix.

Remark. We also note that whenever we are to evaluate a boundary term at

x = 0, we should really consider the limit of the expression as x tends to 0

from the right. This is due to the possibility of certain expressions blowing up

at x = 0 — this idea will be explored shortly.

We may then conclude that

〈Tνf, g〉 =

∫ 1

0
f

[
−g′′ +

(
ν2 − 1

4

)
x−2g

]
dx, f ∈ D(Tν), g ∈ D(T ∗ν ).

We do not demand much of an element g ∈ D(T ∗ν ) for this equality to hold:

we merely require that g and Mνg lie in L2([0, 1]). Hence, T ∗ν is the operator

whose domain is given by

D(T ∗ν ) =
{
g ∈ L2([0, 1])

∣∣ Mνg ∈ L2([0, 1])
}
,

where T ∗ν g = Mνg as described in equation (A.1), with (Tν)max = T ∗ν .

Finally, we note that the operator Tν exhibits different characteristics de-

pending on the value of ν ∈ (0, 1). For any ν ∈ (0, 1), Tν is regular at the

right endpoint x = 1. On the other hand, Tν is of limit-circle type for all

ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)

at the left endpoint x = 0, and is regular at this endpoint

when ν = 1
2 — this is because q(x) blows up at x = 0 for ν 6= 1

2 [29]. Whilst

both of these classifications effectively mean that all solutions of the equation

Mνf = 0 belong to L2([0, 1]) near the appropriate endpoint, we must be care-

ful about how we describe any boundary conditions that are imposed. This

appendix will frequently make reference to the extension of Tν with Dirichlet

boundary conditions, say (Tν)D, so we continue this section by defining this

domain with the above classifications in mind.

In essence, (Tν)D consists of all functions that vanish at both endpoints.

Then, when an endpoint is regular, it is safe to simply evaluate a function at

the endpoint as one might expect. For example, T1/2 is regular at both x = 0

and x = 1 and so (T1/2)D has a domain that may be written explicitly as

D((T1/2)D) =
{
f ∈ L2([0, 1])

∣∣ M1/2f ∈ L2([0, 1]), f(0) = 0 and f(1) = 0
}
.

However, when ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)
, we must adapt the condition f(0) = 0

since Tν is of limit-circle type at x = 0. We can do so by first introducing the

symplectic form [·, ·](·) : D((Tν)max)×D((Tν)max)× [0, 1] that acts as follows:

[f, g](x) := f(x)g′(x)− f ′(x)g(x), f, g ∈ D((Tν)max).
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Then, the condition f(0) = 0 must be replaced with [f, xν+ 1
2 ](0) = 0, where

[f, xν+ 1
2 ](0) = 0 ⇐⇒ lim

x→0+
[f, xν+ 1

2 ](x) = 0

⇐⇒ lim
x→0+

{(
ν − 1

2

)
xν−

1
2 f(x)− f ′(x)xν+ 1

2

}
= 0,

where the function xν+ 1
2 was chosen because it is the principal solution to

the equation Mνf = 0 [29]. This is a believable replacement: when ν = 1
2 ,

one may observe that [f, x](0) = 0 reduces down to the expected condition.

Indeed,

[f, x](0) = 0 ⇐⇒ lim
x→0+

f(x)− xf ′(x) = 0

⇐⇒ lim
x→0+

f(x) = 0

⇐⇒ f(0) = 0,

since Tν is regular. Therefore, whenever ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)
, the domain of the

extension with Dirichlet boundary conditions can be expressed as

D((Tν)D) =

f ∈ L2([0, 1])

∣∣∣∣∣∣ Mνf ∈ L2([0, 1]),

[f, xν+ 1
2 ](0) = 0 and f(1) = 0

 .

Remark. If the operator was of limit-circle type at the right endpoint, then

we would consider the limit as x approaches 1 from the left instead.

Remark. Although this appendix will not be concerned with the case when

ν = 0, we note that T0 is of limit-circle type at x = 0 and is regular at x = 1

and so one can expect to apply a similar analysis to all ν ∈
[
0, 1

2

)
∪
(

1
2 , 1
)

without too much difficulty. However, since the form of the kernel elements

change, this case requires more details than we feel necessary to make entirely

rigorous and hope that the example presented demonstrates the theory in an

approachable yet informative manner.

With the operator Tν and the extension with Dirichlet boundary conditions

(Tν)D now defined, we continue by finding the self-adjoint extensions by means

of the von Neumann theory and the Krĕın-Vishik-Birman theory.

A.1 via the von Neumann Theory

Recall the von Neumann theory from Section 1.2.2. Here, our objective will

be to explicitly construct the unitary matrix associated to the extension of

Tν with Dirichlet boundary conditions, i.e., (Tν)D. We will concern ourselves

with ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)
, but we endeavour to draw attention to the case when
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ν = 1
2 whenever appropriate. Consequently, our calculations will make use of

the following description of the domain of (Tν)D:

D((Tν)D) =

f ∈ L2([0, 1])

∣∣∣∣∣∣ Mνf ∈ L2([0, 1]),

[f, xν+ 1
2 ](0) = 0 and f(1) = 0

 .

Furthermore, recall that the adjoint operator T ∗ν has domain

D(T ∗ν ) =
{
g ∈ L2([0, 1])

∣∣ Mνg ∈ L2([0, 1])
}
,

and acts as follows on elements: T ∗ν g = Mνg for g ∈ D(T ∗ν ).

The von Neumann theory revolves around computing the deficiency spaces

N+ and N− of the operator Tν , so we begin by letting f ∈ D(T ∗ν ). Then, we

can compute N+ = ker (T ∗ν − iI) by solving the differential equation

−f ′′ +
(
ν2 − 1

4

)
x−2f − if = 0, ν ∈ (0, 1).

For ν 6= 1
2 , the general solution to this equation is given by

f(x) = c1

√
xBesselJ(ν,

√
ix) + c2

√
xBesselY(ν,

√
ix), c1, c2 ∈ C,

where BesselJ and BesselY denote the Bessel function of the first kind and

second kind respectively. It can be shown that the deficiency spaces of Tν

both have dimension 2, i.e.,

m+(Tν) = m−(Tν) = 2,

and so both linearly independent solutions will lie in L2([0, 1]) — see, for

example, [7, Prop. 3.1 (i)]. As such, we may conclude that

N+ = span
{√

xBesselJ(ν,
√
ix),
√
xBesselY(ν,

√
ix)
}
.

Similarly, for f ∈ D(T ∗ν ), we can compute N− = ker (T ∗ν + iI) by solving the

differential equation

−f ′′ +
(
ν2 − 1

4

)
x−2f + if = 0, ν ∈ (0, 1).

This time, the general solution for ν 6= 1
2 is given by

f(x) = d1

√
xBesselJ(ν,

√
−ix) + d2

√
xBesselY(ν,

√
−ix), d1, d2 ∈ C,

and so the deficiency space N− may be expressed as

N− = span
{√

xBesselJ(ν,
√
−ix),

√
xBesselY(ν,

√
−ix)

}
.

As the deficiency indices are equal, we are able to construct self-adjoint exten-

sions of Tν by investigating isometric maps from one deficiency space to the

other.
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Remark. When ν = 1
2 , the deficiency spaces can be given by

N+ = span
{

sin (
√
ix), cos (

√
ix)
}

and

N− = span
{

sin (
√
−ix), cos (−

√
ix)
}

instead. If we begin with the differential equation −f ′′ ± if = 0, then it

may seem more natural for the basis elements to be in terms of exponential

functions. However, the form expressed above is more consistent here since the

Bessel functions evaluated at ν = 1
2 reduce down to sine and cosine functions.

With the two deficiency spaces now explicitly realised, we can begin to

investigate isometric maps between the two spaces. In fact, if T : H1 → H2 is

a linear operator where H1 and H2 are Hilbert spaces with dimH1 = n < ∞
and dimH2 = m <∞, then T can be represented by an m× n matrix U [17].

With this result in mind, we assert that if we are in possession of orthonormal

bases for both N+ and N−, then an isometric map U : N+ → N− can be

represented by a 2× 2 unitary matrix.

Remark. A unitary matrix U is an n× n matrix such that

UU? = U?U = I,

where I denotes the n× n identity matrix and U?, the conjugate transpose of

U , i.e., U? = (U)>. Critically, unitary matrices are isometric maps. To see

this, let U be a unitary matrix and z ∈ Cn. Then,

‖Uz‖2 = 〈Uz, Uz〉 = 〈z, U?Uz〉 = 〈z, z〉 = ‖z‖2,

demonstrating that U is, indeed, distance preserving.

More specifically, we have the following argument: for a self-adjoint exten-

sion T̃ν of Tν , we may decompose an element g ∈ D(T̃ν) into

g = g0 + g+ + Ug+, g0 ∈ D(Tν), g+ ∈ N+,

for some isometric mapping U : N+ → N−, after invoking Theorem 1.2.9.

Upon letting {e1, e2} be an orthonormal basis of N+, we can then express

an element g+ ∈ N+ as g+ = αe1 + βe2 for constants α, β ∈ C. Likewise,

if {f1, f2} is an orthonormal basis of N−, then an element g− ∈ N− can be

expressed as g− = γf1+δf2 for constants γ, δ ∈ C. The 2×2 unitary matrix U

will then be the matrix that maps the constants α and β to the new constants

γ and δ: (
A B

C D

)(
α

β

)
=

(
γ

δ

)
. (A.2)
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Once we are in possession of the entries of the matrix U , we may then assert

that the domain of a self-adjoint extension T̃ν of Tν is given by

D(T̃ν) = D(Tν)u

αe1 + βe2 + (Aα+Bβ)f1

+ (Cα+Dβ)f2

∣∣∣∣∣∣ α, β ∈ C

 , (A.3)

where {e1, e2} forms an orthonormal basis of N+ and {f1, f2} forms an or-

thonormal basis of N−.

As this section is interested in the construction of the unitary matrix as-

sociated to the extension with Dirichlet boundary conditions, we recall that

D((Tν)D) =

f ∈ L2([0, 1])

∣∣∣∣∣∣ Mνf ∈ L2([0, 1]),

[f, xν+ 1
2 ](0) = 0 and f(1) = 0

 . (A.4)

Essentially, we hope to find unique constants A, B, C and D by solving the

boundary condition at both endpoints simultaneously: this will yield the ma-

trix U . Firstly, however, we must construct orthonormal bases for the defi-

ciency spaces N+ and N−.

When we wish to construct an orthonormal basis of a set, it is customary

to use the Gram-Schmidt orthogonalisation process [44]. This process is con-

structive: if {v1, v2, . . . , vn} forms a basis of an inner product space (V, 〈·, ·〉),
then the set {w1, w2, . . . , wn}, where

w1 = v1 and wn = vn −
n−1∑
k=1

〈vn, wk〉
〈wk, wk〉

wk, n ≥ 2,

forms an orthogonal basis of V . Furthermore, the set {e1, e2, . . . , en}, where

en =
wn
‖wn‖

, n ≥ 1,

forms an orthonormal basis of V .

Fix ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)

— the case when ν = 1
2 may be considered similarly.

To begin with, we have that {v1, v2} forms a basis of N+, where

v1(x) =
√
xBesselJ(ν,

√
ix) and v2(x) =

√
xBesselY(ν,

√
ix).

After applying the Gram-Schmidt process, it is clear that {v1, v2 − c1v1} will

form an orthogonal basis of N+, where

c1 =
〈v2, w1〉
〈w1, w1〉

=
〈v2, v1〉
〈v1, v1〉

Upon normalising v1 and v2 − c1v1, we obtain an orthonormal basis {e1, e2}
for N+, where

e1(x) =
v1(x)

‖v1‖
and e2(x) =

v2(x)− c1v1(x)

‖v2 − c1v1‖
.
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Likewise, if {ṽ1, ṽ2} forms a basis of N−, where

ṽ1(x) =
√
xBesselJ(ν,

√
−ix) and ṽ2(x) =

√
xBesselY(ν,

√
−ix),

then {ṽ1, ṽ2 − d1ṽ1} forms an orthogonal basis of N−, where

d1 =
〈ṽ2, w̃1〉
〈w̃1, w̃1〉

=
〈ṽ2, ṽ1〉
〈ṽ1, ṽ1〉

.

Then {f1, f2} forms an orthonormal basis of N−, where

f1(x) =
ṽ1(x)

‖ṽ1‖
and f2(x) =

ṽ2(x)− d1ṽ1(x)

‖ṽ2 − d1ṽ1‖
.

With two orthonormal bases now in hand, all that remains is to construct the

2 × 2 unitary matrix (Uν)D that corresponds to the extension with Dirichlet

boundary conditions as given in equation (A.4).

As we have established that an element g ∈ D((Tν)D) can be decomposed

into

g(x) = g0(x) + αe1(x) + βe2(x) + γf1(x) + δf2(x),

for g0 ∈ D(Tν) and constants α, β, γ, δ ∈ C by means of equation (A.3), we

continue by investigating g(x) with reference to the boundary conditions at

both x = 0 and x = 1. Immediately, we note that g0(0) = g0(1) = 0 since

g0 ∈ D(Tν) = H2
0 , whilst regularity at the right endpoint ensures that we

may safely evaluate each term at x = 1. At x = 0, however, we must make

use of the limiting condition and so, together, this reduces to solving the two

equations

lim
x→0+

{(
ν +

1

2

)
xν−

1
2 [αe1(x) + βe2(x) + γf1(x) + δf2(x)]

−
[
αe′1(x) + βe′2(x) + γf ′1(x) + δf ′2(x)

]
xν+ 1

2

}
= 0

and

αe1(1) + βe2(1) + γf1(1) + δf2(1) = 0

simultaneously for γ and δ.

Remark. When ν = 1
2 , we simply replace the first equation with

αe1(0) + βe2(0) + γf1(0) + δf2(0) = 0,

for appropriate functions e1, e2, f1 and f2, since Tν is regular at x = 0.

As γ and δ will depend on α and β, we are in possession of a system of

two equations with two variables to find. Upon solving this system, we find

that there exists a unique solution where γ and δ are linear combinations of
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α and β, say γ = a1α+ a2β and δ = b1α+ b2β. We may then compare this to

equation (A.2) and immediately recognise that the constants line up neatly;

we can construct the matrix (Uν)D by reading off the coefficients of α and β,

that is,

(Uν)D =

(
A B

C D

)
=

(
a1 a2

b1 b2

)
,

where the method for finding these constants is detailed explicitly in the sub-

section containing MAPLE calculations below. This matrix (Uν)D is then the

2×2 unitary matrix that corresponds to the extension T̃ν of Tν with Dirichlet

boundary conditions, i.e., (Tν)D.

MAPLE Calculations of the Unitary Matrices

This section will detail the method for constructing the unitary matrix associ-

ated to the extension with Dirichlet boundary conditions by means of explicit

calculations in MAPLE. Crucially, after defining e1(ν, x) and e2(ν, x) to be

the orthonormal basis elements of N+, and f1(ν, x) and f2(ν, x) to be those

of N−, we set

> V:=(nu,x,alpha,beta)->alpha*e1(nu,x)+beta*e2(nu,x)

and

> W:=(nu,x,Gamma,delta)->Gamma*f1(nu,x)+delta*f2(nu,x).

Under this construction, an element g ∈ D((Tν)D) can be decomposed into

g(x) = g0(x) + V (ν, x, α, β) +W (ν, x,Γ, δ). We may then create functions

that mimic the boundary conditions, knowing in advance that g0 ∈ H2
0 . In

particular, we define
> B1:=(nu,alpha,beta,Gamma,delta)-> limit(

(nu+1/2)*x^(nu-1/2)*(V(nu,x,alpha,beta)+W(nu,x,Gamma,delta))

-(x^(nu+1/2)*(diff(V(nu,x,alpha,beta),x)

+diff(W(nu,x,Gamma,delta),x))),x=0,right)

and
> B2:=(nu,alpha,beta,Gamma,delta)->

simplify(subs(x=1,evalf(V(nu,x,alpha,beta)

+W(nu,x,Gamma,delta))))

as these functions may be used to simulate [g, xν+ 1
2 ](0) = 0 and g(1) = 0

respectively: the Dirichlet boundary conditions. We now solve the two

functions B1 and B2 equal to 0 simultaneously for Γ and δ in terms of α

and β using the ‘solve’ command as follows:
> SolSet:=simplify(solve({B1(nu,alpha,beta,Gamma,delta)=0,
B2(nu,alpha,beta,Gamma,delta)=0},{Gamma,delta})).
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At this point, we would have to specify the value of ν ∈
(
0, 1

2

)
∪
(

1
2 , 1
)

in

order for Maple to return a sensible result. Indeed, for a chosen ν, we can

then use the ‘collect’ command, that is,
> Coll1:=collect(SolSet[1],{alpha,beta})
> Coll2:=collect(SolSet[2],{alpha,beta}),

and immediately read off the entries of (Uν)D as this command endeavours

to express the constants γ and δ as γ = a1e1 +a2e2 and δ = b1f1 + b2f2. In

particular, we see that (Uν)D =

(
A B

C D

)
where A, B, C and D are given

by the outputs of
> A:= coeff(rhs(Coll1),alpha)
> B:= coeff(rhs(Coll1),beta)
> C:= coeff(rhs(Coll2),alpha)
> D:= coeff(rhs(Coll2),beta)

respectively. Rather fortuitously, the matrix (Uν)d is diagonal for all ν in

the interval
(
0, 1

2

)
∪
(

1
2 , 1
)
! To illustrate this more tangibly, we present the

following few examples:

(U1/5)D =

(
−0.995 + 0.101i 0

0 −0.951 + 0.309i

)
,

(U1/3)D =

(
−0.989− 0.149i 0

0 −0.866 + 0.5i

)
,

(U3/4)D =

(
−0.627− 0.779i 0

0 −0.383 + 0.924i

)
.

Note that the use of the ‘evalf’ command and rounding makes the entries of

the matrices approximate.

Remark. When ν = 1
2 , we can apply a similar analysis. After making the

appropriate changes to the MAPLE code — i.e., suitably replacing basis ele-

ments and the initial condition B1 — we see that the matrix (U1/2)D is given

by

(U1/2)D =

(
−0.327− 0.945i 0

0 −1

)
.

We conclude the case when ν = 1
2 by remarking that the matrix (U1/2)D being

diagonal is a consequence of the initial bases chosen for N+ and N− — had we

chosen exponential functions instead, then the matrix would not be diagonal.

We have now successfully produced the unitary matrix (Uν)D correspond-

ing to the Dirichlet extension of the operator Tν by means of the von Neumann

theory, thus concluding this section.
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A.2 via the Krĕın-Vishik-Birman Theory

In Section A.1, we constructed the extension of the second-order differential

operator Tν that possessed Dirichlet boundary conditions. In this section,

we aim to construct the domains of both the Friedrichs extension and Krĕın

extension of the same operator by using the definitions and results presented

in Section 1.2.3. Furthermore, we construct these extensions explicitly using

the Krĕın-Vishik-Birman theory.

Recall the expression Mν from the beginning of Appendix A, that is,

Mνf = −f ′ +
(
ν2 − 1

2

)
x−2f, ν ∈ (0, 1).

Then, the operator Tν is such that Tνf = Mνf for elements f ∈ D(Tν) = H2
0 .

Furthermore, as T ∗ν = (Tν)max, we stress that

D((Tν)max) =
{
f ∈ L2([0, 1])

∣∣ Mνf ∈ L2([0, 1])
}
. (A.5)

Remark. We once again remark that Tν = (Tν)min here: the language pre-

sented in Section 1.2.3 remains consistent.

We begin by constructing the form (tν)F associated to the Friedrichs ex-

tension due to its fundamental placement within the theory. By investigating

the expression 〈(Tν)maxf, g〉, we aim to arrive at an expression that the form

(tν)F may take and an appropriate form domain Q((tν)F) for it to act upon.

Then, for f ∈ D((Tν)max) and g ∈ Q((tν)F), we have

〈(Tν)maxf, g〉 =

∫ 1

0
−f ′′g dx+

∫ 1

0

(
ν2 − 1

4

)
x−2fg dx

= −[f ′g]10 +

∫ 1

0
f ′g′ +

(
ν2 − 1

4

)
x−2fg dx,

after an application of the integration by parts formula. Due to the association

between operators and forms detailed in Section 1.1.3, we require [f ′g]10 = 0

so that we may set

(tν)F [f, g] =

∫ 1

0
f ′g′ +

(
ν2 − 1

4

)
x−2fg dx,

as this would at least ensure that (tν)F — with an appropriate form domain

— would be a symmetric, sesquilinear form. We now attempt to find this form

domain, i.e., Q((tν)F).

Let

H̃2
0 ([0, 1]) =

{
f ∈ H2([0, 1])

∣∣ f(0) = f ′(0) = 0
}
.

Unlike H2
0 ([0, 1]), this space involves boundary conditions at only the left

endpoint. Although equation (A.5) gives a description of the domain of the
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maximal operator, we find it useful to invoke [7, Prop. 3.1 (iii)] to express

D((Tν)max) as

D((Tν)max) = H̃2
0 ([0, 1])u span {u, v},

where u = xν+ 1
2 and v = x−ν+ 1

2 , i.e., ker (Tν)max = span{u, v}.

Remark. Although we do not consider the case when ν = 0 in our analysis, it is

worth remarking that, when ν = 0, we should take u = x
1
2 and v = x

1
2 ln (x).

From this decomposition, it is clear that we may express an f ∈ D((Tν)max)

as f = f̃0 + αu+ βv for f̃0 ∈ H̃2
0 ([0, 1]). Then, the boundary term [f ′g]10 may

be evaluated safely since the functions u and v are elements of ker (Tν)max.

Then, to ensure that the boundary term vanishes for every f ∈ D((Tν)max),

we must impose g(1) = 0. Upon specifying f = v, observe that the boundary

term then becomes [v′g]10, and so we must further impose that g(0) = 0. Then,

as

(tν)F [g, g] =

∫ 1

0
|g′|2 +

(
ν2 − 1

4

)
x−2|g|2 dx

=

∫ 1

0
|g′|2 dx+

(
ν2 − 1

4

)∫ 1

0

∣∣∣g
x

∣∣∣2 dx,

it is clear that we require that both g′ and g
x are elements of L2([0, 1]) for

these calculations to make sense. In other words,

Q((tν)F) =
{
g ∈ L2([0, 1])

∣∣∣ g′, g
x
∈ L2([0, 1]) and g(0) = g(1) = 0

}
=
{
g ∈ H1

0

∣∣∣ g
x
∈ L2([0, 1])

}
,

is not only a viable domain for the form (tν)F, but also the biggest domain

such that these calculations make sense. In fact, the condition g
x ∈ L

2([0, 1])

is superfluous: one can show that

Q((tν)F) = H1
0

by means of Hardy’s inequality as in the proof of [7, Prop. 3.2 (i)]. Finally,

we note that this domain ensures that (tν)F is a closed form — critical in

associating an operator to it.

With Theorem 1.2.12 in mind, we can immediately construct the Friedrichs

extension. In particular, since D(TF ) = D(Tmax) ∩Q(tF), we readily observe

that

D((Tν)F ) =
{
f ∈ H1

0

∣∣ Mνf ∈ L2([0, 1])
}

=
{
f ∈ L2([0, 1])

∣∣ f ′, Mνf ∈ L2([0, 1]) and f(0) = f(1) = 0
}
.

(A.6)
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Conversely, we can easily construct the Krĕın extension (Tν)K by means of

Definition 1.2.13. Since

D(TK) = D(Tmin)uN ,

all that remains is to determine N = ker (Tν)max. This is simple: we merely

solve (Tν)maxf = 0 and so it is immediate that

N = span
{
xν+ 1

2 , x−ν+ 1
2

}
.

Hence, we may conclude that

D((Tν)K) = H2
0 u span

{
xν+ 1

2 , x−ν+ 1
2

}
. (A.7)

Although we are now in possession of descriptions of both the Friedrichs

extension and the Krĕın extension, we feel it prudent to illustrate the con-

struction of these extensions through the use of Theorem 1.2.16.

First, we construct the Friedrichs extension; this corresponds to the form

(tν)∞ = (tν)F +∞ with form domain Q((tν)∞) = Q((tν)F), since we must

take NB = {0} when b =∞. The self-adjoint operator B associated to b =∞
is the zero operator (which we choose to denote by ∞ so that (Tν)∞ makes

sense), so we must define ∞ [0, 0] = 0. Then, the domain of (Tν)F is given by

D((Tν)F ) =

z ∈ H1
0

∣∣∣∣∣∣ ∃f ∈ L
2([0, 1]) such that

(tν)F [z, y] = 〈f, y〉 ∀y ∈ H1
0

 .

For these z, we define f = (Tν)F z. Our aim is to determine (Tν)F explicitly

and so we begin by investigating the expression (tν)F [z, y] for z ∈ D((Tν)F )

and y ∈ Q((tν)F) = H1
0 . Observe that

(tν)F [z, y] =

∫ 1

0
z′y′ +

(
ν2 − 1

4

)
x−2zy dx

= [z′y]10 +

∫ 1

0

[
−z′′ +

(
ν2 − 1

4

)
x−2z

]
y dx

=

∫ 1

0

[
−z′′ +

(
ν2 − 1

4

)
x−2z

]
y dx,

since y(0) = y(1) = 0. Then, for those z and y, we have

〈f, y〉 = (tν)F [z, y] =

∫ 1

0
(Mνz)y dx,

where Mνz on the right-hand side of this equality is to be interpreted in the

distributional sense. It then remains to show that Mνz lies in L2([0, 1]).
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Using the Riesz Representation Theorem, for an element g ∈ L2([0, 1]), the

norm of g satisfies the following equality:

‖g‖L2([0,1]) = sup
y∈L2([0,1]),

y 6=0

| 〈g, y〉 |
‖y‖L2([0,1])

. (A.8)

This result is critical in the argument to showing that Mνz ∈ L2([0, 1]); in

particular, we aim we prove that ‖Mνz‖L2([0,1]) < ∞. Thus, we begin by

noting that

‖Mνz‖L2([0,1]) = sup
y∈L2([0,1]),

y 6=0

|
∫ 1

0 (Mνz)y dx|
‖y‖L2([0,1])

,

by means of equation (A.8). Then, as H1
0 is a dense set in L2([0, 1]) with

respect to the L2([0, 1]) norm, we have

sup
y∈L2([0,1]),

y 6=0

|
∫ 1

0 (Mνz)y dx|
‖y‖L2([0,1])

= sup
y∈H1

0 ,
y 6=0

|
∫ 1

0 (Mνz)y dx|
‖y‖L2([0,1])

.

For y ∈ H1
0 , we have

∫ 1
0 (Mνz)y dx = 〈f, y〉 for some f ∈ L2([0, 1]), and so

sup
y∈H1

0 ,
y 6=0

|
∫ 1

0 (Mνz)y dx|
‖y‖L2([0,1])

= sup
y∈H1

0 ,
y 6=0

| 〈f, y〉 |
‖y‖L2([0,1])

= sup
y∈L2([0,1]),

y 6=0

| 〈f, y〉 |
‖y‖L2([0,1])

= ‖f‖L2([0,1]).

Since f ∈ L2([0, 1]), we may finally conclude that

‖Mνz‖L2([0,1]) = ‖f‖L2([0,1]) <∞,

thus Mνz ∈ L2([0, 1]) and (Tν)F z = Mνz.

Since we have shown that Mνz must lie in L2([0, 1]), we may now assert

that the Friedrichs extension has domain

D((Tν)F ) =
{
z ∈ H1

0

∣∣ Mνz ∈ L2([0, 1])
}

where (Tν)F z = Mνz for all z ∈ D((Tν)F ). It is worth remarking that this

is precisely the domain as given in equation (A.6), i.e., the two constructions

coincide! In fact, we can show more: we can prove that the extension with

Dirichlet boundary conditions as expressed in equation (A.4) coincides with

the Friedrichs extension. However, we first require an alternative description

of D((Tν)F ). In particular, [7, Prop. 3.2 (ii)] demonstrates that

D((Tν)F ) = H2
0 u span

{
xν+ 1

2 (x− 1), x2(x− 1)
}
.
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Remark. If ν = 0, then the domain of (T0)F may be expressed as

D((T0)F ) = H2
0 u span

{
x

1
2 (x− 1), x

1
2 ln(x)(x− 1)

}
instead.

With this new description of the domain of the Friedrichs extension of Tν

in hand, we present the following lemma.

Lemma A.1. The Friedrichs extension of Tν and the extension of Tν with

Dirichlet boundary conditions coincide.

Proof. For the purposes of this lemma, let

D((Tν)F ) = H2
0 u span

{
xν+ 1

2 (x− 1), x2(x− 1)
}
,

and recall that

D((Tν)D) =

f ∈ L2([0, 1])

∣∣∣∣∣∣ Mνf ∈ L2([0, 1]),

[f, xν+ 1
2 ](0) = 0 and f(1) = 0

 .

The first step in proving that the two domains coincide will be to show that

D((Tν)F ) ⊆ D((Tν)D). Then, as both D((Tν)F ) and D((Tν)D) are the domains

of a self-adjoint extension of Tν , they must coincide. To see this, we argue the

following: were they not the same, then (Tν)D would be an extension of (Tν)F .

This cannot be true: a non-trivial extension of a self-adjoint extension is no

longer self-adjoint.

Let z ∈ D((Tν)F ), that is, z = z0 + αũ+ βṽ for z0 ∈ H2
0 , ũ = xν+ 1

2 (x− 1)

and ṽ = x2(x − 1). Then, we must show that Mνz ∈ L2([0, 1]) and both

boundary conditions in D((Tν)D)) hold. Immediately, we note that

Mνz = Mνz0 + α
[
−(2ν + 1)xν−

1
2

]
+ β

[
2− 6x+

(
ν2 − 1

4

)
(x− 1)

]
,

so if we can show that each term individually lies in L2([0, 1]), then Mνz must

too. First, observe that if f ∈ H2
0 , then f ′ admits the integral representation

f ′(x) =
∫ x

0 f
′′(t) dt. Therefore, by the Cauchy-Schwarz inequality, we have

|f ′(x)|2 ≤
(∫ x

0
|f ′′(t)| dt

)2

≤ x
∫ x

0
|f ′′(t)|2 dt = x · o(1) = o(x),

demonstrating that f ′(x) = o(x
1
2 ). Then, since z0 ∈ H2

0 , it is true that both

z′′0 ∈ L2([0, 1]) and z0 = o(x
3
2 ); the latter condition ensures that z0

x2
∈ L2([0, 1])

and so, together, we may conclude that Mνz0 ∈ L2([0, 1]). The remaining two

terms are immediate: we simply need to ensure that each exponent of x, when
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squared, is greater than −1. This is clear, since 2ν − 1 > −1 for all ν ∈ (0, 1).

Furthermore, it is easy to show that z(1) = 0; indeed,

z(1) = z0(1) + α · 1 · 0 + β · 1 · 0 = 0,

since z0 ∈ H2
0 . Then, all that remains is to verify that [z, xν+ 1

2 ](0) = 0. We

choose to split the analysis into three parts: we will take z = z0, z = ũ and

z = ṽ separately.

Consider the expression [z0, x
ν+ 1

2 ](0), i.e.,

[z0, x
ν+ 1

2 ](0) = lim
x→0+

{(
ν +

1

2

)
xν−

1
2 z0(x)− z′0(x)xν+ 1

2

}
.

This limit may be evaluated once we recall that

z0 ∈ H2
0 =⇒ z0 = o(x

3
2 ) and z′0 = o(x

1
2 ).

Indeed, with these properties in mind, it is clear that

xν−
1
2 z0(x) = o(xν+1) and z′0(x)xν+ 1

2 = o(xν+1),

and so the limits tend to 0 as x tends to 0, proving that [z0, x
ν+ 1

2 ](0) = 0.

Next, consider the expression [ũ, xν+ 1
2 ](0) and note that

[ũ, xν+ 1
2 ](0) = [xν+ 1

2 (x− 1), xν+ 1
2 ](0)

= [xν+ 3
2 , xν+ 1

2 ](0)− [xν+ 1
2 , xν+ 1

2 ](0).

It is readily observed that [xν+ 1
2 , xν+ 1

2 ](0) = 0 since the symplectic form is,

effectively, a Wronskian-type expression. Hence,

[ũ, xν+ 1
2 ](0) = [xν+ 3

2 , xν+ 1
2 ](0).

Then, since xν+ 3
2 = o(x

3
2 ), we may conclude that [ũ, xν+ 1

2 ](0) = 0 after mir-

roring the argument for z = z0. Finally, since x2(x − 1) = O(x2) — and in

particular, x2(x− 1) = o(x
3
2 ) — it is immediate that

[ṽ, xν+ 1
2 ](0) = [x2(x− 1), xν+ 1

2 ](0) = 0.

Therefore, we have proved that an element z ∈ D((Tν)F ) satisfies all con-

ditions required to lie in D((Tν)D), and so we may conclude that the two

domains must actually coincide. �

Next, we wish to construct the Krĕın extension (Tν)K by means of the

Krĕın-Vishik-Birman theory. In particular, we take b = 0 and

NB = N = span {xν+ 1
2 , x−ν+ 1

2 },
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where the self-adjoint operator B associated to b is the 2 × 2 zero matrix.

Then, the domain of (Tν)K is given by

D((Tν)K) =

z ∈ H1
0 uN

∣∣∣∣∣∣ ∃f ∈ L
2([0, 1]) such that

tK [z, y] = 〈f, y〉 ∀y ∈ H1
0 uN

 ,

and, for those f , we define f = (Tν)Kz.

Let z ∈ D((Tν)K) and y ∈ Q((tν)K) = H1
0uN and consider the expression

(tν)K [z, y]. We first note that the elements z and y can be decomposed into

z(x) = z0(x) + αu(x) + βv(x) and y(x) = y0(x) + γu(x) + δv(x),

where z0, y0 ∈ H1
0 and α, β, γ, δ ∈ C. Hence,

(tν)K [z, y] = (tν)F [z0, y0] =

∫ 1

0
z′0y
′
0 +

(
ν2 − 1

4

)
x−2z0y0 dx

= [z′0y0]10 +

∫ 1

0

[
−z′′0 +

(
ν2 − 1

4

)
x−2z0

]
y0 dx

=

∫ 1

0
(Mνz0)y0 dx

= 〈Mνz0, y0〉 ,

after noting that y0 ∈ H1
0 . From this equality, we assert that Mνz0 must lie

in L2([0, 1]) since we may repeat the argument from the previous example.

Then, it is clear that Mνz must also lie in L2([0, 1]) since

Mνz = Mν(z0 + αu+ βv) = Mνz0.

As we are looking for the element f ∈ L2([0, 1]) such that (tν)K [z, y] = 〈f, y〉,
we continue by choosing y to be in H1

0 ; in particular, we set y = y0, that is,

γ = δ = 0. Note that, from the representation theorem, we have

〈(Tν)Kz, y〉 = (tν)K [z, y] , z ∈ D((Tν)K), y ∈ H1
0 ,

whilst the calculations above show that

(tν)K [z, y] = 〈Mνz, y〉 = 〈f, y〉 , z ∈ D((Tν)K), y ∈ H1
0 .

Then, since H1
0 is dense in L2([0, 1]) with respect to the L2-norm, we may

combine these two equalities to conclude that

〈(Tν)Kz, y〉 = 〈Mνz, y〉 = 〈f, y〉 , z ∈ D((Tν)K), y ∈ L2([0, 1]),

In other words, (Tν)Kz = Mνz, and so the domain of the Krĕın extension can

be expressed as

D((Tν)K) =
{
z ∈ H1

0 uN
∣∣ (tν)K [z, y] = 〈Mνz, y〉 ∀y ∈ H1

0 uN
}
. (A.9)
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Since this produces a different characterisation of (Tν)K to that of equa-

tion (A.7), the following lemma confirms that the two constructions do, indeed,

coincide.

Lemma A.2. The two descriptions of D((Tν)K) as given in equations (A.7)

and (A.9) coincide.

Proof. In order to prove that the two descriptions of D((Tν)K) are equivalent,

we apply a similar proof to that of Lemma A.1. In particular, we only verify

one containment before noting that (Tν)K is actually a self-adjoint extension

of Tν . Both domains must then coincide, else we are in possession of a non-

trivial extension — such an extension is no longer self-adjoint, leading to the

desired contradiction.

For brevity, denote by D(K1) the domain of the Krĕın extension as given

in equation (A.7) and by D(K2), that of equation (A.9), i.e.,

D(K1) = H2
0 uN

and

D(K2) =
{
z ∈ H1

0 uN
∣∣ (tν)K [z, y] = 〈Mνz, y〉 ∀y ∈ H1

0 uN
}
,

where N = span {u, v} for u = xν+ 1
2 and v = x−ν+ 1

2 . In order to prove that

D(K1) ⊆ D(K2), we begin by letting z ∈ H2
0 u N . Then, we need to show

that

z ∈ H1
0 uN and (tν)K [z, y] = 〈Mνz, y〉 for all y ∈ H1

0 uN .

Immediately, we note that H2
0 ⊂ H1

0 and so the first condition is trivially

satisfied. Then, let y ∈ H1
0 u N and consider the expression (tν)K [z, y] for

z ∈ H2
0 u N . Since we may decompose z and y into z = z0 + αu + βv and

y = y0 +γu+ δv for z ∈ H2
0 and y ∈ H1

0 , we may recycle previous calculations

without fear. In particular,

(tν)K [z, y] = (tν)F [z0, y0] =

∫ 1

0
z′0y
′
0 +

(
ν2 − 1

4

)
x−2z0y0 dx

= [z′0y0]10 +

∫ 1

0

[
−z′′0 +

(
ν2 − 1

4

)
x−2z0

]
y0 dx

=

∫ 1

0
(Mνz)y0 dx.

Thus, (tν)K [z, y] = 〈Mνz, y〉 provided that Mνz ∈ L2([0, 1]). However, this is

clear after applying the argument concerning the distributional derivative, and

so we may conclude that D(K1) ⊆ D(K2). Then, as D(K1) and D(K2) are the

domains of a self-adjoint extension of Tν , we must have that D(K1) = D(K2),

as required. �
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We are now in possession of various descriptions of both the Friedrichs

extension (Tν)F and the Krĕın extension (Tν)K of Tν , and so we choose to

close this appendix by asking one final question: if the Dirichlet boundary

conditions correspond to (Tν)F , then can we find which boundary conditions

correspond to (Tν)K instead?

To begin our construction of the Krĕın extension in terms of boundary

conditions, let z ∈ D((Tν)K) where

D(K1) = H2
0 u span {u, v}

where u = xν+ 1
2 and v = x−ν+ 1

2 . Then, for z0 ∈ H2
0 and α, β ∈ C, we have

z(x) = z0(x) + αu(x) + βv(x)

= z0(x) + αxν+ 1
2 + βx−ν+ 1

2 .

Rearranging this equality gives insight into how we may determine α and β in

terms of limits. Indeed,

βv(x) = z(x)− z0(x)− αu(x) =⇒ β = lim
x→0+

z(x)− z0(x)− αu(x)

v(x)

=⇒ β = lim
x→0+

z(x)xν−
1
2 ,

since z0 = o(x
3
2 ). Likewise,

α = lim
x→0+

z(x)− βv(x)

u(x)

= lim
x→0+

z(x)−
[
limy→0+ z(y)yν−

1
2

]
x−ν+ 1

2

xν+ 1
2

,

after substituting in our expression for β.

Next, it is clear that

z′(x) = z′0(x) + αu′(x) + βv′(x)

= z′0(x) +

(
ν +

1

2

)
αxν−

1
2 +

(
−ν +

1

2

)
βx−ν−

1
2 .

upon differentiating z(x). If we continue by substituting x = 1 into both z

and z′, then we see that

z(1) = α+ β and z′(1) =

(
ν +

1

2

)
α+

(
−ν +

1

2

)
β.

Hence, the boundary conditions associated to the Krĕın extension can be ex-

pressed as

z(1) = lim
x→0+

z(x)−
[
limy→0+ z(y)yν−

1
2

]
x−ν+ 1

2

xν+ 1
2

+ lim
x→0+

z(x)xν−
1
2
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and

z′(1) =

(
ν +

1

2

)
lim
x→0+

z(x)−
[
limy→0+ z(y)yν−

1
2

]
x−ν+ 1

2

xν+ 1
2

+

(
−ν +

1

2

)
lim
x→0+

z(x)xν−
1
2 .

We recognise that this result is not particularly illuminating, and so we

conclude this example by setting ν = 1
2 in the boundary conditions found

above. In particular — once we recall that T1/2 is regular at both endpoints

— the two conditions above reduce down to

z(1) = lim
x→0+

z(x)−
[
limy→0+ z(y)

]
x

+ lim
x→0+

z(x)

= lim
x→0+

z(x)− z(0)

x
+ z(0)

= z′(0) + z(0)

and

z′(1) = 1 · lim
x→0+

z(x)−
[
limy→0+ z(y)

]
x

+ 0 · lim
x→0+

z(x)

= z′(0),

respectively, and so the domain of (T1/2)K may be expressed as

D((T1/2)K) =

z ∈ H2
0 u span {u, v}

∣∣∣∣∣∣ Mνz ∈ L2([0, 1]), z′(1) = z′(0)

and z(1) = z′(0) + z(0)

 ,

where u = x and v = 1.

We have now completed the intended examples of this section. In particu-

lar, for the operator Tν , we have shown that the Friedrichs extension and the

Dirichlet extension coincide precisely and we have determined explicit bound-

ary conditions for the Krĕın extension. The Krĕın-Vishik-Birman theory is

fundamental to the thesis and so we hope that this example serves as a prac-

tical introduction to the theory.
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B Sequences z(N)−z(M) for the Krĕın Extension S2,K

In order to construct the Krĕın extension S2,K of the relation

S2 =
{

(x, J̃x) ∈ `2 × `2
∣∣∣ x ∈ `20} ,

where (J̃x)n = −∆(∆xn−1), we need to determine how the linear operator

A2 acts on an arbitrary element ω ∈ `2. In Section 4.4, it was shown that if

ω ∈ span {ϕ−}, where (ϕ−)n = λn− and λ− = 3−
√

5
2 , then there does not exist

an α such that ω̂ ∈ R(J̃). As such, we must approximate ω̂ by some sequence

f (N) in R(J̃) such that, amongst others, the following condition holds:

s−12,F

[
f (N) − f (M), f (N) − f (M)

]
→ 0 as N, M →∞. (B.1)

We have shown that the sequence f (N) takes the form

f (N)
n =



ω̂n, 0 ≤ n ≤ N,

FN , N + 1 ≤ n ≤ 2N,

GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

whilst z(N) is of the form

z(N)
n =



3N∑
r=2N+1

(n− r)GN +
2N∑

r=N+1

(n− r)FN

+
N∑
r=n

(n− r)ω̂r,

0 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +
2N∑
r=n

(n− r)FN , N + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n,

where

FN = −
N∑
r=0

[
5N + 1− 2r

2N2

]
ω̂r and GN =

N∑
r=0

[
3N + 1− 2r

2N2

]
ω̂r.

In order to show that the condition given in (B.1) holds, we require the ex-

pressions f (N)−f (M) and z(N)−z(M) explicitly. However, due to the interplay

between N and M in the above intervals, we note that there are seven distinct

cases that must be considered. Since the expressions are large and unwieldy,

we choose to display the expressions z(N) − z(M) in this appendix.
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Case I: M < N
3

The sequence z(N) − z(M) takes the following form when M < N
3 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=3M+1

(n− r)ω̂r +

3M∑
r=2M+1

(n− r)(ω̂r −GM )

+

2M∑
r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=3M+1

(n− r)ω̂r +

3M∑
r=2M+1

(n− r)(ω̂r −GM )

+

2M∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ 2M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=3M+1

(n− r)ω̂r +

3M∑
r=n

(n− r)(ω̂r −GM ), 2M + 1 ≤ n ≤ 3M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=n

(n− r)ω̂r, 3M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , N + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.2)
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Case II: M = N
3

The sequence z(N) − z(M) takes the following form when M = N
3 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +
2N∑

r=N+1

(n− r)FN +
N∑

r=2M+1

(n− r)(ω̂r −GM )

+
2M∑

r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=2M+1

(n− r)(ω̂r −GM )

+

2M∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ 2M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=N+1

(n− r)FN +

N∑
r=n

(n− r)(ω̂r −GM ), 2M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , N + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.3)

Whilst this case realistically only involves one variable — either M or N depending on which substitution is undertaken — we choose to

display z(N) − z(M) in the form above in order to demonstrate the similarities between it and Case I: essentially, the interval [3M + 1, N ]

collapses, since 3M + 1 = N + 1.
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Case III: N
3 < M < N

2

The sequence z(N) − z(M) takes the following form when N
3 < M < N

2 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=N+1

(n− r)(FN −GM ) +

N∑
r=2M+1

(n− r)(ω̂r −GM )

+

2M∑
r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=N+1

(n− r)(FN −GM ) +

N∑
r=2M+1

(n− r)(ω̂r −GM )

+

2M∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ 2M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=N+1

(n− r)(FN −GM ) +

N∑
r=n

(n− r)(ω̂r −GM ), 2M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=n

(n− r)(FN −GM ), N + 1 ≤ n ≤ 3M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , 3M + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.4)
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Case IV: M = N
2

The sequence z(N) − z(M) takes the following form when M = N
2 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +
2N∑

r=3M+1

(n− r)FN +
3M∑

r=N+1

(n− r)(FN −GM )

+
N∑

r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=N+1

(n− r)(FN −GM )

+

N∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=n

(n− r)(FN −GM ), N + 1 ≤ n ≤ 3M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , 3M + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.5)
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Case V: N
2 < M < 2N

3

The sequence z(N) − z(M) takes the following form when N
2 < M < 2N

3 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=N+1

(n− r)(FN − FM )

+

N∑
r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=N+1

(n− r)(FN − FM )

+

N∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=n

(n− r)(FN − FM ), N + 1 ≤ n ≤ 2M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=3M+1

(n− r)FN +

3M∑
r=n

(n− r)(FN −GM ), 2M + 1 ≤ n ≤ 3M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)FN , 3M + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.6)
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Case VI: M = 2N
3

The sequence z(N) − z(M) takes the following form when M = 2N
3 :

(
z(N) − z(M)

)
n

=



3N∑
r=2N+1

(n− r)GN +
2N∑

r=2M+1

(n− r)(FN −GM ) +
2M∑

r=N+1

(n− r)(FN − FM )

+
N∑

r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=N+1

(n− r)(FN − FM )

+

N∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ N,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=n

(n− r)(FN − FM ), N + 1 ≤ n ≤ 2M,

3N∑
r=2N+1

(n− r)GN +

2N∑
r=n

(n− r)(FN −GM ), 2M + 1 ≤ n ≤ 2N,

3N∑
r=n

(n− r)GN , 2N + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.7)
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Case VII: 2N
3 < M < N

The sequence z(N) − z(M) takes the following form when 2N
3 < M < N :

(
z(N) − z(M)

)
n

=



3N∑
r=3M+1

(n− r)GN +

3M∑
r=2N+1

(n− r)(GN −GM ) +

2N∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=N+1

(n− r)(FN − FM )

+

N∑
r=M+1

(n− r)(ω̂r − FM ),

0 ≤ n ≤M,

3N∑
r=3M+1

(n− r)GN +

3M∑
r=2N+1

(n− r)(GN −GM ) +

2N∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=N+1

(n− r)(FN − FM )

+

N∑
r=n

(n− r)(ω̂r − FM ),

M + 1 ≤ n ≤ N,

3N∑
r=3M+1

(n− r)GN +

3M∑
r=2N+1

(n− r)(GN −GM ) +

2N∑
r=2M+1

(n− r)(FN −GM ) +

2M∑
r=n

(n− r)(FN − FM ), N + 1 ≤ n ≤ 2M,

3N∑
r=3M+1

(n− r)GN +

3M∑
r=2N+1

(n− r)(GN −GM ) +

2N∑
r=n

(n− r)(FN −GM ), 2M + 1 ≤ n ≤ 2N,

3N∑
r=3M+1

(n− r)GN +

3M∑
r=n

(n− r)(GN −GM ), 2N + 1 ≤ n ≤ 3M,

3N∑
r=n

(n− r)GN , 3M + 1 ≤ n ≤ 3N,

0, 3N + 1 ≤ n.

(B.8)

With the final expression for z(N) − z(M) now defined, we thus conclude this appendix.
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Extensions, Acta Sci. Math. (Szeged), 69:323–336, 2003.

[50] B. Simon. The Classical Moment Problem as a Self-Adjoint Finite

Difference Operator, Adv. Math., 137:82-203, 1998.

[51] G. Stolz and R. Weikard. Seminar on Jacobi Matrices, 2004. Available

at: https://www.uab.edu/cas/mathematics/images/Documents/

Weikard-Jacobi_matrices.pdf

187
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