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Abstract. If a component in a binary system fails, preventive maintenance (PM) on other components 7 

may be conducted while the failed component is being repaired. This raises a question on which 8 

components should be selected for PM if maintenance resource is limited. The question can be 9 

answered by using the component maintenance priority (CMP) to prioritise components for PM. This 10 

paper extends the definition of the CMP to the cases of multi-state systems, continuum systems and 11 

non-coherent systems, respectively. It investigates the applications of the proposed measures for 12 

multi-state systems in optimisation of maintenance policies and proposes algorithms to minimise 13 

maintenance cost. A case study is used to instantiate the validity of the proposed measures. 14 

Keywords: multistate system, system performance, importance measure, maintenance policy  15 

1 Introduction 16 

1.1 Background 17 

Importance measures have been widely studied in the reliability literature to identify the weakest 18 

components in a system from various perspectives. They can provide valuable information for system 19 

design and maintenance for improving the performance of the system. The reader is referred to Kuo 20 

and Zhu [2, 3] for a comprehensive review of reliability importance measures and to Fu et al [4], Xu et 21 

al [5] and Dui et al [6, 7] for recent developments.   22 

In terms of multistate systems, Levitin et al [8] considered a generalized concept of importance 23 

measures for multi-state systems and analyzed the importance change with some restrictions. 24 

Ramirez–Marquez and Coit [9] presented a composite importance measure: mean absolute deviation 25 

(MDV), which measures the expected absolute deviation in the reliability of a multi-state system. The 26 

MDV can be used to evaluate the effect of all component states on the system reliability. Borgonovo 27 

[10] proposed importance measures for basic events, and system structures and components. The 28 
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author then used these measures to analyze the probability change of event trees. Dutuit and Rauzy 29 

[11] extended the importance measures to complex components, whose failures are modelled by a gate 30 

rather than a basic event. Borgonovo et al [12] introduced two new time-independent reliability 31 

importance measures and analysed the change of component importance with time. Lin and Yam [13] 32 

analysed the uncertainties associated with the transition rates in Markov models and proposed 33 

uncertainty importance measures based on the total sensitivity indices in multi-state systems. Xu et al 34 

[14] analysed the characteristic function-based moment-independent importance measure, which can 35 

be used to evaluate system uncertainty. 36 

In terms of noncoherent systems and continuum systems, Andrews and Beeson [15] analysed the 37 

Birnbaum importance measure for noncoherent binary systems. Beeson and Andrews [16] extended 38 

four commonly used importance measures, based on the noncoherent extension of Birnbaum 39 

importance. Borgonovo [17] proposed the reliability importance of components in coherent and non-40 

coherent systems. Vaurio [18] developed and compared the Birnbaum and criticality importance 41 

measures in non-coherent systems. Aliee et al [19] introduced a Boolean expression for the notion of 42 

criticality that allows the seamless extension of the Birnbaum importance to non-coherent systems. 43 

Besides, Kim and Baxter [20] defined the Birnbaum importance measure of the components in a 44 

continuum system with the states in the interval [0,1]. Liu et al [21] generalized the Griffith importance 45 

to the continuous-state systems by extending the system structure function. Cai et al [22] proposed the 46 

performance improvement to evaluate the change of the performance of continuum systems.  47 

In terms of maintenance policies, Gao et al [23] introduced a conditional reliability importance, 48 

which meets the practical requirements such as maintenance and operating state monitoring. Wu and 49 

Coolen [24] proposed a new importance measure, which takes consideration of costs of repairing 50 

components and cost of repairing the system. Wu and Chan [25] discussed the contribution of an 51 

individual component to the performance utility of a multi-state system. Dui et al [26, 27] extended the 52 

integrated importance measure to evaluate how the transition of component states affects the system 53 

performance. Based on the integrated importance measure, Zhang et al [28] analyzed the component 54 

failure recognition and maintenance optimization for an offshore heave compensation system. Dui et 55 

al [29] introduced component joint importance measures for maintenances in a submarine blowout 56 

preventer system. Furthermore, considering the component maintenance cost and time, Dui et al [30] 57 

proposed a cost-based integrated importance measure to identify the component or group of 58 

components that may be selected for PM. Based on the stress-strength interference model, Lyu and Si 59 

[31] developed a dynamic importance measure to identify the dynamic weakness effectively for 60 

systems subjected to repeated and random load. Do and Bérenguer [32] proposed a novel time-61 

dependent importance measure for multi-component systems and defined it as the ability to improve 62 

system reliability during a mission given the current conditions. Fu et al [33] proposed a new time-63 
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dependent importance measure and developed a system-lifetime maximization model to address the 64 

component reassignment problem for degrading components. 65 

1.2 Research Questions and Novelty 66 

The existing literature, however, lacks an importance measure for solving the following problems: 67 

Suppose the performance of a multistate system can be characterized by the system performance 68 

utility. When the system performance degrades to a state below a certain threshold, one needs to detect 69 

the failed components and then maintain them. This raises the following questions. 70 

 If the degradation of a component is not self-announcing, how can the failed components be 71 

detected? 72 

 After a component degrades from one state to another, how do other components affect the system 73 

performance?  74 

 After the state degradation of a component causes the system to jump multiple states, how to 75 

prioritise the components to be maintained during the time of a failed component being repaired? 76 

 While failed components are being repaired, which unfailed components should be selected for 77 

PM? How do we determine the number of components for PM and optimise the system 78 

performance? 79 

Wu et al. [1] introduced an importance measure that prioritizes components for preventive 80 

maintenance while a failed component is being repaired and then used their proposed measure to find 81 

the optimal number of repairmen needed for maintaining the system. However, their work 82 

concentrates on binary systems. In the literature, there is little research on answering the following 83 

question: which components in a multi-state system (and continuum systems and non-coherent 84 

systems) have the top priority for preventive maintenance if some of the other components in the 85 

system are being repaired? To answer this question, this paper develops new importance measures to 86 

assess the component maintenance priority of a multistate system. It is then used to optimise the 87 

number of components for PM to maximize the expected system performance. The paper also 88 

generalizes the definition of the component maintenance priority to the cases of non-coherent binary 89 

and multi-state systems and continuum systems, respectively. As such, the novelty of this paper is on 90 

the introduction of new importance measures for those systems. 91 

1.3 Overview 92 

This remainder of this paper is structured as follows. Section 2 introduces the importance measures 93 

of component maintenance priority of multistate systems. Section 3 discusses the properties of the 94 

proposed importance measures and the optimization of some PM policies. Section 4 analyses some 95 

generalizations of the proposed measures in noncoherent systems and continuum systems. Section 5 96 
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uses a case study to show the validity of the proposed measures. Section 6 wraps up the findings of this 97 

paper. 98 

2 Component maintenance priority in multistate systems 99 

Notations 100 

𝑛 number of components in the system 

𝑋𝑖(𝑡) state of component 𝑖 at time 𝑡, 𝑋𝑖(𝑡) = 0,1,2, . . . , 𝑀𝑖 

𝑎𝑚 performance level corresponding to state 𝑚 of the system 

𝑈(𝑿(𝑡)) expected performance of a system at time 𝑡 

𝑿(𝑡) 𝑋1(𝑡), 𝑋2(𝑡), …𝑋𝑛(𝑡): state vector of the components 

Φ(𝑿(𝑡)) system structure function with domain {0,1, . . . , 𝑀𝑖}
𝑛  and range 

{0,1, . . . , 𝑀} 

(∙𝑖, 𝑿(𝑡)) the state of the system (𝑋1(𝑡), … , 𝑋𝑖−1(𝑡),∙, 𝑋𝑖+1(𝑡), …𝑋𝑛(𝑡)) 

𝝆𝑖𝑚(𝑡) 𝜌𝑖𝑚(𝑡) = Pr{𝑋𝑖(𝑡) ≥ 𝑚} 

𝑰𝑖
𝐺(𝑡) Griffith importance vector (𝐼𝑖1

𝐺 (𝑡), 𝐼𝑖2
𝐺 (𝑡), … , 𝐼𝑖𝑀𝑖

𝐺 (𝑡)) , where 𝐼𝑖𝑚
𝐺 (𝑡)  is the 

Griffith importance of state 𝑚 of component 𝑖 

Assumptions 101 

The following assumptions are made in this paper. 102 

(1) The multi-state system is monotone and coherent. 103 

(2) The state space of component 𝑖  is { 0,1,… ,𝑀𝑖}  and that of the system is { 0,1,… ,𝑀} , where 0 104 

represents the complete failure of the system or a component, and 𝑀𝑖(𝑀) is the perfect functioning 105 

state of component 𝑖 (the system).  106 

(3) All components (states) and the system (state) are statistically independent with each other. 107 

(4) Each state of a component is characterized by a different level of performance. Precisely, the states 108 

of a component, 𝑖 say, are numbered according to decreasing performance levels, from 𝑀𝑖 to 0.  109 

Let 𝑎0 ≤ 𝑎1 ≤ ⋯ ≤ 𝑎𝑀 be the performance levels corresponding to the state space { 0,1,… ,𝑀} of a 110 

multistate system. Let 𝑎0 = 0, without loss of generality, then the expected performance of the system 111 

can be defined by: 112 

𝑈(𝑿(𝑡)) = ∑𝑎𝑣

𝑀

𝑣=1

Pr(Φ(𝑿(𝑡)) = 𝑣) = ∑𝑎𝑣

𝑀

𝑣=1

Pr(Φ(𝑋1(𝑡), 𝑋2(𝑡), …𝑋𝑛(𝑡)) = 𝑣) . (1) 113 

Recall that the Griffith importance of state 𝑚 of component 𝑖 is defined as [34] 114 

𝐼𝑖𝑚
𝐺 (𝑡) = ∑(𝑎𝑣 − 𝑎𝑣−1)[Pr(Φ(𝑚𝑖, 𝑿(𝑡)) ≥ 𝑣) − Pr(Φ((𝑚 − 1)𝑖, 𝑿(𝑡)) ≥ 𝑣)]

𝑀

𝑣=1

. (2) 115 

For a binary system, Wu et al [1] defines the component maintenance priority (CMP) that prioritises 116 

the components to be maintained during the time of a failed component being repaired. 117 
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If component 𝑖 has failed, the CMP of component 𝑗 is defined by 118 

𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖

𝜕𝜙(𝜆𝑖, 𝒑𝑖(𝑡))

𝜕𝑝𝑗(𝑡)
,                                                                       (3) 119 

where 𝑝𝑗(𝑡)is the reliability of component 𝑗, 𝐻𝑗|𝑖 = {
1                   if 𝜙(11, … , 1𝑖−1, 0𝑖, 1𝑖+1, … , 1𝑛) = 0

𝜙(0𝑖 , 0𝑗, 𝟏𝑖𝑗) if 𝜙(11, … , 1𝑖−1, 0𝑖, 1𝑖+1, … , 1𝑛) = 1
, 120 

(0𝑖, 0𝑗,… , 𝟏𝑖,j) represents that both components 𝑖 and 𝑗 stop working while all of the other components 121 

are working, 𝜆𝑖 = 𝜒{𝜙(11, 12, … , 1𝑖−1, 0𝑖, 1𝑖+1, … , 1𝑛) = 0}, and 𝜙(𝒑𝑖(𝑡)) is the system reliability as a 122 

function of 𝒑(𝑡). 123 

Eq. (3) represents the effect of component 𝑗 on the system reliability, when component 𝑖 has failed 124 

and repair needs performing on it. The CMP can be used to suggest which component may be selected 125 

for PM so that the reliability of the system can be maximally improved.  126 

The CMP can be used to prioritise components in binary systems while a failed component is being 127 

repaired. For multistate systems, however, prioritising components or the states of components 128 

becomes more complicated. This is because the performance of a multistate system can be measured 129 

by either performance utility or merely degradation of states. In what follows, we consider the two 130 

cases for multistate systems. 131 

Case I. Immediately after the system state degrades to a state below 𝐾, the system needs maintaining.  132 

Case II. Only if the system has degraded k states (where 𝑘 > 1), the system needs maintaining.  133 

We assume the maintenance is imperfect, that is, the system cannot be restored to the perfect state. 134 

2.1 Priority under Case I 135 

Suppose that state 𝐾𝑖 is the threshold state of component 𝑖. That is, once the state of a component 136 

degrades to a state below 𝐾𝑖 , a certain symptom of performance immediately appears and can be 137 

detected, namely, the degradation from one state to another is self-announcing. Denote the detected 138 

state after maintenance by (𝐾𝑜)𝑖 , assuming the state of component 𝑖 is below 𝐾𝑖.  139 

Definition 1. If component 𝑖 has degraded to a state worse than 𝐾𝑖, the CMP of component 𝑗 is defined 140 

by 141 

𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖𝐼𝑗|𝑖(𝑡),                                                                       (4) 142 

where  143 

𝐻𝑗|𝑖 = {

1                   if Φ((< 𝐾𝑖)𝑖 , 𝑿(𝑡)) < 𝐾

𝜒 (Φ((< 𝐾𝑖)𝑖, (< 𝐾𝑗)𝑗, 𝑿(𝑡))) if Φ((< 𝐾𝑖)𝑖 , 𝑿(𝑡)) ≥ 𝐾
 144 

𝐼𝑗|𝑖(𝑡) = ∑(𝑎𝑣 − 𝑎𝑣−1) [Pr (Φ((𝐾𝑜)𝑖 , 𝑋𝑗(𝑡), 𝑋(𝑡)) ≥ 𝑣) − Pr (Φ((𝐾𝑜)𝑖 , 𝑋𝑗(𝑡) − 1, 𝑋(𝑡)) ≥ 𝑣)] ,

𝑀

𝑣=1

 145 

and (< 𝐾𝑖)𝑖  represents that the state of component 𝑖 degrades to a state below its threshold state 𝐾𝑖.  146 
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Φ((< 𝐾𝑖)𝑖 , 𝑿(𝑡)) < 𝐾 represents that the state of the system is below K and component 𝑖 is a critical 147 

component. 𝐻𝑗|𝑖 ensures that critical components will not be selected for PM, given that component 𝑖 is non-148 

critical. 149 

Denote  150 

𝑿𝑖 = ((𝑘1)1, (𝑘2)2, … , (𝑘𝑖−1)𝑖−1,∗, (𝑘𝑖+1)𝑖+1, … , (𝑘𝑛)n), 151 

and   152 

𝑿𝑖𝑗 = ((𝑘1)1, (𝑘2)2, … , (𝑘𝑖−1)𝑖−1,∗, (𝑘𝑖+1)𝑖+1, … (𝑘𝑗−1)𝑗−1
,∗, (𝑘𝑗+1)𝑗+1

, … , (𝑘𝑛)n). 153 

𝐼𝑗|𝑖(𝑡) is the importance of component 𝑗, given that component 𝑖’s state has downgraded. In Section 4.1, 154 

we will analyse the different expressions of Eq. (4), considering different maintenance policies.  155 

Below we give an example to show how the CMP works. 156 

Example 1.   Suppose a multi-state system is composed of 4 multi-state components with the following 157 

system structure function  158 

Φ(𝑋(𝑡)) = Φ(𝑋1(𝑡), 𝑋2(𝑡), 𝑋3(𝑡), 𝑋4(𝑡)) = min{max{𝑋1(𝑡), 𝑋2(𝑡), 𝑋3(𝑡)} , 𝑋4(𝑡)}. 159 

Suppose both the state space of each component and that of the system are {0, 1, 2}. Assume both the 160 

performance values of each component and the system are 1, which means that when the states of 161 

component and system are smaller than 1, the component and system fail. Then we have the following 162 

two cases. 163 

 Component 4 degrades to a state below 1.  164 

If component 4 has degraded to a state below 1, according to the structure function, we have 165 

Φ(𝑋(𝑡)) < 1.  Then 𝐻𝑗|4 =1 and 𝐼𝑗|4
𝑀 (𝑡) = 𝐼𝑗|4(𝑡) = ∑ 𝑎𝑣 [Pr (Φ((𝐾𝑜)4, 𝑋𝑗(𝑡), 𝑋(𝑡)) = 𝑣) −

𝑀
𝑣=1166 

Pr (Φ((𝐾𝑜)4, 𝑋𝑗(𝑡) − 1, 𝑋(𝑡)) = 𝑣)] . As an example, we show how to computer 𝐼1|4
𝑀 (𝑡) below. 167 

Assume (𝐾𝑜)4 = 2,  𝑋1(𝑡) = 1,  then 𝐼1|4
𝑀 (𝑡) = ∑ 𝑎𝑣[Pr(Φ((2)4, 11, 𝑋(𝑡)) = 𝑣) −

2
𝑣=1168 

Pr(Φ((2)4, 01, 𝑋(𝑡)) = 𝑣)].  Let  𝑝𝑖𝑚 = Pr{𝑋𝑖(𝑡) = 𝑚},  then Pr(Φ((2)4, 11, 𝑋(𝑡)) = 1) =169 

𝑝21(𝑡)𝑝31(𝑡) + 𝑝21(𝑡)𝑝30(𝑡) + 𝑝20(𝑡)𝑝31(𝑡) + 𝑝20(𝑡)𝑝30(𝑡), and Pr(Φ((2)4, 01, 𝑋(𝑡)) = 1) =170 

𝑝21(𝑡)𝑝31(𝑡) + 𝑝21(𝑡)𝑝30(𝑡) + 𝑝20(𝑡)𝑝31(𝑡).  Thus, we have 𝑎1[Pr(Φ((2)4, 11, 𝑋(𝑡)) = 1) −171 

Pr(Φ((2)4, 01, 𝑋(𝑡)) = 1)] = 𝑎1𝑝20(𝑡)𝑝30(𝑡).  Besides, Pr(Φ((2)4, 11, 𝑋(𝑡)) = 2) =172 

Pr(Φ((2)4, 01, 𝑋(𝑡)) = 2) = 𝑝22(𝑡) + 𝑝32(𝑡),  so we have 𝑎2[Pr(Φ((2)4, 11, 𝑋(𝑡)) = 2) −173 

Pr(Φ((2)4, 01, 𝑋(𝑡)) = 2)] = 0. We can then obtain  𝐼1|4
𝑀 (𝑡) =  𝑎1𝑝20(𝑡)𝑝30(𝑡). 174 

 Component 1 degrades to a state below 1 and the states of the other components are higher than 175 

1.  176 

If component 1 is the only component that has degraded to a state below 1, according to the 177 

structure function, we have Φ(𝑋(𝑡)) ≥ 1. Then 𝐼4|1
𝑀 (𝑡) = 0. Thus, one of components 2 and 3 can 178 

be selected for PM. We take component 2 for example to show how to computer 𝐼2|1
𝑀 (𝑡) below. 179 
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Assume (𝐾𝑜)1 = 0 and 𝑋2(𝑡) = 1, then 𝐼2|1
𝑀 (𝑡) = ∑ 𝑎𝑣[Pr(Φ((0)1, 12, 𝑋(𝑡)) = 𝑣) −

2
𝑣=1180 

Pr(Φ((0)1, 02, 𝑋(𝑡)) = 𝑣)]. We have: Pr(Φ((0)1, 12, 𝑋(𝑡)) = 1) = 𝑝41(𝑡)𝑝30(𝑡) + 𝑝41(𝑡)𝑝31(𝑡) +181 

𝑝41(𝑡)𝑝32(𝑡) + 𝑝42(𝑡)𝑝30(𝑡) + 𝑝42(𝑡)𝑝31(𝑡), and Pr(Φ((0)1, 02, 𝑋(𝑡)) = 1) = 𝑝41(𝑡)𝑝31(𝑡) +182 

𝑝41(𝑡)𝑝32(𝑡) + 𝑝42(𝑡)𝑝31(𝑡). Hence, 𝑎1[Pr(Φ((0)1, 12, 𝑋(𝑡)) = 1) − Pr(Φ((0)1, 02, 𝑋(𝑡)) = 1)] =183 

𝑎1[𝑝41(𝑡)𝑝30(𝑡) + 𝑝42(𝑡)𝑝30(𝑡)]. Since Pr(Φ((0)1, 12, 𝑋(𝑡)) = 2) = Pr(Φ((0)1, 02, 𝑋(𝑡)) = 2) =184 

𝑝42(𝑡)𝑝32(𝑡), we have 𝑎2[Pr(Φ((0)1, 12, 𝑋(𝑡)) = 2) − Pr(Φ((0)1, 02, 𝑋(𝑡)) = 2)] = 0, and 185 

𝐼2|1
𝑀 (𝑡) = 𝑎1[𝑝41(𝑡)𝑝30(𝑡) + 𝑝42(𝑡)𝑝30(𝑡)]. 186 

In the following, we investigate two scenarios and give the corresponding expressions of 𝐼𝑗|𝑖(𝑡) to 187 

analyse the effect of component 𝑗 on the system performance while component 𝑖 is being maintained 188 

in multistate systems. Denote the threshold state of component 𝑗 (𝑗 ≠ 𝑖) by 𝐾𝑗. 189 

Scenario 1. The state of the component which causes the system to downgrade to a state below K 190 

can be observed, but the states of other components cannot be detected. 191 

Assume the state degradation of component 𝑖 causes the system to downgrade to a state lower than 192 

K.  Let the observed state of component 𝑖 be (𝐾𝑜)𝑖 . Similarly to Eq. (1), we have 193 

𝑈((𝐾𝑜)𝑖, 𝑋(𝑡)) = ∑ 𝑎𝑣
𝑀
𝑣=1 Pr(Φ(𝑋1(𝑡), … , 𝑋𝑖−1(𝑡), 𝐾𝑜, 𝑋𝑖+1(𝑡),…𝑋𝑛(𝑡)) = 𝑣). 194 

Based on Eq. (2), the CMP of component 𝑗 is 195 

𝐼𝑗|𝑖(𝑡) =
𝜕𝑈((𝐾𝑜)𝑖 , 𝑋(𝑡))

𝜕𝜌𝑗𝐾𝑗(𝑡)

= ∑(𝑎𝑣 − 𝑎𝑣−1) [Pr (Φ((𝐾𝑜)𝑖, 𝐾𝑗, 𝑋(𝑡)) ≥ 𝑣) − Pr (Φ ((𝐾𝑜)𝑖, (𝐾 − 1)𝑗 , 𝑋(𝑡)) ≥ 𝑣)]

𝑀

𝑣=1

.

(5) 196 

Eq. (5) describes the effect of component 𝑗  on the system performance when component 𝑖  is 197 

maintained under Scenario 1. 198 

Scenario 2. Assume component 𝑖 causes the system to downgrade to a state below K. The state of 199 

component 𝑖 can be detected, and other component states can be also detected. 200 

Let the observed state of component 𝑖 be (𝐾𝑜)𝑖 . Similarly to Eq. (2), we can use Eq. (6) to analyse the 201 

effect of component 𝑗 on the system performance when component 𝑖 is being maintained. The CMP of 202 

component 𝑗 is 203 

𝐼𝑗|𝑖(𝑡) =
𝜕𝑈((𝐾𝑜)𝑖, 𝑋(𝑡))

𝜕𝜌𝑗(𝐾𝑜)𝑗(𝑡)

= ∑(𝑎𝑣 − 𝑎𝑣−1) [Pr (Φ((𝐾𝑜)𝑖, (𝐾𝑜)𝑗, 𝑋(𝑡)) ≥ 𝑣) − Pr (Φ((𝐾𝑜)𝑖, (𝐾𝑜 − 1)𝑗, , 𝑋(𝑡)) ≥ 𝑣)] .

𝑀

𝑣=1

(6) 204 

2.2 Priority under Case II 205 

  Based on the Case II, we have the following scenarios.  206 

Scenario 3. Both system state and component state can be detected. 207 
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Assume that when the state degradation of component 𝑖 causes the system to jump 𝑘 states, the 208 

system fails. We define the following measure that prioritises the components to be maintained while 209 

a failed component is being repaired. 210 

Definition 2. If component 𝑖 has failed, the CMP of component 𝑗 is defined by 211 

𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖𝐼𝑗|𝑖(𝑡),                                                                       (7) 212 

where  213 

𝐻𝑗|𝑖 = {
1                   if 𝜙 (D𝑋

𝑖′
(𝑡)→𝑋𝑖(𝑡), 𝑿(𝑡)) ≥ 𝑘

𝜒 (𝜙 (D𝑋
𝑖′
(𝑡)→𝑋𝑖(𝑡), D𝑋𝑗′(𝑡)→𝑋𝑗(𝑡)

, 𝑿(𝑡)) < 𝑘1) if 𝜙 (D𝑋
𝑖′
(𝑡)→𝑋𝑖(𝑡), 𝑿(𝑡)) < 𝑘

. 214 

D𝑋
𝑖′
(𝑡)→𝑋𝑖(𝑡)  represents that the state of component 𝑖  degrades from state 𝑋𝑖′(𝑡)  to 𝑋𝑖(𝑡) , and 215 

D𝑋
𝑗′
(𝑡)→𝑋𝑗(𝑡)  represents that the state of component 𝑗  degrades from state 𝑋𝑗′(𝑡)  to 𝑋𝑗(𝑡) . Suppose 216 

component 𝑖’s degrading from state 𝑋𝑖′(𝑡) to 𝑋𝑖(𝑡) causes the system to downgrade for more than k 217 

states, that is, the value of the function 𝜙(. ) to reduce for more than 𝑘 states, then a maintenance  is 218 

triggered; otherwise, no action will be taken. 𝐼𝑗|𝑖(𝑡)  is the importance of component 𝑗,  given that 219 

component 𝑖’s state has downgraded.  220 

Scenario 4.  The degradation of the system can be detected, but the state of a component cannot be 221 

detected. 222 

Since the state degradation of a component cannot be detected, i.e., it is not self-announcing, we are 223 

not able to identify which component causes system to jump 𝑘 states. Here we use the effect of all states 224 

of a component on the system performance.  225 

Ramirez-Marquez and Coit [9] gave the following alternative composite importance measure, or 226 

mean absolute deviation (MAD), to measure the expected absolute deviation of the system reliability, 227 

MAD𝑖(𝑡) =∑𝑝𝑖𝑚(𝑡)|Pr(Φ(𝑚𝑖, 𝑿(𝑡)) ≥ 𝑑) − Pr(Φ(𝑿(𝑡) ≥ 𝑑))|,

𝑚

(8) 228 

where 𝑑 is a constant system demand, and 𝑝𝑖𝑚(𝑡) is the probability that component 𝑖 is at state 𝑚 at 229 

time 𝑡. MAD𝑖(𝑡) is the expected absolute deviation of component 𝑖 for system reliability. 230 

Based on the expected performance of a system, 𝑈(𝑋(𝑡)), and the pre-specified performance utility 231 

threshold (i.e., 𝑤), we can obtain the expected absolute deviation of component 𝑖, as shown in Eq. (9). 232 

UMAD𝑖(𝑡) =∑𝑝𝑖𝑚(𝑡)|𝑈(𝑚𝑖, 𝑿𝑖(𝑡)) ≥ 𝑤 − 𝑈(𝑿(𝑡)) ≥ 𝑤|.

𝑚

(9) 233 

Let  UMAD𝑖
∗(𝑡) = max

𝑖
{UMAD𝑖(𝑡)}, and the corresponding component of UMAD𝑖

∗(𝑡) is component 𝑖∗. 234 

As such, we introduce the following definition. 235 

Definition 3. If component 𝑖∗ has failed, the CMP of component 𝑗 is defined by 236 

𝐼𝑗|𝑖∗
𝑀 (𝑡) = 𝐻𝑗|𝑖∗

𝑈𝑀𝐴𝐷𝑖
∗(𝑡)

∑ 𝑈𝑀𝐴𝐷𝑖(𝑡)𝑖
𝐼𝑗|𝑖∗(𝑡),                                        (10) 237 



 

9 

 

where 
𝑈𝑀𝐴𝐷𝑖

∗(𝑡)

∑ 𝑈𝑀𝐴𝐷𝑖(𝑡)𝑖
 represents the ratio of component 𝑖∗  in the expected absolute deviations of all 238 

components. UMAD𝑖(𝑡) is the expected absolute deviation of component 𝑖  for system performance 239 

based on reference [9]. 240 

3 Linking maintenance policies 241 

In this section, we will analyse how to determine the components for preventive maintenance in some 242 

maintenance policies. 243 

3.1 Maintenance policies under Case I 244 

Maintenance policy A. Once a component degrades to a state below its threshold state, the component 245 

must be maintained. Under this policy, the maintained component may be critical or non-critical. There 246 

are the following two situations 247 

 If the maintained component is critical and fails, then the system fails. The preventive 248 

maintenance may be performed on other components.  249 

 If the maintained component is non-critical and it fails, then the system still works. The 250 

preventive maintenance can be performed on the other non-critical components. 251 

If the state of component 𝑖  has degraded to a state below its threshold state 𝐾𝑖 , then under 252 

maintenance policy A, the CMP of component 𝑗 is defined by 253 

𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖𝐼𝑗|𝑖(𝑡), (11) 254 

where 255 

𝐻𝑗|𝑖 =

{
 
 

 
 1, if Φ((< 𝐾𝑖)𝑖, 𝑋(𝑡)) < 𝐾                                                                                

1, if Φ((< 𝐾𝑖)𝑖 , 𝑋(𝑡)) ≥ 𝐾 and 𝑗 ∈ {𝑗|Φ((< 𝐾𝑖)𝑖 , (< 𝐾𝑗)𝑗 , 𝑋
(𝑡)) ≥ 𝐾}

0, other                                                                                                            

.  256 

The symbol (< 𝐾)𝑖 represents that the state of component 𝑖 degrades to a state  below its threshold 257 

state 𝐾𝑖 . The symbol (< 𝐾)𝑗  represents that the state of component 𝑗 degrades to a state below its 258 

threshold state 𝐾𝑗. If the degradation of the state of component 𝑖 degrades into below 𝐾𝑖 causes the 259 

value of the system structure function Φ(∙)  to reduce into below its threshold state 𝐾 , i.e. 260 

Φ((< 𝐾)𝑖 , 𝑋(𝑡)) < 𝐾, then component 𝑖 is critical and the system stops working. Thus, the PM can be 261 

performed on all other components, 𝑗 ∈ {1,… , 𝑖 − 1, 𝑖 + 1,… , 𝑛}. If Φ((< 𝐾)𝑖, 𝑋(𝑡)) ≥ 𝐾, then component 262 

𝑖 is non- critical. Thus, the PM can be performed on the non-critical components, 𝑗 ∈ {𝑗|Φ((< 𝐾)𝑖 , (<263 

𝐾)𝑗 , 𝑋(𝑡)) ≥ 𝐾}.  264 

 For maintenance policy A, the Scenarios 1 and 2 are suitable by substituting equations (5) and (6) into 265 

Eq. (11), respectively. When component 𝑖  is being repaired, component 𝑗 with the maximal 𝐼𝑗|𝑖
𝑀(𝑡) 266 
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should be first selected for PM so that the system performance can be improved. Then we should select 267 

the component order for PM following the ranking of the component 𝐼𝑗|𝑖
𝑀(𝑡). 268 

Maintenance policy B. When the degradations of some components cause the system state to degrade 269 

to a state below its threshold state 𝐾, the system fails. Thus maintenance is needed. The corresponding 270 

components can be detected. Under this policy, the maintained components may consist of some 271 

critical components, or some non-critical components. Assume the set of degraded components that 272 

cause the system degrades into a state below its threshold K is {𝑖1, 𝑖2, … , 𝑖𝑚} . Actually, the set of 273 

components 𝑖1, 𝑖2, … , 𝑖𝑚  is a cut set of the system. Under maintenance policy B, when components 274 

𝑖1, 𝑖2, … , 𝑖𝑚 are being maintained, the system stops working, and the PM can be performed on all other 275 

components. 276 

  Under Scenario 1, when the observed states of components 𝑖1, 𝑖2, … , 𝑖𝑚 are (𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , 277 

respectively, if other component states corresponding to the performance cannot be observed, the CMP 278 

of component 𝑗 is 279 

𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚
𝑀 (𝑡) = 𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚(𝑡) =

𝜕𝑈((𝐾𝑜)𝑖1 ,(𝐾𝑜)𝑖2 ,…,(𝐾𝑜)𝑖𝑚 ,𝑋(𝑡))

𝜕𝜌𝑗𝐾𝑗
(𝑡)

= ∑ (𝑎𝑣 −
𝑀
𝑣=1280 

𝑎𝑣−1) [Pr (Φ ((𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , 𝐾𝑗, 𝑋(𝑡)) ≥ 𝑣) − Pr (Φ((𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , (𝐾 −281 

1)𝑗, 𝑋(𝑡)) ≥ 𝑣)]. 282 

(12) 283 

Under Scenario 2, When the observed states of components 𝑖1, 𝑖2, … , 𝑖𝑚 are (𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , 284 

respectively, if other component states corresponding to the performance can be observed, the CMP of 285 

component 𝑗 is 286 

𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚
𝑀 (𝑡) = 𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚(𝑡) =

𝜕𝑈 ((𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , 𝑋(𝑡))

𝜕𝜌𝑗(𝐾𝑜)𝑗(𝑡)
287 

=∑(𝑎𝑣 − 𝑎𝑣−1) [Pr (Φ ((𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , (𝐾𝑜)𝑗, 𝑋(𝑡)) ≥ 𝑣)

𝑀

𝑣=1

288 

− Pr (Φ((𝐾𝑜)𝑖1 , (𝐾𝑜)𝑖2 , … , (𝐾𝑜)𝑖𝑚 , (𝐾𝑜 − 1)𝑗, 𝑋(𝑡)) ≥ 𝑣)] . 289 

(13) 290 

Components 𝑖1, 𝑖2, … , 𝑖𝑚 in a cut set of the system degrade into states below their threshold states, so 291 

the system stops working. When components 𝑖1, 𝑖2, … , 𝑖𝑚 undergo maintenance, component 𝑗 with the 292 

maximal 𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚
𝑀 (𝑡) should be selected for PM so that the system performance can achieve the largest 293 

improvement. 294 

http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E5%89%B2%E9%9B%86
http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E5%89%B2%E9%9B%86
http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E5%89%B2%E9%9B%86
http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E5%89%B2%E9%9B%86
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3.2 Maintenance policies under Case II 295 

Maintenance policy C. When the system has downgraded for 𝑘  states, the system fails. Thus the 296 

system needs repairing. For different components, repairmen may have different ability. When 297 

component 𝑖  is being maintained, it can be increased 𝑟𝑖  states. Assume the state degradation of a 298 

component causes the system state to jump for 𝑘 states. This maintained component may be critical or 299 

non-critical. So the PM of other components can be determined by 𝐻𝑗|𝑖. 300 

Based on Eq. (2), 𝐼𝑖𝑚
𝐺 (𝑡) = ∑ (𝑎𝑣 − 𝑎𝑣−1)[Pr(Φ(𝑚𝑖 , 𝑋(𝑡)) ≥ 𝑣) − Pr(Φ((𝑚 − 1)𝑖, 𝑋(𝑡)) ≥ 𝑣)]

𝑀
𝑣=1  301 

represents the change of the system performance when component 𝑖 is changed from state 𝑚 − 1 to 302 

state 𝑚. Then when component 𝑖 is improved from state 𝑚 to state 𝑚 + 𝑟𝑖, the change of the system 303 

performance is 304 

𝐼𝑖(𝑚→𝑚+𝑟𝑖)
𝐺 (𝑡) = 𝐼𝑖(𝑚+𝑟𝑖)

𝐺 (𝑡) + 𝐼𝑖(𝑚+𝑟𝑖−1)
𝐺 (𝑡) + ⋯+ 𝐼𝑖(𝑚+1)

𝐺 (𝑡)                                 305 

= ∑ ∑(𝑎𝑣 − 𝑎𝑣−1)[Pr(Φ(𝑞𝑖, 𝑋(𝑡)) ≥ 𝑣) − Pr(Φ((𝑞 − 1)𝑖, 𝑋(𝑡)) ≥ 𝑣)]

𝑀

𝑣=1

𝑚+𝑟𝑖

𝑞=𝑚+1

 306 

=∑(𝑎𝑣 − 𝑎𝑣−1) ∑ [Pr(Φ(𝑞𝑖, 𝑋(𝑡)) ≥ 𝑣) − Pr(Φ((𝑞 − 1)𝑖, 𝑋(𝑡)) ≥ 𝑣)]

𝑚+𝑟𝑖

𝑞=𝑚+1

𝑀

𝑣=1

 307 

=∑(𝑎𝑣 − 𝑎𝑣−1)[Pr(Φ(𝑚𝑖 + 𝑟𝑖, 𝑋(𝑡)) ≥ 𝑣) − Pr(Φ(𝑚𝑖, 𝑋(𝑡)) ≥ 𝑣)]

𝑀

𝑣=1

               308 

=∑𝑎𝑣[Pr(Φ(𝑚𝑖 + 𝑟𝑖, 𝑋(𝑡)) = 𝑣) − Pr(Φ(𝑚𝑖, 𝑋(𝑡)) = 𝑣)]

𝑀

𝑣=1

.                                309 

When component 𝑖  is being maintained, 𝑟𝑖  states can be restored on it. So under Scenario 3, when 310 

component 𝑖 has failed, we assume the observed state of component 𝑗 is (𝐾𝑜)𝑗 . Then we have 311 

𝐼𝑗|𝑖(𝑡) = ∑𝑎𝑣 [Pr (Φ((𝐾𝑜)𝑖 , (𝐾𝑜)𝑗 + 𝑟𝑗, 𝑋(𝑡)) = 𝑣) − Pr (Φ((𝐾𝑜)𝑖, (𝐾𝑜)𝑗, 𝑋(𝑡)) = 𝑣)] .

𝑀

𝑣=1

     (14) 312 

If component 𝑖 has failed, the CMP of component 𝑗 is  313 

𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖∑𝑎𝑣 [Pr (Φ ((𝐾𝑜)𝑖 , (𝐾𝑜)𝑗 + 𝑟𝑗 , 𝑋(𝑡)) = 𝑣) − Pr (Φ((𝐾𝑜)𝑖 , (𝐾𝑜)𝑗 , 𝑋(𝑡)) = 𝑣)]

𝑀

𝑣=1

.       (15) 314 

Under Scenario 4, component state cannot be observed. Then we have 315 

𝐼𝑗|𝑖∗(𝑡) = ∑𝑎𝑣 [Pr (Φ ((𝐾)𝑖∗ , 𝐾𝑗 + 𝑟𝑗 , 𝑋(𝑡)) = 𝑣) − Pr (Φ((𝐾)𝑖∗ , 𝐾𝑗, 𝑋(𝑡)) = 𝑣)]

𝑀

𝑣=1

.        (16) 316 

If component 𝑖∗ has failed, the CMP of component 𝑗 is defined by 317 

𝐼𝑗|𝑖∗
𝑀 (𝑡) = 𝐻𝑗|𝑖∗

𝑈𝑀𝐴𝐷𝑖
∗(𝑡)

∑ 𝑈𝑀𝐴𝐷𝑖(𝑡)𝑖

∑𝑎𝑣 [Pr (Φ ((𝐾)𝑖∗ , 𝐾𝑗 + 𝑟𝑗 , 𝑋(𝑡)) = 𝑣) − Pr (Φ ((𝐾)𝑖∗ , 𝐾𝑗 , 𝑋(𝑡)) = 𝑣)]

𝑀

𝑣=1

.       (17) 318 
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3.3 Considering limited maintenance cost 319 

Given the fixed maintenance budget 𝐶, we may determine the components for PM to maximize the 320 

expected system performance at time t. 321 

a) When each component has the same maintenance cost, the components for PM can be determined 322 

following the ranking of component importance measures by 𝐼𝑗|𝑖
𝑀(𝑡) and 𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚

𝑀 (𝑡).  323 

b) Under the situation that the cost of PM on different components differs, the component with a 324 

larger importance measure may also incur a larger PM cost. In this case, it is not always optimal to 325 

allocate the PM priority to the component with largest importance measures by 𝐼𝑗|𝑖
𝑀(𝑡)  and 326 

𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚
𝑀 (𝑡). Thus, we should use the integer programming models in subsections 4.3.1 and 4.3.2 to 327 

determine PM components. 328 

3.3.1 Under Maintenance Policies A and C 329 

When component 𝑖 undergoes repair, we need to solve the following equation by fixing time t. 330 

max
𝑧𝑗

∑𝐼𝑗|𝑖
𝑀(𝑡) ∙ 𝑧𝑗

𝑗≠𝑖

, (18) 331 

subject to 332 

𝑐𝑖 + ∑ 𝑐𝑗𝑧𝑗 ≤ 𝐶𝑗≠𝑖  and 𝑧𝑗 ∈ {0,1}, 333 

in which 𝑐𝑖 is the repair cost for component 𝑖, 𝑐𝑗 represents the maintenance cost for component 𝑗, and 334 

𝑧𝑗 is the decision variable representing whether component 𝑗 should be maintained or not. Note that 335 

𝑧𝑗 can only take values from 0 and 1. 336 

3.3.2 Under Maintenance Policy B 337 

When components 𝑖1, 𝑖2, … , 𝑖𝑚  are being repaired, we need to solve the following integer 338 

programming problem with given time t. 339 

max
𝑧𝑗

∑ 𝐼𝑗|𝑖1,𝑖2,…,𝑖𝑚
𝑀 (𝑡) ∙ 𝑧𝑗 ,

𝑗≠𝑖1,𝑖2,…,𝑖𝑚

(19) 340 

subject to 𝑐𝑖1 + 𝑐𝑖2 +⋯+ 𝑐𝑖𝑚 + ∑ 𝑐𝑗𝑧𝑗 ≤ 𝐶𝑗≠𝑖1,𝑖2,…,𝑖𝑚  and 𝑧𝑗 ∈ {0,1}, where 𝑐𝑖1 , 𝑐𝑖2 , … , 𝑐𝑖𝑚  are the repair 341 

costs of components 𝑖1, 𝑖2, … , 𝑖𝑚, respectively. 342 

For the above integer programming models, we assume that the optimal maintenance policies 343 

are {𝑧𝑗
∗, 𝑗 ≠ 𝑖} and  {𝑧𝑗

∗, 𝑗 ≠ 𝑖1, 𝑖2, … , 𝑖𝑚}, then the set of optimal PM components is  {𝑗|𝑧𝑗
∗ = 1}. Actually, 344 

∑ 𝑧𝑗
∗

𝑗≠𝑖  and ∑ 𝑧𝑗
∗

𝑗≠𝑖1,𝑖2,…,𝑖𝑚  are the number of maintained components.  345 

Furthermore, if maintenance time is considered, then we assume that the time of PM on components 346 

is less than the repair time of failed components. Otherwise, the PM will delay the system operation, 347 

which will reduce system performance. 348 

http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E7%BB%B4%E4%BF%AE%E8%B5%84%E6%BA%90
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4 Generalizations of component maintenance priority 349 

In this section, we will generalise the component maintenance priority to the non-coherent systems 350 

and continuum systems, respectively. 351 

4.1 Priority for a noncoherent system 352 

4.1.1 Noncoherent Binary Systems 353 

A system is noncoherent if (1) its structure function is not monotone, or (2) some components are 354 

irrelevant, or both [14, 15].  For a noncoherent binary system, the failure of a component can cause the 355 

system to fail. The Birnbaum importance can be found in reference [16], for example. 356 

For component 𝑖, let state  𝑋𝑖(𝑡)(≥ 𝐾𝑖) be the working state and state  𝑋𝑖(𝑡)(< 𝐾𝑖) be the failed state. 357 

For a noncoherent system, system state Φ(𝑋(𝑡))  is a function of component states. Let state  358 

Φ(𝑋(𝑡))(≥ 𝐾)  be the working state and state  Φ(𝑋(𝑡))(< 𝐾)  be the failed state. Denote 𝑝𝑖(𝑡) =359 

Pr (𝑋𝑖(𝑡) ≥ 𝐾𝑖), 𝑞𝑖(𝑡) = Pr (𝑋𝑖(𝑡) < 𝐾𝑖), and 𝑄𝑠𝑦𝑠(𝑡) = Pr (Φ(𝑋(𝑡)) < 𝐾). 360 

The Birnbaum importance of component 𝑖 in a noncoherent system is [16] 361 

 𝐼𝑖(𝑡) =
𝜕Pr(Φ(𝑝𝑖(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑝𝑖(𝑡)
+
𝜕Pr(Φ(𝑞𝑖(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑞𝑖(𝑡)
.  362 

If the failure of component 𝑖 causes the system to fail, the CMP of component 𝑗 is  363 

𝐼𝑗|𝑖
𝑀(𝑡) =

𝜕Pr (Φ(𝑝𝑖(𝑡), 𝑝𝑗(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑝𝑗(𝑡)
+
𝜕Pr (Φ(𝑝𝑖(𝑡), 𝑞𝑗(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑞𝑗(𝑡)

+
𝜕Pr (Φ (𝑞𝑖(𝑡), 𝑝𝑗(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑝𝑗(𝑡)
+
𝜕Pr (Φ(𝑞𝑖(𝑡), 𝑞𝑗(𝑡), 𝑋(𝑡)) < 𝐾)

𝜕𝑞𝑗(𝑡)
,

 364 

in which, 
𝜕Pr(Φ(𝑝𝑖(𝑡),𝑝𝑗(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑝𝑗(𝑡)
+
𝜕Pr(Φ(𝑝𝑖(𝑡),𝑞𝑗(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑞𝑗(𝑡)
 represents the CMP of component 𝑗 when the 365 

working state of component 𝑖  causes the system to fail, and 
𝜕Pr(Φ(𝑞𝑖(𝑡),𝑝𝑗(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑝𝑗(𝑡)
+366 

𝜕Pr(Φ(𝑞𝑖(𝑡),𝑞𝑗(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑞𝑗(𝑡)
 is the CMP of component 𝑗  when the failed state of component 𝑖  causes the 367 

system to fail. 368 

Example 2. A noncoherent system consists of three components {1,2,3} . 𝑄𝑠𝑦𝑠(𝑡) = 𝑞1(𝑡)𝑞2(𝑡) +369 

𝑞1(𝑡)𝑞3(𝑡) + 𝑞2(𝑡)𝑝3(𝑡) − 𝑞1(𝑡)𝑞2(𝑡)𝑞3(𝑡) − 𝑞1(𝑡)𝑞2(𝑡)𝑝3(𝑡). 370 

We take component 3 for example. Since 
𝜕Pr(Φ(𝑝3(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑝3(𝑡)
= 𝑞2(𝑡) − 𝑞1(𝑡)𝑞2(𝑡) , and 371 

𝜕Pr(Φ(𝑞3(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑞3(𝑡)
= 𝑞1(𝑡) − 𝑞1(𝑡)𝑞2(𝑡), we have 𝐼3(𝑡) = 𝑝1(𝑡)𝑞2(𝑡) + 𝑞1(𝑡)𝑝2(𝑡). 372 
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We take the CMP of component 1 for example. The expression of 𝑄𝑠𝑦𝑠(𝑡) does not contain 𝑝3(𝑡)𝑝1(𝑡) 373 

and 𝑞3(𝑡)𝑝1(𝑡),  So we have  
𝜕Pr(Φ(𝑝3(𝑡),𝑝1(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑝1(𝑡)
= 0,   

𝜕Pr(Φ(𝑞3(𝑡),𝑝1(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑝1(𝑡)
= 0. 374 

𝜕Pr(Φ(𝑝3(𝑡),𝑞1(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑞1(𝑡)
= −𝑞2(𝑡)𝑝3(𝑡), and 

𝜕Pr(Φ(𝑞3(𝑡),𝑞1(𝑡),𝑋(𝑡))<𝐾)

𝜕𝑞1(𝑡)
= 𝑞3(𝑡) − 𝑞2(𝑡)𝑞3(𝑡). Then we can 375 

obtain 𝐼1|3
𝑀 (𝑡) = 𝑞3(𝑡) − 𝑞2(𝑡). 376 

4.1.2 Noncoherent Multi-State Systems 377 

In noncoherent multi-state systems, any degradation of component 𝑖  may cause the system to 378 

degrade. Let 𝑆𝑖𝑚 be the set containing state 𝑚 of component 𝑖, 𝑆𝑖 ̅be the complementary set of 𝑆𝑖, and 379 

[𝑆𝑖𝑚] be the set of system states covered by the set 𝑆𝑖𝑚. Here γ may be one of the system states, or 380 

system performance. In a noncoherent system, some components may be irrelevant, so γ may not 381 

include the states of all components. 382 

Then the expression for the system event can be written as γ = [𝑆𝑖]̅ ∪ [𝑆𝑖0] ∪ [𝑆𝑖1] ∪ …∪ [𝑆𝑖𝑀𝑖
]. The 383 

sets [𝑆𝑖𝑚]  are mutually exclusive since each element in the sets represents a different state of 384 

component 𝑖. Therefore, the following expression holds for the probability of a system state, which can 385 

be obtained using the method used by Inagaki and Henley [35]. 386 

Pr{γ} = Pr{[𝑆𝑖]̅ ∪ [𝑆𝑖1] ∪ [𝑆𝑖2] ∪ …∪ [𝑆𝑖𝑀𝑖
]} = Pr{[𝑆𝑖]̅} + ∑ Pr{[𝑆𝑖𝑚]}

𝑀𝑖

𝑚=0

− ∑ Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}

𝑀𝑖

𝑚=0

387 

= Pr{[𝑆𝑖]̅} + ∑{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}.

𝑀𝑖

𝑚=0

 388 

Because 𝑆𝑖𝑚  contains state 𝑚  of component 𝑖 , we can extract 𝑝𝑖𝑚(𝑡)  from Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩389 

[𝑆𝑖𝑚]}, which can be denoted as 𝑝𝑖𝑚(𝑡) {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑖𝑚(𝑡) = 1}. Then we have 390 

Pr{γ} = Pr{[𝑆𝑖]̅} + ∑ 𝑝𝑖𝑚(𝑡) {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑖𝑚(𝑡) = 1}
𝑀𝑖
𝑚=0 . 391 

In a noncoherent multi-state system, the effect of state 𝑚 of component 𝑖 on the probability of the 392 

system state is 393 

𝐼𝑖𝑚(𝑡) =
𝜕Pr{γ}

𝜕𝑝𝑖𝑚(𝑡)
= {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑖𝑚(𝑡) = 1} ,  394 

and the effect of component 𝑖 on the probability of the system state is 395 

𝐼𝑖(𝑡) = ∑
𝜕Pr{γ}

𝜕𝑝𝑖𝑚(𝑡)
= ∑ {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑖𝑚(𝑡) = 1}

𝑀𝑖

𝑚=0

.

𝑀𝑖

𝑚=0

 396 

If the degradation of state 𝑚  of component 𝑖  causes the system state to degrade, which can be 397 

denoted as Pr{𝑝𝑖𝑚(𝑡), γ}, then we have Pr{𝑝𝑖𝑚(𝑡), γ} = Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}. If the degradation 398 

of state 𝑚 of component 𝑖 causes the system to degrade, the CMP of state 𝑚 of component 𝑗 is  399 
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𝐼𝑗𝑙|𝑖𝑚(𝑡) =
𝜕Pr{𝑝𝑖𝑚(𝑡), γ}

𝜕𝑝𝑗𝑙(𝑡)
=
𝜕{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}

𝜕𝑝𝑗𝑙(𝑡)
                       400 

= {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑗𝑙(𝑡) = 1},                             401 

and the CMP of component 𝑗 is 402 

𝐼𝑗|𝑖𝑚(𝑡) =∑
𝜕Pr{𝑝𝑖𝑚(𝑡), γ}

𝜕𝑝𝑗𝑙(𝑡)

𝑀𝑗

𝑙=0

=∑{{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑗𝑙(𝑡) = 1} .

𝑀𝑗

𝑙=0

 403 

When the degradation of a component cannot be observed, we can use the average influence of 404 

component states on the system state degradation. When the degradation of component 𝑖 causes the 405 

system to degrade, the CMP of component 𝑗 is 406 

  𝐼𝑗|𝑖(𝑡) = ∑ ∑
𝜕Pr{𝑝𝑖𝑚(𝑡),γ}

𝜕𝑝𝑗𝑙(𝑡)

𝑀𝑗

𝑙=0
𝑀𝑖
𝑚=0 = ∑ ∑ {{Pr{[𝑆𝑖𝑚]} − Pr{[𝑆𝑖]̅ ∩ [𝑆𝑖𝑚]}}|𝑝𝑗𝑙(𝑡) = 1}

𝑀𝑗

𝑙=0
𝑀𝑖
𝑚=0 . 407 

Example 3.  A noncoherent system consists of three components {1,2,3}, and each component has 408 

three states {0,1,2}.  For a system event, the system has 4 sets: 409 

{𝑝12, 𝑝21}, {𝑝12, 𝑝30}, {𝑝20, 𝑝32}, {𝑝10, 𝑝22, 𝑝31}. 410 

The probability of a system state is  411 

Pr{γ} = 𝑝11(𝑡)𝑝21(𝑡) + 𝑝12(𝑡)𝑝30(𝑡) + 𝑝20(𝑡)𝑝32(𝑡) + 𝑝10(𝑡)𝑝22(𝑡)𝑝31(𝑡) − 𝑝11(𝑡)𝑝21(𝑡)𝑝30(𝑡). 412 

We take component 3 for example. 𝐼30(𝑡) =
𝜕Pr{γ}

𝜕𝑝30
= 𝑝12(𝑡) − 𝑝11(𝑡)𝑝21(𝑡) , 𝐼31(𝑡) = 𝑝10(𝑡)𝑝22(𝑡) , 413 

𝐼32(𝑡) = 𝑝20(𝑡). So we have 𝐼3(𝑡) = 𝐼30(𝑡) + 𝐼31(𝑡) + 𝐼32(𝑡) = 𝑝12(𝑡) − 𝑝11(𝑡)𝑝21(𝑡) + 𝑝10(𝑡)𝑝22(𝑡) +414 

𝑝20(𝑡). 415 

When considering the CMP, we take component 1 for example. 416 

If a state of component 3 causes the system to degrade, then the CMP of a state of component 1 is 417 

𝐼12|30(𝑡) =
𝜕Pr{𝑝30(𝑡),γ}

𝜕𝑝12(𝑡)
= 𝑝30(𝑡), 𝐼11|30(𝑡) = 𝑝21(𝑡)𝑝30(𝑡), 𝐼10|31(𝑡) = 𝑝22(𝑡)𝑝31(𝑡). 418 

If the degradation of component 3 causes its system to degrade, then the CMP of component 1 is  419 

𝐼1|30(𝑡) = 𝐼12|30(𝑡) + 𝐼11|30(𝑡) = 𝑝30(𝑡) + 𝑝21(𝑡)𝑝30(𝑡), 𝐼1|31(𝑡) = 𝐼10|31(𝑡) = 𝑝22(𝑡)𝑝31(𝑡). 420 

If component 3 causes the system to degrade, the CMP of component 1 is 421 

𝐼1|3(𝑡) = 𝐼1|30(𝑡) + 𝐼1|31(𝑡) = 𝑝30(𝑡) + 𝑝21(𝑡)𝑝30(𝑡) + 𝑝22(𝑡)𝑝31(𝑡). 422 

4.2 Priority for a Continuum System 423 

Baxter [36, 37] defined a continuum system, in which the states of an item (system or component) 424 

is any value in the interval [0,1] . The structure function of a continuum system is denoted by 425 

Φ: [0,1]𝑛 → [0,1] , which is nondecreasing in each argument and satisfies Φ(01, 02, … 0𝑛) = 0 and 426 

Φ(11, 12, … 1𝑛) = 1. 427 

For a continuum system, let [0, α)  correspond to the failure states of the system, and [α, 1] 428 

correspond to the working states. Then Kim and Baxter [20] defined the Birnbaum importance 429 

measure of component 𝑖 at level α∈(0,1] as 430 



 

16 

 

𝐼𝑖
𝐶𝑆(𝑡) = Pr(Φ(𝑋(𝑡)) ≥ α|𝑋𝑖(𝑡) ≥ 𝛿𝑖

𝛼) − Pr(Φ(𝑋(𝑡)) ≥ α|𝑋𝑖(𝑡) < 𝛿𝑖
𝛼), 431 

where 𝛿𝑖
𝛼 denotes the corresponding key element for component 𝑖, and 0 < 𝛿𝑖

𝛼 < 1 for all α∈(0,1]. 432 

If component 𝑖 causes the system to fail, the CMP of component 𝑗 is 433 

                  𝐼𝑗|𝑖
𝑀(𝑡) = 𝐻𝑗|𝑖

𝜕Pr(Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼)

𝜕 Pr(𝑋𝑗(𝑡) ≥ 𝛿𝑗
𝛼)

 434 

= 𝐻𝑗|𝑖{Pr(Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼|𝑋𝑗(𝑡) ≥ 𝛿𝑗

𝛼)435 

−Pr(Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼|𝑋𝑗(𝑡) < 𝛿𝑗

𝛼)},    436 

where  437 

𝐻𝑗|𝑖 = {
1 if Φ(𝑋𝑖(𝑡) < 𝛿𝑖

𝛼 , 𝑋(𝑡)) < 𝛼

𝜒 (Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋𝑗(𝑡) < 𝛿𝑗

𝛼 , 𝑋(𝑡))) if Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼 

. 438 

If Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼 and Φ (𝑋𝑖(𝑡) < 𝛿𝑖

𝛼 , 𝑋𝑗(𝑡) < 𝛿𝑗
𝛼, 𝑋(𝑡)) ≥ 𝛼,  then 𝜒 (Φ(𝑋𝑖(𝑡) <439 

𝛿𝑖
𝛼 , 𝑋𝑗(𝑡) < 𝛿𝑗

𝛼 , 𝑋(𝑡))) = 1; otherwise, 𝜒 (Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋𝑗(𝑡) < 𝛿𝑗

𝛼 , 𝑋(𝑡))) = 0. 440 

   When any state of a continuum system is considered, let 𝑓𝑖(α) the probability density function (pdf) 441 

of Pr(Φ(𝑋(𝑡)) ≥ α|𝑋𝑖(𝑡) ≥ 𝛿𝑖
𝛼)  and  𝑔𝑖(α)  the pdf of Pr(Φ(𝑋(𝑡)) ≥ α|𝑋𝑖(𝑡) < 𝛿𝑖

𝛼) . Then ∫ (𝑓𝑖(α) −
1

0
442 

𝑔𝑖(α))𝑑α represent the effect of component 𝑖 on the whole system.  443 

Similarly, let 𝑓𝑖𝑗(α)  the pdf of Pr(Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼|𝑋𝑗(𝑡) ≥ 𝛿𝑗

𝛼)  and  𝑔𝑖𝑗(α)  the pdf of 444 

Pr(Φ(𝑋𝑖(𝑡) < 𝛿𝑖
𝛼 , 𝑋(𝑡)) ≥ 𝛼|𝑋𝑗(𝑡) < 𝛿𝑗

𝛼). Then 𝐻𝑗|𝑖 ∫ (𝑓𝑖𝑗(α) − 𝑔𝑖𝑗(α))𝑑α
1

0
 is the CMP of component 𝑗 445 

on the whole system.  446 

5 Case studies 447 

In this section, we apply the proposed method to an aircraft warning system and then illustrate its 448 

validity. The changes of the component maintenance priority under different scenarios with the 449 

increase of time are discussed, and then the priority is applied into three maintenance policies. Fig. 1 450 

illustrates the components of the aircraft system [5, 38], which has 30 critical components, as listed in 451 

Table 1. Among these major components, we have four types of redundant components as follows. (a) 452 

Flight control computers (X38 and X39); (b) Hydraulic reservoirs (X45 and X47); (c) Motor driven 453 

pumps (X46 and X48); and (d) Generators (X60, X61, X65 and X66). The remaining components are 454 

critical components, and the failure of each critical component causes the entire system to fail. 455 

http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E6%A6%82%E7%8E%87%E5%AF%86%E5%BA%A6%E5%87%BD%E6%95%B0
http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E6%A6%82%E7%8E%87%E5%AF%86%E5%BA%A6%E5%87%BD%E6%95%B0
http://cn.bing.com/dict/clientsearch?mkt=zh-CN&setLang=zh&form=BDVEHC&ClientVer=BDDTV3.5.0.4311&q=%E6%A6%82%E7%8E%87%E5%AF%86%E5%BA%A6%E5%87%BD%E6%95%B0
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 456 

Fig. 1. Major components of an aircraft system 457 

 458 

Table 1. The description of major components 459 

No. Code Name No. Code Name 

1 X1 Main landing gear 16 X45 Hydraulic reservoir No. 1 

2 X2 Nose landing gear 17 X46 Motor driven pump No. 1 

3 X10 Left Engine 18 X47 Hydraulic reservoir No. 2 

4 X11 Right Engine 19 X48 Motor driven pump No. 2 

5 X17 Flight deck display 20 X51 Left stabilator actuator 

6 X18 Operating panel 21 X52 Right stabilator actuator 

7 X19 Forward power supply equipment 22 X55 Right w20ing fuel tank 

8 X25 Instrument panel 23 X56 Left wing fuel tank 

9 X26 Navigation equipment 24 X57 Right horizontal tail fuel tank 

10 X31 Electrical apparatus 25 X58 Left horizontal tail fuel tank 

11 X38 Flight control computer No. 1 26 X59 Forward fuselage fuel tank 

12 X39 Flight control computer No. 2 27 X60 Generator No. 1 

13 X40 Actuator near nose landing gear 28 X61 Generator No. 2 

14 X43 Right flap actuator 29 X65 Generator No. 3 

15 X44 Left flap actuator 30 X66 Generator No. 4 

 460 

The aircraft system has 17 states, including complete failure state 0, intermediate states 1-15 and 461 

perfect state 16, as shown in Table 2. For example, the system state is 1 when components 47, 46, 38, 462 

and 66 are failed, while all other components are functioning. In Table 2, the performance of system 463 

state j is assumed to aj (j=1,2,,17), and 𝑎𝑗 also increases with the increase of the system state. 464 

Table 2. Aircraft system states and the corresponding performance levels 465 
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j State description 𝒂𝒋 j State description 𝒂𝒋 

1 X47, X48, X39, X66 0.252 5 X45, X46, X38 0.360 

1 X47, X48, X39, X65 0.252 5 X47, X48, X39 0.360 

1 X47, X48, X38, X66 0.252 5 X47, X48, X38 0.360 

1 X47, X48, X38, X65 0.252 6 X46, X39 0.400 

1 X47, X46, X39, X66 0.252 6 X46, X38 0.400 

1 X47, X46, X39, X65 0.252 6 X48, X39 0.400 

1 X47, X46, X38, X66 0.252 6 X48, X38 0.400 

1 X47, X46, X38, X65 0.252 7 X45, X39 0.450 

1 X45, X48, X39, X66 0.252 7 X45, X38 0.450 

1 X45, X48, X39, X65 0.252 7 X47, X39 0.450 

1 X45, X48, X38, X66 0.252 7 X47, X38 0.450 

1 X45, X48, X38, X65 0.252 8 X39 0.500 

1 X45, X46, X39, X66 0.252 8 X38 0.500 

1 X45, X46, X39, X65 0.252 9 X47, X48, X66 0.504 

1 X45, X46, X38, X66 0.252 9 X47, X48, X65 0.504 

1 X45, X46, X38, X65 0.252 9 X47, X46, X66 0.504 

2 X48, X39, X66 0.280 9 X47, X46, X65 0.504 

2 X48, X39, X65 0.280 9 X45, X48, X66 0.504 

2 X48, X38, X66 0.280 9 X45, X48, X65 0.504 

2 X48, X38, X65 0.280 9 X45, X46, X66 0.504 

2 X46, X39, X66 0.280 9 X45, X46, X65 0.504 

2 X46, X39, X65 0.280 10 X48, X66 0.560 

2 X46, X38, X66 0.280 10 X48, X65 0.560 

2 X46, X38, X65 0.280 10 X46, X66 0.560 

3 X47, X39, X66 0.315 10 X46, X65 0.560 

3 X47, X39, X65 0.315 11 X45, X66 0.630 

3 X47, X38, X66 0.315 11 X45, X65 0.630 

3 X47, X38, X65 0.315 11 X47, X66 0.630 

3 X45, X39, X66 0.315 11 X47, X65 0.630 

3 X45, X39, X65 0.315 12 X66 0.700 

3 X45, X38, X66 0.315 12 X65 0.700 

3 X45, X38, X65 0.315 13 X47, X48 0.720 

4 X39, X66 0.350 13 X47, X46 0.720 

4 X39, X65 0.350 13 X45, X48 0.720 

4 X38, X66 0.350 13 X45, X46 0.720 

4 X38, X65 0.350 14 X48 0.800 

5 X47, X46, X39 0.360 14 X46 0.800 

5 X47, X46, X38 0.360 15 X47 0.900 

5 X45, X48, X39 0.360 15 X45 0.900 

5 X45, X48, X38 0.360 16 Perfect state 1.000 

5 X45, X46, X39 0.360 0 Complete failure state 0.000 
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 466 

We assume that the failure time of all components follows the Weibull distribution ( ; , )W t   . The 467 

scale parameter 𝜂 and the shape parameter 𝛽 of each component’s failure time are listed in Table 3, 468 

respectively. 469 

Table 3. The scale and shape parameters of each component’s failure time 470 

No. Code     No. Code     

1 X1 250 2 16 X45 420 2 

2 X2 230 2 17 X46 600 3 

3 X10 3600 2 18 X47 420 2 

4 X11 3600 2 19 X48 600 3 

5 X17 800 3 20 X51 560 2 

6 X18 350 2 21 X52 560 2 

7 X19 560 2 22 X55 2200 2 

8 X25 800 3 23 X56 2200 2 

9 X26 350 2 24 X57 2800 2 

10 X31 180 3 25 X58 2800 2 

11 X38 250 2 26 X59 1200 3 

12 X39 250 2 27 X65 560 2 

13 X40 190 2 28 X66 560 2 

14 X43 600 2 29 X65 560 2 

15 X44 600 2 30 X66 560 2 

5.1 The priority changes with different cases 471 

In this section, the priority changes with the increase of time is discussed under four different 472 

scenarios when the critical component 10 is failed. To illustrate the priority change tendency clearly, 473 

we select three types of components, which are components 11 & 12, component 13, and components 474 

17 & 19, respectively. The evaluation equation of priority depends on different cases and scenarios. 475 

The priority in Scenario 1 under Case I can be evaluated by Eqs. (4) and (5). The priority in Scenario 2 476 

under Case I can be evaluated by Eqs. (4) and (6). The priority in Scenario 3 under Case II can be 477 

evaluated by Eq. (7). The priority in Scenario 4 under Case II can be evaluated by Eq. (10). 478 

(1) Case 1: The priority changes under Scenario 1 479 

The priority changes under Scenario 1 is shown in Fig. 2. No matter what K is, we can find the priority 480 

decreases with the time increase. Once K is determined, the priority of components 11&12 is less than 481 

that of component 13. However, the priority of components 17&19 is higher than that of other 482 

components. 483 



 

20 

 

  484 

Fig. 2. Priority of other components with different state K under Scenario 1  485 

(2) Case 2: The priority changes under Scenario 2 486 

The priority changes under Scenario 2 is shown in Fig. 3. The priority tendency under Scenario 2 is 487 

similar to that of Scenario 1. Once K is determined, the priority of components 17&19 is a bit less than 488 

that of component 13. However, the priority of components 11&12 is lower than that of other 489 

components. 490 
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  491 

Fig. 3. Priority of other components with different state K under Scenario 2  492 

(3) Case 3: The priority changes under Scenario 3 493 

The priority changes under Scenario 3 are shown in Fig. 4. The priority tendency under Scenario 3 494 

is similar to that of Scenarios 1&2. The rank of component priority under Scenario 3 is the same as that 495 

of Scenario 2, but the differences of component priority become smaller. 496 
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  497 

Fig. 4. Priority of other components with different state K under Scenario 3 498 

(4) Case 4: The priority changes under Scenario 4 499 

The priority changes under Scenario 4 is shown in Fig. 5. The priority tendency under Scenario 4 is 500 

different from that of the other three scenarios because the critical components are changing when 501 

time goes by. Whatever the value of K is, the change tendency of four types of components has its 502 

features. The top point of component priority may appear at different time points when the value of K 503 

is different, such as the top point appears at t=115 when K=13 while it appears at t=155 when K=1. 504 

However, the priority of component 13 remains zero at first, and then jumps to a high value with a 505 
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decent tendency. Moreover, the priority of components 11&12 and 17&19 increase first, respectively, 506 

and then decreases after they reach the top point. 507 

 508 

Fig. 5. Priority of other components with different state K under Scenario 4 509 

Through the analyses of the numerical results for different scenarios, we can find that the ranks of 510 

the component priority remain unchanged with the increase of time under Scenarios 1, 2, and 3 once 511 

the critical component is known. However, the ranks of the component priority under Scenario 4 may 512 

have different changes as k and t change. The reasons for changing the rank are that the critical 513 

component changes with the increase of time because the system state is known while the component 514 

state is unknown. 515 

5.2 Discussions about priority -based Maintenance Policies 516 
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Section 4 discusses three maintenance policies, i.e., Maintenance policies A, B, and C. The priority of 517 

conducting maintenance on components can be determined by the component priority, while the 518 

component priority need to be determined by the integer programming method through the Matlab, 519 

with the consideration of the limited maintenance budget. The maintenance scheme depends on the 520 

importance level of the failed components and the state of components needs repairing. If the states of 521 

components that need to be repaired are known, maintenance policies A and B should use the priority 522 

under Scenario 1, and maintenance policy C should use the priority under Scenario 3. If the states of 523 

these components are unknown, the maintenance policies A and B should use the priority under 524 

Scenario 2, and maintenance policy C should use the priority under Scenario 4. Therefore, there are 525 

two numerical experiments to illustrate the maintenance policies, depending on whether the 526 

maintenance cost is considered. Experiment 1 illustrates the PM scheme without consideration of 527 

maintenance cost, and Experiment 2 illustrates the PM scheme with consideration of maintenance cost. 528 

In each numerical experiment, maintenance policies A and B include four cases, as shown in Table 4; 529 

while maintenance policy C includes Case I, Case II, and Case IV, respectively. Assume the replacement 530 

cost of each component is [5, 8, 100, 100, 20, 4, 10, 15, 6, 8, 20, 20, 7, 4, 4, 10, 15, 10, 15, 12, 12, 20, 20, 531 

12, 12, 8, 25, 25, 25, 25], and t=100. 532 

Table 4. Four cases for the numerical experiment 533 

Case # The importance level of failed components 
The state of components that need to be 

repaired 

I Critical Unknown 

II Critical Known 

III Non-critical Unknown 

IV Non-critical Known 

(1) Experiment 1 without the consideration of maintenance cost 534 

If we do not consider the maintenance cost, the PM is determined based on the ranks of the 535 

component priority, which includes eleven cases. The results of Experiment 1 are shown in Table 5. 536 

Table 5. Results of Experiment 1 without the consideration of maintenance cost 537 

Policy Case PM Scheme 

A I [26, 3, 4, 24, 25, 5, 8, 22, 23, 17, 19, 14, 15, 7, 20, 21, 27, 28, 29, 30, 6, 9, 18, 16, 1, 2, 13, 11, 12] 

A II [1, 2, 3, 4, 5, 6, 7, 8, 9, 13, 14, 20, 21, 22, 23, 24, 25, 26, 15, 17, 19, 27, 28, 29, 30, 18, 16, 11, 12] 

A III [17, 19, 18, 16] 

A IV [17, 19, 18, 16] 

B I [26, 3, 4, 24, 25, 5, 8, 23, 14, 7, 20, 21, 27, 28, 29, 30, 6, 18, 16, 1, 2, 13, 11] 

B II [1, 2, 3, 4, 5, 6, 7, 8, 13, 14, 20, 21, 23, 24, 25, 26, 27, 28, 29, 30, 18, 16, 11] 
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B III [16, 18] 

B IV [16, 18] 

C I [17, 19, 18, 16] 

C II [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 14, 15, 16, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 11, 12, 17, 19] 

C IV [1, 2, 3, 4, 5, 6, 7, 8, 9, 13, 14, 20, 21, 22, 23, 24, 25, 26, 15, 17, 19, 27, 28, 29, 30, 18, 16, 11, 12] 

 538 

From Table 5, we can find that the PM scheme is the ranks of the corresponding components. The 539 

PM scheme needs to determine which components should be replaced, but we need to determine the 540 

selection priority of components according to the ranks of component priority. 541 

(2) Experiment 2 with the consideration of maintenance cost 542 

If we consider the maintenance cost and the PM is determined based on the ranks of component 543 

priority, there are eleven cases. The limited maintenance cost of each case is known and listed in Table 544 

6. The PM scheme can be determined by the 0-1 integer programming tool in Matlab, and the results 545 

of Experiment 2 are shown in Table 6. From Table 6, we can find that the PM scheme is determined 546 

without the maintenance order because we need to replace the determined components with the 547 

limited cost. 548 

Table 6. Results of Experiment 2 with the consideration of maintenance cost 549 

Policy Case C PM scheme 

A I 308 [1, 2, 5, 6, 7, 8, 9, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 29, 30] 

A II 208 [1, 2, 6, 7, 8, 9, 13, 14, 15, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] 

A III 60 [17, 18, 19] 

A IV 50 [17, 19] 

B I 388 [1, 2, 5, 6, 7, 8, 11, 13, 14, 16, 18, 20, 21, 23, 24, 25, 26, 27, 28] 

B II 288 [1, 2, 5, 6, 7, 8, 13, 14, 16, 18, 20, 21, 23, 24, 25, 26, 30] 

B III 115 [19] 

B IV 120 [16, 18] 

C I 307 [1, 2, 5, 6, 7, 8, 9, 10, 14, 15, 16, 18, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] 

C II 208 [1, 2, 6, 7, 8, 9, 13, 14, 15, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] 

C IV 320 [1, 2, 5, 6, 7, 8, 9, 10, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 29, 30] 

 550 

6  Conclusions 551 

This paper develops importance measures of component maintenance priority for multistate 552 

systems, and investigates the component maintenance policy with maintenance cost and resource 553 
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constraint being considered. Besides, the proposed importance measures are generalized to non-554 

coherent binary and multi-state systems and continuum systems, respectively. 555 

If the state of a degraded component cannot be observed, the proposed measures can identify the 556 

failed components. After the state of a component degrades, the proposed measures can evaluate how 557 

other components affect the system performance. When failed components are being maintained, the 558 

proposed measures can determine the priority of components that should be selected for preventive 559 

maintenance. Considering the limited maintenance cost, the proposed measures can optimise the 560 

number of components for preventive maintenance to maximize the expected system performance.  561 

In real systems, the transition rates of component states are the key indices for reliability 562 

evaluations. The integrated importance measure considers the effect of transition rates on the system 563 

reliability. Thus, in future work, we will develop the integrated importance measure of component 564 

maintenance priority for multistate systems, and investigates the component maintenance policy. 565 
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