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GENERATION OF FACIAL COMPOSITES

Field of the invention

This invention relates to a method and apparatus for the production and display of facial

composites.

Background of the invention

The use of facial composites in situations in which a target facial appearance is sought is
known. A target facial appearance will in many cases exist only in the memory or
imagination of an operator of the system and thus may not be viewed directly or is not
accessible in concrete form as a photograph or visual image on a computer monitor or any

other visual form.

There are various applications for the generation of such facial composites, and examples

are given below:

1) For purposes of criminal and police investigation in which a user (typically a victim or
witness) generates a facial composite designed to match the facial appearance of an

individual associated with a crime.

ii) For purposes of advertising and for the beauty and cosmetics industry in which the goal
is to evolve a desired facial appearance i.e. one possessing attractive, interesting or other

characteristics.

iii) To assist in the planning of reconstructive and cosmetic surgery in which the goal is to
generate a desired facial appearance which is constrained by surgically achievable

outcomes.

Facial composites are widely used in criminal investigations as a means to generate a
likeness to a suspected perpetrator of a crime. Current commercial systems for producing
composites such as EFit (Trade Mark) and ProFit (Trade Mark) rely on the ability of a
witness to recall individual facial features, select the best choice from a large sample of

examples and then place them in the appropriate spatial configuration.
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There are two major drawbacks to this approach. Firstly, many authors working in the
field of psychology as early as the late 70s demonstrated the shortcomings of recall as a
means of identification and it has been suggested that the requirement for the witness to
recall (as distinct from‘ recognise) the face is the weakest link in the composite process.
Secondly, a donsiderable body of evidence now suggests that the task of face recognition
and synthesis does not lend itself to simple decomposition into features, and is partly a
global process relying as much on the inherent spatial/textural relations between all the

features in the face.

It has been demonstrated that a principal components analysis (PCA) on a suitably
normalized set of faces produces a highly efficient representation of a human face as a
linear superposition of global principal components or eigenfaces”. Thefe has been a
significant amount of research into this technique such that the PCA technique is now a
standard paradigm in face recognition and both 2-D and 3-D face modelling research.

Principal component analysis is a standard statistical technique in which a sample of data
vectors are analysed to exfract component vectors which successively embody the

maximum amount of variation in the sample.

No commercial composite systems currently exist which use principal components to
achieve facial synthesis/composite production. However, some experimental systems have
now been developed, for example by P. Hancock (Hancock, P.J.B. Evolving faces from
principal components. Behaviour Research Methods, Instruments and Computers, 32-2,
327-333, 2000), and which have used global principal components as the basic building

blocks of composite faces.

The first use of evolutionary/genetic algorithms in the production of facial composites was
in the FacePrints system developed by Johnston and disclosed in U.S. 5,375,195. In the
system proposed by Johnston, an evolutionary procedure is applied in which selection,
crossover and mutation are applied to interchange individual feature components and their
relative positions within the facial region. Principal components are not used in either

global or local form.
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The combination of an evolutionary algorithm with global principal components as a
means to produce composite faces has been described by Hancock (referenced above) and
Gibson, Solomion and Pallares (Stuart J. Gibson, Christopher J. Solomon, Alvaro Pallares-
Bejarano “Synthesis of photographic quali'ty facial composites using evolutionary
algorithms”, Proceedings of the British Machine Vision Conference 2003).

It is a standard result of principal components analysis that any data vector in the original
training sample may be expressed as a linear combination of the derived principal
components, thus the coefficients describing a data vector provide a parametric
representation of that data vector. The essence of the method is that a parametric
representation of both the shape characteristics and the texture characterlstlcs of a
representative population sample is obtained so that the probability den31ty functions of
both the shape and texture parameters over the population may be estimated from the
sample data - this enables quite new but plausible examples of faces to be generated using
standard random number generation techniques. The major difference between the
approaches described by Hancock and Gibson et al is that in the former case, facial
characteristics of shape and texture are modelled independently using PCA. Gibson et al
obtain a more compact representation by calculating a single set of parameters which

combines both shape and texture models into a single unified statistical appearance model.
A detailed mathematical treatment of statistical appearance models is given in the paper
by T.F.Cootes, G.J. Edwards and C.J .Taylor entitled "Active Appearance Models", IEEE
PAMI, Vol.23, No.6, pp.681-685, 2001.

For completeness, the main steps in the generation of the model and the means by which a
face is described in parametric form are described below, although this theory will be
known to those skilled in the art. ’

The construction of a statistical appearance model is essentially a three-stage process:

Stage 1: Training — the generation of the facial appearance model
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The faces in a training set are first hand marked at a number of control points to form a set

of shape model vectors S,;. The Procrustes aligned mean of the shape vectors, Sis

calculated. This is referred to as the "prototype” shape.

A principal component analysis PCA is carried out on the ensemble of aligned shape

vectors - that is, a linear combination of the shape vectors Py =(S -S)B s 1s found which
satisfies the required orthogonality relationship -P;P; = A, where A, is a diagonal
matrix and P; 1is the matrix containing the principal components. The required

diagonalising matrix B can be found by standard eigenvector analysis.

The corresponding texture map vectors T; are warped using a linear, piecewise affine

transformation to the prototype shape. The resulting texture values are referred to as the

"shape-free" texture maps.

A PCA is carried out on the shape-free texture maps. That is to say, a diagonalising matrix

B, is found such that Py = (T-T)B, with Py P, = A,.

It is important to recognise that the shape and texture in a human face are correlated. In

the final stage, separate linear models are combined by decorrelating the shape and texture.

A block matrix, B is formed:

where the upper element of the block contains the eigenvectors which diagonalise the
shape covariance and the lower element comprises the eigenvectors which diagonalise the
texture (shape-normalised) covariance. The matrix W is a diagonal matrix of weights
which is required to make the shape and texture parameters, which have different units,
commensurate. A further PCA is applied on the columns of B, namely an orthogonal

matrix C is obtained such that;:

C=Q'B
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where the columns of Q are the eigenvectors and C is the matrix of appearance parameters
for the training sample. The key result is that each column of C provides a parametric
description of the corresponding face in the training sample which is optimally compact in

the linear, least-squares sense.

Stage 2: Decomposition of a face into appearance parameters

Decomposition of a given face into its appearance parameters proceeds by the following

" stages:

-The facial landmarks are placed and the Procrustes aligned shape vector S of the
face is calculated.

-S is projected onto the shape principal axes P to yield the "decoupled” shape
parameter vector, by .

-The face texture is warped to the prototype or “shape-free” configuration.

-The shape-free texture map is projected onto the texture principal axes P, to yield

the decoupled texture appearance parameters.
The appearance parameters are calculated using the eigenvector matrix Q -
Wb
c= T b — T T N
Qb=[Q} Qf] b,

Stage 3: Synthesis of face from appearance parameters

The reconstruction of the separate shape and (shape-free) texture vectors of a sample face
from its appearance parameters c is calculated through the linearity of the model according

to the equations:
S=S+P,W;Q,c T=T+P,Q,c (1)

where S and T are the mean shape and shape-free textures, P and P, are the shape and

texture principal components and Q is the eigenvector matrix, separable into shape and

QS} . The decoupled shape and texture appearance parameters

texture block form as Q =[
T

are given by -
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b, = W;'Q,c b, =Q,;c (2)
Warping the shape-free texture to the réquiréd shape completes the facial synthesis.

This invention relates to a facial composite system in which composites are generated by
an evolutionary procedure, in which the evaluation of an array of visually displayed facial

composites by an operator/witness drives the evolutionary process towards a final

composite of desired appearance.

In particular, the invention relates to a system which combines a statistical appearance
model of human facial appearance with an interactive evolutionary/genetic algorithm.
These two core elements are established generic techniques which have found application
in a variety of scientific and engineering applications. For example, evoluﬁonary and

genetic algorithms are widely employed in scientific, engineering and other fields.

Despite the existence of the techniques outlined and reference above, there remains a need
for an efficient and reliable process for the generation of accurate facial composites and for
a user interface which interacts most efficiently with a user to prompt the most accurate

and simplest creation of a recognised facial image.

Summary of the invention

According to a first aspect of the invention, there is provided a system for generating facial
composites, comprising:

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presénted to a user, and in response to user input, including the selection
of one best match facial image of the plurality of faces, a further plurality of facial images
is presented to the user,

wherein the processor further comprises a mutation algorithm for generating the
further plurality of facial images, and which generates facial images corresponding to
facial composites which vary from the facial composite of the best match facial image in

dependence on a random control parameter, and wherein the facial composite comprises a
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vector having a plurality of terms, wherein each term is assigned a probability of mutating,

and wherein the random control parameter determines which vector terms are altered.

The use of a randomly primed mutation algorithm provides an efficient representation of
multiple choice facial images. The basic operational procedure is characterised by extreme
simplicity. Namely, a randomly generated face is selected as the preferred member from

&

an array of displayed faces, this face then forms the seed for evolution of the next array of

~faces, another face is selected as the preferred member which forms the seed for the next

array and so on. The selection procedure requires a simple input from the user — a single
click of a mouse, a single touch on a touch-sensitive screen, or even a voice prompt are all

possible implementations.

The facial composite preferably comprises a vector having a plurality of terms, and each
term is assigned a probability of mutating. The random control parameter then determines
which vector terms are altered. The new values of the vector terms that are altered can be

derived from a random sampling of a normal distribution of values.

Preferably, the probability of mutating can be varied in dependence on the number of
further pluralities of facial images that have been generated. In this way, an automatic
mutation control algorithm is implemented in which the Vériation in the array of faces
displayed to the user is monitored and controlled by an algorithm which dynamically
adjusts the mutation rate. For example, convergence can be provided by decreasing the
probability of mutating as the number of further pluralities of facial images that have been
generated increases. The mutation rate is thus determined by the step number (the number
of arrays of faces displayed to date) but can also be determined by the frequency with
which the selected best match has changed over the number of displayed steps' to that
point. The advantage of this automatic control is that it relieves the user of the need to
specify the degree of variation that he/she wants in the array of displayed faces. Of course,
sufficient flexibility can be provided so that the individual operator may override this
automated control if desired. This step takes away from the operator the need to provide
complex input to the system if the system is to be used to rapidly evolve a composite. This
approach provides analysis of the system and the specific evolutionary history of a given

composite to automatically control the mutation so as to achieve fast convergence.
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The probability of mutating can be decreased as a scaled exponential of the number of
further pluralities of facial images that have been generated or as a function including the
number of further pluralities of facial images that have been generated raised to a negative
power. The probability of mutation can be returned to a previous value in response to user

input - for example so as to demand increased variation.

The user interface can be adapted to allow the selection of one or more of the facial images
which are considered by the user to be the worst match or matches. This provides a multi-
touch algorithm which effects a faster convergence. In this case, the opérator is required to
identify both the worst matching face(s) in the displayed array and the best. Knowing the
worst as well as the best gives information on what structures to suppress in t}_le subsequent

evolutionary procedure.

For example, a further plurality of facial images can be generated from a best match facial
image and a second sub-set of facial composites derived from the worst matching facial
images. This is generated from a composite vector comprising the subtraction from the best
match facial image composite vector, a cémposite vector derived as a weighted

combination of the worst matching facial images.

The system can also allow one or more facial features of the selected best match to be

fixed for the next plurality of images.

Each further plurality of images preferably includes the best match facial image from the

previous plurality of facial images, so that the best match is always retained.

The system can allow facial images to be produced as a weighted combination of the
plurality of images to be selected for subsequent use as a new best match facial image.
This provides a face-blending tool which enables new candidate faces to be produced as a
weighted combination of the faces currently displayed in the array. The weightings can be
selected by means of sliders in a graphical interface. Thus two or more faces which display
an appearance deemed in some way similar to the target face by the operator can be

combined.
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The system can allow facial features of the plurality of facial images to be manually altered
in scale and/or position. This providés a means for adjusting the appearance of local
features in the face (e.g. nose, mouth, eyes, eyebrows, chin) in a controlled and seamless
way through use of a graphical/touch sensitive control. The way in which features can
change through this mechanism is constrained to be a priori statistically plausible — i.e.
noses can only assume nose-like shapes as determined by training on a population sample.
The blending of the altered feature with the rest of the face is seamless because the local
feature model alters in such a way as to be consistent with the global facial appearance

model. Thus, only statistically plausible facial appearances are permitted.

The system can also allow facial attributes of the plurality of facial images to be manually
altered. Sliders (or any other suitable verbal or graphical computer control such as drop-
down menus) can be used as a means of controlling semantically labelled attributes in the
facial appearance. Examples of such facial atiributes are Maéculinity/F emininity,
Kindness/unkindness, honesty/dishonesty, placidity/aggressiveness (the list is far from
exhaustive)‘and these perceived attributes or i)roperties of human faces can be adjusted

according to the subjective impression of the witness.

The first plurality of facial images can be derived from a random selection of facial

. composites satisfying an initial set of criteria. This provides an initialisation procedure for

evolving a satisfactory composite in which examples of specific sub-groups are generated
within a general population, immediately narrowing the search and promoting faster
convergence. By way of simple illustration, if the witness says that the suspect/perpetrator
was a Caucasian female aged 30-40, the system can be initiated by randomly generating
examples of faces which are constrained to this class only. This is clearly much better than
producing unconstrained examples of faces from different age groups, gender or racial

origin. Specifically, this is achieved by building a single appearance model incorporating

* all sub-groups but using statistical transformation of random number generation techniques

to effectively sample faces from a chosen sub-group.

According to a second aspect of the invention, there is provided a system for generating

facial composites, comprising:
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a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, a further plurality of
facial images is preéented to the user, wherein the user interface is adapted to allow the
selection of one or more of the facial imageé which are considered by the user to be the

worst match or matches.

The use of worst match selection (preferably in addition to the selection of one best match)

enables a more rapid conversion to the target image.

According to a third aspect of the invention, there is provided a system for generating
facial composites, comprising:

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted fo implement an interface in which a plurality of
facial images are presented to a user, and in résponse to user input, a further plurality of
facial images is presented to the user, wherein the user interface is adapted to allow facial
images from the plurality of images to be selected for combination as a weighted “

combination for use as a new best match facial image.

According to a fourth aspect of the invention, there is provided a system for generating
facial composites, comprising: ’

a processor for processing facial composite data; and

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, a further plurality of
facial images is presented to the user, wherein the user interface is adapted to allow-
selection of one best match facial image, and also to allow one or more facial features of a |

selected facial image or images to be fixed for the next plurality of images.

This feature freezing process enables additional user control, for more rapid convergence.

The user interface is preferably adapted to allow unfixing of a previously fixed feature, and
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the processor then reintroduces variation into the previously fixed feature in subsequent

pluralities of facial images.

According to a fifth aspect of the invention, there is provided a system for generating facial
composites, coniprising: |

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, including the selection
of one best match facial image of the plurality of faces, a further plurality of facial images
is presented to the user,

wherein the processor further comprises a mutation algorithm for generating the
further plurality of facial images, and which generates facial images corfesponding to.
facial composites which vary from the facial composite of the best match facial image in
dependence on a random control parameter, and wherein the interface is adapted to allow

the user to alter the degree of variation.

The ability to influence the mutation rate enables the user to backtrack if there is an
impression that they have converged too rapidly in theuwrong direction. The degree of
variation is preferably varied automatically by the processor in dependence on the number
of mutations, and the user alteration of the degree of variation overrides the automatic
degree of variation. The processor will try to converge by reducing variation

progressively, and the user input allows an override function to be implemented.

The system of the invention can be operated on a hand-held computer /device. This
changes the paradigm of facial composite generation which has always previously been

conducted in the police station some days after the event.

Furthermore, in accordance with a sixth aspect of the invention, there is provided a system
for generating facial composites, comprising:
a first processor for processing facial composite data and including a wireless

transmission and reception system;
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a second processor, implemented as a portable wireless device, including a display
for displaying images constructed from facial composite data and comprising a wireless
transmission and reception system for cbmrriunicating with the first processor,

wherein the second processor is adapted to implement an interface in which a
plurality of facial images are presented.to a user, and in response to user input, a further
plurality of facial images is presented to the user, and

wherein the first processor is adapted to process the user input to generate the

- further plurality of facial images.

The invention also provides methods of generating facial composites, and corresponding to
the different aspects of the invention outlined above. The invention also provides the

software for implementing these methods.

Brief description of the drawings

Examples of the invention will now be described in detail with reference to the
accompanying drawings, in which:

Figure 1 shows the cyclic operation of tﬁe system of the invention;

Figﬁres 2 to 4 show examples of usef interface provided by the system of the
invention; and A

Figure 5 shows a system of the invention.

Detailed Description

The system of the invention is an evolutionary facial composite system using a statistical
appearance model. This type of system has been described in general terms in Stuart J.
Gibson, Christopher J. Solomon, Alvaro Pallares-Bejarano “Synthesis of photographic
quality facial composites using evolutionary algorithms”, Proceedings of the British
Machine Vision Conference 2003). This invention concerns the detailed operation of the

system and new aspects of the user interface.

The first step in the implementation of the system is to build a statistical appearance model
using a suitable sample of faces in digital image form. These faces constitute a set of
training data which, if sufficient in number and judiciously chosen, enable subsequent

generation of new, artificial examples of faces which are entirely plausible in appearance.
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The precise method for calculating such an appearance model is described in detail in
T.F.Cootes, G.J. Edwards and C.J.Taylor entitled "Active Appearance Models", IEEE
PAMI, Vol.23, No.6, pp.681-685, 2001, and so is not repeated here.

As far as this application is concerned, the central result of constructing such an
appearance model is that both the original training sample of faces and new examples can
be parametrically encoded as a compact vector of numerical parameters which retains all
the important shape and textural information in the facial appearance. The general
assumption is made that N (typically N~50) such parameters are sufficient to encode the

facial appearance of the faces to the required accuracy.

Thus, in general, such a set of numerical parameters is referred to as an appearance vector

and denoted by ¢ =[c,,c,, ¢, ]

Each appearance vector, consisting of N numerical parameters, may be considered to

occupy a certain location in an abstract parameter space of N dimensions, the magnitude of

the kth component ¢, thereby corresponding to the extension along the kth axis of this

abstract space. Altering any of the components in an appearance vector thus moves to a
different position in this abstract space and alters the facial appearance of the individual.
The parameter space effectively defines a very large number of different facial appearances

each of which corresponds to a specific point location encoded by the

vector ¢ = [cl,cz,---cN] .

The appearance vector ¢ = [cl,cz,---cN] encodes information about both the shape of the
main features in the face and of their colour and intensity characteristics (hereafter referred

to as the texture). Related to the appearance vector ¢=[c,,c,,--cy] in an entirely
deterministic way are the "shape" vector of the face §=[x,,%,, *Xp; ¥, ¥y, yp] Which

encodes the geometric shape variation of the face and the "texture” vector of the face

T= [ 81,85, gM] which encodes the textural appearance of the face.
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Because of the specific deterministic connection between E,gandf (outlined above), the
following causal relations hold:
-Alteration of any of the components of ¢will correspondingly alter both the shape

and texture vectors § andT .

-Alteration of the shape vector s will alter the appearance vector ¢ (but not the

texture vector T )

-Alteration of the texture vector T will alter the appearance vector ¢ (but not the

shape vector s)

In the envisaged applications, a method is required for searching within this parameter
space to find a target Jocation or indeed target locations within the space which correspond
to a facial appearance which most closely resembles the desired one. The concept of the
desired appearance is a general one — in certain applications (such as the attempt to create a
composite of a criminal offender by a witness or police officer) the desired appearance will
be an accurate and/or recognisable likeness of'a living individual. In other applications, the
target appearance may simply be one possessing subjective characteristics (e.g. beauty,

honesty, masculinity etc) in appropriate combinations as required by the operator.

Thus, in general, there is no direct mathematical means by which the precise coordinates of
the target location in the parameter space can be found. This is because the required facial
appearance is not available in digital form but only in the memory or imagination of the
operator/witness. For this reason, the basic approach is to search for the target location by
presenting examples of facial appearance to an operator/witness and using their response to
such examples to guide a search within the space. Such an approach is fundamentally
based on cognitive processes in which the perception of similarity (or other relevant
cognitive concept such as beauty, masculinity etc) between the presented face and the

target face forms the basis for the fitness evaluation in the evolutionary search procedure.

The basic iterative procedure is illustrated in Figure 1. The evolutionary process produces
appearance vectors (genotypes) whose corresponding facial appearance (the phenotypes)
are evaluated by the operator. This evaluation gives rise to an iterative cycle as shown. In

this cycle, the user evaluation guides the generation of the new genotypes.
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One aspect of the invention relates to a mutation algorithm/procedure used in the

evolutionary algorithm, and this will now be described in detail.

‘The primary means by which random but controlled variation in facial appearance is

produced in is through the action of a dynamically adjustable "mutation operator” which is |
denoted in the following description byM . The mutation operatorM 1is a stochastic
operator which acts on each element of an appearance vector with a certain probability of

changing its value. Thus, the action of M on the elements of an arbitrary appearance vector

¢ =[c;,¢,,cy] is that

c, >, if r<M_(8)

else C, —>C,

where 0<M,_(¢)<1lis the value of the kth element of Mat time z. In other words,
M, (¢) determines the probability of the kth element in the appearance vector mutating at
time 7, 7 is a random number sampled from the canonical density function and c; indicates

the new mutated value for the kth element of the appearance vector. In general, the values

of M _can be different for all elements from k=12...N, thereby defining different

probabilities of mutation for each element in the appearance vector. Note that, in this
context, time ¢ does not correspond to clock time but is rather a discrete quantity
corresponding to the number of generations produced since the start of the evolutionary

procedure.

The statistical distribution of the elements of an appearance vector is known to be
independent, multivariate normal. In the construction of the statistical appearance model of
which the considered appearance vectors are members, a suitable scaling of the principal
components can ensure that all elements of the appearance vector are distributed
identically as independent normal with similar mean and variance. Where the action of the
mutation operator M requires a new value to be produced in the appearance vector (i.e.

mutation occurs), this is therefore achieved easily by sampling a normal distribution of
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zero mean and unit variance (for which standard computational routines exist) and then

scaling appropriately. Thus:
¢, =aS{N(0,1)}

where «is a scaling parameter and S{N (0,1)}denotes a random sampling of a normal

distribution of zero mean and unit variance. - -

The mutation‘ operatér M(¢)is dynamic — ie. changes with generation number ¢. As a

general principle, it is desirable that

M(¢) is relatively large when ¢ is small. In the early stages of the evolutionafy process, we

cannot expect to be very close to the target appearance and presentation of significant

variation in facial appearance to the witness/operator is desirable.

M() should smoothly decrease to small values as ¢ becomes large. The reason for this is

that as the evolutionary procedure progresses, the operator will progress closer to the target
face and it is desirable to Icorrespondingly reduce the scope of the search to modest

variations about the currently favoured appearance.

This behaviour for M(f) can be achieved by a variety of pre-determined functional forms.

Two such forms are proposed. The first form is a scaled exponential:
M(2) = 7 x €xp(~2/ B)

where 7,,,,is the maximum mutation rate and A controls the decay rate. Best values for

these parameters have been established as approximately 0.8 and 2.5 respectively, though a
range from 2-5 for the latter parameter is also effective and the precise numerical value is

not critical. Thus the mutation function has a time (generation) dependent decay.
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A second functional form has been determined by a regression analysis on a large number
of studies in which a computer program was made to act like an “ideal witness”, rating
faces according to their actual distance from the known target in the parametric appearance

space. This form is:
M@)=a+ pt’
Effective values for these paramefers have been found to be a = 0.1,4=0.15,y =-0.18.

However, the use of a mutation function M(#) whose value is always strictly determined by
the actual time/generation number t is not, in general, sufficiently flexible. In certain
instances, the mutation rate may drop to unacceptably low values before-a reasonably
accurate facial appearance has been achieved. If the mutation function is left unaltered, the
search is then, broadly speaking, confined to small variations about a facial appearance
which is still far from the desired one, so that there is premature convergence. A

mechanism is therefore required which can increase the mutation rate.

A means of avoiding premature convergence is provided by the invention by a method of
moving back up the mutation curve (i.e. increasing the mutation rate and thereby
increasing the variation in the population) based on operator response. This can be
alternatively viewed as moving the mutation operator back to a value it possessed at some

earlier point in time. This operates under two conditions as follows.

Firstly, if the operator/witness should elect for more variation in the sample of faces, the
current stallion is retained and the mutation rate increased prior to producing the next

generation.

Secondly, if the image selected by the operator/witness over a specified sequence of N
generations is the same face, the mutation rate can also be increased. This is because
repeated selection of the same face tends to suggest that insufficient variation is being
generated. The counter argument, namely that repeated selection of the same face
indicates that a good composite has been already been achieved may, in certain instances,

be true. However, since in the evolutionary process used, the selected image stallion
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member is never lost, increasing the mutation rate for this scenario does not have any

significant detrimental effect (the best face is retained no matter what).

In both the cases described, the mutation rate can be increased by restoring the value of the

mutation function as it was at two previous time steps:
M(z) - M(¢-2)

Having described the basic principle of the mutation operator, the overall evolutionary

procedure will now be described.

Interactive Evolutionary procedure

Precisely because the fitness evaluation is an interactive one in which the human operator
must effect the fitness evaluation himself, it is essential for practical purposes that the
evaluation process be a simple one that does not make untenable cognitive demands on the

operator/witness.

At the same time, and for the same reasons of practicality, the search procedure cannot
require excessive numbers of evaluations and a long time to achieve a satisfactory result.
Accordingly, the invention provides an interactive evolutionary search procedure which is

both cognitively simple and which provides satisfactory results in a short time.

The procedure is based on the repeated generation of an array of M examples of facial
appearance (for example an array of 3 x 3 faces so that M=9 although other numbers and
combinations are possible). All examples conform to witness/operator selected categories

of gender, racial origin and approximate age.

Initially, the user is thus given the opportunity to select gender, age and race, and also
hairstyle. This information can be input using a purely graphical interface, where a set of
normalised faces are presented to the user, each time representing different races, genders,

ages and hair styles.
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The system then generates the first batch of randomly mutated variations. The

operator/witness can respond to this set of examples in a number of ways as follows:
a) Reject all 9 éxamples as unsatisfactory and proceed to the next generation.

b) Reject specific selected examples from the 9 as being poor likenesses to the required

facial appearance and proceed to the next generation.

¢) Reject specific selected examples from the 9 as being poor likenesses to the required
facial appearance, Accept/select one example as being the best likeness to the required

facial appearance and proceed to the next generation.

d) Accept/select one example as being the best likeness to the required facial appearance

and proceed to the next generation.

e) To fix/freeze one or more selected features in the stallion so that this feature is preserved
in subsequent generations. (The option also exists to “unfix” features currently in the

frozen state).

‘When the operator responds in one of these ways a) to €), the system will be described as

operating in "EasyFIT" mode. The operator has a further option, which is to invoke a

mode of operation which will be termed the "ExpertFIT" mode of operation.

Considering only the EasyFIT mode, and choices a) to ¢€), the precise basis from which the
next evolutionary step proceeds depends on which of these specific choices is made by the
operator/witness. A face which has been selected as a best likeness to a required facial
appearance is an elite member which is termed a “stallion”. The use of this term lies in the
fact that the stallion is the encoded facial appearance which effectively seeds the
evolutionary process, the next generation of faces being produced by random mutations
effected on the stallion member. Each generation of faces is thus produced by application
of a dynamically changing mutation operator M on the current stallion, thereby producing
variation in facial appearance about that appearance encoded by the stallion. Thus new

appearance vectors are created as -
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cnew =M { Cor }
where ¢,y is the current stallion.

From the beginning of the evolutionary search procedure, a stallion member only e_xists
from the first time at which either option c) or d) is taken. Thereafter, a stallion always
exists as the best likeness selected to date. Thus, until a stallion member has been selected,
the procedure is effectively just a random sampling of the search space to find an

appropriate starting point from which to attempt convergence towards the target.

The specific procedure which is followed upon selection of options a) to €) is now

descfibed.

Selection of option a)

If there is an existing stallion, the stallion is cloned and exists in the new generation
whereas the other 8 members in the next generation are randomly generated by application
of the mutation operator on the stallion. If there is no existing stallion, the mutation rate is

modified and then all 9 members are randomly generated.

Selectidn of option b)

If there is an existing stallion, this stallion is cloned-and ‘exists in the new generation. A
first fraction of the remaining members of the new generation is created by applying the
mutation operator on the stallion member Whilst a second fraction is created from a shifted
version of the stallion. Specifically, the shifted stallion is given by subtracting a scalar

multiple of the average appearance vector of the rejected faces. Denoting the appearance

vector of the stallion by X5 we thus apply the mutation operator M on the vector X' . Thus

L o —
X =Xy a<xrej>

and the new generation is produced as
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a =0 thus corresponds to the creation of new members from the stallion itself.

If there is no existing stallion, the new generation is produced in the same way as described
for option a) when there is no existing stallion. An effective value for the shift parameter
o has been determined as 0.1. In the preferred implementation of this process, two new

members are created by mutating on the shifted stallion, two by mutating on the current

 stallion with an artificially increased mutation rate by a factor of 1.3 and the remainder (5

in the preferred implementation) by mutating on the current stallion at the current mutation

rate.

Selection of option c)

The new selected stallion is cloned and exists in the next generation. The remaining
members of the next generation are created by applying the mutation operator on a shifted
version of this stallion. The shifted stallion is calculated by an identical formula as
described in option b) by subtracting a scalar multiple of the average appearance vector of

the rejected faces from the stallion. Denoting the appearance vector of the stallion by

X we thus apply the mutation operator M on the vector X . Thus

- —
x'=x, —a<xmj>

and the new generatioﬁ 1s produced as
(T} (S -l )

Selection of option d)

The new selected stallion is cloned and exists in the next generation. The remaining

members of the next generation are created by applying the mutation operator on this
stallion. Denoting the appearance vector of the stallion by X we thus apply the mutation

operator M on the vector Xs .

and the new generation is produced as
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Selection of vobtion e)

Selection of this option does not exclude options a) to d), rather its selection may be
considered as a constraint on the results of taking the other options. Thus, “frozen” features

will be propagated throughout the generations until they are unfixed by the operator, =

A major advantage of operation in the EasyFIT mode is the simplicity of operation and
cognitive task. One embodiment of this operational mode is shown in the Figure 2 which

shows the user interface.

The process of selection in the EasyFIT interface can be effected either by‘clicking with a
mouse on the appropriate area of the screen or by direct contact with a touch sensitive
input device. The process of selection is referred to as "touching" the corresponding
graphic or area of the screen. Referring to- Figure 2, the following functionality is

employed:

-Touching the reject symbol "R" at the upper left of the corresponding face image
will remove that face from view.

-Touching a given face will elect that face as the stallion member and automatically
invoke calculation of the next generation of faces.

-Touching an unlocked region (colour coded grey for example) of the icon face 10
on the right hand side of the interface will freeze the given feature in future generations.
The corresponding feature region is then differently colour coded (for example in blue).
The freeze can be released by touching the blue region.

| -Touching the pushbutton 14 entitled “Generate More” randomly produces a new

generation of faces.
Options 2) to e) described previously are thus effected by the following:

a) Touch the “Generate More” button 14.
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b) Touch one or more reject icons R and then touch the “Generate More” button 14.
c) Touch one or more reject icons R and then touch the chosen facial image.

d) Touch the chosen facial image. 4

e) Touch the corresponding region in the face icon 10 (toggle grey-blue to fix feature;
toggle blue-grey to release feature).

The EasyFIT mode of operation enables changes in both specific features and the overall
facial appearance to be effected. However, it does not allow an operator to produce any
specific changes by direct intervention. By invoking the ExpertFIT mode of operation, the
operator/witness can produce changes in facial appearance using a set of additional
manipulation tools. Specifically, the ExpertFIT mode provides three deterministic ways in

which the facial appearance can be altered:

E1 — Individual features (eyes, nose, mouth, eyebrows and face shape) can be altered.

E2 — New faces can be produced which are weighted combinations of faces existing in the
current generation. |

E3 — Faces can be altered by adding attribute;based components to enhance or decrease

certain attributes (e.g. masculinity, perceived age, honesty etc) of the face.

Invoking the ExpertFit mode produces three new function tabs in the interface entitled
Local Feature (E1), Blend Faces (E2) and Attributes (E3).

Selection of the Local Feature function produces the interface shown in Figure 3. The
interface displays the face icon 10, together with movement arrows 20 and scaling arrows

22 for operating on a selected part of the facial image.

Manipulation of a feature is achieved by touching the corresponding region in the face icon
(thereby making this region active) and scaling and moving the feature using the function

buttons as indicated.

A preferred implementation of the invention enables features to be controlled with little or
no guidance from a third party. Once a facial feature has been locked, it appears

highlighted in the schematic image to inform the user that no further shape deformation of
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the selected feature will occur during subsequent generations. In terms of the facial
composite system, a snap shot of the stallion at certain instances in time is effectively taken
and the shape of one or more chosen features are fixed. Subsequent generations
nevertheless cause variations in texture and shape changes in the features that remain

unlocked.

This concept can be expressed in terms of a vector addition comprising the current stallion
St and a snap shot of a previous stallion Sty captured at time t. The term "time" is used to

refer to a particular generation number.

- St' = St [I - WI] + Sto.Wf ... (a)

Where I is the identity matrix and Wf is a diagonal matrix with elements equal to one or
zero. Wf can be considered to be a feature extractor as it effectively extracts all of the

coordinates of Sty corresponding to the fixed feature.
The equation above can be extended to include multiple features locked at different times:
St' =St [I - Wil — W12 - ... - Wfn] + St;. WI1 + St2.Wf2 + ... + St Wik ... (b)

WIL, W12 etc. are the feature selectors for the 1%, 2™ etc features respectively (i.e. nose,
mouth... etc). St;, St and Sty are snap shots of the stallion taken at times t1, t2 and tk.
Hence one or more features may be locked at once. If the user wishes to evolve a single

feature in isolation, all other features can be locked.

When a feature is locked, the new facial composites are still generated using the same
evolutionary algorithm, but the selected shape features of the new facial composites are
effectively inhibited, i.e. not displayed. Thus, although a given facial feature will appear
the same in all 9 images, the underlying facial composite will have different data relating

to that facial feature. The reason for this is explained below.

The stallion is defined by a vector of parameters which control both shape and texture

(colouring) of the whole face. From this underlying vector of parameters, actual stallion
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face shape is derived and stallion face texture. The stallion face texture is unaffected by
the freeze feature function, and for this reason the mutation algorithm needs to operate on
the full composite data even when a feature is frozen, so that the face texture mutation can
take place. For this reason, it is not possible to lock a facial feature by freezing one or
more of the underlying parameters without interfering with the appearance of the face as a
Whole. Hence, in order to freeze a facial feature, the facial shape is locked (as viewed on

screen) rather than the underlying parameters that define the stallion.

When a chosen feature is unlocked, shape variation needs to be re-introduced so that the
feature may evolve as it did prior to locking. This could be achieved by simply reverting
to the current stallion such that S = St (i.e. acting to reverse inhibition of the display of that
feature). However, this would cause an abrupt subsequent change in shape of the unlocked
facial feature which is both counter intuitive (as the feature had previously been locked)
and visually displeasing. Instead, a continuous shape transition is required by gradually re-
introducing variation into the unlocked feature. To accomplish this smooth transition, a

decay function is established, a(t) and equation (a) above becomes:
S'= St [I - a(t).Wf] + Stg.a(t).Wf ... (c)

A linear decay function can be used, a(t) = -0.1t, in the range 0<t<10. This gives an
aesthetically pleasing transition between the fixed feature and stallion. An exponential
decay may be preferable when a smoother decay is required. For a fixed feature a remains
constant (a =1) and once a(t) has decayed to zero it remains at that value until the feature

is fixed again.

Equation (c) has a useful limiting behaviour. When a feature is unlocked the shape set
ebbs away over time and facial shape as seen by the user reverts to the underlying stallion

(St).

The decay method outlined above allows the facial feature to return towards the stallion
facial feature, and also ensures that when features are locked and unlocked, the underlying

facial composite remains plausible.
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Selection of the Blend Faces function produces the interface shown in Figure 4.

A blended face 30 is produced in the .bottom right-hand corner, the relative weights
assigned to each face in the 3 x 3 array on the left being indicated by the slider controls 32
above it. If the blended face is considered a better face than any of those existing in the 3 x
3 array, the operator .touches it (thereby making it the current stallion) and a new

generation of faces is produced.

Selection of the Attributes function generates an interface showing word descriptions of
facial attributes. The specified attribute is selected by touching the corresponding word
and its contribution to the face adjusted by means of the slider control. The resulting
transformed appearance is then displayed on the bottom right. If the transformed face is
considered a better face than any of those existing in the 3 x 3 array, the operator touches it
(thereby making it the current stallion) and a new generation of faces is produced. This

interface operates in similar manner to that of Figure 4.

The functionality included in the ExpertFIT mode of operation and denoted by E1, E2 and
E3 is achieved through the following techniques.

Local Feature manipulation E1

The appearance vector of an arbitrary face in the system, denoted by ¢, directly determines
the values of an associated shape vector s= [xl,xz,---xp sY1Yorre yp:l which encodes the
shape of the face and an associated vector X =[g1, gz,---gM] which encodes the textural

appearance of the face.

Local feature manipulation is achieved by considering only those coordinates within the

shape vector s= [xl,xz,---xp ;yl,yz,?--yp:l which delineate the particular feature under

consideration. It operates in two basic steps:

1) Application of the controls in the interface such as moving the feature in the

vertical or horizontal directions, scaling the vertical and horizontal coordinates
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independently and other more sophisticated operations operate only on the selected

coordinates within the shape vector. Thus the manipulation has produced a local shape

offset vector s,  ={0,0,--A_,--A,,A,---A,---0,0 |between the global shape vector
:Iocnl x1 xL7 =yl yL

s and the desired, manipulated shape.

(ii)  For purposes of display, a copy of the shape vector s is modified such that the

current values for the selected feature are replaced by the modified feature coordinates (i.e.

§'=5+8,,and the current texture vector X=|g,,g,,*g, |then warped through a

standard piecewise affine transformation to the new shape s'. The resulting image is then

displayed.

At subsequent stages in the evolutionary procedure, s—,;;; is always considered and added to

the global, evolving shape vector s so that the texture vector is warped onto the desired

shape as determined by the operator.

Face Blending E2

Face blending is achieved simply by a linear, weighted combination of the appearance

vectors of the chosen faces. Thus the blended face is given as:

L

sza

j=

1
L

2wy

i=1

Cblend =

where w;is the weight given to the ith face in the array using the slider or other suitable

control in the interface and at s corresponding appearance vector. The reconstruction of

the actual blended image from the appearance vector is a standard procedure.

Attribute manipulation E3

A general statistical approach can be taken to attribute manipulation in which arbitrary
facial attributes of an individual face can be accurately manipulated by moving along

predetermined directions in the abstract vector space defined by the appearance model
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parameters. The basis of the method of the invention is to combine a set of facial attribute
ratings obtained from a group of observers on a sample of faces which form the training

data (or part thereof) for the statistical éppearance model.

The transformed face ¢, in which a given attribute is decreased or enhanced from the

original ¢, is calculated by adding a scalar multiple of the given attribute vector vto the

original appearance vector of the face:

-

¢=c+ v
Details of the calculation of the attribute vectors will now be described.

An attribute vector defines a direction in the complete appearance space along which a

_specified attribute exhibits maximum variation over the sample population. The gradual

transformation of the facial appearance is then achieved by adding some scalar multiple of
the given attribute vector to the veridical appearance vector of the subject. To identify an
attribute vector, consider that we have a sample of M faces in our appearance model
training sample. "After decomposition, each of these may be described by a vector
consisting of N appearance parameters. Thus, the jth face in a sample with shape

vector §; and texture vector I is represented in parametric form as the (mean-subtracted)
appearance vector -¢; =[c;(1) ¢;(2).....c,(N)]. The appearance vectors can be written as

the columns of the NxM appearance matrix C:

T 7 0
C=l¢, ¢, - ¢,
v \2

Supposing that a group of P observers each numerically rates the M faces for the degree to

which the given face exhibits a single chosen attribute. Considering the scale used for the

ratings to be arbitrary, and that the kth observer assigns an attribute score of wj; to the jth
face, ¢;. Denoting all M scores of the kth observer by the (mean-subtracted) score vector

w, and writing all such vectors as the columns of the MxP rating matrix W:
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T 7 T
W=w, w, - W,

I .

' The attribute matrix is formed as the product D=CW. Expressing this in tableau form |

reveals the essential structure -

T 7 0 (I 1
D=CW=/Cw, Cw, - Cw,| =|d, d, - d, (6)
Vol \J Vo \J

The columns of matrix D, are thus given by weighted combinations of the appearance

vectors, the weights corresponding to the attribute scores assigned by the observers.

Specifically, the columns of matrix D are {d;} where:
M .
d, => we, (7)
k=1 .

It can be seen that each column of D is a weighted average of the appearance vectors
effectively defining each individual observer’s-estimate of the mean vector in appearance

space along which the attribute in question varies. Note that for an entirely objective

attribute (such as actual age in years, actual gender or some other attribute in which all

observers agree exactly on their “scores™) then w,= w for all k, the columns of matrix D

are identical, and thére is arank 1 matrix and there is a single direction which accounts for
the sample variance and in which the attribute changes, given by Aw. Considering the
6thér extreme, namely a quite “imaginary” facial attribute on which the observers do not
show any consistent relationship in their scores, the ratings matrix W would then be
characterised by having completely uncorrelated columns. The covariance matrix

—1——DTD would then tend (in the limit of a large number of faces) to diagonal form

indicating that no particular direction in appearance space can be associated with the

attribute in question. In general, we assume that there will be some but not unanimous

agreement amongst the observers. In this case, the { w, } will differ and so, therefore, will

the {d, }.
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One approach to the task is to find linear combinations of the basis vectors in D which are
orthogonal and which successively account for the directions in appearance space in which
the given attribute exhibits most variance. This is easily accomplished by a discrete PCA

or Karhunen-Loeve analysis. In matrix form:
P=DU - ®)
Where the columns of P are the new desired basis vectors (the attribute axes) and U is the

required matrix which combines the columns of D to produce P. Enforcing the

orthogonality condition on the attribute axes, U must be found such that:

DD

PTP=UT{ }U=UTCU=A )

where Ais a diagonal matrix and C is the covariance matrix of the data. Thus the problem
reduces to an eigenvector/eigenvalue decomposition of the covariance which yields the

diagonalising matrix U and the eigenvalues A through standard numerical procedures.

This simple linear approach finds both the dominant directions in appearance space
associated with the given attribute and the amount of variance (through the eigenvalues)
that is associated with each of them. The simplest scenario is thus to take the first principal
component as defining the attribute vector, effectively defining a “single control” for
altering the attribute. Naturally, this will be more or less satisfactory depending on the
fraction of the total variance over the attribute which is associated with it and more
subjective attributes may exhibit substantial variations along two or more orthogonal
directions. The eigenvalues in the matrix A conveniently describe the degree of
objectivity or subjectivity of the given attribute as they specify directly the level of

agreement amongst the sample of observers.

Hairstyles can be selected independently, and these can be blended with the given facial
appearance so as to ensure correct position, scaling and colour appearance at the seams
between the hair and face. This can be implemented through the use of multi-resolution

spline techniques.
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The system of the invention can be implemented as a hand held portable device, as shown
in Figure 5, which shows the device 50 with an output touch sensitive screen 52. The
touch sensitive screen can allow the interface to be implemented fully with touch input,

mainly involving the selection between presented images.

The hand held device may comprise a wireless display and with only minimum processing
power implemented in the device, for example sufficient to render received data as a
graphical output. A separate processing device 60 can be provided in a different location,
with a wireless link between the two. For example, a processing unit 60 may be located in
the boot of a police vehicle, and the police witness interviewer can then simply carry the
portable device 50. This allows the processing power required of the portable device to be
kept to a minimum, and allows any sensitive information, such as stored images, to be

stored more securely immediately.

The processing of facial composite data within the processing unit 60 is computationally
intensive. Reconstruction of a given facial corhposite requires a shape-normalised texture
map to be warped to its associated shape vector of landmark coordinates. This warping
process is accomplished through a linear piecewise affine transformation based on a

Delaunay triangulation of the facial region of interest.

The piecewise affine transformation is a standard procedure described in many texts. The
basic principle is to define corresponding triangles between an input image (in this case,
the shape-normalised face) and a target or output image (the face with its corresponding
shape) where three corresponding landmarks define the matching triangles. The texture
values lying within a given triangle in the input image are then fnapped to their
corresponding locations in the output image. Repeating this over all such corresponding

triangles produces the final composite appearance.

When the calculation described above is carried out on the central processing unit (CPU)
this task can take a substantial amount of the overall CPU time and constitutes the major

part of the computational overhead in the production of each new generation of faces in the



10

15

20

25

30

WO 2006/008485 PCT/GB2005/002780

32

system. The amount of CPU time required also scales approximately linearly with the

image size in pixels.

To circumvent this problem, the reconstruction of the composite face for visual display can
be divided into two distinct steps. The first step, namely the reconstruction of the shape-
normalised texture map and the associated shape vector of landmark coordinates from .the
appearance vector of the facial composite proceeds by execution of code on the main CPU

of the processing device.

The second step, namely the transformation of the shape-normalised texture to the true
shape vector of coordinates, proceeds by execution of code on dedicated hardware
(typically the graphics processing unit) of the computer. The affine transformation of
textures from an input image to a target image is effected much more efficiently on the
CPU of dedicated hardware such as typical graphics processing units. This division of the
two distinct steps into tasks executed on two distinct processing units in this way
drastically reduces the overall processing time required to produce a new generation of
faces. The overall effect of this procedure is .to make the system response to user input

considerably quicker, enhancing its overall usability and effectiveness. This division of

‘processing tasks can provide an overall speed increase of between 400% and 1200%

compared to the implementation on the main CPU of the computer alone.

There are a number of different aspects to the system described. Although the system
described has all of the features of the invention, relating to the different aspects of the
invention, the various features can be used in any combination. The most basic system
design would use an interface by which a single image is selected as a best match from a
plurality of images, and in response to this a further plurality of images is generated using
a randomly seeded algorithm. The additional features such as selecting worst match,
freezing features, altering and moving individual features, attribute selection, mutation rate
flexibility could be applied in any combination. The invention is intended to cover any

such combinations of features.

Various modifications to the detailed implementation of the invention described above will

be apparent to those skilled in the art.
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CLAIMS

1. A system for-generating facial 6omposites, comprising:
a processor for processing facial composite data;
a display for displaying images constructed from facial composite data,
wherein the processor is adapted to implement an interface in which a plurality of

facial images are presented to a user, and in response to user input, including the selection

“of one best match facial image of the plurality of faces, a further plurality of facial images

is presented to the user,

wherein the proéessor further comprises a mutation algorithm for generating the
further plurality of facial images, and which generates facial images corresponding to
facial composites which vary from the facial composite of the best match facial image in
dependence on a random control parameter, and wherein the facial composite comprises a
vector having a plurality of terms, wherein each term is assigned é probability of mutating,

and wherein the random control parameter determines which vector terms are altered.

2. A system as claimed in claim 1, wherein the vector terms that are altered are altered

to a random sample of a normal distribution of vector terms.

3. A system as claimed in claim 1 or 2, wherein the probability of mutating is varied
in dependence on the number of further pluralities of facial images that have been

generated.

4. A system as claimed in claim 3, wherein the probability of mutating is decreased as

the number of further pluralities of facial images-that have been generated increases.

5. A system as claimed in claim 4, wherein the probability of mutating is decreased as
a scaled exponential of the number of further pluralities of facial images that have been

generated.

6. A system as claimed in claim 4, wherein the probability of mutating is decreased as
a function including the number of further pluralities of facial images that have been

generated raised to a negative power.
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7. A system as claimed in any one of claims 3 to 6, wherein the probability of

mutating is returned to a previous value in response to user input.

8. A system as claimed in claim 7, wherein the probability of mutating is returned to a
previous value in response to a user request for more image diversity and/or repeated

selection of the same facial image.

9. A system as claimed in any preceding claim, wherein the user interface is adapted
to allow the selection of one or more of the facial images which are considered by the user

to be the worst match or matches.

10. A system as claimed in claim 9, wherein a first sub-set of facial composites for the
further plurality of facial images are generated from a best match facial image and a
second sub-set of facial composites for the further plurality of facial images are generated
from a composite vector comprising the subtraction from a best match facial image
composite vecfor a composite vector derived from the worst match or matches facial

images.

11. A system as claimed in any preceding claim, wherein the user interface is adapted
to.allow one or more facial features of the selected best match to be fixed for the next

plurality of images.

12. A system as claimed in any preceding claim, wherein the user interface is adapted
initially to allow no best match to be selected, in response to which a further plurality of

facial images are presented to the user which are randomly generated.

13. A system as claimed in any preceding claim, wherein each further plurality of

images includes the best match facial image from the previous plurality of facial images.

14. A system as claimed in any preceding claim, wherein the user interface is adapted
to allow facial images from the plurality of images to be selected for combination as a

Weighted combination for use as a new best match facial image.
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15. A system as claimed in any preceding claim, wherein the user interface is adapted
to allow facial features of the plurali‘fy of facial images to be manually altered in scale

and/or position.

16. A system as claimed in claim 15, wherein each facial composite comprises a vector
which encodes a shape vector and a textural vector, and wherein the facial feature

alterations are implemented by altering the shape vector.

17 A system as claimed in any preceding claim, wherein the user interface is adapted

to allow facial attributes of the plurality of facial images to be manually altered.

18. A system as claimed in claim 17, wherein the attributes comprise
masculinity/femininity and/or kindness/unkindness and/or honesty/dishonesty and/or

placidity/aggressiveness.

19. A system as claimed in any preceding claim, wherein the first plurality of facial
images is derived from a random selection of facial composites satisfying an initial set of

criteria.

20. A system as claimed in claim 19, wherein the initial set of criteria relate to age

and/or racial origin and/or gender.

21. A system for generating facial composites, comprising:

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, a further plurality of
facial images is presented to the user, wherein the user interface is adapted to allow the
selection of one or more of the facial images which are considered by the user to be the

worst match or matches.
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22. A system as claimed in claim 21, wherein the user interface is further adapted to
allow a user input comprising the selection of one best match facial image of the plurality

of faces

23. A system as claimed in claim 22, wherein a fist sub-set of facial composites for the
further plurality of facial images are generated from a best match facial image and a
second sub-set of facial composites for the further plurality of facial imagés are generated
from a composite vector comprising the subtraction from a best match facial image
composite vector a composite vector derived from the worst match or matches facial

images.

24. A system for generating facial composites, comprising:

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, a further plurality of

facial images is presented to the user, wherein the user interface is adapted to allow facial

‘images from the plurality of images to be selected for combination as a weighted

combination for use as a new best match facial image.

25. A system for generating facial composites, comprising:

a processor for processing facial composite data; and

a display for displayirig images constructed from ’facial'don'ip.osité daté,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a user, and in response to user input, a further plurality of
facial images is presented to the user, wherein the user interface is adapted to allow

selection of one best match facial image, and also to allow one or more facial features of a

selected facial image or images to be fixed for the next plurality of images.

26. A system as claimed in claim 25, wherein the user interface is adapted to allow
unfixing of a previously fixed feature, and wherein the processor then reintroduces

variation into the previously fixed feature in subsequent pluralities of facial images.
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27. A system as claimed in claim 26, the processor then reintroduces variation into the

previously fixed feature in subsequent pluralities of facial images using a decay function.

28. A system for generating facial composites, comprising:

a processor for processing facial composite data;

a display for displaying images constructed from facial composite data,

wherein the processor is adapted to implement an interface in which a plurality of
facial images are presented to a usér, and in response to user input, including the selection
of one best match facial image of the plurality of faces, a further plurality of facial images
is presented to the user,

wherein the processor further comprises a mutation algorithm for generating the
further plurality of facial images, and which generates facial images corresponding to
facial composites which vary from the facial composite of the best match facial image in
dependence on a random control parameter, and wherein the interface is adapted to allow

the user to alter the degree of variation.

29. A system as claimed in claim 28, wherein the degree of variation is varied
automatically by the processor in dépendence on the number of mutations, and wherein the

user alteration of the degree of variation overrides the automatic degree of variation.

30. A system as claimed in any one of claims 1 to 29 implemented as a hand held

portable device.

31. A system for generating facial composites, comprising:

a first processor for processing facial composite data and including a wireless
transmission and reception system;

a second processor, implemented as a portable wireless device, including a display
for displaying images constructed from facial composite data and comprising a wireless
transmission and reception system for communicating with the first processor,

wherein the second processor is adapted to implement an interface in which a
plurality of facial images are presented to a user, and in response to user input, a further

plurality of facial images is presented to the user, and
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wherein the first processor is adapted to process the user input to generate the

further plurality of facial images.

32. A method of generating facial composites each comprising a vector having a
plurality of terms, the method comprising:

assigning a probability of mutating to each term;

presenting a plurality of faéial images to a user;

receiving user input including at least the selection of one best match facial image
of the plurality of faces;

generating a further plurality of facial images using a mutation algorithm which
generates facial images corresponding to facial composites which vary from the facial
composite of the best match facial image in dependence on a random control parameter,
wherein the vector terms to be altered are determined using the random control parameter;
and

presenting the further plurality of facial images to the user.

33. A method as claimed in claim 32, wherein altering a vector term comprises

selecting a random sample of a normal distribution of vector terms.

34, A method as claimed in claim 32 or 33, wherein assigning a probability comprises
assigning a probability in dependence on the number of further pluralities of facial images

that have been generated.

35. A method as claimed in claim 34, wherein the probability of mutating is decreased

as the number of further pluralities of facial images that have been generated increases.

36. . A method as claimed in claim 35, wherein the probability of mutating is decreased
as a scaled exponential of the number of further pluralities of facial images that have been

generated.

37. A method as claimed in claim 35, wherein the probability of mutating is decreased
as a function including the number of further pluralities of facial images that have been

generated raised to a negative power.
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38. A method as claimed in any one of claims 34 to 37, further comprising returning

the probability of mutating to a previoué value in response to user input.

39. A method as claimed in claim 38, wherein the user input comprises a user request

for more image diversity and/or detection of repeated selection of the same facial image.

40. A method as claimed in any one of claims 31 to 39, wherein receiving user input
comprises receiving the selection of one or more of the facial images which are considered

by the user to be the worst match or matches.

41. A method as claimed in claim 40, further comprising: _

generating a fist sub-set of facial composites for the further plurality of facial
images from a best match facial image; and

generating a second sub-set of facial composites for the further plurality of facial
images from a composite vector comprising the subtraction from a best match facial image
composite vector a composite vector derivedl from the worst match or matches facial

images.

42. A method as claimed in any one of claims 31 to 41, wherein receiving user input
comprises receiving a selection of one or more facial features of the selected best match to

be fixed for the next plurality of images.

43. A method as claimed in any one of claims 31 to 42, wherein, in response the first
plurality of images, a user input providing no best match can be received, and wherein the
method comprises generating a further plurality of facial images which are randomly

generated.

44, A method as claimed in any one of claims 31 to 43, wherein each further plurality

of images includes the best match facial image from the previous plurality of facial images.
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45. A method as claimed in any one of claims 31 to 44, wherein receiving user input
comprises receiving a selection of facial images from the plurality of images for

combination as a weighted combination.

46. A method as claimed in any one of claims 31 to 45, wherein receiving user input
comprises receiving facial features of the plurality of facial images to be manually altered

in scale and/or position.

47. A method as claimed in claim 46, wherein each facial composite comprises a vector
which encodes a shape vector and a textural vector, and wherein the method further

comprises implementing facial feature alterations by altering the shape vector.

48 A method as claimed in any one of claims 31 to 47, wherein receiving user input
comprises receiving a selection facial attributes of the plurality of facial images to be

manually altered.

49. A method as claimed in claim 48, wherein the attributes comprise
masculinity/femininity and/or kindness/unkindness and/or honesty/dishonesty and/or

placidity/aggressiveness.

50. A method as claimed in any one of claims 31 to 49, further comprising:
generating a first plurality of facial images, derived from a random selection of

facial composites satisfying an initial set of criteria.

51. A method as claimed in claim 50, wherein the initial set of criteria relate to age

and/or racial origin and/or gender.

52. A method of generating facial composites, comprising:

displaying a plurality of images constructed from facial composite data;

receiving user input comprising at least the selection of one or more of the facial
images which are considered by the user to be the worst match or matches; and

generating a further plurality of images taking into account the user input.
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53. A method as claimed in claim 52, wherein generating a further plurality of facial

images comprises using a randomly-seeded mutation algorithm.

54. A method as claimed in claim 53, wherein receiving user input comprises receiving

the selection of one best match facial image of the plurality of faces.

55. A method as claimed in claim 54, wherein generating a further plurality of facial
images comprises generating a fist sub-set of facial composites from a best match facial ~ A
image and generating a second sub-set of facial composites from a composite vector
comprising the subtraction from a best match facial image composite vector a composite

vector derived from the worst match or matches facial images.

56. A method for generating facial composites, comprising:

displaying a plurality of images constructed from facial composite data;

receiving user input comprising at least the selection of a plurality of facial images
from the plurality of images;

generating a weighted combination of t};e selected plurality of facial images for use
as a new best match facial image;A and

generating a further plurality of images based on the new best match facial image.

57. A method for generating facial coniposites, comprising:

displaying a plurality of images constructed from facial composite data;

receiving user input comprising the selection of one best match facial image, and
also the selection of one or more facial features of a selected facial image or images;

generating a further plurality of images based on the best match facial image and
also in which the appearance of the one or more selected facial features are substantially

fixed.

58. A method as claimed in claim 57, further comprising receiving user input to unfix
of a previously fixed feature, and reintroducing variation into the previously fixed feature

in subsequent pluralities of facial images.
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59. A method as claimed in claim 58, wherein the processor reintroduces variation into
the previously fixed feature in subsequent pluralities of facial images using a decay

function.

60. A method for generating facial composites, comprising:
| displaying a plurality of images constructed from facial composite data;
receiving user input comprising at least the selection of one best match facial
image; and S
generating a further plurality of images based on the best match facial image using
a mutation algorithm which generates facial images corresponding to facial (composites
which vary from the ‘facial composite of the best match facial image in dependence on a
random control parameter, and wherein receiving user input comprises receiving a réquest

for increased variation, in response to which the degree of variation is altered.

61. A method as claimed in claim 60, wherein the degree of variation is varied
automatically by the processor in dependence on the number of mutations, and wherein the

user alteration of the degree of variation overrides the automatic degree of variation.

62. A method for generating facial composites, comprising:
in a first processor, processing facial composite data to generate a first plurality of
facial composites for presentation to a user;
using a wireless transmission and reception system to send the facial composite
data to a second processor, implemented as a portable wireless device having a display for
displaying images constructed from facial composite data; and
on the second processor:
constructing facial images from the composite data;
presenting the plurality of facial images to a user;
receiving user input in response to presented images; and
transmitting the user input to the first processor, for subsequent processing

to generate a further plurality of facial composites.

63. A computer program comprising computer program code means adapted to perform

all the steps of any one of claims 32 to 62 when said program is run on a computer.
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64. A computer program as claimed in claim 63 embodied on a computer readable

medium.
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