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ABSTRACT

We have used the ratio of column densities (CDR) derived independently from the 850-
µm continuum JCMT Plane Survey (JPS) and the 13CO/C18O (J = 3→ 2) Heterodyne Inner
Milky Way Plane Survey (CHIMPS) to produce maps of the dense-gas mass fraction (DGMF)
in two slices of the Galactic Plane centred at `= 30◦ and `= 40◦. The observed DGMF is a
metric for the instantaneous clump-formation efficiency (CFE) in the molecular gas. We split
the two fields into velocity components corresponding to the spiral arms that cross them, and
a two-dimensional power-spectrum analysis of the spiral arm DGMF maps reveals a break in
slope at the approximate size scale of molecular clouds. We interpret this as the characteristic
scale of the amplitude of variations in the CFE and a constraint on the dominant mechanism
regulating the CFE and, hence, the star-formation efficiency in CO-traced clouds.

Key words:
Stars: formation – ISM: individual objects: W43 – ISM: kinematics and dynamics – submil-
limetre: ISM

1 INTRODUCTION

Star formation occurs in the densest regions of molecular clouds.
These dense regions, especially at the distances associated with the
Galactic Plane, are known as clumps, with typical radii and masses
of 1.25 pc and 1500 M�, respectively (e.g., Urquhart et al. 2015,
2018). With the star formation occurring within these structures, it
is crucial to understand how they form in and from the more dif-
fuse molecular gas or, at least, the efficiency of the process, and
how that efficiency varies with large-scale and local environment.
This efficiency contributes to the global star-formation efficiency,
the conversion of gas into stars, along with that of the formation of
molecular clouds from neutral gas in the interstellar medium and

? E-mail: D.J. Eden@ljmu.ac.uk

stars from clumps. The Schmidt-Kennicutt relation finds a linear re-
lationship between the star-formation rate and the gas surface den-
sity (Kennicutt 1998); however, the dense gas is a crucial compo-
nent of the star-formation process. The dense-gas abundance corre-
lates with the star-formation rate (e.g. Gao & Solomon 2004; Lada
et al. 2012) and linear correlations between massive-star tracers and
molecular-gas tracers (e.g. LFIR−LCO) imply that dense-gas mass
fractions (DGMF) are constant on average across all extragalactic
systems (Greve et al. 2014).

The dense clumps form due to supersonic turbulence within
molecular clouds. This turbulence fragments the clouds into clumps
(Padoan & Nordlund 2002). The distribution of clump masses is
determined by the velocity power spectrum, with different forms of
collapse or turbulent support giving different clump mass functions
(Klessen & Burkert 2000; Klessen 2000). However, the turbulence
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2 D.J. Eden et al.

probability distribution is intermittent, therefore the efficiency of
clump formation is naturally limited (Padoan & Nordlund 2002).

The DGMF is computed by measuring the amount of the
dense gas with respect to that of the more diffuse molecular gas.
Different methods include measuring dense-gas molecular tracers
such as HCN (Wu et al. 2005) or the sub-millimetre dust contin-
uum compared to the molecular component, such as the J = 1→ 0
transition of CO (Eden et al. 2012, 2013; Battisti & Heyer 2014;
Csengeri et al. 2016).

The clump formation efficiency (CFE) is considered to be
analogous to the DGMF and is inferred from the following equa-
tion:

CFE =
1

Mcloud

∫ t

0

dMdense

dt
dt (1)

where dMdense/dt is the instantaneous dense gas/clump formation
rate. Therefore an elevated CFE either indicates a long time scale
for clump formation (and that the cloud lasts longer than the clumps
within it and continues to form clumps) or a high formation rate.
However, the observed timescale for clump formation is found to
be very short, a few ×105 yr (Mottram et al. 2011; Ginsburg et al.
2012), and the lack of starless clumps in the Galaxy rules out a
long timescale (Ginsburg et al. 2012), with only 12 per cent of AT-
LASGAL clumps found to be quiescent, a ratio that decreases with
clump mass (Urquhart et al. 2018).

In the Milky Way, where individual clumps can be studied, re-
cent progress has found that, on kiloparsec scales, there is very little
variation in the CFE or DGMF. On these scales, the mean value of
CFE/DGMF is found to be∼ 8 per cent (Nguyen Luong et al. 2011;
Eden et al. 2012, 2013; Battisti & Heyer 2014), consistent with the
low efficiency found in simulations (Padoan & Nordlund 2002).
However on much smaller scales there are CFE variations of more
than two orders of magnitude with a lognormal distribution. The
smaller scales correspond to the size and separation of molecular
clouds (Eden et al. 2012), or of molecular clumps in the case of star-
formation efficiency traced by infrared emission (Urquhart et al.
2014a; Eden et al. 2015; Elia et al. 2017). These results imply that
it is the conditions within individual molecular clouds and clumps
that are most important in regulating the star-formation efficiency.
The internal physics within molecular clouds may determine the
form of the mass function of the dense, star-forming clumps within
clouds (e.g Klessen et al. 2007; Urban et al. 2010). It would follow,
therefore, that internal cloud conditions would also determine the
amount of gas converted to dense clumps.

The aims of this project are to map an analogue of the line-of-
sight DGMF or CFE across a significant portion of the inner plane
of the Milky Way, using column-density maps from the JCMT
Plane Survey (JPS: Moore et al. 2015; Eden et al. 2017) and the
13CO/C18O (J = 3→ 2) Heterodyne Inner Milky Way Plane Sur-
vey (CHIMPS; Rigby et al. 2016). These data will be used to de-
termine the dominant or characteristic spatial scale of CFE varia-
tions, thereby constraining the primary regulating mechanism. In
order to do this, we first need to establish our method of estimat-
ing changes in DGMF/CFE from the column-density ratio (CDR),
using the sub-mm continuum as a tracer for dense clumps and CO
J = 3→ 2 more strongly tracing the ambient molecular gas. Having
thus spatially sampled the molecular gas, we then use a 2D power-
spectrum analysis to identify the characteristic scale on which the
ratio of these two quantities varies. Previous studies have applied
this method to investigate the dynamics of the interstellar medium.
These studies use different tracers over different size scales, from

Galactic H I (e.g. Crovisier & Dickey 1983; Green 1993), Galac-
tic molecular gas (e.g. Pingel et al. 2018; Feddersen et al. 2019),
and Galactic dust (e.g. Schlegel et al. 1998) to H I, dust and star-
formation maps in extragalactic systems (e.g. Goldman 2000; Sta-
nimirovic et al. 2000; Elmegreen et al. 2003; Combes et al. 2012).

The paper is organised as follows: the data used is presented
in Section 2, with the observed column density calculations in Sec-
tion 3, and the methods used discussed in Section 4. The simulated
CDR maps, and the discussion of them, are presented in Section 5
with the observed DGMF results in Section 6. A power-spectrum
analysis of the observed maps is produced in Section 7, with a dis-
cussion of the results in Section 8 and Summary and Conclusions
presented in Section 9.

2 DATA

The two areas studied are the `= 30◦ and `= 40◦ fields of the James
Clerk Maxwell Telescope (JCMT) Plane Survey (JPS; Moore
et al. 2015; Eden et al. 2017). These two fields form one third
of the JPS, which mapped 850-µm continuum emission at 14.5-
arcsec resolution, with a pixel-to-pixel rms noise of 29.89 and
27.89 mJy beam−1 for the `= 30◦ and 40◦ fields, respectively. This
corresponds to a mass sensitivity of ∼100 M� at a distance of
20 kpc. The JPS data do not trace structure on large scales, due
to the observing method, and are effectively subject to a high-pass
spatial filter.

The `= 30◦ and `= 40◦ fields are the only sections of the JPS
that lie within the longitude limits of CHIMPS (Rigby et al. 2016)
and so are the only fields used in this study. CHIMPS covers 18
square degrees in the longitude range ` = 28◦− 46◦. The latitude
coverage is |b | ≤ 0.◦5. The CHIMPS data have 15-arcsec angu-
lar resolution, matching that of the JPS, a spectral resolution of
0.5 km s−1, and a median rms of 0.6 K at these resolutions.

The `= 30◦ region contains a significant star-forming region in
W43, which is at a key location in the Galaxy at the near end of the
Long Bar (Nguyen Luong et al. 2011). The `= 40◦ field has multi-
ple spiral arms running across it but is away from the confusion of
the end of the bar.

3 COLUMN DENSITY DETERMINATIONS

3.1 JPS

The JPS column-density maps were produced using temperatures
derived from an adapted version of the PPMAP method (Marsh
et al. 2015), a point process that was applied to the entire Herschel
Galactic Plane Survey (Hi-GAL) data set in the 70–500µm wave-
lengths (Molinari et al. 2010, 2016; Marsh et al. 2017). A full de-
scription of the PPMAP method can be found in Marsh et al. (2015)
and the adaptation to include the JPS 850-µm data will be described
in a later paper (Eden et al., in preparation).

PPMAP is a Bayesian procedure designed for estimating col-
umn densities of diffuse dusty structures in multi-wavelength con-
tinuum data, a key feature being that it predicts line-of-sight vari-
ations in dust temperature, T , and opacity index, β . It does this
by regarding T and β as extra dimensions of the mapping prob-
lem in addition to the usual 2D angular coordinates (Galactic lon-
gitude and latitude, `,b, for example). The original version of the
algorithm (Marsh et al. 2015) yielded 3D image cubes of differ-
ential column density as a function of `, b, and T , but we now
include β as an additional variable (Marsh et al. 2018), enabling

MNRAS 000, 1–20 (2020)
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the generation of 4D hypercubes (`,b,T,β ). This is in contrast to
conventional techniques which typically generate 2D maps of col-
umn density and temperature, assuming that T and β are constant
everywhere along the line of sight (see, for example, Könyves et al.
2010; Peretto et al. 2010; Bernard et al. 2010).

The key inputs to PPMAP are the observed images at a set
of different wavelengths, the corresponding point-spread functions
(PSFs; from Poglitsch et al. 2010; Holland et al. 2013; Griffin et al.
2013), the measurement noise values, and a “dilution" parame-
ter, η , whose purpose is essentially to produce the simplest image
that fits all of the data. PPMAP uses an iterative technique, based
on the Point Process formalism (Marsh et al. 2015), to generate
a density function representing the expectation value of differen-
tial column density, starting from an initially smooth distribution.
The outputs include a 4D hypercube of differential column den-
sity, a corresponding hypercube of uncertainty values, a 2D map of
integrated line-of-sight column density, and 2D maps of density-
weighted mean line-of-sight temperature and opacity index. In ad-
dition to being able to dispense with the “constant line-of-sight T
and β” assumptions, PPMAP has the advantage that it is not neces-
sary to smooth all of the input images to the same spatial resolu-
tion. All observed images are used at their native resolution based
on knowledge of the PSFs, thus providing higher spatial resolution
than is possible with conventional techniques.

For this work, we make use of the column-density-weighted,
line-of-sight mean temperature maps combined with JPS 850-µm
intensities. We do not use the PPMAP column densities as they
contain the extended emission from Planck (Planck Collaboration
et al. 2016) and Hi-GAL, and we are aiming to trace the emission
from the densest structures detected in JPS by making use of the
spatial filtering inherent to SCUBA-2 data (Holland et al. 2013).
This results in suppression of extended emission and therefore a
bias towards steep-gradient and so spatially compact, high-column-
density and, hence, high-volume-density sources. We use the fol-
lowing formula:

NH2 =
Sν ,peak

Bν (Td)κν mHµ
, (2)

where Sν ,peak is the JPS pixel intensity, κν is the mass absorption
coefficient taken to be 0.01 cm2 g−1 (Mitchell et al. 2001) account-
ing for a gas-to-dust ratio of 100, Bν (Td) is the Planck function
evaluated at temperature Td , where Td is the density-weighted mean
dust temperature as derived by PPMAP at that pixel, mH is the mass
of a hydrogen atom, and µ is the mean mass per hydrogen molecule,
taken to be 2.8 (Kauffmann et al. 2008). We filtered the JPS maps
to include only pixels with intensity greater than three times the
pixel-to-pixel rms noise, an approximate column density threshold
of 6× 1020 cm−2.

3.2 CHIMPS

The CHIMPS column-density maps are produced using an approx-
imate local thermodynamic equilibrium (LTE) analysis (e.g. Wil-
son et al. 2013), following the procedure outlined in Rigby et al.
(2019). In brief, after resampling the 12CO J = 3→ 2 CO High-
Resolution Survey (COHRS; Dempsey et al. 2013) observations to
match the CHIMPS pixel grid, excitation temperatures were cal-
culated directly from the COHRS 12CO J = 3→ 2 emission, un-
der the assumption that the emission is optically thick. The optical
depth of 13CO J = 3→ 2 emission was then calculated from the
brightness temperature of 13CO J = 3→ 2 emission measured from

CHIMPS data, by assuming the same excitation temperature, and
thereby the column density of 13CO was calculated. This was con-
verted to column densities of molecular hydrogen by adopting an
abundance ratio of 12CO to 13CO of 50, assuming a source Galac-
tocentric distance of 5.5 kpc (Milam et al. 2005), and an abundance
ratio of 12CO to H2 of 8.5×10−5 (Frerking et al. 1982).

The CHIMPS excitation temperatures and, hence, column
densities are calculated at a resolution of 27.4 arcsec. The
CHIMPS maps are also filtered to include only pixels that have
N(13CO) above 3× 1015 cm−2, which corresponds to N(H2)
above 3× 1021 cm−2 (Frerking et al. 1982; Wilson & Rood 1994).

4 METHODS

As a proxy for the CFE and DGMF (see above), we will use the
ratio of the column densities determined separately from JPS and
CHIMPS data, a quantity we name the column-density ratio (CDR).
Taking the ratio of two column-density distributions (i.e., maps of
N(H2)), if produced from observations with different selection ef-
fects, will yield the distribution of the ratio of the two mass compo-
nents traced in each case, in the form of a running average over the
beam area or, in this case, the 27-arcsec smoothing area required
to calculate the CHIMPS column densities. Since the beam sizes
of JPS and CHIMPS are identical, the smoothing applied to both
surveys is also identical, and thus the CDR is directly equivalent to
a DGMF value measured along each line of sight.

The JPS continuum data, like all SCUBA-2 results, are spa-
tially filtered with a cutoff at 8 arcmin and so preferentially de-
tect compact sources with high column density. They are there-
fore more sensitive to dense, star-forming sources and filaments
and we use them to trace the dense-clump component of the gas.
CHIMPS CO data are not spatially filtered and therefore trace the
ambient large-scale molecular gas component. This approach may
seem counter-intuitive, since the optically thin sub-mm continuum
should trace total column density, while CO J = 3 → 2 emis-
sion has a volume-density threshold related to the critical density
(∼ 104 cm−3). Hence the method, and particularly the choice of
tracers, needs to be tested with the aid of some reference data with
a known spatial density distribution. For this, we use a simulated
molecular cloud, which will be discussed in detail in the follow-
ing section. This process will also provide a calibration for CDR
values derived from the observational data, something that would
be required whatever tracers of total and dense gas were used, if
estimates of the true CDR/DGMF were sought.

Note, however, that our primary aim in this Section is not to
measure the absolute or true CFE or DGMF from the CDR but to
determine how well the chosen tracers of 850-µm continuum and
13CO J = 3→ 2 are estimating the relative values, and so detecting
region-to-region variations. For this, all we need is a well-defined
relationship between the CDR values obtained from the observa-
tional method and the actual values in the reference data. We will
be spatially sampling the CDR in the molecular gas and so will
make no attempt at this stage to make discrete measurements of
‘cloud-integrated’ DGMF. In principle, we should be able to de-
tect correlated variations in CDR on angular scales ranging from
the resolution of the data to the scale of the survey area and in-
fer variations in the line-of-sight DGMF and CFE. Thus we aim to
identify the dominant scale associated with any hypothetical mech-
anism that may be regulating the amount of dense gas present and
hence constrain the mechanism itself.

MNRAS 000, 1–20 (2020)



4 D.J. Eden et al.

Figure 1. A series of maps derived from the simulated cloud of Peñaloza et al. (2017) and Peñaloza et al. (2018). Top left: 13CO column densities calculated
as in the method of Rigby et al. (2019) in units of cm−2. Top right: CDR map derived by simulating the JPS and CHIMPS observations. Bottom left: “true”
line-of-sight DGMF, calculated as the fraction of dense gas along each line of sight. Bottom right: ratio map of the “true” line-of-sight DGMF with the CDR
derived from the simulated observations, the calibration factor.

5 SIMULATED COLUMN-DENSITY RATIO MAPS

The simulated molecular cloud used is that described in Peñaloza
et al. (2017). This cloud model uses an adapted version of the
GADGET-2 code (Springel 2005), modified to include the chemistry
of the formation and destruction of molecular species (Glover &
Clark 2012). The simulations produce synthetic CO observations at
multiple rotational transitions and, to synthesise these observations,
the publicly available RADMC-3D radiative transfer code (Dulle-
mond et al. 2012) is used. A full description of the simulations,
initial conditions, and chemical evolution can be found in Peñaloza
et al. (2017), with the cosmic-ray ionisation rates and initial col-
umn densities and masses in Peñaloza et al. (2018). Cloud GC16-
Z1-G10 is adopted as the test data for this study. The parameter
values of this cloud can be found in Glover & Clark (2016).

5.1 Simulating the observations

The simulated molecular cloud is capable of having all quantities of
interest calculated for each voxel. To simulate the column-density
maps observed by the JCMT in the JPS and CHIMPS data, the
instrumental conditions of SCUBA-2 and HARP needed to be sim-
ulated.

To replicate JPS SCUBA-2 continuum data, the column-
density information in the model cloud was collapsed along one di-
mension and resampled to account for the JPS beam of 14.4 arcsec
(Eden et al. 2017) and the modal distance of 5.5 kpc within the ` =
30◦ field (Russeil et al. 2011; Rigby et al. 2019). To simulate the
filtering of large-scale structure that occurs in SCUBA-2 data (Hol-
land et al. 2013), a version of the same map was smoothed over the
filtering scale of 8 arcmin and subtracted from the original.

MNRAS 000, 1–20 (2020)
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The CHIMPS spectroscopic data were imitated using simu-
lated CO J = 3→ 2 intensity maps in the 12CO and 13CO isotopo-
logues generated from the model molecular cloud with RADMC-
3D. The simulated data were convolved with a Gaussian kernel to
represent the JCMT beam. The two convolved maps were resam-
pled onto larger pixels to match a cloud at 5.5 kpc. These resampled
clouds were then regridded in the spatial and spectral axes to match
the sampling of the respective COHRS and CHIMPS maps. The fi-
nal step in the setup was to add Gaussian noise fields matching the
rms of the COHRS and CHIMPS surveys. The 13CO J = 3→ 2 col-
umn densities were then calculated using the local thermodynamic
equilibrium (LTE) method as described in Rigby et al. (2019). The
result of this LTE analysis is displayed in the top left panel of Fig. 1.

The simulated continuum column-density map was then di-
vided by the simulated CO column-density map, replicating the
method used for the observational data. The result is displayed in
the top right panel of Fig. 1.

5.2 DGMF of the simulations

To create the reference, a “true” CDR map was then produced from
the simulation by integrating twice along the same axis as used
above, once to find the total mass and the second for the dense gas
on each line of sight. The dense-gas threshold was taken to be the
critical density of CO (J = 3→ 2) i.e., 1.6× 104 cm−3 (Schöier
et al. 2005). The value used for this threshold is arbitrary; using a
lower value will increase the measured CDR, as more mass will be
considered dense gas, with a higher threshold having the opposite
effect. There is a similar threshold in the observational data, the
value of which is not well defined and depends on the tracers and
analysis used, but what follows provides a calibration with respect
to the value chosen above.

5.3 Comparison of CDR maps

The previous two subsections have produced two different mea-
sures of the CDR from the reference data, one that mimics the re-
sults obtained from the JPS and CHIMPS surveys, the other giving
the “true” fraction of dense gas along a particular line of sight. The
ratio of these two measures gives us a correction or calibration rela-
tion between the observational method values and the “true" CDR,
as defined by the density threshold adopted. More importantly for
our purposes, the scatter in this relationship defines the precision
of the observational method in detecting the direction and relative
amplitude of variations in CDR.

The result is shown as a map in the bottom-right panel of Fig. 1
and a histogram of the pixel values in this map is displayed in the
left panel of Fig. 2, represented by the blue bars. The modal value
is 1.84, the median 1.44 and a standard deviation of 0.21 dex is
estimated from a Gaussian fit. The total range of values is large
but this is not due to random scatter and is mostly the result of a
functional relationship with the values of the “observational" CDR
derived from the model, about which the scatter is rather small,
as seen in the blue open circles in the right-hand panel of Fig. 2.
A Spearman correlation analysis gives a p-value < 0.001 with a
correlation coefficient of −0.993.

The maps in Fig. 1, namely the 13CO column-density map,
the simulated observed CDR and the calibration factor, were de-
termined from simulated maps of 12CO and 13CO J = 3→ 2. For
comparison purposes, this analysis was repeated using simulated
12CO and 13CO J = 1→ 0 emission derived from the same model

reference data. The results are included, as grey bars and symbols,
in Fig. 2. The modal value of the distribution is 1.12, a median
value of 0.77 and a standard deviation of 0.42 dex. The correlation
coefficient is −0.989, again with a p-value < 0.001.

As we have stated above, the purpose of using a simulated
cloud is not to measure the true DGMF of real molecular clouds,
although this can be done. The aim is to determine how reliable the
CDR produced by the 850-µm continuum and 13CO J = 3→ 2
data is in tracing and detecting spatial variations in the actual
CDR. The fact that the method produces dependable values with
predictable variations and low scatter indicates that we can suc-
cessfully measure relative CDR values and so spatial variations
in line-of-sight DGMF with 13CO J = 3→ 2 tracing the molec-
ular content. The form of the relationship in Fig. 2 is the result of
the choices made in the analysis and much less important than the
strong correlation, which can be used as a correction function, i.e.,
log(correction) = −0.86 log(CDR)− 0.14. For completeness, the
correction function for CO J = 1→ 0 would be log(correction) =
−0.81 log(CDR)−0.15.

The similarity between the distributions of the calibration fac-
tors derived from the two different molecular transitions in Fig. 2
shows that there is no significant advantage to using 13CO J = 1→
0 data over 13CO J = 3→ 2. In fact, a tighter correlation is found
using J = 3→ 2.

Again for reference, the total DGMF (i.e., the integrated
dense-gas mass divided by the total cloud mass) in the simulated
cloud was found to be 0.39 using the observational method while
the “true” value is 0.62. The latter depends on the choice of density
threshold. Using the mean number density of continuum sources
from the Bolocam Galactic Plane Survey, 1.5× 103 cm−3, at a
Galactocentric radius of 4.5 kpc (Dunham et al. 2011) gives an al-
ternative “true” value of 0.92.

Another consequence of these simulated maps is that the rela-
tive densities of the two tracers can also be tested. The map of num-
ber density was “observed” in the same fashion as the SCUBA-2
JPS map, whilst the column-densities derived in the manner of the
CHIMPS observations were converted to number density using the
size of the cloud, and the assumed distance of 5.5 kpc. The mean
density of the simualted JPS map was found to be 9.0× 103 cm−3,
whilst the CHIMPS density was found to be 7.1× 103 cm−3. These
values confirm our hypothesis that the JPS data are tracing denser
material than that of the CHIMPS 13CO J = 3→ 2 data. These
two numbers are fairly similar due to the critical density of CO
J = 3→ 2 and the observational analysis methods, and explain the
high DGMF values found for the cloud, but also demonstrate that
Fig. 2 can be used to calibrate the observed results.

5.4 Summary of the simulated cloud method

The use of the simulations of Peñaloza et al. (2017) have al-
lowed the following conclusions to be drawn regarding our CDR-
determination method:

(i) The CDR values we obtain from the JPS and CHIMPS data
reliably reflect the direction and magnitude of variations in the ac-
tual values in a set of reference data and, therefore, should also
reflect real-world values.

(ii) With the aid of a correction function, we can use the same
data to estimate the absolute value of CDR in the molecular gas.
However, absolute values are dependent on the molecular tracer
used, the details of the observing method and the analysis methods
adopted.
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Figure 2. Left panel: Normalised histogram of the calibration factor map shown in the bottom right panel of Fig.1, represented by the hashed blue bars. The
grey histogram reflects the calibration factor derived from simulations involving 13CO J = 1→ 0. Right panel: calibration factor from the bottom right panel of
Fig.1 and the left panel above, plotted against the simulated observed CDR predicted by the model. The blue open circles and grey squares are from the 13CO
J = 3→ 2 and 13CO J = 1→ 0 simulations, respectively. The solid line is the fit to the 13CO J = 3→ 2 distribution, with the dotted line the least-squares fit
to the 13CO J = 1→ 0 distribution.

(iii) Since the ratio of two column densities that are effectively
mass per beam with the same beam size gives a mass ratio, the
CDR is equivalent to the dense-gas mass fraction, DGMF, along
each line of sight.

(iv) There is no significant disadvantage in using 13CO J = 3→
2 data from the CHIMPS survey to estimate CDR and line-of-sight
DGMF, compared to the traditional J = 1→ 0 transition, and they
additionally provide a factor of ∼2 higher angular resolution than
the currently available 13CO J = 1→ 0 data from the Galactic Ring
Survey (Jackson et al. 2006).

6 COLUMN DENSITY RATIO MAPS

As mentioned above, the CHIMPS column densities were
smoothed to a resolution of 27.4 arcsec during the derivation pro-
cess (Rigby et al. 2019). We have smoothed the JPS column den-
sities to the same angular scale so that this cancels in the ratio,
leaving a direct measure of the mass fraction, averaged over that
scale. The resulting CDR maps are displayed in Fig. 3. Where the
JPS or CHIMPS data are zero, the resulting CDR is zero. These
maps are not corrected using the relationships in Figure 2 and Sec-
tion 5.3. The map dimensions in each plot are the same, 5.◦5× 0.◦5.
However, the CHIMPS survey is not complete in the ` = 30◦ field,
in both longitude and in latitude, due to the mapping configuration
used. Details of the latter can be found in Rigby et al. (2016).

In the ` = 30◦ field, one enhancement in CDR is coincident
with the inner part of the W43 star-forming region, found at a lon-
gitude of `' 30.◦8. Another is associated with a filament located at
a longitude of ∼ ` = 32◦ and has a CDR of ∼ 0.125, with a cen-
tral peak comparable to the W43 value. A YSO identified by the
ATLASGAL survey Urquhart et al. (2018) at `' 28.◦6 is the most
extended region with a CDR greater than 0.50.

The background level of the column-density ratio in the ` =
40◦ field appears to be consistent with that in the ` = 30◦ field. The
most significant structures found within this field are the filament

highlighted in Rigby et al. (2016) at ` ' 37.◦5 and two other lo-
cal increases associated with JPS continuum sources. These have
CDRs with peaks of 0.40 coincident with an ATLASGAL source
(` = 39.◦2; Urquhart et al. 2014b) and a high-mass star-forming re-
gion (` = 38.◦9; Urquhart et al. 2018). Maps of these regions, and
those mentioned in the paragraph above, are found in Fig. A1 in
Appendix A.
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7 POWER SPECTRUM ANALYSIS

7.1 Power Spectrum Production

Power spectra derived from maps of interstellar-medium tracers are
often used to investigate the characteristics of ISM turbulence. The
turbulent nature of the interstellar medium imprints itself within
the tracers in the forms of density and velocity fluctuations. The
shape of the power spectrum can reveal the scale at which the tur-
bulence is injected (Kowal & Lazarian 2007) and the evolution of
the molecular clouds and gas (Burkhart et al. 2015), with clouds
containing star formation showing an altered power spectrum (Fed-
errath & Klessen 2013). Such studies analyse the power spectra of
density and column-density maps over a number of velocity chan-
nels. Here we will be using these techniques to analyse the CDR
spatial variations to identify the dominant or characteristic scale at
which the variations occur, thus constraining the scale and, hence,
the nature of the mechanisms that may be regulating the CDR, and
thus the line-of-sight DGMF and, with the assumptions described
in Section 1, the spatial variations in CFE.

The two-dimensional power spectrum of the CDR was pro-
duced by running a Fast Fourier Transform on each map in Fig. 3.
To avoid boundary conditions, the maps need to be symmetrical in
both the x and y directions, i.e., square, and to be continuous at the
boundary. To ensure this, a border of zeroes is added such that, if
the length of the map is m, then the total with zeroes added is 2m
(Tahani et al., in preparation). This is to ensure that the images wrap
around with no “edge”. A similar approach is taken by Ossenkopf
et al. (2008) using the ∆-variance method.

The two-dimensional power spectrum image is centred so that
the central pixel contains the power for the whole image, and can be
considered to be k = 0 (the wavenumber), or n = 1, where n is the
number of wavelengths or segments across the image. An example
is given in Fig. 4, being the two-dimensional power spectrum of the
CDR map of the ` = 30◦ field shown in Fig. 3.

To convert the two-dimensional power-spectrum image into
a 1-D power spectrum P(k), the values of power are calculated
in concentric radii outwards from the centre, with the power de-
termined by the mean of the square of every value to fall within
nn−0.5 and nn+0.5. As a result, small k covers larger scales, whereas
the higher values of k indicate smaller spatial scales. This is as
explained in Combes et al. (2012). The highest value of k probed
corresponds to the angular resolution of the column density maps,
27 arcsec.

7.2 Power spectra of CDR maps

The power spectra of the CDR maps are shown in Fig. 5. Two
power-law slopes have been fitted to each, one to the low-k regime,
one to the high-k regime. The break between the two power laws,
the characteristic scale of the CDR, and thus the DGMF or CFE
mechanism, was determined by least-squares fitting for each range
of k above n = 28, with the break selection occurring where the
sum of the χ2 values was minimised. A series of tests were per-
formed to ensure that the location of the break was not influenced
by data artefacts, as described in Appendix B. The rise in the power
spectra observed at the lowest values of k is due to the shape of the
input map and sets the fitting range of k above n = 28, where the
power spectrum becomes dominated by the shape of the underlying
astronomical map, i.e. the rectangles displayed in Fig. 3..

We have indicated the break between the power laws with a
vertical line in Fig. 5. The corresponding k value is converted to

a physical scale using the modal distance within each field, i.e.,
5.50 kpc for `= 30◦ (Russeil et al. 2011; Rigby et al. 2019) and
8.51 kpc for `= 40◦ (Rigby et al. 2019). The break in the power
spectrum of the `= 30◦ DGMF map is thus found at an angu-
lar scale of 4.86 arcmin, which corresponds to a physical scale of
7.78 pc. In the `= 40◦ field, the break was found at 6.13 arcmin, or
15.16 pc. The values of the fitted power-law exponents, break scales
and the median cloud radii in each observed field are displayed in
Table 1. The range of possible break scales are also displayed. This
range was calculated from the gradients of the fitted power law. The
upper limit is the lowest value of k, or largest size scale, where the
gradient of the power law fit to the small scale is within 1 sigma of
the gradient at the chosen break scale. The lower limit represents
the k value, converted to physical size, of the highest value of k
where the large scale power law gradient is within 1 sigma of the
break-scale larger scale gradient.

These ranges were calculated as the range of k, and therefore
size, where both the large and small-scale power-law fits are con-
sistent with the values listed in Table 1.

7.3 CDR maps of individual spiral arms

To further refine the comparison between the power spectrum and
the cloud scale, we have split the CDR maps into components cor-
responding to the individual spiral arms that run across the two
fields. To produce these maps, the CO-derived column-density data
were separated into velocity ranges and collapsed along the ve-
locity axes. These maps were then used as a mask, and any JPS
emission that lined up with that spiral arm mask was attributed to
that spiral arm. The `= 30◦ field was split into three spiral arms:
Scutum–Centaurus, Sagittarius and Perseus. The `= 40◦ field con-
tained the Sagittarius and Perseus arms. The velocities were iden-
tified from the extent of the arms in the longitude-velocity diagram
of Rigby et al. (2016), which uses the spiral-arm model of Taylor &
Cordes (1993). The ranges identified were 70–110 km s−1 for the
`= 30◦ Scutum–Centaurus arm, 30–60 km s−1 for the `= 30◦ Sagit-
tarius arm, 5–20 km s−1 for the `= 30◦ Perseus arm, 30–70 km s−1

for the `= 40◦ Sagittarius arm, and 5–20 km s−1 for the `= 40◦

Perseus arm. The results are shown in Fig. 6.
The power-spectrum analysis was repeated on each of these

five maps, with the distance to each arm taken as the output from
the Bayesian-distance calculator of Reid et al. (2016) at the cen-
tral position in (`,b,V ) of each arm segment. These were 4.88 kpc,
11.5 kpc, and 13.4 kpc for the `= 30◦ Scutum–Centaurus, Sagit-
tarius, and Perseus arms, respectively. The `= 40◦ Sagittarius and
Perseus arms were assigned distances of 9.60 kpc and 12.0 kpc,
respectively. The power spectra of these five maps are shown in
Fig. 7.

The individual spiral arms were found to have breaks be-
tween the two power laws at physical scales of 3.72 pc, 15.8 pc,
10.1 pc, 7.20 pc, and 10.5 pc for the `= 30◦ Scutum–Centaurus,
`= 30◦ Sagittarius, `= 30◦ Perseus, `= 40◦ Sagittarius, and `= 40◦

Perseus arms, respectively.

8 DISCUSSION

8.1 Scales of clump formation

The power spectra of the total fields in Fig. 5 and of the individual
arm components in Fig. 7 display no features that can be related to
the large-scale structure of the Milky Way spiral arms, due to the
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Table 1. The power-law slopes and break points for the power spectra in the CDR maps, the total fields and the spiral arms in each field. The large-scale
power-law slopes are those fitted above the breaks (low n) and vice versa. The median cloud radii are from the catalogues derived from the CHIMPS (Rigby
et al. 2019) and GRS (Roman-Duval et al. 2009) surveys.

Field Spiral Arm Assumed Break Break Break Median CHIMPS Median GRS Power Law Power Law
Distance Range Clump Radii Cloud Radii Large Scale Small Scale

(kpc) (pc) (pc) (arcmin) (pc) (pc)

`= 30◦ Total 5.50 7.78 5.74 – 11.5 4.86 1.77 10.1 −0.80±0.22 −1.91±0.23
Scutum–Centaurus 4.88 3.72 3.65 – 4.27 2.62 1.70 11.9 −1.04±0.27 −2.29±0.33
Sagittarius 11.52 15.8 13.8 – 19.8 4.72 3.38 12.8 −1.32±0.24 −1.85±0.24
Perseus 13.41 10.1 9.48 – 12.2 2.58 3.74 9.10 −1.12±0.29 −1.93±0.35

`= 40◦ Total 8.51 15.2 14.0 – 17.8 6.13 2.32 7.30 −0.84±0.25 −1.88±0.21
Sagittarius 9.60 7.20 6.42 – 9.05 2.58 2.76 16.0 −1.06±0.29 −2.36±0.35
Perseus 11.99 10.5 9.68 – 12.0 3.01 2.76 7.80 −0.97±0.23 −2.11±0.33

−7

−6

−5

−4

Figure 4. Two-dimensional power spectrum image for the CDR map in the
` = 30◦ field. The units of the map are arbitrary.

limited size of the maps. However, breaks are found at scales sim-
ilar to those of the molecular clouds identified in CHIMPS (Rigby
et al. 2019) and the GRS (Roman-Duval et al. 2009). By consid-
ering the individual spiral arms, the breaks occur at a size scale
of 2.19, 4.67, 2.70, 2.61, and 3.80 × the median cloud radii for
the `= 30◦ Scutum–Centaurus, `= 30◦ Sagittarius, `= 30◦ Perseus,
`= 40◦ Sagittarius, and `= 40◦ Perseus arms, respectively for the
CHIMPS clouds. With regards to the GRS clouds, the breaks oc-
cur at a size scale of 0.31, 1.23, 1.11, 0.45, 1.35 × the median
cloud radii for the five spiral arm samples, respectively. The sizes
of the GRS clouds are somewhat more in line with the scales of
the breaks, indicating that the scale of clump formation may be
better traced by the J = 1→ 0 emission, which detects less dense
and, hence, a larger fraction of the molecular gas. The intermediate
J = 2→ 1 survey of SEDIGISM (Schuller et al. 2017), although
not observing these regions, finds a median cloud radius of 2.38 pc
(Duarte-Cabral et al., in prep). These cloud scales are more similar
to those of CHIMPS than the GRS, with the clouds in CHIMPS
more resembling clumps (Rigby et al. 2019).

As the CDR is analogous to the instantaneous CFE, any vari-
ations in the measured CDR would reflect fluctuations in CFE. As

indicated in Equation 1, any change in CFE is most likely to be due
to an altered clump formation rate, rather than a change in clump
formation timescale (Eden et al. 2012; Urquhart et al. 2018). Due
to this relationship, we will assume that the CDR maps in Figs. 3
& 6 display the CFE.

Previous studies have found no evidence of CFE increases
linked to Galactic structure (Eden et al. 2012, 2013), however CFE
increases are found to be linked to local feedback sources (Poly-
chroni et al. 2012), with increased star-formation activity caused
by these sources of feedback (Thompson et al. 2012; Kendrew
et al. 2012; Palmeirim et al. 2017). Other power-spectrum work has
found that, in extragalactic systems, the break in the power spec-
trum of the continuum emission is found to be coincident with the
Jeans’ length (Elmegreen et al. 2003), with any star-forming re-
gions separated by greater than the break scale having no impact
on each other. Elmegreen et al. (2003) noted that this break was
also comparable to the scale height in the Galactic disc. The scale
height for high-mass stars, and therefore high-mass clumps, in the
Milky Way is 30 pc (e.g. Urquhart et al. 2014a, 2018), although no
signature is found at these scales in the power spectra here. A sim-
ilar result was found for the H I distribution in the Galaxy (Khalil
et al. 2006).

Combining these results, we can expect the characteristic scale
of variations in CFE to be on the cloud scale. Previous studies
have found that the power spectra of turbulence is of a power-law
form with variations linked to cloud environment (e.g. Kolmogorov
1941; Lazarian & Pogosyan 2004; Kowal & Lazarian 2007; Collins
et al. 2012). In these analyses, based on velocity and density data, a
departure from a single power-law in the form of a break indicates
the scale at which the turbulence is injected into a system, such
as the plane thickness at ∼100 pcs (e.g. Elmegreen et al. 2003) or
at which it dissipates (Hennebelle & Falgarone 2012). However,
dissipation occurs at milliparsec scales (Miville-Deschênes et al.
2016) and the angular resolutions to detect this are too low for the
JCMT. By analogy, the breaks we detect correspond to the char-
acteristic scale of the mechanisms responsible for the formation
of dense clumps and for regulating the efficiency of that process.
This scale corresponds closely to the cloud size scale and so im-
plicates intra-cloud turbulence and cloud formation mechanisms or
initial conditions as the most likely agents determining the CFE
and, hence, the star-formation efficiency in the molecular gas.
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Figure 5. The power spectra of the CDR maps in the `= 30◦ (left panel) and `= 40◦ (right panel) fields. The dashed red lines represent the power-law fits to
the high k and low k regimes in the spectrum. The vertical dotted line indicates the break between the two power-law fits.

8.2 Star formation across different spiral arms

By splitting the CFE maps into the individual spiral arms, some of
the line-of-sight ambiguities of scale are removed. The source ex-
traction method of Rigby et al. (2019) was repeated on the column-
density maps of the five spiral arms in Fig. 6 using the FELL-
WALKER algorithm (FW; Berry 2015). The masks produced by
FW were then applied to the CFE maps and the pixels associated
with each clump extracted. If a FW source has more than 10 pixels
in a CFE map, it was counted, following the source size thresh-
olds of Rigby et al. (2019). This extraction resulted in a total of
1619 molecular clouds with recorded CFEs. The breakdown of
these molecular clouds is as follows: 960 in the `= 30◦ Scutum–
Centaurus arm; 209 in the `= 30◦ Sagittarius arm; 15 in the `= 30◦

Perseus arm; 366 in the `= 40◦ Sagittarius arm; and 69 in the
`= 40◦ Perseus arm. By combining the common spiral arms, we
find 575 and 84 molecular clouds with CFE values in the Sagittar-
ius and Perseus spiral arms, respectively.

The mean CFE of each cloud was corrected using the rela-
tionship in Section 5.3. The distribution of the corrected mean CFE
within each of molecular clouds is shown in Fig. 8. Shapiro–Wilk
and Anderson–Darling tests find that they are consistent with a log-
normal distribution. As the samples can be considered lognormal,
a Gaussian fit was performed on these samples, with the mean and
standard deviation values given in Table 2. The mean and median
values from the data are also given in Table 2. The means are sig-
nificantly different from each other, but, the size of the bins are
smaller than the errors on these means. Using the standard devia-
tions, and the medians, we are not able to distinguish between these
samples.

The Gaussian fit mean values correspond to CFEs of ∼ 40,
41, and 46 per cent, for the Scutum–Centaurus, Sagittarius, and
Perseus spiral arms, respectively. The absolute values of CFE found
here are different to those in Eden et al. (2012), Eden et al. (2013),
and Urquhart et al. (2020), however, the trend between the different
spiral arms is the same. These higher values are likely to be due
to the choice of density threshold as the 13CO J = 3→ 2 critical
density. By using this as the threshold, both elements of the CFE
ratio have the same threshold in the model, pushing the predictions

closer to unity. The variations from cloud to cloud are much greater
than the averages over larger scales, a result seen in Eden et al.
(2015). This is a result of the central-limit theorem, with a well
defined mean over a large sample.

The SFE of each spiral-arm segment can also be estimated
using the power spectra of the column-density maps, as displayed
in Fig. B3, and the models of Federrath & Klessen (2013). These
models predict the SFE from the index of the density spectrum,
which can be derived from the column-density power spectrum as
α = β +1 where α is the index of the density power spectrum and
β is the index of the column-density power spectrum as the star
formation alters the density field. The indices for each spiral-arm
segment are found in Table B1. We choose the models with a Mach
number of 3 as these models were the best match for CHIMPS
clouds that have a mean Mach number of 5.6 (Rigby et al. 2019).
We find upper limits for the predicted SFEs in a solenoidal turbu-
lent cloud of 0.28 per cent, 0.82 per cent, 1.62 per cent, 1.73 per
cent, and 2.59 per cent for the `= 30◦ Scutum–Centaurus, `= 30◦

Sagittarius, `= 30◦ Perseus, `= 40◦ Sagittarius, and `= 40◦ Perseus
arms, respectively. The compressive turbulence model gives SFEs
of 2.48 per cent, 3.16 per cent, 4.18 per cent, 4.33 per cent, and
5.51 per cent, respectively.

This trend in the predicted SFEs follows that of the measured
CFE, in that the Perseus arm is found to be the most efficient at
forming stars. This is consistent with the results of Eden et al.
(2015), who found an increased ratio of L/M, a proxy of SFE (e.g.
Moore et al. 2012; Eden et al. 2015, 2018), in the Perseus arm com-
pared to the Scutum–Centaurus and Sagittarius spiral arms. How-
ever, this was found to be due to distinctly different time gradi-
ents for star formation across the spiral arms, with the Perseus star
formation at a more advanced stage. If the star formation in the
Perseus arm is at a more advanced stage, it is sensible that the SFE
would be higher, especially as the SFE is defined as the ratio of
stellar mass to molecular cloud mass. This is further evidence that
the physics within molecular clouds is the most important regulator
of the star-formation process since on scales larger than individual
molecular arms, there is no evidence of any difference between the
spiral arms.
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Figure 6. The CDR maps of the individual spiral arms within the `= 30◦ and `= 40◦ fields. In order, they are the Scutum–Centaurus, Sagittarius, and Perseus
arms of the `= 30◦ field, and the `= 40◦ field Sagittarius and Perseus arms.
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Figure 7. The power spectra of the CDR maps in the individual spiral arms within the `= 30◦ and `= 40◦ fields. The overplotted lines are as described in
Fig. 5. Top: `= 30◦ Scutum–Centaurus and `= 30◦ Sagittarius. Middle: `= 30◦ Perseus and `= 40◦ Sagittarius. Bottom: `= 40◦ Perseus.
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Table 2. CFE statistics of the molecular clouds within each spiral arm. The Gaussian mean and standard deviations are derived from the Gaussian fit to the
distributions in Fig. 8, whereas the data mean and median are derived directly from the sample. All values are logarithmic.

Spiral Gaussian Gaussian Data Data
Arm Mean Standard Mean Median

Deviation

Scutum–Centaurus −0.401± 0.001 0.042 −0.402± 0.001 −0.403± 0.027
Sagittarius −0.382± 0.002 0.048 −0.378± 0.002 −0.383± 0.032
Perseus −0.335± 0.004 0.039 −0.334± 0.005 −0.330± 0.029
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Figure 8. Distribution of mean CFEs for the individual molecular clouds
within the Scutum–Centaurus spiral arm (grey), Sagittarius spiral arm (red),
and the Perseus spiral arm (blue).

9 SUMMARY AND CONCLUSIONS

We have produced maps of the ratio of column density from
the JCMT Plane Survey (JPS; Eden et al. 2017) and 13CO/C18O
(J = 3→ 2) Heterodyne Inner Milky Way Plane Survey (CHIMPS;
Rigby et al. 2016, 2019), analogous to the clump-formation effi-
ciency (CFE), and dense-gas mass fraction (DGMF), in two fields
of the plane of the Milky Way centred at `= 30◦ and `= 40◦. We
confirmed that the ratio of 850-µm emission-derived column den-
sity to 13CO J = 3→ 2 column density was tracing the DGMF
by using the simulated molecular clouds of Peñaloza et al. (2017,
2018) to imitate the JPS and CHIMPS observations, and to deter-
mine the “true” DGMF. The ratio of these two methods has a very
defined mean, and the two methods are well correlated.

We performed a power-spectrum analysis of these maps, and
found breaks at size scales of 7.8 pc and 15.2 pc in `= 30◦ and
`= 40◦ fields respectively. We split the two fields into the indi-
vidual spiral arms that run across each field, and found breaks
at size scales of 3.7 pc, 15.8 pc, 10.1 pc, 7.2 pc, and 10.5 pc for
the `= 30◦ Scutum–Centaurus, `= 30◦ Sagittarius, `= 30◦ Perseus,
`= 40◦ Sagittarius, `= 40◦ Perseus spiral arms, respectively. The
breaks in the spectra are determined to be the characteristic scale of
CFE variations. This corresponds to the molecular-cloud scale. The
power spectra of turbulent environments are in the form of a power
law, and breaks indicate the scale at which turbulence is injected
into a system. By corresponding to this scale, we can confirm that

the largest variations in CFE, and star-formation efficiency, occur
from cloud-to-cloud.

We extracted the DGMF/CFE of each molecular cloud within
each individual spiral arm and find that the distributions for the in-
dividual spiral arms are consistent with a lognormal distribution.
The three arms (Scutum–Centaurus, Sagittarius, and Perseus) had
mean CFE values of 40, 41, and 46 per cent, respectively. The
power spectra of the 13CO CHIMPS column-density maps were
compared with the simulations of Federrath & Klessen (2013), and
star-formation efficiency values were found for the spiral-arm seg-
ments to range from 0.28 – 2.59 per cent for solenoidal-turbulence
dominated systems, and 2.48– 5.81 per cent for compressive turbu-
lent systems. These trends are consistent with previous work (e.g.
Eden et al. 2015) and validate the use of the L/M ratio as a proxy
for star formation.
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APPENDIX A: CDR OF INDIVIDUAL REGIONS

The CDR maps of individual regions within the `= 30◦ and `= 40◦

fields are displayed in Fig. A1. These represent regions in which
the CDR is elevated over the background level within each field.

A1 `= 30◦ regions

A1.1 W43 star-forming region

W43 is one of the most prominent star-forming regions in the Milky
Way. It is located at the near end of the Galactic Long Bar (Nguyen
Luong et al. 2011) and contains a massive amount of gas and dust
M ∼ 6.5 × 106 (Nguyen Luong et al. 2011). The region is com-
monly referred to as a mini-starburst system due to the amount of
star-forming material available and the predicted high future star-
formation rate (Motte et al. 2003). However, the global CFE and
SFE of the region is found to be consistent with the rest of the
Galaxy (Eden et al. 2012, 2015).

The individual sources of the W43 star-forming region do,
though, show some variation in CDR, with the highest CDR region
corresponding to the location of the UCH II region G30.667−0.209
(e.g. Bally et al. 2010), and a local CFE peak found by Eden et al.
(2012).

A1.2 ` = 32◦ filament

A filament located at a longitude of ∼ ` = 32◦ shows a CDR of
∼ 0.125, with a central peak comparable to the W43 value. This
filament is as identified by Battersby & Bally (2014), is likened to
the giant molecular filaments described by Ragan et al. (2014) with
which it has a consistent CDR. It is also the site of an IRDC, which
is determined to be above the threshold mass for high-mass star
formation (Zhou et al. 2019).

A1.3 ` = 29◦ massive YSO

The most extended region with a CDR greater than 0.50 is found
at a longitude of ` = 28.◦6 and latitude of b = −0.◦22. This region
contains three ATLASGAL sources, one classed as protostellar and
two as quiescent via SED fitting (König et al. 2017), with those
sources that were mid-IR weak but far-IR bright considered to be
in the early stages of star formation (Urquhart et al. 2018). The two
quiescent sources had no evidence of 70-µm emission, the presence
of which is often used as a signpost for ongoing star formation (e.g.
Ragan et al. 2012; Traficante et al. 2015).

A2 `= 40◦ regions

A2.1 ` = 37◦ filament

A filament identified in the CHIMPS survey located at a longitude
of∼ ` = 37.◦5 (Rigby et al. 2016) is found to have an elevated CDR.
Across its 20-pc length (Li et al. 2016), the mean CDR is ∼ 0.12,
with a peak of 0.25 at the western end. This peak corresponds to
the position of a H II region (Johnston et al. 2009).

A2.2 ` = 39◦ ATLASGAL source

A peak CDR of∼ 0.35-0.40 is found at a longitude of ` = 39.◦2 and
corresponds to three ATLASGAL clumps, each classed as mid-IR
bright and so assumed to be housing a YSO (König et al. 2017).

These ATLASGAL clumps have L/M values below the median for
the entire ATLASGAL survey and those clumps housing at least
one YSO (Urquhart et al. 2018), therefore these clumps are rela-
tively cool and be at an early-stage of evolution.

A2.3 ` = 39◦ massive star-forming region

The elevated CDR at a longitude of∼ ` = 38.◦9 is coincident with a
cluster of eight ATLASGAL clumps (Urquhart et al. 2018) consist-
ing of one protostellar source, five YSOs and two sites of massive-
star formation containing luminous YSOs from the RMS survey
(Urquhart et al. 2014a).

APPENDIX B: POWER SPECTRUM TESTS

The CDR maps make use of multiple data sets and two column den-
sity maps. Therefore, any power spectrum produced from these data
and column density maps could include artefacts and features that
may introduce breaks in the DGMF maps. To test this, we have run
the same power-spectrum analysis on these maps to search for char-
acteristic scales in the input data and so rule out spurious breaks.

B1 Column Density Maps

The column-density maps of both the JPS and CHIMPS data are the
direct input into the CDR calculations. The JPS column densities
are produced using the PPMAP-derived temperatures and the JPS
data. The JPS data are thresholded to include only emission above
3 σ, whereas the CHIMPS column-density maps only include val-
ues above 3× 1021 cm−2. These two limits cause the white space
within the CDR maps seen in Figs 3 and 6. One potential source of
the break in the maps is their sparse nature. If this is responsible for
the breaks, similar features should also be present in the column-
density map power spectra. The power spectra of the JPS maps are
shown in Fig. B1 and those of the CHIMPS data in Fig. B2. The
break scale for the spectrum, along with the corresponding CDR
break scale is displayed on each figure. The break scales found for
the four maps are 3.84 pc and 3.36 pc for the JPS and CHIMPS
column-density maps, respectively, in the `= 30◦ field, and 3.91 pc
and 6.85 pc in the `= 40◦ field. These are compared to the CDR
break scales of 7.78 pc and 15.2 pc. These break scales and the fits
to the power laws are displayed in Table B1.

We also tested the velocity slices used to produce the individ-
ual spiral-arm CDR power spectra. These CHIMPS column-density
power spectra are displayed in Fig. B3. These maps, other than the
`= 30◦ Scutum–Centaurus spiral arm, are very sparsely populated.
However, as with the total field power spectra, the breaks are not
coincident with those in the CDR power spectra. The breaks are
found at scales of 3.97 pc, 9.32 pc, 14.6 pc, 13.2 pc, and 16.5 pc for
the `= 30◦ Scutum–Centaurus, `= 30◦ Sagittarius, `= 30◦ Perseus,
`= 40◦ Sagittarius, and `= 40◦ Perseus arms, respectively, com-
pared to the breaks in the CDR power spectra of 3.72 pc, 15.8 pc,
10.1 pc, 7.20 pc, and 10.5 pc.

The shapes of the power spectra in Fig. B3 are markedly dif-
ferent to those of the total field column density maps. The shape of
these are consistent with isolated star-forming turbulent material,
such as the simulations of (Federrath & Klessen 2013).

The corresponding JPS power spectra are displayed in Fig. B4.
The breaks are not coincident to the breaks in the CDR power spec-
tra with breaks at 2.78 pc, 7.00 pc, 6.40 pc, 3.91 pc, and 9.17 pc for
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Figure A1. CDR maps of elevated regions within the `= 30◦ and `= 40◦ fields. Top row: the W43 star-forming region and a giant filament containing an IRDC,
in the left and right panel, respectively. Middle row: a star-forming clump from ATLASGAL and the molecular filament identified by Rigby et al. (2016), in
the left and right panel, respectively. Bottom row: an ATLASGAL clump and an ATLASGAL cluster containing signatures of massive star formation, in the
left and right panel, respectively.

the `= 30◦ Scutum–Centaurus, `= 30◦ Sagittarius, `= 30◦ Perseus,
`= 40◦ Sagittarius, and `= 40◦ Perseus arms, respectively.

B2 Data

As the JPS column-density maps were made by scaling the data
by the PPMAP temperatures, the original data also needs to be in-
vestigated. The power spectra are shown in Fig. B5. As with the
column-density maps, the break scale in the spectrum, along with
the corresponding CDR break scale, is displayed on each figure.
The breaks in these spectra occur at size scales that do not corre-
spond to the CDR breaks, with sizes of 1.81 pc and 2.60 pc in the
`= 30◦ and `= 40◦ fields, respectively, compared to the 7.78 pc and
15.2 pc breaks in the CDR maps. These breaks are included in Ta-
ble B1.

There are other features in the JPS data that may also be
present in the power spectra, that would cause the breaks. The JPS
fields were constructed as a series of pong3600 maps, which have
a diameter of 1 degree (Bintley et al. 2014). At the distances as-
sumed for the `= 30◦ and `= 40◦ fields, this would refer to a size
scale of 96 pc and 148 pc. The second scale that could be reflected
in the power spectra is the large-scale filtering by SCUBA-2, which
occurs at 8 arcmin (Chapin et al. 2013). This is also not coincident

with either the break of the CDR power spectra, or that of the JPS
data.

The CHIMPS maps are not subject to the spatial filtering of
the JPS data and so would not be expected to show any signatures
that would be reflected in the CDR distributions, other than the size
of the individual component map elements employed in the survey
of 22 arcmins (Rigby et al. 2016). However, since the breaks in
the CFE maps do not occur near 22 arcmins (4.86 arcmins and 6.13
arcmins, respectively), this scale is not reflected in the CDR spectra.
Other features within the data, such as the pixel scale and beam size
(14.5 arcsec) are below the lowest scales probed, and lie at higher
values of k.

The power spectra of the data can indicate the nature of the
turbulence that is injected into a system. The CHIMPS intensity
data have slopes of −3.05 ± 0.14 and −1.79 ± 0.11 in the `= 30◦

and `= 40◦ fields, respectively. Following the advice of Lazar-
ian & Pogosyan (2000), the three-dimensional density field can
be inferred if the velocity dispersions are smaller than the width
of the integration. Since the smallest integration occurring in this
study is 15 km s−1, and the largest velocity dispersion found in
the CHIMPS survey is less than 5 km s−1 (Rigby et al. 2019), we
can assume that this applies here. It is found that the integrated-
intensity power spectra have a universal slope of −3 in optically
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Figure B1. The power spectra of the JPS column-density maps in the `= 30◦ (left panel) and `= 40◦ (right panel) fields. The dashed red lines represent the
power-law fits to the high k and low k regimes in the spectrum. The vertical dotted line indicates the break between the two power-law fits, whereas the dash-dot
line represents the break in the CDR power spectrum.
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Figure B2. Same as Fig. B1 but the power spectra of the CHIMPS column density maps.

thick media (Lazarian & Pogosyan 2004; Burkhart et al. 2013).
The value for the `= 30◦ slope is consistent with −3, suggest-
ing that the data are subject to optical-depth issues, which are in-
dependent of Mach number. However, this is surprising in 13CO
J = 3→ 2 emission, which is thought to be optically thin (Rigby
et al. 2019). If it is not subject to these effects, the power spectrum
has a slope that is somewhat shallower than Kolmogorov turbu-
lence (Kolmogorov 1941), which would have an index of −11/3,
and this is consistent with the Mach numbers found in the CHIMPS
data, which are greater than 1 in all sources (Rigby et al. 2019)
and would indicate that the clouds are supersonic but without self-
gravity. Burkhart et al. (2013) find that a slope of −3 is consis-
tent with sub-Alfvénic turbulence. The `= 40◦ field slope is signif-
icantly shallower than Kolmogorov turbulence. The shallower the
slope becomes, the more gravity takes over in the supersonic struc-

tures (e.g. Collins et al. 2012; Burkhart et al. 2015), which would
resemble the sparse nature of the field, which resembles individual,
isolated, self-gravitating clouds.

Within the JPS data, slopes are found of −3.04 ± 0.28 and
−3.16 ± 0.28. These values are consistent with the predictions of
Padoan et al. (1997) and Burkhart et al. (2015) for the power laws
that would be found in dust-continuum images of self-gravitating,
supersonic turbulence.

B3 Noise Maps

Feddersen et al. (2019) warned against interpreting the power spec-
tra of molecular gas without first looking at the noise spectrum. In
the `= 40◦ field, emission-free channels are found from 90 – 110
km s−1 and this range was collapsed to produce a noise image. The
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Figure B3. The power spectra of the CHIMPS column-density maps in the individual spiral arms within the `= 30◦ and `= 40◦ fields. The overplotted lines
are as described in Fig. B1. Top: `= 30◦ Scutum–Centaurus and `= 30◦ Sagittarius. Middle: `= 30◦ Perseus and `= 40◦ Sagittarius. Bottom: `= 40◦ Perseus.
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Figure B4. The power spectra of the JPS column-density maps in the individual spiral arms within the `= 30◦ and `= 40◦ fields. The overplotted lines are as
described in Fig. B1. Top: `= 30◦ Scutum–Centaurus and `= 30◦ Sagittarius. Middle: `= 30◦ Perseus and `= 40◦ Sagittarius. Bottom: `= 40◦ Perseus.
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Table B1. The power-law slopes and break points for the power spectra in the tests. the total fields and the spiral arms in each field. The large-scale power-law
slopes represent the larger physical scales and the lowest values of n, whilst the small-scale power scales represent the inverse.

Field Data Set Break Break CDR CDR Break Power Law Power Law
(pc) Range (pc) Break (pc) Range (pc) Large Scale Small Scale

`= 30◦ JPS Column Density 3.84 3.21 – 3.49 7.78 5.74 – 11.5 −0.92±0.28 −2.16±0.25
`= 40◦ JPS Column Density 3.91 3.78 – 3.98 15.2 14.0 – 17.8 −1.04±0.12 −3.22±0.09

`= 30◦ CHIMPS Column Density 3.36 3.30 – 3.47 7.78 5.74 – 11.5 −2.25±0.25 −3.79±0.27
`= 40◦ CHIMPS Column Density 6.85 6.16 – 7.76 15.2 14.0 – 17.8 −1.25±0.25 −2.75±0.22

`= 30◦ CHIMPS CD Scutum–Centaurus 3.97 3.07 – 3.43 3.72 3.65 – 4.27 −2.18±0.27 −1.15±0.24
`= 30◦ CHIMPS CD Sagittarius 9.32 8.28 – 10.7 15.8 13.8 – 19.8 −1.98±0.27 −1.04±0.24
`= 30◦ CHIMPS CD Perseus 14.6 12.8 – 16.3 10.1 9.48 – 12.2 −1.93±0.23 −0.89±0.20
`= 40◦ CHIMPS CD Sagittarius 13.2 9.38 – 13.6 7.20 6.42 – 9.05 −2.28±0.30 −0.87±0.28
`= 40◦ CHIMPS CD Perseus 16.5 12.1 – 17.2 10.5 9.68 – 12.0 −2.01±0.29 −0.77±0.36

`= 30◦ JPS CD Scutum–Centaurus 2.78 2.71 – 2.82 3.72 3.65 – 4.27 −1.10±0.14 −3.65±0.16
`= 30◦ JPS CD Sagittarius 7.00 6.84 – 7.10 15.8 13.8 – 19.8 −1.21±0.18 −3.59±0.19
`= 30◦ JPS CD Perseus 6.40 6.24 – 6.44 10.1 9.48 – 12.2 −1.01±0.21 −3.79±0.29
`= 40◦ JPS CD Sagittarius 3.91 3.85 – 3.99 7.20 6.42 – 9.05 −1.31±0.14 −5.31±0.30
`= 40◦ JPS CD Perseus 9.17 9.00 – 9.45 10.5 9.68 – 12.0 −0.46±0.13 −2.74±0.24

`= 30◦ JPS Data 1.81 1.79 – 1.84 7.78 5.74 – 11.5 −1.28±0.09 −3.04±0.28
`= 40◦ JPS Data 2.60 2.52 – 2.63 15.2 14.0 – 17.8 −1.17±0.11 −3.16±0.38

`= 30◦ CHIMPS Data 5.06 4.82 – 5.10 7.78 5.74 – 11.5 −2.25±0.25 −3.05±0.14
`= 40◦ CHIMPS Data 13.4 12.4 – 13.8 15.2 14.0 – 17.8 −1.02±0.25 −1.79±0.11
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Figure B5. The power spectra of the JPS data in the `= 30◦ (left panel) and `= 40◦ (right panel) fields. The dashed red lines represent the power-law fits to the
high k and low k regimes in the spectrum. The vertical dotted lines indicate the breaks between the two power-law fits, whereas the dash-dot lines represent
the positions of the breaks in the CDR power spectrum.

noise spectrum of the CHIMPS data (scaled to the distance of the
`= 40◦ field) is shown in the left panel of Fig. B7. There is no peak
or break at the scale of the DGMF break, which is indicated on the
figure.

The JPS noise field was extracted from a smaller, emission-
free region in the `= 60◦ JPS field. Since the JPS fields were ob-
served and reduced in the same manner (Eden et al. 2017), they can
be assumed to be consistent with each other. The power spectrum
of this noise field is shown in the right panel of Fig. B7, scaled

to the `= 30◦ field. No peak or break is found consistent with the
break in the CDR power spectrum.

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRAS 000, 1–20 (2020)



Characteristic scale of star formation I. 21

0.001 0.010 0.100 1.000 10.000
k / parsec−1

10−10

10−8

10−6

10−4

10−2

P
o

w
e

r

1000.0 100.0 10.0 1.0 0.1
Size Scale / parsec

0.001 0.010 0.100 1.000
k / parsec−1

10−9

10−8

10−7

10−6

10−5

10−4

P
o

w
e

r

1000 100 10 1
Size Scale / parsec

Figure B6. Same as Fig. B5 but the power spectra of the CHIMPS data.
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Figure B7. Power spectra of the noise in the CHIMPS and JPS maps. Left panel: the noise in the CHIMPS data, scaled to the distances of the `= 40◦ field.
The dash-dot line represents the break in the DGMF power spectrum. Right panel: Power spectrum of the noise in the JPS data, scaled to the distances of the
`= 30◦ field. The dash-dot line represents the break in the CDR power spectrum.
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