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Assessing the contribution of China’s financial sectors to
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Abstract

This paper aims to assess the level of systemic risk of China’s financial system

along with the main systemic risk contributors over the period from January 2010

to December 2016, a period spanning the deflation of China’s property bubble, the

banking liquidity crisis, and the stock market crash. To this end we divide the finan-

cial system into three sectors, namely: banks, insurance and brokerage industries, and

real estate, applying the ∆CoV aR introduced by Adrian and Brunnermeier (2016)

as the measure for systemic risk. Our findings show that the systemic risk level of

China’s financial system reacted to the main systemic events covered by our sample

period, reaching a major peak during the stock market crash of 2015. We further show,

through the Wilcoxon signed rank test, that the systemic risk level of the financial sys-

tem and sectors significantly increased after the main systemic events. In order to

provide a formal systemic risk ranking of the financial sectors, we apply the bootstrap

Kolmogorov-Smirnov test as developed by Abadie (2002), finding that the banking

sector contributed the most, followed by real estate and subsequently insurance and

brokerage industries. Finally, comparing banks systemic risk’s determinants between

China and the US, the reduced level of competition among banks in China is found to

increase banks’ systemic risk, contrary to what is found in the US.
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1 Introduction

During 2015, with the popping of the stock market bubble, China’s financial system appeared

to be on the brink of a financial crisis, a crisis which would have had dramatic consequences

for the major world economies given the financial linkages that many global companies have

with China’s markets. As contagion fears spread across the world’s financial markets, one

of the greatest concerns related to the size of the systemic risk of China’s financial system.

Given that China has experienced a very rapid and stable economic growth since the start of

its reforms in 1978, the consequence of a period of financial instability could be disastrous.

Over the years China has partially opened its domestic stock markets to international

capital, becoming an emerging market characterized by high returns and high volatility

(Tunaru et al., 2006). Glick and Hutchison (2013) showed that the size and dynamism of

China’s economic activity and trading relationship have played a dominant role in linking eq-

uity markets across the Asian region, with a modest growth in the interrelationship between

the mainland stock markets and the Hong Kong stock market following the Asian financial

crisis (Hatemi-J and Roca, 2004). Moreover, Shu et al. (2018) using a structural vector

autoregression model highlighted a growing influence, close to that of the United States, of

China’s financial market to the rest of Asia-Pacific, with the South China Growth Triangular

markets, namely Hong Kong, Taiwan, Shanghai and Shenzhen contemporaneously correlated

with the return volatility of the US market (Hu et al., 1997). Furthermore, Bekiros (2014)

empirically demonstrated that the BRIC economies have become more internationally inte-

grated following the US financial crisis, substantiating the contagion effects across the US,

EU and the BRIC stock markets. Therefore, assessing the systemic risk of China’s financial

system and sectors is particularly critical not only for Asia but also global markets given the

potential for systemic spillovers.

The International Monetary Fund (2017) stated that there are critical gaps in the func-

tional supervision of China’s financial system, recommending that regular systemic risk anal-

yses should be undertaken by the People’s Bank of China (PBoC) and China’s regulatory
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agencies. Furthermore, using the spillover index of Diebold and Yılmaz (2014) as a measure

of systemic risk, Wang et al. (2018) found that China’s publicly-traded commercial banks

are highly interconnected in terms of volatility shocks. Motivated by this our paper aims

to investigate the main systemic risk contributors to China’s financial system fragility, espe-

cially given the inevitable role they play in the quest for an effective regulatory framework.

Addressing this issue requires the need to measure, not only the level of systemic risk in

China’s financial system, but also the contribution played by financial sectors in order to

gain a better understanding of the overall systemic risk of the financial system. As discussed

by Bernal et al. (2014), companies other than banks can also have a critical impact on the

whole economy. For this reason, we focus on a broad range of Chinese banks, insurance

and brokerage industries, and real estate companies. By comparing the systemic risk con-

tributions of each financial sector should provide interesting insights into the existing link

between systemic risk and the standards that financial institutions and sectors are expected

to meet.

The empirical strategy developed in this paper examines the magnitude of the systemic

risk in China’s financial system over the period from the 1st of January 2010 to the 31st of

December 2016. We apply the ∆CoV aR developed by Adrian and Brunnermeier (2016),

estimated with the use of quantile regressions (Koenker and Bassett Jr, 1978), to estimate

the systemic risk of a broad range of Chinese banks, insurance and brokerage industries, and

real estate companies. The contribution of each financial sector to the overall systemic risk

is examined. We analyse the period after the global financial crisis, an event which may have

affected China’s economy differently from what one observes in mature market economies (Bo

et al., 2014). Indeed, the intensive state ownership of Chinese companies mitigates financial

constraints during times of financial crisis (Liu et al., 2012). The period under analysis is

divided into three subperiod, characterised by the deflating of China’s property bubble with

the stimulus program (January 1st, 2010 – December 31st, 2012); the banking liquidity crisis

(January 1st, 2013 – December 31st, 2014); and the stock market crash (January 1st, 2015
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– December 31st, 2016). Having analysed the systemic risk level of the financial system,

the Wilcoxon signed rank test is applied to test the increases in the systemic risk level of

the financial system and sectors during the main systemic events covered by our sample

period. Moreover, the financial sectors are ranked, as per Bernal et al. (2014), by testing the

systemic contribution of each sector adopting the bootstrap Kolmogorov-Smirnov (KS) test

as developed by Abadie (2002).

Our study is further motivated by the fear that new systemic events at national level

could trigger a new global crisis. The analysis builds on the recent literature that attempts

to empirically measure systemic risk during the main systemic or high volatility episodes of

the last decade (see, e.g., Acharya et al., 2017; Adrian and Brunnermeier, 2016; Bernal et al.,

2014; Black et al., 2016; Brownlees and Engle, 2016; Derbali and Hallara, 2016). However,

most of the existing literature is focused only on the Subprime and/or the Sovereign Debt

crisis, and does not consider other episodes, such as China’s recent stock market turbulence,

which could have a severe systemic impact on the major global financial markets.

This paper contributes to the existing literature by attempting to estimate and assess

systemic risk. Silva et al. (2017) present an analysis of the literature on systemic risk

analyzing a total of 266 articles that were published no later than September 2016. The

need to monitor systemic risk is largely explained by the effect that this risk could have

on the real economy. The Bank for International Settlements defines systemic risk as: “a

risk of disruption to financial services that is caused by an impairment of all or parts of

the financial system and has the potential to have serious negative consequences on the real

economy” (Caruana, 2010). Billio et al. (2012) defined systemic risk as whatever set of

events or circumstances which influence the stability of the financial system. Moreover, our

paper further contributes to the growing literature adopting the ∆CoV aR as a measure

of assessing the marginal contribution to the overall systemic risk. Our analysis applies

the methodology proposed by Adrian and Brunnermeier (2016), which is based on quantile

regressions (Koenker and Bassett Jr, 1978).
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Extensions of the ∆CoV aR estimation method have been proposed in the recent litera-

ture. Girardi and Ergün (2013) proposed a multivariate GARCH estimation of CoV aR, a

method based on a modification of the definition of financial distress, from an institution

being exactly at its V aR to being at most at its V aR. This modification allows for the consid-

eration of more severe distress events and improves the CoV aR relationship with the depen-

dence parameter. Cao (2013) introduced the Multi−CoV aR, where the Multi−∆CoV aR

is defined as the difference between the V aR of a financial system conditional on a given set

of financial institutions being in a tail event and the V aR of the financial system conditional

on this set of financial institutions being in a normal state. Reboredo and Ugolini (2015) ap-

plied this measure to assess the systemic risk in Europe, adopting a CoV aR extension based

on copulas. López-Espinosa et al. (2012) adopted the CoV aR approach to identify the main

factors behind the systemic risk in a number of large international banks, considering sev-

eral econometric specifications of increasing complexity, thereby extending the basic CoV aR

model. Sedunov (2016) modified the ∆CoV aR to allow for forecasting, and compared the

ability of this measure to forecast the performance of financial institutions with the systemic

expected shortfall introduced by Acharya et al. (2017), and the Granger causality of Billio

et al. (2012). His findings shows that the ∆CoV aR forecasts the within-crisis performance

of financial institutions, providing useful forecasts of future systemic risk exposures.

Other systemic risk measures have also been proposed. Bisias et al. (2012) undertook a

validity study examining the existing systemic risk measures, identifying thirty-one different

quantitative measure for this risk.1

Our paper applies the ∆CoV aR to measure systemic risk given that over the last decade

this measure has become one of the most widely accepted measures for systemic risk. Fur-

thermore, this measure is strongly positively correlated with interconnectedness, and such a

positive correlation mainly arises from an elevated effect of interconnectedness on systemic

1Bisias et al. (2012) argue that systemic risk measures can be classified according to supervisory, research,
and data perspectives. For each of these they present a taxonomy of the area and concise definitions of each
risk measure.
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risk during recessions (Cai et al., 2018).

Our empirical results show that the systemic risk of China’s financial system decreased

after the deflating of the property bubble, reaching the minimum value in the second half

of 2012. The banking liquidity crisis of 2013 vortically increased the systemic risk level,

reaching its absolute peak with the stock market crash in the summer of 2015. This level de-

creased only after the restrictions upon investors introduced by the Chinese government and

supervisory authorities were imposed. The statistical tests show an increase in the systemic

risk level of the financial system and sectors during the major dates that characterized the

Standard & Poor’s (S&P) downgrade of China’s developers in 2011, the banking liquidity

crisis in 2013, and the China’s market crash in 2015, and 2016. Moreover, our findings show

that each of the financial sectors significantly contribute to systemic risk over the total and

subperiods analysed. The banking sector is found to contribute the most to systemic risk,

followed by real estate and subsequently insurance and brokerage industries. Such results

are robust in both the Hong Kong and the Shanghai Stock Exchanges and emphasize the

need for the Chinese supervisory authorities to monitor the systemic risk of the different

financial sectors, as opposed to solely focusing on the regulation of the banking sector. Dif-

ferent financial sectors contribute differently to systemic risk, and supervisory authorities

could potentially develop different courses of action depending upon the characteristics of

the sectors.

Compared to the existing financial literature on systemic risk, which focuses predomi-

nantly on the US financial system, our paper provides a unique contribution by investigating

systemic risk in China’s financial system, a system characterized by; a strong governmen-

tal role within the banking sector (Jiang et al., 2019), its complex and confusing process

for foreign investors accessing its equity markets, and an asymmetry and persistence of the

business cycle compared to other developed countries as demonstrated by Dovern and van

Roye (2014). Such characteristics associated with China’s financial system provide a unique

setting to studying systemic risk as compared to the rest of the world.
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Given our results highlight the dominant role played by the banking sector to systemic

risk in China, our paper also examines the question of the determinants of bank systemic risk

focusing on the extent to which they differ between China and the US. We provide a detailed

zoom on the different systemic frameworks of banks systemic risk between China (in both

the Hong Kong and the Shanghai Stock Exchanges) and the US, analysing its relationship

with bank-specific, macroeconomic and risk aversion variables. Our results show that while

most of the regression estimates have the same direction and are statistically significant in

both the US and China’s banking sectors, the reduced level of competition among banks in

China positively affects banks’ systemic risk, contrary to what we find in US and as showed

in Anginer et al. (2014).

The remainder of the paper is organized as follows. Section 2 outlines the systemic

risk model focusing on the estimation of the ∆CoV aR and the methodology by which the

financial sectors are ranked. Section 3 describes the data used for the empirical analysis. The

empirical results are presented in Section 4, with Section 5 providing a reflective discussion.

Section 6 provides a detailed econometric analysis of the difference between China’s and US’

banks systemic risk by comparing the determinants of systemic risk, and Section 7 concludes

the paper.

2 Systemic risk model

Financial markets are in constant motion. Barely over a decade ago, one would have con-

sidered mortgage servicing to be an insignificant and benign component of the financial

system, clearly that is not the case today (Fouque and Langsam, 2013). For this reason it is

important that the empirical analysis is not constrained solely to the banking sector.

In this section, we present the methodology used in order to estimate the systemic risk

of the banking, insurance and brokerage, and real estate sectors. Such a structured network

is able to represent more accurately the financial system, expressing its main characteristics
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thereby increasing the robustness of the results. The proposed methodology relies on the

estimation of the ∆CoV aR as proposed by Adrian and Brunnermeier (2016), which is based

on quantile regressions (Koenker and Bassett Jr, 1978). Moreover, as in the paper of Bernal

et al. (2014), we perform a formal test of significance and dominance in order to rank the

sectors according to their contribution to systemic risk.

2.1 Constructing the ∆CoV aR

As a measure for systemic risk, Adrian and Brunnermeier (2016) introduced the ∆CoV aR.

This measure is based on the most common measure of risk used by financial institutions,

namely the Value-at-Risk (VaR). However, the VaR focuses on the risk of an individual

institution in isolation, which does not necessarily represent its contribution to the overall

systemic risk. In order to emphasize the systemic nature of this risk measure, Adrian and

Brunnermeier (2016) added the prefix “Co”, representing conditional, to the existing risk

measure.

The CoV aR
j|i
q is defined as institution j’s VaR conditional on some event C(X i) of

another institution i. This event C is considered as institution i’s equity loss being at or

above its V aRi
q level. CoV aR

j|i
q is implicitly defined by the q% quantile of the conditional

probability distribution:

Pr(Xj|C(X i) ≤ CoV aRj|C(Xi)
q ) = q% (1)

The ∆CoV aR is defined as the difference between the CoVaR of the institution j (or

financial system) conditional on institution i being in distress - i.e. the 95th or 99th quantile,

and the CoVaR of the same conditional on the normal state of institution i - i.e. the median

state identified with the 50th quantile:

∆CoV aRj|i
q = CoV aR

j|Xi=V aRi
q

q − CoV aRj|Xi=V aRi
50th

q (2)
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This risk measure provides the marginal contribution of the institution to the overall

systemic risk.

Following the approach of Adrian and Brunnermeier (2016), we use quantile regressions

(Koenker and Bassett Jr, 1978) to estimate the V aRi
q and the related CoV aR

j|i
q . In partic-

ular, to capture time-variation in the joint distribution of Xsystem and X i, both V aRs and

CoV aRs are estimated as a function of the state variables. The time-varying CoV aRi
q,t and

V aRi
q,t depend on time t and estimate the time variation conditional on a vector of lagged

state variable Mt−1.

We estimate the following quantile regressions at the 50th, 75th, 95th and 99th quantile:

X i
t = αi

q + βi
qMt−1 + εiq,t (3)

X
system|i
t = αsystem|i

q + βsystem|i
q Mt−1 + γsystem|iq X i

t + ε
system|i
q,t (4)

where αi
q represents the constant, and εiq,t the error term, which is assumed to be i.i.d. with

zero mean and unit variance and independent of the state variables Mt−1.

We compute the predicted VaR, for each quantile, using the estimation of αi
q and βi

q from

Eq. (3):

V aRi
q,t = α̂i

q + β̂i
qMt−1 (5)

In the same way, we compute the predicted CoVaR, for each quantile, using the estimation

of α
system|i
q , β

system|i
q and γ

system|i
q from Eq. (4), and the estimates of the V aRi

q,t from Eq.

(5):

CoV aRi
q,t = α̂system|i

q + β̂system|i
q Mt−1 + γ̂system|iq V aRi

q,t (6)

The ∆CoV aRi
q,t is estimated by taking the difference between the predicted CoVaR at

99th, 95th or 75th quantile and the one at the 50th quantile. The ∆CoV aRi
q,t represents the
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marginal contribution of the institution, or financial sector, to systemic risk:

∆CoV aRi
q,t = CoV aRi

q,t − CoV aRi
50th,t (7)

Our study considers an equity loss with positive values. For this reason, in the empirical

results, we consider only positive values for V aRi
q,t and CoV aRi

q,t, because the contribution

of negative capital shortfall indicates a capital surplus.2

2.2 Testing the systemic contribution

As in Bernal et al. (2014), in order to rank the financial sectors considered in this study, we

test the contribution of each sector to the systemic risk using the bootstrap KS test developed

by Abadie (2002). The resampling method developed by Abadie (2002) is better suited than

the standard KS test because of the so-called Durbin problem3 (Durbin, 1973). The bootstrap

KS test compares the cumulative distribution functions instead of the means, which are

sensitive to outliers. Moreover, this test does not require any assumptions regarding the

underlying distribution. This becomes fundamental in order to minimize the risk of errors

based on assumptions. We run the hypothesis test considering the entire sample and the

subperiods described in Section 3.

For the significance test, we test whether or not the cumulative distribution functions

of ∆CoV aRs of each sector are systemically risky. This is determined by testing if the

conditional contribution to systemic risk of each sector is statistically equal (or different) to

0. The two-sample KS statistics is defined as:

Dmn =

√(
mn

m+ n

)
supx|Fm(x)−Gn(x)| (8)

2We estimate positive values for V aRi
q,t and CoV aRi

q,t only at the 50th quantile, which represents the
median state, so the absence of a distress for the financial sector i.

3The distribution-free nature of the standard KS test could be jeopardized by the estimated distribu-
tions we use in the test. In particular, they could introduce an unknown nuisance parameter into the null
hypothesis, which is known as the Durbin problem.
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where Fm(x) and Gn(x) represent the cumulative distribution functions of the CoVaRs at

the 95th and 50th quantiles, and, m and n represent the size of the two samples, respectively.

The null hypothesis is defined as follow:

H0 = ∆CoV aR
system|i
95th

= CoV aR
system|i
95th

− CoV aRsystem|i
50th

= 0 (9)

For the dominance test, we test if sector i contributes more than sector j to systemic

risk. The two-sample KS statistics is defined as:

Dmn =

√(
mn

m+ n

)
supx|Sm(x)− Tn(x)| (10)

where Sm(x) and Tn(x) are the cumulative distribution functions of the ∆CoV aRs at the

95th related to the two sectors, and, m and n represent the size of their samples. The null

and alternative hypotheses are defined as follow:

H0 = ∆CoV aR
system|i
95th

≤ ∆CoV aR
system|j
95th

(11)

H1 = ∆CoV aR
system|i
95th

> ∆CoV aR
system|j
95th

(12)

Contrary to Bernal et al. (2014), we consider the systemic contribution with a positive

value only, thereby allowing us to ignore the absolute values of ∆CoV aR.

As an additional test, we investigate the contribution of the financial system and sectors

during the main systemic events covered by our sample period. In particular, as with Ah-

nert and Georg (2018) who use the Wilcoxon signed rank sum test for paired data to test

whether information contagion due to counterparty risk increases systemic risk, we investi-

gate whether or not the level of systemic risk for China’s financial system and sectors h-days

after a systemic event, or a period of financial instability, is greater than h-days before. We

consider the horizon h as one month (22 days). As main systemic events, we examine the

S&P downgrade of China’s developers on June 15th 2011; the banking liquidity crisis that
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starts on June 20th 2013, with a credit crunch affecting China’s banks due to a rise in the

Shanghai interbank overnight lending rates to a high of 30% from its usual rate of close

to 3%; and finally China’s stock market crash, in which three main dates are examined,

namely, July 27th 2015, a day in which the Shanghai Stock Exchange (SSE) fell of 8.5%;

August 24th 2015, a day referred to as “Black Monday” because of losses of around 8% in

all the Chinese main stock indexes; and, January 4th 2016, which represents the first day

of the period ending the 15th of January, a period in which China’s stock market fell 18%.

This final event also affected global markets with the Dow Jones Industrial Average falling

by 8.2%.4 The Wilcoxon signed rank sum test is applied to the following hypotheses:

H0 : ∆CoV aRi
t:t+h−1 ≤ ∆CoV aRi

t−h−1:t−1 (13)

H1 : ∆CoV aRi
t:t+h−1 > ∆CoV aRi

t−h−1:t−1 (14)

where i indicates the financial system or sector studied. The failure to reject the null hypoth-

esis (13) implies that the systemic risk level of the financial system or sector under analysis

did not increase during the systemic events previously described.

3 Data

Our data consist of daily observations. We collect daily stock prices of Chinese institu-

tions classified as financials and all allocated within three financial sectors, namely banks,

insurance and brokerage and real estate in the Hong Kong Stock Exchange Index (SEHK) –

Panel A, and the Shanghai Stock Exchange Composite Index (SHCOMP) – Panel B. Con-

sidering both the SEHK and the SHCOMP allows a meaningful comparison between two

Chinese Stock Exchanges that differ in terms of restrictions to foreign investors. In particu-

lar, the shares listed on the SEHK, which take the name of H-shares, can be traded freely by

4“Why This Market Meltdown Isn’t a Repeat of 2008: U.S. economy and financial system are in a very
different place now”, The Wall Street Journal, January 15, 2016.
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non-Chinese investors without obtaining the Qualified Foreign Institutional Investor (QFII)

license5 and are denominated only in Hong Kong dollars (HKD). The SHCOMP on the other

hand tracks the daily price performance of all A-shares and B-shares listed on the SSE, with

A-shares being denominated in renminbi (RMB) and available to domestic investors and

international participants that meet the QFII; and B-shares which are initially denominated

in RMB though are traded in USD or HKD and available to foreign investors without the

QFII designation.

H-shares are correlated with both domestic and foreign market factors, while A and B-

shares retain significant exposure predominantly to the domestic market (Wang and Jiang,

2004). For this reason, we mainly focus on the results of the analysis based on the SEHK

– Panel A, an exchange which is also free of restrictions to foreign investors6 and includes

the largest and most frequently traded companies, in terms of most liquid stocks, that are

listed on the Hong Kong Stock Exchange.7 The results related to the SHCOMP – Panel

B, offer a comparison with the SEHK; however, they may be limited because of the unique

institutional features that characterize the SSE. In particular, as argued by Huang et al.

(2011), the share segmentation of the SSE system creates conflicts of interests between

negotiable and nonnegotiable A-shares, which in turn may jeopardize results related to this

equity market.

Only Chinese institutions listed in the financial market during the study period with at

least 253 daily observations (1-year) prior to January 2010 are included in our data set. In

particular, Panel A and Panel B are respectively composed by 54 and 138 financial firms, 18

in each financial sector in Panel A, while 28 in the banking sector, 42 in the insurance and

brokerage industry and 68 real estate companies in Panel B. Panels are balanced in that all

5The QFII program was introduced in 2002 and permits licensed professional foreign investors to buy and
sell shares on the stock exchanges in China. Prior to the introduction of QFII program trading in China’s
markets by foreign investors was prohibited.

6See Alford and Lau (2015) for a comprehensive analysis of the accessibility to the Chinese equity markets
for foreign investors.

7A comprehensive description of the SEHK is available at: https://www.hsi.com.hk/eng/indexes/all-
indexes/hsi.
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companies have been trading continuously during the sample period.8

The empirical analysis spans the period from the 1st of January 2010 to the 31st of

December 2016, with a total of 1712 (1684) estimates for each financial sector included in

Panel A (Panel B). We divide this period into three subperiods: the period in between the

property bubble and the economic stimulus package (January 1st, 2010 – December 31st,

2012); the period in between the banking liquidity crisis and the pre-stock market crash

(January 1st, 2013 – December 31st, 2014); the stock market crash (January 1st, 2015 –

December 31st, 2016).

The variables used in the quantile regressions are: the equity losses of the individual

financial sector (X i), computed as the average market equity-valued returns of the financial

institutions, within the sector, weighted by their (lagged) market value of equity; the equity

losses of the financial system portfolio (Xsystem), computed as the average market equity-

valued returns of the financial institutions weighted by their (lagged) market value of equity;

the (lagged) state variables (Mt−1) reported in Table 1, which represent the same variables

considered by Adrian and Brunnermeier (2016). All the data used in Panel A is obtained

from Bloomberg, except the S&P Hong Kong BBB Investment Grade Corporate Bond Rate

Index, which is obtained from the S&P Dow Jones Indices;9 while the unique data set for

the analysis in Panel B is obtained from Bloomberg, CEIC data, SHIBOR data service and

the CSI Indices.

[Table 1 about here.]

Table 2 provides summary statistics of the financial system and sectors returns, and the

state variables. The 1 percent stress represents the realization of each variable in the worst 1

percent realization of the financial system returns. In Panel A, the worst realization for the

banking and real estate sectors coincides with the worst 1 percent realization of the financial

8The company names of all the individual financial firms adopted in this study are available upon request.
9The S&P Hong Kong BBB Investment Grade Corporate Bond Rate Index consists of bonds in the S&P

Hong Kong Investment Grade Corporate Bond Index with a rating of BBB from Standard & Poor’s Ratings
Services and is available; with daily frequency, at: http://us.spindices.com/indices/fixed-income/sp-hong-
kong-bbb-investment-grade-corporate-bond-index.
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system returns. Similarly, in both panels, the 1 percent stress level corresponds also to the

worst realization of the equity return, a high level of liquidity and credit spreads, and equity

volatility.

[Table 2 about here.]

4 Empirical results

This section presents the ∆CoV aR estimates with an analysis of the systemic risk in China’s

financial system (Section 4.1), along with the systemic contribution of each financial sector

to the overall risk, reporting the results of the bootstrap KS tests (Section 4.2).

4.1 China’s systemic risk

Figure 1 plots the systemic risk, measured with the ∆CoV aR95th of China’s financial sys-

tem10 from the 1st of January 2010 to the 31st of December 2016 for Panel A and Panel B,

respectively. Figure 1 also includes the three sectors that constitute the financial system.

The time period spans three different subperiods, namely, the period in between the prop-

erty bubble and the economic stimulus package (January 1st, 2010 – December 31st, 2012);

the period in between the banking liquidity crisis and the pre-stock market crash (January

1st, 2013 – December 31st, 2014); and finally the period of the stock market crash (January

1st, 2015 – December 31st, 2016). Some major dates are included in order to label the three

subperiods.

[Figure 1 about here.]

As shown in Figure 1, the systemic risk level of China’s financial system peaks after

the S&P downgrade of China’s real estate developers in 2011 and during the stock market

10The ∆CoV aR95th of the financial system has been approximated with the average value, similar to
Adrian and Brunnermeier (2016), who adopted this to compare forward and contemporaneous ∆CoV aR
estimates.
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turbulence of 2015 in both Panels. Other than these events the systemic risk was restrained.

In particular, the first subperiod is characterized by the stimulus program of $586-billion

issued by the State Council of the People’s Republic of China in order to minimize the

effect of the U.S. Subprime Crisis and the property bubble, which began to deflate in 2011.

China was hit fairly hard by the global recession and suffered a huge drop in exports. The

adverse effects on the economy were only partially offset by the stimulus program. One of the

main problems associated with such a huge stimulus program was that the creation of new

money caused the devaluation of the existing money, which in turn led to inflation. As with

many stimulus programmes, the Chinese stimulus program created some form of immediate

economic growth, though this was short lived. During this subperiod, the systemic risk

level reached a first peak in the second half of 2011 due to the effect of the real estate

bubble and China’s declining economic growth. The peak is evident for the banking sector

in Panel A, underlining the importance of this sector in the financial system as a systemic

risk source, while Panel B shows a quasi-uniform co-movement of the financial sectors, which

after reaching their minimum values at the beginning of 2011, all peak as a consequence of

the real estate bubble. The difficult situation faced by China’s financial system is underlined

by the S&P downgrade of the Chinese real estate development from stable to negative in

mid–2011. At the beginning of 2012, the Chinese real estate bubble completely deflated,

stabilizing the financial system until the credit crunch of the Chinese commercial banks in

2013. As a consequence of market stability experienced after the deflating of the real estate

bubble, low levels of systemic risk characterize 2012, in particular during the second half of

the year.

During the second subperiod China’s financial system was hit by the banking liquidity

crisis, which began with a dramatic surge in short-term borrowing costs in June 2013. No-

mura Research Institute, which is the largest Japanese consulting and IT consulting firm,

argued that the credit crunch was a consequence of the PBoC refusing to inject liquidity

into the system. Moreover, they found that China was displaying the same three symptoms
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shown by the U.S. prior to suffering their financial crises, namely, a rapid build-up of lever-

age, elevated property prices, and a decline in potential growth. As shown in Figure 1, in

Panel A the systemic risk does not reach any remarkable peak during the period from the 1st

of January 2013 to the 31st of December 2014, however, this period can be looked upon as

the build-up to the subsequent market turbulence in 2015-16, while in Panel B, the systemic

risk of the banking sector increases resulting in it being significantly higher compared to the

other two industries. It is interesting to notice that during this subperiod the contribution of

the real estate sector is greater than the insurance and brokerage industry in both Panels and

similar to the banking sector in Panel A. This highlights the increasing systemic importance

of the real estate sector prior to the stock market crash.

The dramatic increase in the systemic risk level commences early in 2015. The systemic

risk of China’s financial system increased dramatically after the popping of the stock market

bubble on the 12th June, 2015. A third of the value of Chinese shares was lost within one

month of this date. By the beginning of July the stock market had fallen by 30% despite

the efforts of the Chinese government to reduce the losses. In an attempt to restart the

economy, the PBoC devalued the Chinese yuan on several different occasions during August

2015. As an unexpected consequence, the Chinese main stock indexes lost around 8% of their

value on the 24th August, a day referred to as “Black Monday”. Similar events occurred in

the days following. Billions were lost on international markets causing severe difficulties for

the companies reliant on the Chinese market. The Nikkei index in Japan slipped by 4.6%,

European markets were down 4-5% and the Dow Jones opened down more than 1,000 basis

points. The peaks in systemic risk around Black Monday are evident to see from Figure

1. It is clear to see that the systemic risk reacted with an increase experienced by all three

sectors between June and July due to the popping of the stock market bubble. Moreover,

the reaction to this systemic event seems more evident in Panel A, showing that the financial

sectors peaked prior to the 12th June, 2015. In Panel B, the systemic risk builds-up only

after the 27th of July, 2015.
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In both Panels, by the end of 2015 the Chinese systemic risk decreased due to the response

of the Chinese government and the supervisory authorities, introducing restrictions, such

as, limits to short selling and prohibiting shareholders with holdings of in access of 5% of a

company’s stock from selling shares for six months. Such measures were successful in halting

the fall in stock prices which were causing disturbance to global financial markets.

[Table 3 about here.]

The results of the Wilcoxon signed rank sum test for China’s financial system and sectors

during the S&P downgrade of China’s developers in 2011, the banking liquidity crisis in 2013,

and China’s stock market crash in 2015 and 2016 are illustrated in Table 3. We run this

test to inspect whether or not the systemic risk level of China’s financial system and sectors

significantly increases after a systemic event or a period of financial instability covered by our

sample period. In both Panels, the null hypothesis is rejected at 1% significance level in most

of the cases. In particular, while the S&P downgrade of China’s developers in 2011 seems

to affect only the real estate sector with an estimate statistically significant at 10% level in

Panel A, for Panel B the results are statistically significant at 1% significance level for the

financial system and banking sector and at 5% and 10% significance levels for the insurance

and brokerage and real estate, respectively. Moreover, combining the results from Figure

1 and Table 3, we can observe that the banking liquidity crisis did not affect the systemic

risk level of the insurance and brokerage companies in Panel A, while the financial system

and banking sector already reached a systemic risk peak before this event in Panel B. All

the dates tested during the stock market crash between 2015 and 2016 show a statistically

significant increase in the systemic risk level of the financial system and sectors in both

Panels, with the exception of the 4th January 2016 for the financial system and banking

sector in Panel B. This result is in line with our previous analysis, which shows a major

peak of the systemic risk level during China’s stock market crash with some disparity in the

behavioural timing of the two time-series in Panel A and Panel B.
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4.2 The contribution of financial sectors to systemic risk

As in the case of the Subprime crisis, the increase in systemic risk is not solely due to

the banking sector. This rationalizes our decision to examine the systemic risk of sectors

outside the banking sector, namely, the insurance and brokerage, and real estate sectors. In

this section we analyse the estimated values of the ∆CoV aR of the three sectors, ranking

the systemically important sectors through a statistical significance and dominance test to

determine the contributions to systemic risk of the different sectors.

[Figure 2 about here.]

Figure 2 plots the ∆$CoV aR95th of the three financial sectors over the period analysed,

for Panel A and Panel B. The systemic contribution is weighted by the market equity of

the companies included in the particular sector. Figure 2 clearly shows a dominance of the

equity weighted marginal contribution of the banking sector for the entire period. However,

what is not clear to see is the difference between the contribution of the insurance and

brokerage sector and the real estate sector. For this reason, the results from the statistical

tests are fundamental. Figure 2 highlights an interesting feature, namely that even though

the banking sector contributes more to systemic risk, the contribution of the other two

financial sectors increased after 2014. In particular, the first two subperiods analysed are

characterized by a banking systemic contribution, while the systemic risk level of the market

turbulence of 2015–16 is higher due to a greater contribution from the other two financial

sectors. Such findings confirm the fact that studies of systemic risk should no longer be

undertaken considering the banking sector in isolation, given that systemic risk threatens

the functioning of the entire financial system (Mart́ınez-Jaramillo et al., 2010).

[Table 4 about here.]

Table 4 shows the descriptive statistics of the systemic contribution of the banking,

insurance and brokerage, and real estate sectors, for Panel A and Panel B, respectively. In
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both Panels, the absolute value of the ∆CoV aR of the banking sector, on average, has a

higher contribution at the 99th and 95th quantiles over the entire time period of the study,

moreover, the systemic contribution is less volatile compared to the other two financial

sectors, with a lower volatility and slightly higher systemic risk values characterizing Panel

B. However, in Panel A the insurance and brokerage and the real estate sectors both reach a

higher maximum peak. It is interesting to see that, whereas prior to 2014, specifically during

the first two subperiods analysed, the contribution of the banking sector is greater than the

other two financial sectors, and in the last subperiod (2015–2016) the contributions of the

three sectors are similar, with the prevalence of the real estate sector, in absolute value.

This evidence is not repeated in Panel B, where the banking sector remains systemically

dominant over the three sub-periods analysed. The finding that, in both Panels, the systemic

contribution of the banking sector remains less volatile, highlights a greater consistency over

time. Overall, we can confirm that all three financial sectors represent a valid source of risk

for the real economy.

Figure 3 shows the relation between the VaR and the ∆CoV aR of the institutions within

the three financial sector as of the 24th of August, for Panel A and Panel B. Figure 3 clearly

shows that across institutions there exists a very loose link between V aRi and ∆CoV aRi,

consistent with the argument put forward by Adrian and Brunnermeier (2016). Such a find-

ing implies that the supervisory authorities cannot rely on regulation based upon individual

risk measures that do not consider the systemic risk

[Figure 3 about here.]

The results above are based on average values. By using average values it is not possible

to identify the sector that had the greatest risk during the entire period and subperiods

analysed. Similar to Bernal et al. (2014), we implement two statistical tests: (i) a signif-

icance test to determine whether or not a sector is statistically significantly risky for the

financial system; and, (ii) a dominance test in order to determine which sector has been
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more systemically risky. As described in Section 2.2, the bootstrap KS test is employed to

test our hypothesis.

[Table 5 about here.]

Table 5 presents the results of the significance test for Panel A and Panel B, respectively.

We apply this test to verify whether there is no difference between the CoVaR measured

at the 50th and the 95th quantiles. A finding of no difference between these values, namely

that the ∆CoV aR is equal to zero, would imply that the sector has no contribution to the

overall systemic risk. For each of the financial sectors considered in both Panels, over all

the time periods, the null hypothesis is rejected at 1% significance level, indicating that

each financial sector is systemically relevant, significantly contributing to the systemic risk

in China’s financial system.

[Table 6 about here.]

Table 6 presents the results of the dominance test for Panel A and Panel B, respectively.

In this case, the dominance test is used to compare the cumulative distribution functions

of the ∆CoV aRs of two distinct financial sectors, in order to determine which of them

contributes most to systemic risk. In particular, we test the null hypothesis to determine

whether a sector is less (or equally) risky compared to another sector, over all the time

periods. The first row of Table 6 compares the banking sector with the insurance and

brokerage sector. Our results show that the null hypothesis is rejected at 1% significance level

in both Panels, implying that the banking sector is systemically riskier than the insurance

and brokerage sector. Such a finding is consistent across all time periods tested. The second

row shows that banks are also systemically riskier than real estate companies. An interesting

feature is reported in the third row, where it is found that real estate companies turn out

to be systemically riskier than insurance and brokerage companies. Such a finding can be

explained by the various property bubbles in China, which have made the real estate sector
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highly risky and volatile. The results do show that the finding that real estate companies

are riskier than insurance and brokerage companies is not the case during the subperiod the

1st of January 2010 to the 31st of December 2012 in Panel A; while, the real estate industry

is still found systemically riskier than the insurance and brokerage one in Panel B at 5%

significance level. This can be explained by the fact that, as already argued in Section 4.1,

during this period the Chinese government introduced the economic stimulus program, which

in turn deflated the property bubble. This probably decreased the systemic contribution of

the real estate sector, stabilizing it.

5 Discussion

The nonparametric statistical testing procedure proposed in this paper allows us to analyse

both the absolute (Table 5) and relative (Table 6) systemic contribution of the financial

sectors within the China’s financial system. Our empirical results show that each financial

sector significantly impacts the overall systemic risk during period of stress. This finding

holds for both Panels.

Our results are consistent with previous literature examining systemic risk. In particular,

our findings showing that the banking sector is systemically riskier than the insurance and

brokerage sector is consistent with Bernal et al. (2014) for the Eurozone, and Girardi and

Ergün (2013) for the US, where both adopted the ∆CoV aR to analyse systemic risk. Such

findings are consistent with the argument put forward by Billio et al. (2012), namely the

banks play a much more important role in transmitting systemic instability than other

financial institutions. Given the leading role played by the banking sector to systemic risk

it would be interesting to see the extent to which the determinants of bank systemic risk in

China differ to that of the US. We decided to undertake this analysis, the results of which

can be seen in Section 6.

Our findings showing the dominant role played by banks in transmitting systemic insta-
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bility play a pivotal role in China given the government’s strong role within the banking

sector. In particular, government-owned banks can be bailed-out in a short period of time

by the state. Such intervention by the state may avoid systemic distress even when the

remaining banking system is under-capitalized (Jiang et al., 2019). The existence of such

a safety net however may lead to moral hazard problems, which combined with the core

business of these institutions, namely credit activity, would explain the higher systemic risk

contribution of the banking sector. Another argument to explain such findings could be that

the banking sector is exposed more to economic cycles compared to the other two financial

sectors because of their longer-term oriented business models (Bernal et al., 2014).

Our finding that following the financial crisis of 2007 the real estate sector has become

one of the main sources of systemic risk, is consistent with Li et al. (2016) who found that,

in China, the real estate sector has become systemically relevant to the point that it affects

bank returns. Moreover, it also highlights the increasing systemic importance of this sector,

as showed also by Crowe et al. (2013), given that real estate transactions involving borrowing

can have disastrous consequences on the financial system and the real economy. Given that

real estate booms are often financed through borrowing, such booms are associated with

rapid growth in credit levels and increases in leverage, the consequences of which when the

boom abruptly ends have threatening implications for financial and macroeconomic stability,

often resulting in recessions and the associated social problems that unfold.

6 Comparison of banking systemic risk’s determinants:

China vis-á-vis the US

Given that much of the existing empirical financial literature examining systemic risk is

based upon the US financial system (See among others Adrian and Brunnermeier, 2016;

Brownlees and Engle, 2016; Acharya et al., 2017), we further investigate whether the systemic

importance of China’s banks has a different fundamental relationship with bank-specific,

23



macroeconomic and risk aversion variables, compared to US banks.11 Table 7 provides a

detailed description of all the variables adopted in this analysis.

[Table 7 about here.]

To undertake such an analysis a regression analysis is conducted through the following

equation:

∆CoV aRBanks,i
95th

= αi +
n∑

j=1

βj,iXi + εi (15)

where, i is the banking sector in the Hong Kong stock exchange (Panel A), Mainland China

namely Shanghai stock Exchange (Panel B), and US (Panel C), respectively; and, Xi rep-

resents the vector of variables used in the regression as shown in Table 7. The models are

selected by considering as depended variable the systemic risk of the banking sector and

simulating all the possible combinations of explanatory variables, for Panel B and Panel C,

respectively.12 The five models from each of these two markets with the highest adjusted−R2

are then selected, resulting in ten different regression models as shown in Table 8.

The regression estimates for banks’ systemic risk in China (Panel A: Hong Kong and

Panel B: Mainland China) and the US (Panel C) are shown in Table 8. The first important

insight is found looking at the adjusted−R2, which estimates are found more than double in

US compared to China. In particular, in Panel A, it ranges from 2.75% to 21.76%; in Panel

B, from 5.18% to 48.52%; while in Panel C, from 89.62% to 96.72% – with a single exception

assuming a value of 25.46%. This implies a higher explanatory power of fundamental bank-

specific, macroeconomic and risk aversion variables for US banks’ systemic risk.

[Table 8 about here.]

11We collect data on daily equity prices for all the constituent stocks of the S&P 500 Banks Industry Group
GICS Level 2 from Bloomberg. The ∆CoV aR95th of the US banking sector is then estimated following the
methodology described in Section 2.1 and using the state variables as in Adrian and Brunnermeier (2016).

12Due to high correlations between the independent variables of Panel A and Panel B, the models selection
has been performed considering only the variables for the Chinese mainland (Panel B).

24



Analysing the regression estimates in Table 8, the ratio between banks’ capital and re-

serves to total assets is found to be positively related, with high significance, to systemic

risk in all three banking sectors. This common finding is coherent with Freixas et al. (2000),

who argue that regulators adopt a too-big-to-fail approach to deal with large institutions,

given that they represent the main source of systemic risk. Deposits as a percentage of GDP

are found with a negative estimate in the only case of statistical significance in Panel A and

Panel B; whereas this variable shows a positive estimate in US with high significance, high-

lighting a higher systemic risk exposure to deposit withdrawals for the US banks. Banks’

net interest margin (and ROE) is found to be positively related to systemic risk with high

significance in both Panel B and Panel C (Panel C only); while, the estimates for banks’

non-interest income are found to be negative with high significance in Panel C only. The

particularly high estimates for net interest margin in the US may be due to a more pro-

nounced business model based on market interest-earning assets of US banks. As expected,

regulatory capital as percentage of risk-weighted assets is associated with a negative rela-

tionship to systemic risk, reporting a greater magnitude in US. A possible explanation for

this could be due to the fact that a greater number of US banks are identified as global

systemically important banks (G-SIBs) and consequently are subject to higher additional

regulatory capital requirements.13

Turning to the macroeconomic variables, Consumer Price Index (CPI) is found to be

positively related to systemic risk in Panel B, whereas for the US (Panel C) the CPI not

only leads to increases in systemic risk, but, in some cases also mitigates systemic risk, as

shown by the negative and statistically significant estimate. Credit to governments and state-

owned enterprises as percentage of GDP (GDP growth) is positively (negatively) related to

banks’ systemic risk in both China and US.

13G-SIBs included (and the assigned additional capital requirement) in Panel A and Panel B are HSBC
(2.00%) – Panel A only, Bank of China, Industrial and Commercial Bank of China Limited (1.50%), Agri-
cultural Bank of China and China Construction Bank (1.00%). In Panel C: JP Morgan Chase (2.50%),
Citigroup (2.00%), Bank of America, Goldman Sachs, Wells Fargo (1.50%), Bank of New York Mellon,
Morgan Stanley, State Street (1.00%).
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Cost-to-income ratio and stock market volatility are found to be positively related to

systemic risk in both China (Panel B) and the US, showing particularly high statistical

significance in the US. Important evidence is represented by the estimates for the 5-bank asset

concentration ratio, which are found to be positive in China (Panel B), though statistically

significant only in one case, and negative and highly significant in US. The results found

with respect to the US banks’ systemic risk is in line with Anginer et al. (2014), who show

a robust negative relationship between bank competition and systemic risk. Looking at the

time series values, the 5-bank asset concentration ranges from 52.92% to 78.87% (with a

median of 66.00%) in China (Panel B). The same ratio is lower in Panel C, with a range

between 44.27% and 48.38% and a median of 47.17%. This highlights that China’s banks

systemic risk is positively affected by the low level of competition that exists within the

banking sector in China, a sector dominated by the four big state-controlled banks, namely,

Agricultural Bank of China, Bank of China, China Construction Bank, and Industrial and

Commercial Bank of China Limited.

7 Conclusion

Systemic risk can be looked upon as the risk associated with the collapse of a financial

system. Given that a county’s financial system is essential for its economy, the need not

only to accurately measure systemic risk but also attempt to determine the contribution

that individual sectors within the financial system play is important. China is ideal for

our investigation because of the strong role of the government in the banking sector, the

restrictions to foreign investors and the asymmetry and persistence of the Chinese business

cycle compared to other developed countries as demonstrated by Dovern and van Roye

(2014).

As China balances on the edge of a financial crisis, with the global implications of such an

event, concerns have been raised with respect to the size of systemic risk in China’s financial
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system. This paper contributes to the literature examining systemic risk by measuring the

level of systemic risk of China’s financial system, and assessing the contribution that key

financial sectors play, namely banks, insurance and brokerage industries, and real estate.

The analysis is undertaken considering two Chinese Stock Exchanges that differs in terms of

restrictions to foreign investors during the period form the 1st of January 2010 to the 31st

of December 2016, a period spanned by the deflating property bubble, the liquidity banking

crisis, and the stock market crash. The systemic contribution of each of these sectors, and

the level of systemic risk of the financial system, is measured by the systemic risk measure

∆CoV aR as proposed by Adrian and Brunnermeier (2016).

We find that the systemic risk level of China’s financial system is linked to key financial

events that occurred during the period analysed in both equity markets. In particular,

systemic risk decreased after the property bubble deflated, only to increase again after the

minimum value was reached in the second half of 2012 as a result of the bank liquidity crisis.

The systemic risk drastically intensified after the stock market bubble burst in the summer

of 2015. The restrictions imposed on investors by the Chinese government and supervisory

authorities played a fundamental role in containing the implications of the stock market

crash. Moreover, a greater systemic risk co-movement among the financial sectors is found

in the SSE.

During the main systemic and financial instability dates covered by our sample period, the

systemic risk level of the financial system and sectors significantly increased. With respect

to determining the systemic contribution of each of the sectors analysed, the significance test

shows that the contribution of each sector is significantly important. The dominance test

indicates that the banking sector contributes most to the overall systemic risk, this is the

case in all the periods analysed. Moreover, when comparing banks systemic risk between

China (in both the Hong Kong and the Shanghai Stock Exchanges) and the US, we find that

while the banking sectors in both the US and China show regression variables estimates that

are both significant and similar in direction, the reduced level of competition among banks
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in China positively affects banks’ systemic risk, contrary to what we find in US.

Although our findings clearly show the dominant role played by the banking sector to

systemic risk in China, the real estate sector although ranked behind the banking sector

significantly exceeds the insurance and brokerage industry in the risk contribution. Given

the differing contributions played by each sector, such findings suggest the need to introduce

an ad-hoc systemic regulation for each sector in order to monitor and contain the systemic

contribution of the key companies within the sectors.
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Figure 1: ∆CoV aR95th of China’s financial system.

Panel A: Hong Kong Stock Exchange.

Panel B: Shanghai Stock Exchange.

Notes: The Figure plots the ∆CoV aR95th of China’s financial system for Panel A and Panel B. The series
are normalized by their value as of December 2016. The normalized value is reported on the left vertical
axis. The solid vertical lines mark: (1) the S&P downgrade of China developers in 2011; (2) the banking
liquidity crisis in 2013; (3) the 27th of July 2015; (4) the 24th of August 2015, (“Black Monday”); and, (5)
the 4th of January 2016.
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Figure 2: ∆$CoV aR95th of China’s financial sectors.

Panel A: Hong Kong Stock Exchange.

Panel B: Shanghai Stock Exchange.

Notes: The Figure plots the ∆$CoV aR95th of China’s financial sectors: (i) Banks; (ii) Insurance and Bro-
kerage Industries; and, (iii) Real Estate, for Panel A and Panel B.. The solid vertical lines mark: (1) the
S&P downgrade of China developers in 2011; (2) the banking liquidity crisis in 2013; (3) the 27th of July
2015; (4) the 24th of August 2015 (“Black Monday”); and, (5) the 4th of January 2016.
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Figure 3: VaR and ∆CoV aR of the China’s financial sectors.

Panel A: Hong Kong Stock Exchange.

Panel B: Shanghai Stock Exchange.

Notes: The scatter plot shows the weak correlation between the VaR (x-axis) and the ∆CoV aR (y-axis) of
the Chinese financial institutions as of the 24th August 2015 (“Black Monday”), for Panel A and Panel B.
The V aRi measures the the risk of the institution in isolation, while the ∆CoV aRi measures the systemic
risk of the same institution.

36



T
ab

le
1
:

L
is

t
o
f

th
e

st
at

e
va

ri
ab

le
s

u
se

d
in

th
e

q
u

an
ti

le
re

gr
es

si
on

s.

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

S
ta

te
va

ri
ab

le
D

efi
n

it
io

n
S

o
u

rc
e

3-
m

on
th

G
ov

er
n

m
en

t
b

on
d

sp
re

ad
va

ri
-

at
io

n
D

iff
er

en
ce

b
et

w
ee

n
th

e
G

en
er

ic
H

o
n

g
K

o
n

g
3
-m

o
n
th

G
ov

er
n

m
en

t
B

o
n

d
ra

te
in

ti
m

e
t

an
d
t
−

1
B

lo
o
m

b
er

g

Y
ie

ld
sp

re
ad

ch
an

ge
D

iff
er

en
ce

b
et

w
ee

n
th

e
G

en
er

ic
H

o
n

g
K

o
n

g
1
0

Y
ea

r
G

ov
er

n
m

en
t

B
o
n

d
ra

te
a
n

d
th

e
G

en
er

ic
H

o
n

g
K

o
n

g
3
-m

o
n
th

G
ov

er
n

m
en

t
B

o
n

d
ra

te
B

lo
o
m

b
er

g

L
iq

u
id

it
y

sp
re

ad
D

iff
er

en
ce

b
et

w
ee

n
th

e
3
-m

o
n
th

H
IB

O
R

ra
te

a
n

d
th

e
G

en
er

ic
H

o
n

g
K

o
n

g
3
-m

o
n
th

G
ov

er
n

m
en

t
B

o
n

d
ra

te
B

lo
o
m

b
er

g

C
re

d
it

sp
re

ad
ch

an
ge

D
iff

er
en

ce
b

et
w

ee
n

th
e

S
&

P
H

o
n

g
K

o
n

g
B

B
B

In
ve

st
m

en
t

G
ra

d
e

C
o
rp

o
ra

te
B

o
n

d
R

at
e

In
d

ex
a
n

d
th

e
G

en
er

ic
H

o
n

g
K

o
n

g
1
0

Y
ea

r
G

ov
er

n
m

en
t

B
o
n

d
ra

te
B

lo
o
m

b
er

g
a
n

d
S

&
P

D
ow

J
o
n

es
In

d
ic

es

E
q
u

it
y

re
tu

rn
H

on
g

K
o
n

g
H

a
n

g
S

en
g

In
d

ex
re

tu
rn

s
B

lo
o
m

b
er

g

R
ea

l
es

ta
te

an
d

F
in

an
ci

al
se

ct
or

sp
re

ad
D

iff
er

en
ce

b
et

w
ee

n
th

e
H

o
n

g
K

o
n

g
H

a
n

g
S

en
g

R
ea

l
E

st
a
te

In
d

ex
re

tu
rn

s
a
n

d
th

e
H

on
g

K
o
n

g
H

a
n

g
F

in
a
n

ce
In

d
ex

re
tu

rn
s

B
lo

o
m

b
er

g

E
q
u

it
y

V
ol

at
il

it
y

22
-d

ay
ro

ll
in

g
st

a
n

d
a
rd

d
ev

ia
ti

o
n

o
f

th
e

d
a
il

y
H

o
n

g
K

o
n

g
H

a
n

g
S

en
g

In
d

ex
B

lo
o
m

b
er

g

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n
g
e

S
ta

te
va

ri
ab

le
D

efi
n

it
io

n
S

o
u

rc
e

3-
m

on
th

G
ov

er
n

m
en

t
b

on
d

sp
re

ad
va

ri
-

at
io

n
D

iff
er

en
ce

b
et

w
ee

n
th

e
C

h
in

a
3
-m

o
n
th

T
re

a
su

ry
B

o
n

d
ra

te
in

ti
m

e
t

a
n

d
t
−

1
C

E
IC

D
a
ta

Y
ie

ld
sp

re
ad

ch
an

ge
D

iff
er

en
ce

b
et

w
ee

n
th

e
C

h
in

a
1
0

Y
ea

r
T

re
a
su

ry
B

o
n

d
ra

te
a
n

d
th

e
C

h
in

a
3
-m

o
n
th

T
re

as
u

ry
B

o
n

d
ra

te
C

E
IC

D
a
ta

L
iq

u
id

it
y

sp
re

ad
D

iff
er

en
ce

b
et

w
ee

n
th

e
3
-m

o
n
th

S
H

IB
O

R
ra

te
a
n

d
th

e
C

h
in

a
3
-m

o
n
th

T
re

a
su

ry
B

o
n

d
ra

te
S

H
IB

O
R

a
n

d
C

E
IC

D
a
ta

C
re

d
it

sp
re

ad
ch

an
ge

D
iff

er
en

ce
b

et
w

ee
n

th
e

C
h

in
a

S
ec

u
ri

ti
es

C
o
rp

o
ra

te
B

o
n

d
In

d
ex

a
n

d
th

e
C

h
in

a
1
0

Y
ea

r
T

re
as

u
ry

B
o
n

d
Y

ie
ld

C
S

I
In

d
ic

es
a
n

d
C

E
IC

D
a
ta

E
q
u

it
y

re
tu

rn
S

h
an

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

C
o
m

p
o
si

te
In

d
ex

re
tu

rn
s

B
lo

o
m

b
er

g

R
ea

l
es

ta
te

an
d

F
in

an
ci

al
se

ct
or

sp
re

ad
D

iff
er

en
ce

b
et

w
ee

n
th

e
M

S
C

I
C

h
in

a
R

ea
l

E
st

a
te

In
d

ex
re

tu
rn

s
a
n

d
th

e
M

S
C

I
C

h
in

a
A

O
n

sh
o
re

F
in

a
n

ci
a
ls

In
d

ex
re

tu
rn

s
B

lo
o
m

b
er

g

E
q
u

it
y

V
ol

at
il

it
y

22
-d

ay
ro

ll
in

g
st

a
n

d
a
rd

d
ev

ia
ti

o
n

o
f

th
e

d
a
il

y
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

C
o
m

p
o
si

te
In

d
ex

B
lo

o
m

b
er

g

N
o
te

s:
T

h
e

T
ab

le
li

st
s

th
e

st
at

e
va

ri
ab

le
s

(M
t−

1
)

u
se

d
to

es
ti

m
a
te

th
e

C
o
V

a
R

fo
r

th
e

q
u

a
n
ti

le
s

co
n

si
d

er
ed

.

37



T
ab

le
2
:

S
u

m
m

ar
y

st
at

is
ti

cs
o
f

fi
n

an
ci

a
l

sy
st

em
,

se
ct

or
s

an
d

st
at

e
va

ri
ab

le
s.

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

M
ea

n
S

td
.

d
ev

.
S

k
ew

n
es

s
M

in
M

a
x

1
p

er
ce

n
t

S
tr

es
s

O
b

s.

R
e
tu

rn
s

F
in

an
ci

al
S

y
st

em
0
.0

0
4
0

1
.7

7
9
7

-0
.1

0
8
4

-1
4
.1

8
0
6

1
2
.9

7
8
9

1
2
.9

7
8
9

2
2
1
9

B
an

k
s

0
.0

0
7
7

1
.7

7
5
4

-0
.2

6
2
7

-1
6
.7

5
3
1

1
3
.2

6
1
8

1
3
.2

6
1
8

2
2
1
9

In
su

ra
n

ce
an

d
B

ro
ke

ra
ge

0
.0

0
0
2

1
.9

4
3
0

0
.2

0
2
9

-1
4
.7

1
5
6

1
2
.2

1
6
2

1
1
.1

1
5
4

2
2
1
9

R
ea

l
E

st
at

e
0
.0

0
7
7

2
.4

9
3
1

-0
.2

3
4
7

-1
2
.3

1
6
8

1
3
.4

5
1
3

1
3
.4

5
1
3

2
2
1
9

S
ta

te
v
a
ri

a
b

le
s

3-
m

on
th

G
ov

er
n

m
en

t
b

on
d

sp
re

ad
va

ri
a
ti

o
n

-0
.0

5
9
1

4
.1

4
8
8

-1
.7

3
9
8

-0
.5

8
0
0

0
.4

8
0
0

-0
.0

5
0
0

2
2
1
9

Y
ie

ld
sp

re
ad

ch
an

ge
1
.6

5
3
3

0
.6

3
4
6

-0
.0

5
4
5

0
.2

2
5
0

3
.3

1
3
0

2
.1

0
1
0

2
2
1
9

L
iq

u
id

it
y

sp
re

ad
0
.3

2
9
5

0
.5

1
3
4

3
.8

1
0
0

-0
.2

9
0
7

4
.3

7
2
1

2
.9

3
8
6

2
2
1
9

C
re

d
it

sp
re

ad
ch

an
ge

4
.0

7
2
3

1
.4

1
5
1

2
.0

8
1
1

2
.4

5
0
0

9
.2

1
0
0

8
.2

1
0
0

2
2
1
9

E
q
u

it
y

re
tu

rn
-0

.0
1
0
6

1
.6

5
3
4

0
.0

6
4
3

-1
3
.5

8
2
0

1
3
.4

0
6
8

1
3
.4

0
6
8

2
2
1
9

R
ea

l
es

ta
te

an
d

F
in

an
ci

al
se

ct
or

sp
re

ad
-0

.0
0
0
5

1
.1

0
9
7

0
.3

4
1
7

-6
.9

0
3
7

8
.1

6
4
5

2
.7

3
5
7

2
2
1
9

E
q
u

it
y

V
ol

at
il

it
y

1
.4

1
7
7

0
.8

6
7
5

2
.9

1
1
7

0
.4

4
9
7

7
.0

0
4
3

5
.2

1
3
8

2
2
1
9

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

M
ea

n
S

td
.

d
ev

.
S

k
ew

n
es

s
M

in
M

a
x

1
p

er
ce

n
t

S
tr

es
s

O
b

s.

R
e
tu

rn
s

F
in

an
ci

al
S

y
st

em
0
.0

5
2
6

2
.0

3
7
6

-0
.6

7
1
4

-1
0
.8

1
3
3

8
.9

6
5
4

8
.9

4
4
9

2
1
9
0

B
an

k
s

0
.0

4
4
2

1
.9

6
2
0

0
.0

4
3
0

-9
.5

5
4
0

1
0
.5

0
4
1

1
0
.5

0
4
1

2
1
9
0

In
su

ra
n

ce
an

d
B

ro
ke

ra
ge

0
.0

3
5
0

2
.2

9
8
0

0
.3

0
1
5

-1
0
.3

8
1
7

9
.4

2
5
3

9
.3

2
3
4

2
1
9
0

R
ea

l
E

st
at

e
0
.0

6
3
6

2
.2

9
7
2

0
.9

3
2
5

-8
.6

7
0
7

1
6
.3

0
9
4

1
5
.9

5
9
4

2
1
9
0

S
ta

te
v
a
ri

a
b

le
s

3-
m

on
th

G
ov

er
n

m
en

t
b

on
d

sp
re

ad
va

ri
a
ti

o
n

-0
.0

0
0
6

0
.0

4
1
5

-1
.7

3
7
6

-0
.4

8
0
0

0
.5

2
0
0

0
.4

8
0
0

2
1
9
0

Y
ie

ld
sp

re
ad

ch
an

ge
1
.4

5
3
2

0
.7

5
4
5

-0
.0

5
3
7

0
.2

5
5
0

3
.3

1
3
0

3
.3

1
3
0

2
1
9
0

L
iq

u
id

it
y

sp
re

ad
0
.3

3
0
1

0
.6

1
3
7

3
.8

0
0
9

-0
.2

5
0
7

4
.3

7
2
1

4
.0

0
9
8

2
1
9
0

C
re

d
it

sp
re

ad
ch

an
ge

4
.0

0
9
8

1
.6

7
4
8

2
.0

8
1
0

2
.1

5
0
0

9
.8

8
0
0

9
.2

1
0
0

2
1
9
0

E
q
u

it
y

re
tu

rn
-0

.0
1
2
6

1
.7

3
2
8

-0
.5

5
6
4

-8
.8

7
3
2

9
.0

3
4
5

9
.0

3
4
5

2
1
9
0

R
ea

l
es

ta
te

an
d

F
in

an
ci

al
se

ct
or

sp
re

ad
0
.0

1
1
0

0
.7

2
7
3

-1
.0

0
8
1

-5
.8

9
3
0

3
.4

6
4
0

3
.4

6
4
0

2
1
9
0

E
q
u

it
y

V
ol

at
il

it
y

1
.5

5
4
6

0
.7

9
3
8

1
.2

0
7
3

0
.4

9
3
0

4
.1

3
8
6

4
.1

3
8
6

2
1
9
0

N
o
te

s:
T

h
e

T
ab

le
re

p
or

ts
su

m
m

ar
y

st
at

is
ti

cs
fo

r
th

e
fi

n
a
n

ci
a
l

sy
st

em
a
n

d
se

ct
o
rs

re
tu

rn
s

a
n

d
st

a
te

va
ri

a
b

le
s.

T
h

e
1

p
er

ce
n
t

st
re

ss
in

th
e

la
st

co
lu

m
n

co
rr

es
p

on
d

s
to

th
e

fi
n

a
n

ci
a
l

se
ct

o
r

re
tu

rn
a
n

d
st

a
te

va
ri

a
b

le
re

a
li

za
ti

o
n

s
in

th
e

w
o
rs

t
1

p
er

ce
n
t

o
f

fi
n

a
n

ci
a
l

sy
st

em
re

tu
rn

s.
N

ot
e

th
at

,
as

st
at

ed
in

S
ec

ti
on

2.
1
,

o
u

r
st

u
d

y
co

n
si

d
er

s
a
n

eq
u

it
y

lo
ss

w
it

h
p

o
si

ti
ve

va
lu

es
.

38



T
ab

le
3
:

W
il

co
x
on

si
g
n

ed
ra

n
k

su
m

te
st

d
u

ri
n

g
th

e
m

ai
n

sy
st

em
ic

ev
en

ts
of

20
11

,
20

13
,

20
15

an
d

20
16

.

H
0
:

∆
C
oV

a
R

i t:
t+

h
−
1
≤

∆
C
oV

a
R

i t−
h
−
1
:t
−
1

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

F
in

a
n

ci
a
l

S
y
st

em
B

a
n

k
s

In
su

ra
n

ce
a
n

d
B

ro
ke

ra
g
e

R
ea

l
E

st
a
te

S
&

P
d

o
w

n
g
ra

d
e

o
f

C
h

in
a
’s

d
e
v
e
lo

p
e
rs

J
u

n
e

15
th

,
20

11
-0

.3
0
1
1

-0
.7

6
2
3

-0
.0

0
2
1

-1
.5

1
5
5
*

B
a
n

k
in

g
li

q
u

id
it

y
c
ri

si
s

J
u

n
e

20
th

,
20

13
-3

.1
4
8
8
*
*
*

-3
.3

5
2
7
*
*
*

-0
.3

5
9
8

-3
.3

5
2
7
*
*
*

S
to

ck
m

a
rk

e
t

c
ra

sh
J
u

ly
27

th
,

20
15

-2
.9

1
5
6
*
*
*

-2
.9

1
5
6
*
*
*

-2
.9

5
3
6
*
*
*

-3
.1

8
8
8
*
*
*

A
u

gu
st

24
th

,
20

15
-2

.9
1
5
6
*
*
*

-3
.1

8
8
8
*
*
*

-2
.5

1
4
3
*
*

-1
.9

1
4
7
*
*

J
an

u
ar

y
4
th

,
20

16
-4

.9
0
1
0
*
*
*

-5
.0

3
5
4
*
*
*

-3
.2

6
9
9
*
*
*

-3
.3

5
2
7
*
*
*

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

F
in

a
n

ci
a
l

S
y
st

em
B

a
n

k
s

In
su

ra
n

ce
a
n

d
B

ro
ke

ra
g
e

R
ea

l
E

st
a
te

S
&

P
d

o
w

n
g
ra

d
e

o
f

C
h

in
a
’s

d
e
v
e
lo

p
e
rs

J
u

n
e

15
th

,
20

11
-3

.1
8
8
8
*
*
*

-3
.3

5
2
7
*
*
*

-1
.8

8
5
8
*
*

-1
.7

8
5
9
*

B
a
n

k
in

g
li

q
u

id
it

y
c
ri

si
s

J
u

n
e

20
th

,
20

13
-0

.9
2
6
9

-0
.7

1
7
8

-1
.6

6
7
8
*

-3
.0

3
0
7
*
*
*

S
to

ck
m

a
rk

e
t

c
ra

sh
J
u

ly
27

th
,

20
15

-4
.4

1
1
1
*
*
*

-4
.3

0
5
6
*
*
*

-3
.7

4
4
4
*
*
*

-3
.2

2
6
6
*
*
*

A
u

gu
st

24
th

,
20

15
-3

.7
0
0
1
*
*
*

-1
.7

6
2
4
*

-3
.5

7
6
8
*
*
*

-3
.0

7
8
8
*
*
*

J
an

u
ar

y
4
th

,
20

16
-0

.9
2
6
9

-1
.0

7
3
0

-2
.1

4
1
4
*
*

-1
.7

0
5
3
*

N
o
te

s:
T

h
e

re
su

lt
s

re
p

or
t

fo
r

C
h

in
a’

s
fi

n
a
n

ci
a
l

sy
st

em
a
n
d

se
ct

o
rs

th
e

W
il

co
x
o
n

si
g
n

ed
ra

n
k

su
m

te
st

,
w

h
ic

h
a
im

s
to

d
et

er
m

in
e

w
h

et
h

er
or

n
ot

th
e

le
ve

l
of

sy
st

em
ic

ri
sk

h
-d

ay
s

a
ft

er
a

sy
st

em
ic

ev
en

t,
o
r

a
p

er
io

d
o
f

fi
n

a
n

ci
a
l

in
st

a
b

il
it

y,
is

g
re

a
te

r
th

a
n

th
e

sa
m

e
h

-d
ay

s
b

ef
or

e.
T

h
e

h
y
p

ot
h

es
is

te
st

ed
is
H

0
:

∆
C
oV

a
R

i t:
t+

h
−
1
≤

∆
C
oV

a
R

i t−
h
−
1
:t
−
1
,

w
it

h
h

=
2
2
–
d

ay
s.

T
h

e
fa

il
u

re
to

re
je

ct
th

is
h
y
p

ot
h

es
is

im
p

li
es

th
at

th
e

sy
st

em
ic

ri
sk

le
ve

l
o
f

th
e

fi
n

a
n

ci
a
l

sy
st

em
(o

r
se

ct
o
r)

i
d

id
n

o
t

in
cr

ea
se

d
u

ri
n

g
th

e
sy

st
em

ic
ev

en
t

co
n

si
d

er
ed

.
T

h
e

co
lu

m
n

s
co

n
ta

in
th

e
te

st
st

a
ti

st
ic

.
*
*
*
,

*
*
,

a
n
d

*
in

d
ic

a
te

si
g
n

ifi
ca

n
ce

a
t

1
%

,
5
%

,
a
n

d
1
0
%

le
v
el

s
re

sp
ec

ti
ve

ly
.

39



T
ab

le
4
:

∆
C
oV

a
R
s

of
C

h
in

a’
s

fi
n
an

ci
al

se
ct

or
s.

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

B
an

k
s

In
su

ra
n

ce
a
n

d
B

ro
ke

ra
g
e

R
ea

l
E

st
a
te

M
ea

n
S

td
.

d
ev

.
M

ax
M

in
M

ea
n

S
td

.
d

ev
.

M
a
x

M
in

M
ea

n
S

td
.

d
ev

.
M

a
x

M
in

O
b
s.

20
10

-2
01

6
∆
C
oV

a
R

7
5
t
h

1.
13

73
0.

15
90

1.
71

17
0
.8

0
5
4

1
.0

8
8
4

0
.1

7
9
1

1
.7

3
0
7

0
.6

7
6
6

1
.1

5
0
4

0
.1

5
7
6

1
.7

4
7
1

0
.7

0
4
6

1
7
1
2

∆
C
oV

a
R

9
5
t
h

3.
14

70
0.

47
34

5.
27

93
2
.3

6
0
4

2
.9

4
4
0

0
.5

2
6
8

5
.7

5
0
9

1
.8

3
9
0

3
.0

6
7
8

0
.4

9
4
0

5
.6

3
3
6

1
.8

4
0
3

1
7
1
2

∆
C
oV

a
R

9
9
t
h

4.
80

73
0.

79
44

8.
63

86
3
.3

8
8
9

4
.6

7
8
8

0
.9

0
6
4

9
.2

3
2
7

2
.9

0
7
1

4
.7

3
4
5

0
.9

4
7
3

9
.9

3
1
8

2
.8

9
8
3

1
7
1
2

20
10

-2
01

2
∆
C
oV

a
R

7
5
t
h

1.
21

73
0.

17
01

1.
71

17
0
.8

0
5
4

1
.1

7
6
5

0
.1

8
2
7

1
.7

3
0
7

0
.7

5
2
5

1
.2

0
1
2

0
.1

6
7
2

1
.7

4
7
1

0
.7

2
1
6

7
2
9

∆
C
oV

a
R

9
5
t
h

3.
36

14
0.

54
93

5.
27

93
2
.3

6
0
4

3
.1

5
0
4

0
.6

0
0
5

5
.7

5
0
9

1
.8

3
9
0

3
.1

8
2
6

0
.5

7
2
2

5
.6

3
3
6

1
.8

4
0
3

7
2
9

∆
C
oV

a
R

9
9
t
h

5.
07

39
0.

91
55

8.
63

86
3
.4

1
4
0

4
.9

2
4
9

0
.9

8
7
7

9
.2

3
2
7

2
.9

0
7
1

4
.9

5
6
2

1
.0

9
7
0

9
.9

3
1
8

2
.8

9
8
3

7
2
9

20
13

-2
01

4
∆
C
oV

a
R

7
5
t
h

1.
04

64
0.

09
73

1.
34

36
0
.8

4
4
6

0
.9

8
8
1

0
.0

9
5
8

1
.2

9
4
4

0
.7

8
4
5

1
.0

8
7
9

0
.0

9
8
6

1
.4

1
2
7

0
.8

3
9
2

4
9
1

∆
C
oV

a
R

9
5
t
h

2.
87

84
0.

22
96

3.
60

20
2
.3

6
7
6

2
.6

5
0
2

0
.2

6
7
5

3
.5

7
6
8

2
.0

8
7
2

2
.8

4
4
7

0
.2

6
9
2

3
.7

0
0
8

2
.0

9
7
8

4
9
1

∆
C
oV

a
R

9
9
t
h

4.
33

37
0.

40
27

5.
71

73
3
.3

8
8
9

4
.1

0
3
2

0
.4

9
4
7

5
.9

3
2
0

3
.1

3
8
1

4
.2

1
6
2

0
.5

2
6
2

5
.8

9
6
3

2
.9

6
0
8

4
9
1

20
15

-2
01

6
∆
C
oV

a
R

7
5
t
h

1.
10

96
0.

13
14

1.
48

53
0
.8

6
1
3

1
.0

5
7
7

0
.1

7
5
1

1
.5

0
5
3

0
.6

7
6
6

1
.1

3
7
4

0
.1

6
5
8

1
.6

0
7
8

0
.7

0
4
6

4
9
2

∆
C
oV

a
R

9
5
t
h

3.
09

75
0.

37
15

4.
33

94
2
.5

0
8
9

2
.9

3
1
3

0
.4

5
9
7

4
.6

0
8
3

2
.0

8
5
1

3
.1

2
0
4

0
.4

6
9
5

4
.7

8
2
0

2
.1

2
6
8

4
9
2

∆
C
oV

a
R

9
9
t
h

4.
88

50
0.

67
70

7.
55

78
3
.6

3
2
4

4
.8

8
8
6

0
.8

4
0
8

7
.8

7
4
0

3
.0

0
1
6

4
.9

2
3
4

0
.8

3
0
4

8
.1

5
7
3

2
.9

8
4
4

4
9
2

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

B
an

k
s

In
su

ra
n

ce
a
n

d
B

ro
ke

ra
g
e

R
ea

l
E

st
a
te

M
ea

n
S

td
.

d
ev

.
M

ax
M

in
M

ea
n

S
td

.
d

ev
.

M
a
x

M
in

M
ea

n
S

td
.

d
ev

.
M

a
x

M
in

O
b
s.

20
10

-2
01

6
∆
C
oV

a
R

7
5
t
h

1.
89

59
0.

47
57

3.
99

74
1
.0

6
2
8

1
.2

6
8
2

0
.4

9
8
8

3
.8

2
4
9

0
.0

5
4
1

1
.1

4
3
6

0
.5

3
4
8

3
.9

7
7
5

0
.1

8
6
4

1
6
8
4

∆
C
oV

a
R

9
5
t
h

4.
34

36
0.

48
01

6.
48

88
3
.4

9
1
3

3
.6

6
8
4

0
.4

9
8
1

6
.2

9
3
9

2
.3

5
5
5

3
.5

9
1
6

0
.5

3
2
2

6
.8

5
8
5

2
.5

4
8
8

1
6
8
4

∆
C
oV

a
R

9
9
t
h

4.
84

58
0.

47
51

7.
91

42
3
.9

9
0
1

4
.1

6
8
2

0
.4

9
4
1

7
.7

5
3
1

2
.9

0
3
8

4
.0

4
2
5

0
.5

3
2
0

7
.8

0
5
5

3
.0

3
2
9

1
6
8
4

20
10

-2
01

2
∆
C
oV

a
R

7
5
t
h

2.
10

83
0.

54
96

3.
99

74
1
.0

6
2
8

1
.3

7
6
4

0
.5

7
2
8

3
.8

2
4
9

0
.0

5
4
1

1
.3

5
2
1

0
.6

0
5
9

3
.9

7
7
5

0
.1

8
6
4

7
1
7

∆
C
oV

a
R

9
5
t
h

4.
55

90
0.

55
38

6.
48

88
3
.4

9
1
3

3
.7

8
0
1

0
.5

7
4
2

6
.2

9
3
9

2
.3

5
5
5

3
.7

9
9
8

0
.6

0
4
5

6
.8

5
8
5

2
.5

4
8
8

7
1
7

∆
C
oV

a
R

9
9
t
h

5.
05

96
0.

54
95

7.
91

42
3
.9

9
0
1

4
.2

8
0
1

0
.5

6
9
5

7
.7

5
3
1

2
.9

0
3
8

4
.2

5
1
2

0
.6

0
4
8

7
.8

0
5
5

3
.0

3
2
9

7
1
7

20
13

-2
01

4
∆
C
oV

a
R

7
5
t
h

1.
62

74
0.

23
96

2.
37

55
1
.0

6
6
3

1
.0

4
9
5

0
.2

8
2
8

2
.0

1
2
2

0
.1

5
2
1

0
.8

4
8
3

0
.2

8
4
5

1
.8

2
6
6

0
.2

7
7
3

4
8
3

∆
C
oV

a
R

9
5
t
h

4.
07

27
0.

24
42

4.
83

37
3
.5

0
1
7

3
.4

4
6
1

0
.2

8
4
3

4
.3

9
0
7

2
.5

1
5
7

3
.2

9
5
6

0
.2

7
9
9

4
.3

5
8
5

2
.6

4
5
3

4
8
3

∆
C
oV

a
R

9
9
t
h

4.
57

75
0.

23
67

5.
31

44
4
.0

6
2
5

3
.9

4
5
8

0
.2

7
6
8

4
.8

4
0
6

3
.1

1
4
3

3
.7

4
7
3

0
.2

7
7
2

4
.8

0
5
5

3
.1

2
3
5

4
8
3

20
15

-2
01

6
∆
C
oV

a
R

7
5
t
h

1.
84

91
0.

37
69

3.
07

52
1
.1

8
4
4

1
.3

2
6
2

0
.4

8
1
8

3
.0

9
1
2

0
.2

9
4
7

1
.1

2
9
5

0
.4

6
8
9

2
.9

0
2
1

0
.2

4
7
8

4
8
4

∆
C
oV

a
R

9
5
t
h

4.
29

49
0.

37
98

5.
88

48
3
.6

0
1
8

3
.7

2
4
7

0
.4

7
3
2

5
.9

8
7
6

2
.6

6
3
1

3
.5

7
8
6

0
.4

6
3
7

5
.9

8
9
6

2
.6

7
4
7

4
8
4

∆
C
oV

a
R

9
9
t
h

4.
79

69
0.

37
53

7.
03

39
4
.1

6
1
4

4
.2

2
4
3

0
.4

7
1
3

6
.3

7
7
3

3
.2

1
2
4

4
.0

2
7
7

0
.4

6
3
8

6
.2

3
3
8

3
.1

4
5
2

4
8
4

N
o
te

s:
T

h
e

T
ab

le
sh

ow
s

th
e

d
es

cr
ip

ti
ve

st
at

is
ti

cs
o
f

th
e

∆
C
oV

a
R

re
la

te
d

to
th

e
d

iff
er

en
t

q
u

a
n
ti

le
s

fo
r

C
h

in
a
’s

fi
n

a
n

ci
a
l

se
ct

o
rs

.
T

h
e

w
h

o
le

sa
m

p
le

p
er

io
d

20
10

-2
01

6
in

cl
u

d
es

th
re

e
p

er
io

d
s:

th
e

p
er

io
d

a
ft

er
th

e
G

lo
b

a
l

cr
is

is
(2

0
1
0
-2

0
1
2
),

th
e

p
re

-C
h

in
es

e
m

a
rk

et
st

o
ck

cr
a
sh

(2
0
1
3
-2

0
1
4
),

th
e

C
h

in
es

e
m

ar
ke

t
st

o
ck

cr
as

h
(2

01
5-

20
16

).
A

ll
th

e
fi

gu
re

s
a
re

ex
p

re
ss

ed
a
s

a
p

er
ce

n
ta

g
e.

40



T
ab

le
5
:

S
ig

n
ifi

ca
n

ce
te

st
re

su
lt

s.

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

2
0
1
0
–
2
0
1
6

2
0
1
0
–
2
0
1
2

2
0
1
2
–
2
0
1
4

2
0
1
4
–
2
0
1
6

H
0
:

∆
C
oV

a
R

B
a
n

ks
=

0
1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

H
0
:

∆
C
oV

a
R

In
s.

a
n

d
B

rk
g.

=
0

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

H
0
:

∆
C
oV

a
R

R
E

=
0

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

2
0
1
0
–
2
0
1
6

2
0
1
0
–
2
0
1
2

2
0
1
2
–
2
0
1
4

2
0
1
4
–
2
0
1
6

H
0
:

∆
C
oV

a
R

B
a
n

ks
=

0
1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

H
0
:

∆
C
oV

a
R

In
s.

a
n

d
B

rk
g.

=
0

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

H
0
:

∆
C
oV

a
R

R
E

=
0

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

1
.0

0
0
*
*
*

N
o
te

s:
T

h
e

T
ab

le
re

p
or

ts
th

e
re

su
lt

s
of

th
e

si
g
n

ifi
ca

n
ce

te
st

b
a
se

d
o
n

th
e

tw
o
-s

a
m

p
le

K
o
lm

o
g
o
ro

v
-S

m
ir

n
ov

te
st

.
T

h
e

n
u

ll
h
y
p

o
th

es
is

“
∆
C
oV

a
R

B
a
n

ks
=

0
”

d
et

er
m

in
es

w
h

et
h

er
o
r

n
o
t

th
e

cu
m

u
la

ti
v
e

d
is

tr
ib

u
ti

o
n

fu
n

ct
io

n
(C

D
F

s)
o
f

th
e
C
oV

a
R
s

a
t

a
9
5t

h
q
u

a
n
ti

le
an

d
at

a
50

th
q
u

an
ti

le
ar

e
d

iff
er

en
t

fr
om

ea
ch

o
th

er
.

T
h

er
ef

o
re

,
th

e
n
u

ll
h
y
p

o
th

es
is

si
g
n

ifi
es

th
a
t

th
er

e
is

eq
u

a
li

ty
b

et
w

ee
n

th
e

C
D

F
s

of
th

e
C
oV

a
R
s

re
la

te
d

to
th

e
95

th
an

d
5
0t

h
q
u

a
n
ti

le
.

T
h

e
co

lu
m

n
s

co
n
ta

in
th

e
te

st
st

a
ti

st
ic

.
*
*
*
,

*
*
,

a
n

d
*

in
d

ic
a
te

si
g
n

ifi
ca

n
ce

a
t

1%
,

5%
,

an
d

10
%

le
v
el

s,
re

sp
ec

ti
ve

ly
.

41



T
ab

le
6
:

D
om

in
a
n

ce
te

st
re

su
lt

s.

P
a
n

el
A

:
H

o
n

g
K

o
n

g
S

to
ck

E
x
ch

a
n

g
e

2
0
1
0
–
2
0
1
6

2
0
1
0
–
2
0
1
2

2
0
1
2
–
2
0
1
4

2
0
1
4
–
2
0
1
6

H
0
:

B
a
n

ks
≤

In
s.

a
n

d
B

rk
g.

0
.2

3
7
7
*
*
*

0
.2

0
5
8
*
*
*

0
.3

6
4
6
*
*
*

0
.2

4
8
0
*
*
*

H
0
:

B
a
n

ks
≤

R
E

0
.0

9
9
3
*
*
*

0
.1

7
4
2
*
*
*

0
.1

0
1
8
*
*
*

0
.0

6
9
1
*
*
*

H
0
:

R
E
≤

In
s.

a
n

d
B

rk
g.

0
.1

5
8
9
*
*
*

0
.0

5
4
9

0
.2

9
7
4
*
*
*

0
.2

0
3
3
*
*
*

P
a
n

el
B

:
S

h
a
n

g
h

a
i

S
to

ck
E

x
ch

a
n

g
e

2
0
1
0
–
2
0
1
6

2
0
1
0
–
2
0
1
2

2
0
1
2
–
2
0
1
4

2
0
1
4
–
2
0
1
6

H
0
:

B
a
n

ks
≤

In
s.

a
n

d
B

rk
g.

0
.7

0
3
8
*
*
*

0
.6

5
7
1
*
*
*

0
.9

1
4
4
*
*
*

0
.7

0
3
3
*
*
*

H
0
:

B
a
n

ks
≤

R
E

0
.6

4
2
5
*
*
*

0
.6

3
5
1
*
*
*

0
.7

9
8
4
*
*
*

0
.5

7
3
2
*
*
*

H
0
:

R
E
≤

In
s.

a
n

d
B

rk
g.

0
.1

6
5
3
*
*
*

0
.0

6
8
6
*
*

0
.3

0
1
4
*
*
*

0
.2

1
5
5
*
*
*

N
o
te

s:
T

h
e

T
ab

le
re

p
or

ts
th

e
re

su
lt

s
of

th
e

d
o
m

in
a
n

ce
te

st
b

a
se

d
o
n

th
e

tw
o
-s

a
m

p
le

K
o
lm

o
g
o
ro

v
-S

m
ir

n
ov

te
st

.
T

h
e

n
u
ll

h
y
p

o
th

es
is

“
B

a
n

ks
≤

In
s.

a
n

d
B

rk
g.

”
m

ea
n

s
th

at
th

e
∆
C
oV

a
R
s 9

5
t
h

re
la

te
d

to
th

e
b

a
n

k
in

g
se

ct
o
r

a
re

lo
w

er
(o

r
eq

u
a
l

to
),

in
a
b

so
lu

te
va

lu
e,

th
an

th
e

∆
C
oV

a
R
s 9

5
t
h

re
la

te
d

to
th

e
in

su
ra

n
ce

a
n

d
b

ro
ke

ra
g
e

se
ct

o
r.

T
h
er

ef
o
re

,
th

e
n
u

ll
h
y
p

o
th

es
is

si
g
n

ifi
es

th
a
t

th
e

b
a
n

k
in

g
se

ct
o
r

is
le

ss
(o

r
eq

u
al

)
sy

st
em

ic
al

ly
ri

sk
y

th
an

th
e

in
su

ra
n

ce
a
n

d
b

ro
ke

ra
g
e

se
ct

o
r.

T
h

e
co

lu
m

n
s

co
n
ta

in
th

e
te

st
st

a
ti

st
ic

.
*
*
*
,

*
*
,

a
n

d
*

in
d

ic
at

e
si

gn
ifi

ca
n

ce
at

1%
,

5%
,

an
d

10
%

le
v
el

s,
re

sp
ec

ti
ve

ly
.

42



Table 7: Bank-specific, macroeconomic and risk aversion variables.

Name Description

Bank-specific variables

Capital & Reserves (% of TA) Ratio of bank capital and reserves to total assets (TA). Capi-
tal and reserves include funds contributed by owners, retained
earnings, general and special reserves, provisions, and valuation
adjustments. Capital includes tier 1 capital (paid-up shares and
common stock), which is a common feature in all countries’ bank-
ing systems, and total regulatory capital, which includes several
specified types of subordinated debt instruments that need not
be repaid if the funds are required to maintain minimum capital
levels (these comprise tier 2 and tier 3 capital). TA include all
non-financial and financial assets.

Deposits (% of GDP) Demand, time and saving deposits in deposit money banks as a
share of GDP, calculated using the following deflation method:
(0.5) ∗ [Ft/Pe,t + Ft−1/Pe,t − 1][GDPt/Pa,t]; where F is demand
and time and saving deposits, Pe is end-of period CPI, and Pa is
average annual CPI.

Net interest margin Measure of the difference between the interest income generated
by banks and the amount of interest paid out to their lenders,
relative to the amount of their interest-earning assets.

Non-interest income (% of total income) Banks income generated from the non-core activities and derived
primarily from fees including deposit and transaction fees, insuf-
ficient funds fees, annual fees, monthly account service charges,
inactivity fees, check and deposit slip fees.

Regulatory capital (% of RWA) Ratio of total regulatory capital to total assets held, weighted
according to risk of those assets.

ROE Ratio of net income to total equity capital.

Macroeconomic variables

Consumer Price Index (CPI) Measure of the average change over time in the prices paid by
urban consumers for a market basket of consumer goods and ser-
vices.

Credit to Gov. and SOE (% of GDP) Ratio between credit by domestic money banks to the government
and state-owned enterprises (SOE) and GDP.

GDP growth Measure of economic growth, adjusted for inflation, and expressed
in real terms.

Risk aversion variables

Cost to income ratio Operating expenses of banks as a share of sum of net-interest
revenue and other operating income.

Stock price volatility 360-day standard deviation of the return on the national stock
market index.

5-bank asset concentration Assets of the five largest banks as a share of total banking sector
assets. Total assets include total earning assets, cash and due from
banks, foreclosed real estate, fixed assets, goodwill, other intangi-
bles, current tax assets, deferred tax, discontinued operations and
other assets.

Notes: The Table lists the name and description of the variables used in the regression analysis. All data
are obtained from World Bank Open Data.
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