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Abstract 13 

Gas volume fraction (GVF) measurement of gas-liquid two-phase CO2 flow is essential in the 14 

deployment of carbon capture and storage (CCS) technology. This paper presents a new method to 15 

measure the GVF of two-phase CO2 flow using a 12-electrode capacitive sensor. Three data driven 16 

models, based on back-propagation neural network (BPNN), radial basis function neural network 17 

(RBFNN) and least-squares support vector machine (LS-SVM), respectively, are established using the 18 

capacitance data. In the data pre-processing stage, copula functions are applied to select feature 19 

variables and generate training datasets for the data driven models. Experiments were conducted on a 20 

CO2 gas-liquid two-phase flow rig under steady-state flow conditions with the mass flowrate of liquid 21 

CO2 ranging from 200 kg/h to 3100 kg/h and the GVF from 0% to 84%. Due to the flexible operations 22 

of the power generation utility with CCS capabilities, dynamic experiments with rapid changes in the 23 

GVF were also carried out on the test rig to evaluate the real-time performance of the data driven models. 24 

Measurement results under steady-state flow conditions demonstrate that the RBFNN yields relative 25 

errors within ±7% and outperforms the other two models. The results under dynamic flow conditions 26 

illustrate that the RBFNN can follow the rapid changes in the GVF with an error within ±16%. 27 

 28 

Keywords: Carbon capture and storage; Gas volume fraction; Two-phase CO2 flow; Data driven 29 

models; Copula functions 30 
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Nomenclature   

τ Kendall’s correlation coefficient hg 
Specific enthalpy of gas CO2 before being 

mixed (kJ/kg) 

μ Spearman’s correlation coefficient hl 
Specific enthalpy of liquid CO2 before being 

mixed (kJ/kg) 

r Pearson’s correlation coefficient hg
’ 

Specific enthalpy of gas CO2 in two-phase 

flow (kJ/kg) 

α0 Gas volume fraction without correction hl
’ 

Specific enthalpy of liquid CO2 in two-phase 

flow (kJ/kg) 

χ Gas mass fraction ρl Density of liquid CO2 (kg/m3) 

α Reference gas volume fraction ρg Density of gas CO2 (kg/m3) 

qmg 
Mass flowrate of gas CO2 before being mixed 

(kg/h) 
Cnorm Normalized capacitance 

qml 
Mass flowrate of liquid CO2 before being mixed 

(kg/h) 
Cl 

Capacitance measured when the pipe is full 

of liquid CO2 (fF) 

q’
mg 

Mass flowrate of gas CO2 in two-phase flow 

(kg/h) 
Cg 

Capacitance measured when the pipe is full 

of gas CO2 (fF) 

q’
ml 

Mass flowrate of liquid CO2 in two-phase flow 

(kg/h) 
Ci 

Capacitance measured for two-phase CO2 

(fF) 

 33 

1. Introduction 34 

Global warming and climate change due to greenhouse gas emissions impede the global economic 35 

development. The excessive CO2 emissions from fossil fuel fire power generation utilities is regarded 36 

as the main cause of global warming. Recently, carbon capture and storage (CCS) technology has been 37 

proposed and is being deployed as an effective approach to reduce the emissions of CO2 from the power 38 

generation (Leung et al., 2014; Kemper, 2015). Accurate measurement of CO2 flow in pipelines is 39 

crucial to economical and safe operations in the CCS process. However, accidental leakage from CO2 40 

pipelines or small changes of the environmental temperature will lead to a significant change in the 41 

phase of CO2, resulting in gas-liquid two-phase CO2 flow (Wen et al., 2019; Zhang et al., 2018). 42 

Impurities produced using different capture methods may also lead to changes in phase properties of 43 

CO2 flow (Nazeri et al., 2016; Proter et al., 2015). In addition, CCS facilities on fossil fuel fired power 44 

plants need to be operated flexibly (Abdilahi et al., 2018, Zhang et al., 2018), such as frequent load 45 

changes and rapid start-ups and shutdowns. Due to the complex characteristics of CO2 flow, accurate 46 

measurement of CO2 fluid parameters is more challenging than other gas-liquid two-phase flows. As an 47 

important parameter in two-phase CO2 flow, the gas volume fraction (GVF) is required to determine 48 

the single phase mass flowrate and average density. Therefore, the GVF measurement is essential to 49 
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monitor and optimize the operation of the CCS system. However, few studies on the GVF measurement 50 

of CO2 flow have been reported to date. 51 

Several methods based on capacitance probes (Ji et al., 2014;), wire-mesh sensors (Olerni et al., 2013; 52 

Bowden et al., 2017), radiation attenuation (Nazemi et al., 2016), optical fiber sensing (Ursenbacher et 53 

al., 2004) and ultrasonic sensing (Chakraborty et al., 2009) have been proposed for the direct 54 

measurement of the GVF of gas-liquid two-phase flow. In comparison with other measurement 55 

instruments, the capacitive sensors have the advantages of low cost, fast response and non-invasiveness 56 

(Sun et al., 2017; Sun et al., 2018). Multi-electrode capacitive sensors are often utilized in process 57 

tomography to achieve flow pattern recognition and visual monitoring (Xie et al., 2006; Jiang et al., 58 

2009). However, unlike the flow pattern recognition or phase distribution reconstruction of two-phase 59 

flow, reconstructed images are usually not required for GVF measurement. Moreover, due to the 60 

complex characteristics of gas-liquid two-phase flow, it is difficult to develop a general method that is 61 

suitable for all flow patterns. 62 

In recent years, some flow instruments incorporating data driven models, such as artificial neural 63 

networks (ANNs) and support vector machine (SVM), have been utilized to achieve GVF measurement 64 

under two-phase flow conditions (Figueiredo et al., 2016; Wang et al., 2017; Peyvandi and Rad, 2017; 65 

Wang et al., 2018). Data driven models are widely used to represent the hidden relationships in large, 66 

complex and multivariate datasets using statistical learning techniques. Wang et al. (2017) proposed 67 

several data driven models based on ANNs, SVM and genetic programming to measure both the GVF 68 

and liquid mass flowrate of an air-water two-phase flow using Coriolis mass flowmeters (CMFs). 69 

Although the mass flow measurement errors are mostly within ±1%, the maximum error of the GVF is 70 

still larger than 10%. Peyvandi and Rad (2017) developed an approach by combining gamma ray 71 

attenuation with ANNs to measure the GVF of an air-oil-water three-phase flow. Figueiredo et al. (2016) 72 

analyzed acoustic attenuation data from an air-oil-water three-phase flow and developed ANNs and 73 

least squares support vector machine (LS-SVM) for the GVF measurement and flow pattern recognition. 74 

For two-phase CO2 flow, Wang et al. (2018) combined LS-SVM models and CMFs to measure the GVF 75 

in horizontal and vertical pipelines. The relative errors of GVFs both in horizontal and vertical pipelines 76 

are within ±10% when the GVFs are larger than 5%. Previous studies have demonstrated that data 77 

driven models, especially ANNs and LS-SVM, combined with conventional sensors perform well in 78 

the GVF measurement of gas-liquid two-phase flow. 79 
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Variable selection is a necessary pre-processing step in the development of data driven models in order 80 

to obtain acceptable measurement accuracy. Properties of datasets, including correlation and 81 

monotonicity, should be taken into account during data pre-processing. The Pearson’s correlation 82 

coefficient, which is commonly used to determine statistical dependence, only describes linear 83 

dependence (Mu et al., 2018). Recently, copula functions have been used to measure the non-linear 84 

dependence and tendency correlation between variables (Han et al., 2019; Karra and Mili, 2019). A 85 

series of copula functions, including normal copula, t-copula and Clayton copula, are common choices 86 

in the fields of economics, astronomy and meteorology (Mensi et al., 2016; Navarro, 2018; Kim et al., 87 

2019). In comparison to other linear correlation analysis, copula functions can describe both linear and 88 

non-linear correlations. For the measurement of gas-liquid two-phase flow, correlations between the 89 

sensor signals and two-phase flow parameters are usually non-linear and non-monotonic. Copula 90 

functions are capable of providing a comprehensive description of such correlations. 91 

This paper presents a method for the GVF measurement of gas-liquid two-phase CO2 flow by combining 92 

a 12-electrode capacitive sensor and data driven models. Signals from the capacitive sensor are used to 93 

develop the measurement models without going through a time-consuming image reconstruction 94 

process. During the data pre-processing stage, copula functions are used to establish the non-linear 95 

relationships and tendency correlations between the measured capacitance data and the GVF. Three data 96 

driven models, including back-propagation neural network (BPNN), radial basis function neural 97 

network (RBFNN) and LS-SVM, are established to measure the GVF. Experiments under steady-state 98 

flow conditions were conducted on a horizontal pipeline on a CO2 two-phase flow rig. The performance 99 

of the proposed measurement models in this study is evaluated in terms of relative errors. In 100 

consideration of the flexible operations of a power generation utility with CCS capability, dynamic 101 

experiments with rapid changes in flow conditions were also conducted to assess the real-time 102 

performance of the data driven models for GVF measurement. 103 

2. Methodology 104 

2.1. Measurement strategy 105 

The measurement strategy adopted in this study is illustrated in Fig. 1. A high-pressure capacitive sensor 106 

is designed and constructed, which consists of 12 identical rectangular electrodes with a length of 40 107 

mm and a width of 7 mm. The electrodes are symmetrically mounted on the exterior of a polytef pipe 108 

section with an inner diameter of 25 mm and an outer diameter of 31 mm. More details of the capacitive 109 
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sensor are available in Sun et al. (2018). A data acquisition system is developed to measure the 110 

capacitances between each pair of electrodes in the sensing head, resulting in a total of 66 (
2

12C  ) 111 

independent capacitances. Data driven models, including BPNN, RBFNN and LS-SVM, accept 112 

variables from the data acquisition system to infer the GVF of gas-liquid two-phase CO2 flow. 113 

Data 

acquisition 

system

Data driven

models

BPNN/RBFNN/ 

LS-SVM

Gas volume fraction

Capacitive sensor

Electrodes Polytef pipe

Gas-liquid 

two-phase 

CO2 flow

 114 

Fig. 1 Overall strategy for the GVF measurement of gas-liquid two-phase CO2 flow 115 

2.2 Copula function 116 

Selecting an appropriate set of inputs to the data-driven model is a critical step in the GVF measurement. 117 

The relationship between the input variables and outputs of the data driven model is usually inferred 118 

through statistical analysis. However, the most widely used correlation coefficient in statistics can only 119 

analyze and measure the linear relationship between variables. In recent years, copula functions are 120 

proposed to describe the dependence of random variables more comprehensively (Han et al., 2019; 121 

Karra and Mili, 2019). The copula functions are powerful tools for modeling the non-linear correlation 122 

among multiple variables due to their ability of relating the marginal distribution function of each 123 

variable to their multivariate joint distributions functions. The distribution functions, including marginal 124 

distribution and joint distribution, describe completely the statistical regularity of random variables 125 

(Sun et al., 2019). Sklar theory states that a joint distribution can be divided into multiple marginal 126 

distributions and a copula function (Sklar, 1959), namely, 127 

         1 2 1 1 2 2, , , , , , ,n n nH x x x C F x F x F x θ   (1) 128 

where H(x) is the joint distribution function of variables, F(x) is the marginal distribution, θ is the 129 

correlation degree parameter which can be determined by using the non-parametric kernel density 130 

estimation method (Wang et al., 2014), and C(·) is the copula function. 131 

Two families of copula functions, Ellipse-copula family and Archimedean-copula family, have been 132 
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applied to describe the relationship between variables. The Ellipse-copula family includes normal 133 

copula, t-copula and logit copula. Gumbel-copula, Clayton-copula and Frank-copula belong to the 134 

Archimedean-copula family. The forms of these copula functions can be found in Nelsen (2006). In this 135 

paper, a two-dimensional normal copula function is employed to take into account the correlation 136 

between each capacitance value and the GVF due to its low computational complexity. For a two-137 

dimensional normal copula function, it can be described as follows: 138 

  
 

 
  1 1

2 2

22

21
, exp

2 12 1

u v s rst t
C u v dsdt

rr

  

 

   
 

   
    (2) 139 

where u and v are two random variables, Φ-1 denotes the inverse function of a standard normal 140 

distribution function and r denotes the Pearson’s correlation coefficient between u and v. 141 

Unlike traditional linear correlation analysis, copula functions can describe both the linear and nonlinear 142 

correlations between variables. The most widely used scale-invariant measures of association are the 143 

Kendall’s and Spearman’s rank correlation coefficients (Fredricks and Nelsen, 2007), both of which 144 

can be calculated from copula functions: 145 

    
1 1

0 0
4 , , 1τ C u v dC u v     (3) 146 

  
1 1

0 0
12 , 3μ C u v duv     (4) 147 

where τ and μ are the Kendall’s and Spearman’s correlation coefficients, respectively. The Kendall’s 148 

and Spearman’s coefficients are independent of the marginal distribution of random variables. They 149 

determine the degree of consistency and remain unchanged after a strict monotonic transformation, 150 

which illustrates that these coefficients have wider applicability than linear correlation coefficients. 151 

2.3 Data driven models 152 

In recent years, data driven modeling techniques were proposed for the GVF and flowrate measurement 153 

of gas-liquid two-phase flow (Wang et al., 2019; Peyvandi and Rad, 2017). Among these data driven 154 

models, the BPNN, RBFNN and LS-SVM have been widely used as alternatives to physical-based and 155 

conceptual models. The structure of each data driven model based on BPNN, RBFNN and LS-SVM is 156 

explained in detail in this section. 157 

2.3.1 BPNN 158 

As one of the most common neural networks, BPNNs have been applied to achieve the measurement 159 

of gas-liquid two-phase flow due to their strong nonlinear mapping capability, good adaptability and 160 
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fault tolerance (Azizi et al., 2015). The BPNN is a multilayer neural network consisting of an input 161 

layer, an output layer and a hidden layer, as shown in Fig. 2. The output of the BPNN is calculated from: 162 

    
1

L

BP j j

j

y t ω H t b


    (5) 163 

where ωj and b are the connection weight and bias between the jth hidden neuron and the output layer, 164 

respectively. Hj is the output of the jth hidden neurons and is determined from: 165 

    
1

n

j ij i j

i

H t f ω x t a


 
  

 
   (6) 166 

where ωij is the connection weight between the ith input neuron and the jth hidden neuron. xi is the ith 167 

input variable and aj is the bias of jth hidden neuron. f(x) is the activation function of hidden neurons. 168 

In this paper, the hyperbolic tangent sigmoid function is used as an activation function of hidden neurons 169 

(Figueiredo et al., 2016) and presented by 170 

  
2

2
1

1 x
f x

e
 


  (7) 171 

Although BPNNs have been widely applied in practice, however, a successful BPNN model depends 172 

significantly on the user-dependent parameters such as an appropriate model structure and training 173 

initialization.  174 

H1

H2

H3

Hj

yBP

ω1

ω3

ωj

ω2

Input 

Layer

Hidden 

Layer

Output 

Layer

x1

x2

xi

  

aj

ωij

b

 175 

Fig. 2 Structure of a typical BPNN 176 

2.3.2 RBFNN 177 

RBFNN is a feedforward neural network consisting of three layers, as illustrated in Fig. 3, and uses a 178 

type of radial basis function (RBF) as activation to the hidden nodes. The output of the network is a 179 

linear combination of RBFs of the inputs and neuron parameters. The RBF measures the distance 180 

between the input vectors and the weight vectors and is typically taken to be the Gaussian function. The 181 
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output of a RBFNN is calculated from: 182 

       
1

N

RBF j j

j

y t ω t φ x t


   (8) 183 

where ωj is the connection weight between the jth hidden neurons and the output layer, x(t) is the input 184 

variables vector, and N is the number of hidden neurons. φj is the jth nonlinear mapping between the 185 

input neurons and the jth hidden neuron, respectively, namely,  186 

      2
2exp (t) C / 2j j jφ x t x σ     (9) 187 

where Cj and σj
2 is the center vector and the variance for the jth hidden neuron, respectively, and Cj is 188 

determined by the K-means clustering method (Liao, 2010). 189 

H1

H2

H3

Hj

yRBF

ω1

ω3

ωj

ω2

Input 

Layer

Hidden 

Layer

Output 

Layer

x1

x2

xi

  

 190 

Fig. 3 Structure of RBFNN 191 

2.3.3 LS-SVM 192 

The SVM algorithm maps linear inseparable data to a new space, in which these data become linearly 193 

separable. The SVMs have been applied to achieve the phase fraction prediction and flow regime 194 

identification due to the good generalization and the suitability for small sample training (Wang et al., 195 

2009; Zhang et al., 2011). In order to achieve faster convergence, Suykens (2002) proposed an LS-SVM 196 

model to solve the nonlinear regression problem by mapping the data into a high-dimensional feature 197 

space and then developing a linear regression model in this space. Given training samples x and the 198 

desired output y, the LS-SVM model is defined as 199 

 

 

, ,
1

1 1
min

2 2

. .

n
T

ω b e
k

T

ω ω γ e

s t

y ω φ x b e





  



  (10) 200 

where ωT and b are the transposed vector and bias, respectively. φ(x) is a nonlinear mapping function. 201 
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γ refers to penalty parameter. ek is slack variables. xk and yk are the kth input and output elements, 202 

respectively. 203 

In order to achieve the optimization solution of Eq. 10, Lagrange function is adopted, i.e. 204 

     2

1 1

1 1
, , ,

2 2

n n
T T

k k k k k

k k

L ω b e a ω ω γ e a ω φ x b e y
 

         (11) 205 

where ak is the Lagrange multiplier. 206 

Furthermore, the partial derivative of Lagrange function is given by: 207 

 

 

 

1

1

0

0 0

0

0

n

k k

k

n

k

k

k k

k

T

k k k

k

L
ω a φ x

ω

L
a

b

L
a γe

e

L
y ω φ x b e

a






  




  



   



     






  (12) 208 

The estimation of the LS-SVM model is obtained by solving the following equation, 209 

  
1

,
n

k k k

k

y a K x x b


     (13) 210 

where K(x, xk) is a kernel function. 211 

Samples from the original space are mapped into a higher-dimensional space by the kernel functions, 212 

such as linear, polynomial, RBF, and sigmoid function. In this study, an RBF kernel function is chosen 213 

due to the strong nonlinear mapping abilities. Thus, the output of the LS-SVM model is finally 214 

represented as: 215 

    
2

2
1

1
exp

2

n

SVM k i

k

y t a x t x b
σ

 
    

 
   (14) 216 

3. Experimental conditions 217 

3.1 Test rig 218 

Experiments were conducted on a 1-in bore gas-liquid two-phase CO2 flow rig as depicted in Fig. 4. 219 

The capacitive sensor, as shown in Fig. 5, is installed in the horizontal test section. A stainless steel pipe 220 

is wrapped outside the polytef pipe to withstand the high pressure. For experiments under steady-state 221 

flow conditions, the mass flowrate of liquid CO2 is set from 200 kg/h to 3100 kg/h, resulting in the 222 

reference GVF from 0% to 84%. Experiments under dynamic conditions were also conducted to 223 

investigate the real-time performance of the established data driven models. The gas phase CO2 was 224 
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increased from 120 kg/h to 400 kg/h and then decreased from 400 kg/h to 120 kg/h when the liquid 225 

phase CO2 was fixed at 1500 kg/h. Meanwhile, the liquid phase CO2 was increased from 350 kg/h to 226 

750 kg/h and then decreased from 750 kg/h to 350 kg/h when the gas phase CO2 was fixed at 70 kg/h. 227 

These dynamic flow conditions result in variations in GVF. The material properties and operation 228 

conditions of the CO2 flow test rig are summarized in Table 1. 229 

P T

P T

P T

 230 

Fig. 4 Schematic of the gas-liquid two-phase CO2 flow rig 231 

 232 

Fig. 5 Photograph of the capacitive sensor 233 

 234 

 235 
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Table 1 Material properties and operation conditions of the CO2 flow test rig 236 

Parameter Value Parameter Value 

Pressure (bar) 57 - 72 Liquid density (kg/m3) 740 - 800 

Temperature (℃) 20 - 30 Gas specific enthalpy (kJ/kg) 403.26 - 437.74 

Gas mass flowrate (kg/h) 15 - 400 Liquid specific enthalpy (kJ/kg) 253.25 -262.93 

Liquid mass flowrate (kg/h) 70 - 3100 Gas permittivity 1.0 

Gas density (kg/m3) 190 -210 Liquid permittivity 1.6 

 237 

3.2 Calculation of reference GVF 238 

Two CMFs are installed on the liquid phase and gas phase sections, respectively, to provide the mass 239 

flowrate and density of single-phase CO2 flow. The measurement uncertainty of gas phase CO2 flow is 240 

0.35% while that of liquid phase CO2 flow is 0.16%. Temperature and pressure transducers are installed 241 

at the entrance and exit of the mixer, respectively, to provide temperature and pressure information of 242 

single-phase and two-phase CO2 flows. When the gas and liquid CO2 are mixed without considering 243 

the phase transition between the two, the GVF (α0) of two-phase CO2 flow is calculated from,  244 

 0

mg l

ml g mg l

q

q q




 



  (15) 245 

where qmg and ρg are the mass flowrate and density of gas phase CO2, respectively. qml and ρl are the 246 

mass flowrate and density of liquid phase CO2, respectively. These parameters are all obtained from the 247 

reference CMFs. 248 

However, phase transition may occur due to the changes in temperature and pressure at the mixer. The 249 

GVF should be corrected by the first law of thermodynamics of an open system as follows: 250 

 

' ' ' '

' '

mg g ml l mg g ml l

mg ml mg ml

q h q h q h q h

q q q q

  

  
  (16) 251 

where hg and hl are the specific enthalpy values of pure gas and liquid CO2 before being mixed, 252 

respectively. hg
’ and hl

’ are the specific enthalpy values of gas and liquid CO2 in two-phase flow, 253 

respectively. q’
mg and q’

ml are the mass flowrate of gas and liquid CO2 in two-phase flow, respectively. 254 

Specific enthalpy is a thermodynamic quantity equivalent to internal energy of a system plus the product 255 

of its pressure and volume. Temperatures and pressures at the entrance and exit of the mixer are used to 256 

determine the specific enthalpy of CO2. The gas mass fraction (χ) and the reference GVF (α) are 257 

calculated as follows, 258 
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   '

' '

ml
l l l g

ml mg

g l

q
h h h h

q q

h h


  





  (17) 259 

 
 1

l

g




 



  (18) 260 

4. Results and Discussion 261 

4.1 Correlation analysis by copula functions 262 

Firstly, the measured capacitances are normalized as follows, 263 

 i l
norm

g l

C C
C

C C





  (19) 264 

where Ci is the capacitance measured under two-phase CO2 flow conditions. Cl and Cg are the 265 

capacitances which are measured during calibration when the pipeline is full of liquid phase CO2 and 266 

gas phase CO2, respectively. 267 

Secondly, marginal probability density distributions for the capacitances of each pair of electrodes are 268 

estimated using the non-parametric kernel density estimation method. Joint distributions between the 269 

measured capacitances and GVFs are established by using normal copula functions and the semi-270 

parametric pseudo-maximum-likelihood method. Finally, the Kendall’s and Spearman’s rank 271 

correlation coefficients between the capacitance values and the GVFs are calculated from Eq. 3 and Eq. 272 

4. 273 

Tables 2 and 3 summarize the Kendall’s and Spearman’s correlation coefficients calculated from copula 274 

functions. The closer these coefficients get to 1 (or -1), the stronger the positive (or negative) correlation 275 

is. The top 20% variables with the strongest correlation are selected and their distributions are depicted 276 

in Fig. 6.  277 

 278 
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(a)                                    (b) 279 

Fig. 6 Distributions of electrode pairs selected by different coefficients. (a) Kendall’s coefficient (b) 280 

Spearman’s coefficient. 281 

From Fig. 6 (a), electrodes selected by Kendall’s coefficient are mainly distributed in the top and bottom 282 

of the horizontal pipeline. The sensing area of these electrodes covers the entire interior of the pipe 283 

which is good to obtain sufficient information about the flow. However, the sensing segments of the 284 

electrode pairs selected by Spearman’s coefficients are located at the edge of the pipeline as shown in 285 

Fig. 6 (b). To obtain complete assessment for input variables, capacitances selected by both Kendall’s 286 

and Spearman’s coefficients are used to develop data driven models. The performances of these models 287 

are evaluated and compared in terms of relative errors. 288 

Table 2 Kendall’s coefficients between the GVFs and capacitances 289 

Number of electrodes 2 3 4 5 6 7 8 9 10 11 12 

1 0.32 0.78 0.92 0.92 0.92 0.92 0.93 0.94 0.85 0.38 0.7 

2 -- 0.63 0.76 0.77 0.76 0.77 0.78 0.89 0.75 0.58 0.34 

3 -- -- 0.55 0.57 0.58 0.59 0.6 0.61 0.66 0.83 0.82 

4 -- -- -- 0.87 0.85 0.31 0.27 0.18 0.56 0.88 0.91 

5 -- -- -- -- 0.82 0.79 0.68 0.31 0.55 0.87 0.9 

6 -- -- -- -- -- 0.73 0.8 0.35 0.54 0.86 0.89 

7 -- -- -- -- -- -- 0.81 0.37 0.53 0.86 0.89 

8 -- -- -- -- -- -- -- 0.4 0.52 0.86 0.89 

9 -- -- -- -- -- -- -- -- 0.49 0.86 0.89 

10 -- -- -- -- -- -- -- -- -- 0.67 0.78 

11 -- -- -- -- -- -- -- -- -- -- 0.23 

 290 

Table 3 Spearman’s coefficients between the GVFs and capacitances 291 

Number of electrodes 2 3 4 5 6 7 8 9 10 11 12 

1 0.3 0.69 0.86 0.75 0.75 0.76 0.78 0.79 0.82 0.22 0.77 

2 -- 0.49 0.72 0.72 0.72 0.73 0.74 0.75 0.78 0.46 0.19 

3 -- -- 0.27 0.31 0.33 0.35 0.37 0.38 0.47 0.79 0.78 

4 -- -- -- 0.63 0.6 0.56 0.52 0.42 0.31 0.78 0.72 

5 -- -- -- -- 0.88 0.87 0.84 0.56 0.29 0.77 0.7 

6 -- -- -- -- -- 0.88 0.87 0.6 0.27 0.76 0.69 

7 -- -- -- -- -- -- 0.86 0.64 0.25 0.76 0.68 

8 -- -- -- -- -- -- -- 0.67 0.22 0.76 0.68 

9 -- -- -- -- -- -- -- -- 0.17 0.76 0.69 

10 -- -- -- -- -- -- -- -- -- 0.52 0.68 

11 -- -- -- -- -- -- -- -- -- -- 0.15 

 292 



14 
 

4.2 Performance of data driven models 293 

4.2.1 Steady-State flow conditions 294 

A total of 197 sets of the capacitance data under steady-state flow conditions were acquired as sample 295 

data for training BPNN, RBFNN and LS-SVM, among which 158 sets (80% of the data) are adopted 296 

as training data. The remaining 39 sets (20% of the data) are used as testing data. The three data driven 297 

models are compared in terms of measurement accuracy. 298 

Fig. 7 shows a comparison between the reference GVF and measured GVF from the data driven models 299 

using variables selected using the Kendall’s coefficient. The relative errors from the BPNN and LS-300 

SVM models are within ±13% and ±12%, respectively, whilst the RBFNN model yields a relative error 301 

within ±7%. The RBFNN is remarkably more accurate than BPNN and LS-SVM due probably to the 302 

fact that the K-means clustering of input variables during the training of the RBFNN model has similar 303 

effect on the flow pattern classification of two-phase CO2 flow.  304 

    305 
(a)                                        (b) 306 

 307 
(c) 308 
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Fig. 7 Comparison between the measured GVF and reference GVF using variables selected via the 309 

Kendall’s coefficient. (a) BPNN. (b) RBFNN. (c) LS-SVM. 310 

Fig. 8 depicts the comparison between the reference GVF and measured GVF using variables selected 311 

via the Spearman’s coefficient. The relative errors of the BPNN, RBFNN and LS-SVM models are 312 

within ±18%, ±13.8% and ±17%, respectively. The mathematical formulations of Kendall’s and 313 

Spearman’s coefficients are different, resulting in different selected variables and outputs of the data 314 

driven models. However, according to Fig. 7 and Fig. 8, both coefficients are effective in selecting input 315 

variables for the data driven models. It is because that both coefficients are developed to determine the 316 

degree of consistency, which means they are both effective in measuring the nonlinear correlation 317 

between the measured capacitance data and GVF. However, the measurement area of electrode pairs 318 

selected via Spearman’s coefficient is mostly located at the edge of the pipeline, some information about 319 

the fluid in the center of the pipeline may be lost, resulting in lower accuracy than that in Fig. 7 for all 320 

three models. 321 

  322 

(a)                                    (b) 323 

 324 



16 

 

(c)325 

Fig. 8 Comparison between the measured GVF and reference GVF using variables selected via the 326 

Spearman’s coefficient. (a) BPNN. (b) RBFNN. (c) LS-SVM. 327 

Fig. 9 and Fig. 10 illustrate the relative error histograms from the data driven models using the two 328 

different variable selection methods. It is clear that the error distributions of the BPNN and RBF models 329 

are much wider and dispersive than those of RBFNN. By comparing the relative errors and error 330 

distributions from data driven models, we can conclude that the measurement results from RBFNN 331 

incorporating copula functions produce the lowest relative errors and the highest concentration of the 332 

error distributions. 333 

   334 
(a)                                       (b) 335 

 336 

(c) 337 

Fig. 9 Relative error histograms of BPNN, RBFNN and LS-SVM using variables selected by the 338 

Kendall’s coefficient. (a) BPNN. (b) RBFNN. (c) LS-SVM. 339 
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 340 

(a)                                       (b) 341 

 342 

(c) 343 

Fig. 10 Relative error histograms of BPNN, RBFNN and LS-SVM using variables selected by the 344 

Spearman’s coefficient. (a) BPNN. (b) RBFNN. (c) LS-SVM. 345 

4.2.2 Dynamic conditions 346 

The RBFNN, which outperforms the BPNN and LS-SVM under steady-state flow conditions, is applied 347 

to achieve the GVF measurement under dynamic conditions. Fig. 11 shows the measurement 348 

performance of the RBFNN during the dynamic operations in the horizontal test section. As shown in 349 

Fig. 11 (a) and (b), the mass flowrate of gas phase was fixed at 70 kg/h while the mass flowrate of liquid 350 

phase experienced the step increase and decrease. In comparison with the reference GVF, the measured 351 

GVF can follow the transient changes. Fig. 11 (c) and (d) show the transient behaviours with increasing 352 

and decreasing gas phase CO2 while the liquid phase was fixed at 1500 kg/h. The measurement results 353 

can also follow the trend of reference GVF. However, as shown in Fig. 11 (d), the reduction in GVF is 354 

gradual because the inertia of the compressor at a reduced frequency is larger than that at an increased 355 
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frequency, which prevents step reduction in the mass flowrate of gas phase CO2. Meanwhile, the buffer 356 

installed behind the compressor serves to keep the mass flowrate of gas CO2 stable in the pipeline, 357 

which also prevents step change in the gas phase CO2 under dynamic conditions. A comparison between 358 

the reference GVF and measured GVF during dynamic conditions is plotted in Fig. 12. It is clear that 359 

the relative errors are within ±16% in all four cases. 360 

 361 
(a)                                 (b) 362 

 363 
(c)                                 (d) 364 

Fig. 11 Measuremnet performance of RBFNN under dynamic conditions. (a) Increasing liquid CO2 365 

with fixed gas CO2. (b) Decreasing liquid CO2 with fixed gas CO2. (c) Increasing gas CO2 with fixed 366 

liquid CO2. (d) Decreasing gas CO2 with fixed liquid CO2. 367 



19 

 

   368 
(a)                                   (b) 369 

   370 
(c)                                    (d) 371 

Fig. 12 Comparison between the measured GVF and reference GVF under dynamic conditions. (a) 372 

Increasing liquid CO2 with fixed gas CO2. (b) Decreasing liquid CO2 with fixed gas CO2. (c) 373 

Increasing gas CO2 with fixed liquid CO2. (d) Decreasing gas CO2 with fixed liquid CO2. 374 

5. Conclusions 375 

In this paper analytical and experimental investigations have been carried out to achieve the GVF 376 

measurement of gas-liquid two-phase CO2 flow using a 12-electrode capacitive sensor and data driven 377 

models. The results have shown that the RBFNN model produces more accurate GVF measurement 378 

than the BPNN and LS-SVM models. During the data pre-processing stage, copula functions and two 379 

rank correlation coefficients, i.e. Kendall’s and Spearman’s coefficients, have been used to select input 380 

variables for the data driven models. Under steady-state flow conditions the RBFNN yields a relative 381 

error within ±7% in the horizontal pipeline for the GVF ranging from 0% to 84%, whilst the BPNN and 382 

LS-SVM models give relative errors within ±13% and ±12%, respectively. The results under dynamic 383 

flow conditions have verified the real-time performance of the RBFNN with a relative error within 384 

±16%. It should be stressed that the GVF measurement of the two-phase CO2 flow using the capacitance 385 
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signals and data driven models is achieved without the time-consuming image reconstruction algorithms. 386 
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