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ABSTRACT
This paper proposes an interval sliding mode observer (ISMO) based sliding mode
actuator fault accommodation (FA) framework for non-minimum phase linear-
parameter-varying (LPV) systems involving online control allocation (CA) prob-
lem. Firstly, a specifically designed coordinate transformation is introduced to deal
with the non-minimum phase issue. Then, for the transformed system, an ISMO is
proposed to estimate the set of admissible values for the states of the faulty LPV
systems. It is constructed based on the designed interval bounds for the scheduling-
parameter-related uncertainties and fault-related items. The observer is designed by
combining the interval observer and the sliding mode observer techniques. A fault-
tolerant control (FTC) law with an online CA scheme is subsequently designed by
stabilizing the proposed ISMO instead of the original faulty LPV system, which
guarantees that the unmeasurable states of the original LPV system converge to
zero asymptotically, the measurable outputs converge to zero in finite time, and
further, the actual control efforts are allocated to all actuators optimally and satisfy
prescribed performance. Finally, a simulation based on the inverter used in China
Railway High-speed (CRH) is presented to illustrate the effectiveness of the proposed
framework.

KEYWORDS
Sliding mode, interval observer, fault-tolerant control, control allocation

1. Introduction

In modern complex control systems, component faults may cause severe system perfor-
mance degradation or, in the worst-case, may cause a break down of the entire system.
In such situation, fault-tolerant control (FTC) aims to maintain the system perfor-
mances close to the desired one or at least maintain the stability of the system. This is
vital for critical systems such as aircraft, high-speed trains and nuclear power stations
Zhang et al. (2012), Gao et al. (2015) in order to satisfy the increasing reliability
and safety requirements. Generally speaking, FTC systems can be classified into two
categories: passive FTC systems and active FTC systems Zhang et al. (2012). Passive
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FTC systems are also called reliable control systems where FTC controllers are usually
fixed and designed to tolerant specific anticipate faults. These schemes need neither
fault diagnosis units nor controller reconfiguration. Active FTC systems on the other
hand usually constructed based on information provided by fault detection and fault
isolation (FDI) modules. As described in Jiang et al. (2006), fault accommodation
(FA) (see Fan et al. (2017), Ye et al. (2006), Jiang et al. (2006) and Polycarpou
(2001)) which concerns the faulty system, and system reconfiguration (SR) (see Tao
et al. (2001), Ye et al. (2017) and Yang et al. (2010)) which focuses on the healthy
(reconfigured) part of the system, are two effective ways to design active FTC systems.
Fault detection and isolation for detecting the occurrence and locations of faults, and
fault identification for determining the type and magnitude of faults are necessary for
FA analysis and design. Actuator faults, including total and partial loss of effective-
ness Boskovic et al. (2010), are a class of serious faults because they may damage
the power units and control units which normally are the core entities of a system.
Actuator FTC issues have been widely addressed in Boskovic et al. (2010), Tao et al.
(2001), Tang et al. (2007), Alwi et al. (2008), Fan et al. (2017) and Ye et al. (2017)
etc. In this paper, FA for actuator faults will be the main concern.

In FA, state observer design is the first step, which, however, is very challenging,
especially for nonlinear systems. Linear-parameter-varying (LPV) representation in-
troduced by Shamma (1988) provides an appealing alternative to replace the nonlinear
complexity by an enlarged parametric variation, which may simplify the observer de-
sign. However, for the LPV system with unknown scheduling parameters, conventional
observers such as Luenberger observers are not effective for estimation problems, while
interval observers provide an alternative. The advantage is that interval observers pro-
vide the set of admissible of states instead of estimates generated by other observers
such as Luenberger observers and Kalman filters. Interval observers, first proposed
in Gouze et al. (2000) and further developed in Räıssi et al. (2010), Mazenc et al.
(2011), Chebotarev et al. (2015) and Zheng et al. (2016) etc, have become an im-
portant observer for LPV systems. An interval observer has been proposed in Räıssi
et al. (2010) for LPV representations to generate the admissible set of the states of
one original nonlinear system using monotone system theory. The main restriction for
interval observer design is to ensure the cooperativity of the interval estimation error
dynamics. This has been overcome in Combastel (2013), Mazenc et al. (2011) and
Räıssi et al. (2012) for linear time-invariant (LTI) systems, and Efimov et al. (2013)
and Thabet et al. (2014) for linear time-varying (LTV) systems. Following the design
trend of developing interval observers using monotone system theory, Chebotarev et
al. (2015) proposed an approach to design interval observer for continuous-time LPV
systems with an unmeasurable vector of scheduling parameters by considering L1/L2

performance, interval observers based on linear programming, and coordinate trans-
formations proposed in Räıssi et al. (2012) and Efimov et al. (2013) are designed
for nonnegative LPV systems, respectively, as well as ones based on Riccati matrix
inequalities for generic LPV systems. For LPV systems with unknown scheduling pa-
rameters, it is necessary to consider the non-minimum phase cases. In Efimov et al.
(2012), for the LPV systems with non-detectable or non-strongly-observable parts, an
interval observer is designed using high order sliding mode techniques, which not only
provides more accuracy setmembership estimates but also relaxes the applicability
conditions of standard interval observer design method. However, only the structure
of ISMO is presented in Efimov et al. (2012), the computation method for the designed
gain matrix to deal with non-minimum phase issues is not specified. This paper will
continue to research the ISMO design problem for non-minimum phase LPV systems
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in terms of observer design step in FA.
In recent decades, the interest in FA for LPV systems has increased and many

results have been published, for example Rotondo et al. (2014), Chen et al. (2017)
and Sloth et al. (2010). But generally speaking, because conventional observers do not
work well for estimating states and faults for general LPV systems, almost all of these
results are developed for specific LPV systems under structure restrictions such as
polytopic ones in Rotondo et al. (2014) or with measurable scheduling parameter (see
e.g. Chen et al. (2017) and Sloth et al. (2010)). Recently, an effective methodology
for controlling LPV systems with unknown scheduling parameters has been proposed
based on interval observers in Efimov et al. (2013), which has subsequently been
applied to FA for faulty LPV systems in Lamouchi et al. (2018). In traditional FA,
the stability of the closed-loop system is guaranteed by achieving stability of both
the estimation error system and the original faulty system. In the interval observer
based FA approach, if the states of the interval observer for the original faulty system
converge to zero, then the states of the original faulty system will converge to zero
as well. Due to this advantage, in the interval observer based FA, if the states of
the interval observer converge to zero, then the stability of the whole closed-loop FTC
system can be guaranteed. Although the dimensions of interval observers are generally
twice of those traditional observers such as Luenberger observers (see Efimov et al.
(2013)), which may increase in making the states of the interval observer to converge
to zero, interval observer based FA still provides an easier route in FTC design than
traditional FA approaches because if the interval observer states converge to zero, then
the states of both the estimation error system and the faulty system converge to zero.
Unfortunately, there are very few results in terms of interval observer based FA except
for Lamouchi et al. (2018), which motivates the work in this paper.

Since sliding mode observers are inherent robustness to matched uncertainties, slid-
ing mode observer techniques have been introduced to interval observer design to
generate tighter interval estimates. Except for Efimov et al. (2012), in Oubabas et al.
(2018), an ISMO is constructed via a convex sum of an upper estimator and a lower
estimator, while in Zhang et al. (2017), an ISMO is proposed based on regular form
to detect incipient faults. On the other hand, sliding mode techniques have been used
for FTC extensively because of their inherent robustness to matched uncertainties, for
example, sliding mode FTC with online CA Alwi et al. (2008), Alwi et al. (2008)
and Chen et al. (2017), and sliding mode observer based FTC Li et al. (2014) and
Shi et al. (2015). However, to the best of the authors’ knowledge, ISMOs have not
been applied before to FA for LPV systems.

In this paper, an ISMO based sliding mode FA framework is proposed for non-
minimum phase LPV systems with online CA for actuator loss of efficiency faults and
outage faults. Specifically, the scheduling parameters may cause non-minimum phase
issues for observable LPV systems. In this paper, this problem is addressed by intro-
ducing a new coordinate transformation satisfying a set of sufficient conditions. Proper
interval bounds for scheduling-parameter-related uncertainties and fault-related items
are induced, and an ISMO is proposed based on the interval bounds by combining in-
terval observer and sliding mode observer techniques. A sliding mode FTC law is then
designed, using the interval estimates generated by the proposed ISMO, to stabilize
the ISMO by achieving the stability of the related sliding motion and the reachability.
This in turn stabilizes the original LPV system. Finally, a simulation is presented to
illustrate the effectiveness of the proposed FA. The main contribution of the proposed
FA approach is summarized as follows:
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• An ISMO is proposed for the faulty LPV systems by combining an interval
observer and a sliding mode observer together to generate a tighter interval
estimation than that produced by other interval observers which do not use
sliding mode techniques.
• A sliding mode FTC law is designed to guarantee the convergence of the states

of the ISMO instead of the states of the original faulty system, which can ensure
that the unmeasurable states converge to zero asymptotically and the measur-
able states converge to zero in finite time. Furthermore, this approach is also
applicable to some non-minimum phase LPV systems.

Notation : For two vectors x1, x2 ∈ Rn or matrices M1, M2 ∈ Rm×n, the relations
x1 ≤ x2 and M1 ≤ M2 are understood elementwise. For any matrix M ∈ Rm×n

and vector x ∈ Rn, M+ = max{0,M}, M− = max{0,−M}, x+ = max{0, x} and
x− = max{0,−x}. Denote by |M | a m×n dimensional matrix with elements being the
absolute values of the corresponding elements of M , and denote by |x| a n dimensional
vector with elements being the absolute values of the corresponding elements of x.
The symbols M+, M−, x+ and x− are equivalently defined by M+ = 1

2(M + |M |),
M− = 1

2(−M + |M |), x+ = 1
2(x+ |x|) and x− = 1

2(−x+ |x|), respectively. The notion
P ≺ 0 (P � 0) means that P is negative (positive) definite, and P 4 0 (P < 0) means
that P is nonnegative (nonpositive) definite. For x1, · · · , xn ∈ R, col(x1, · · · , xn) is a
n dimensional column vector with elements x1, · · · , xn. For x = col(x1, · · · , xn) ∈ Rn,
sign(x) = col(sign(x1) · · · , sign(xn)). The matrices In and En denote the identity
matrix with dimension n× n and the matrix with all elements being 1 and dimension
n.

2. Problem Formulation

Consider the LPV system similar to the ones in Lamouchi et al. (2018) and Efimov
et al. (2013) as follows:

ẋ =Ax+ ∆A (θ(t))x+B0(Im − ρ)u, (1)

y =Cx (2)

where x ∈ Rn is the state, u ∈ Rm is the measurable control input and y ∈ Rp is the
measurable output. The matrices A ∈ Rn×n and C ∈ Rp×n are known with C being
full row rank. The vector of scheduling parameters θ(t) ∈ Π is not available but the set
Π ⊂ Rh is known. The uncertain matrix ∆A (·) : Π −→ Rn×n is a piecewise continuous
matrix function. It should be noted that the triple (A+∆A(θ(t)), B, C) may become
non-minimum phase even if the triple (A, B, C) is minimum phase because of ∆A (·).
Conditions in order to ensure minimum phase of the triple (A + ∆A(θ(t)), B,C) in
Alwi et al. (2012), Alwi et al. (2014) and Chen et al. (2017) will be removed in this
paper.

The known matrix B0 ∈ Rn×m is the actuator distribution matrix, which, in order
to satisfy actuator redundancy condition that most of actuator FTC results with online
CA scheme such as Alwi et al. (2008) and Chen et al. (2017) rely on, is assumed
that rank(B0) = q ≤ m. Then B0 can be decomposed into a product of two full rank
matrices B0 = BE where B ∈ Rn×q is full column rank, and E ∈ Rq×m is full row
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rank. A virtual control v is then defined as

v = Eu ⇒ B0u = Bv. (3)

To simplify the notation and the exposition, only the case p = q is considered in this
paper. The result can be extended to the case p 6= q easily.

The diagnose matrix ρ = diag{ρ1, · · · , ρm} where ρ1, · · · , ρm represent loss of effi-
ciency factors. Note that ρi satisfies 0 ≤ ρ

i
≤ ρi ≤ ρ̄i ≤ 1 with ρ

i
and ρ̄i representing

the lower bound and upper bound of ρi respectively. Thus, 0 ≤ ρ ≤ ρ ≤ ρ̄ ≤ Im
where ρ = diag(ρ

1
, · · · , ρ

m
) and ρ̄ = diag(ρ̄1, · · · , ρ̄m). It is worth pointing out that

if ρ
i

= ρ̄i = 1, ui has an outage fault and in the case 0 < ρ
i
≤ ρ̄i < 1, ui suffers

from LOF, while ρ
i

= ρ̄i = 0 means that ui is healthy. So in this paper, both outage

faults and loss-of-effectiveness faults (LOFs) (see Ye et al. (2017) and Boskovic et al.
(2010)) are considered.

In previous work for actuator FTCs (such as Tao et al. (2001), Chen et al. (2017)
and Zhang et al. (2017)), actuator redundancy is necessary. Likewise here, the follow-
ing similar assumption is required:

Assumption 2.1. The matrix ρ̄ satisfies ρ̄ ∈ Σρ̄ where

Σρ̄ := {ρ̄ |rank (E(Im − ρ̄)) = rank (E)} . (4)

Remark 1. It should be pointed out that outage faults are included in Assumption
2.1. For example, let

E =

[
1 1
0 0

]
.

For the faulty case: the first actuator is healthy while the second one has an outage
fault, i.e. ρ̄ = diag{0, 1}. The rank relation in Assumption 2.1 still holds. ∇

Under Assumption 2.1, a set Σ containing all tolerable fault modes can be defined by

ρ ∈ Σ :=
{
ρ = diag{ρ1, · · · , ρm}

∣∣∣ρ
i
≤ ρi ≤ ρ̄i, ρ̄ ∈ Σρ̄

}
. (5)

It should be pointed out that online information about ρ can be supplied by fault re-
construction schemes as described by Yan et al. (2007) or by fault estimation schemes
such as Ye et al. (2006). Therefore, it is reasonable to suppose that there exists an
estimate ρ̂ for ρ. Furthermore, the adaptive estimation method used in Ye et al. (2006)
can also guarantee ρ

i
≤ ρ̂i ≤ ρ̄i. Thus, it is also reasonable to suppose that ρ̂ ∈ Σ.

Remark 2. It is worth pointing out that the estimation signal ρ̂ is just for CA
purposes, which is needed neither by the ISMO design nor in the stability analysis
of the whole closed-loop FTC system. ∇

In actuator faulty scenario, in order to prevent faulty actuators from becoming
more seriously damaged, the faulty actuators should be assigned with less control
effort. The aim of a CA scheme is to redistributed the desired control efforts among
all the physical actuators in faulty scenarios, which facilitates to assign less control
efforts to faulty actuators and more control efforts to the healthy ones. To achieve
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this aim, as proposed in Alwi et al. (2008), u is designed to minimize the following
performance index

min
u
uT Ŵ−1u subject to (3) (6)

where Ŵ = Im − ρ̂. The optimal solution to (6) is

u = ŴET (EŴET )−1v := Ê†v. (7)

Objective. The objective of this paper is using the measurable output signal y to
design an ISMO based sliding mode FTC law with the online CA scheme u = Ê†v
for the LPV system (1)-(2) such that for any ρ, ρ̂ ∈ Σ, the unmeasurable states of the
closed-loop system is asymptotically stable, and the measurable output y converges to
zero in finite time.

3. Interval Sliding Mode Observer Formulation

In this paper, in order to transfer system (1)-(2) to a regular form, a similar assumption
with Edwards et al. (1998) for the matrix pair (C, B0) is given as follows:

Assumption 3.1. The matrix pair (C, B0) satisfies rank(CB0) = rank(B0) = p.

From Assumption 3.1 and B0 = BE, p = rank(CB0) = rank(CBE) ≤ rank(CB) ≤
rank(C) = p. Therefore, rank(CB) = rank(B) = p. Then, based on the coordinate
transformation used in Edwards et al. (2007), the triple (A,B,C) can be transformed
into the following regular form

A =

[
A11 A12

A21 A22

]
, B =

[
0
B2

]
, C =

[
0 Ip

]
(8)

where B2 ∈ Rp×p is a non-singular matrix. Thus, the system (1)-(2) can be written in
the form

żs =A11zs +A12z2 + ∆A1(θ(t))col(zs, z2), (9)

ż2 =A21zs +A22z2 + ∆A2(θ(t))col(zs, z2) +B2v +B2v
f , (10)

y =z2 (11)

for appropriate ∆A1(θ(t)) and ∆A2(θ(t)) where vf := −Eρu.
Since the triple (A+∆A(θ(t)), B, C) may be non-minimum phase, A11 in (9) may be

an unstable matrix. To deal with this issue, a coordinate transformation col(z1, z2) :=
Tocol(zs, z2) is introduced with

To =

[
In−p T

0 Ip

]
(12)

where T ∈ R(n−p)×p is a matrix which is specially introduced to address the non-
minimum phase issue. It should be pointed out that in this paper there is no structural
limitations on T as used in both Alwi et al. (2012) and Alwi et al. (2014), which
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facilitates the relaxation of the minimum phase condition. In the new coordinates
(z1, z2), system (9)-(11) becomes

ż1 =A1z1 +A2z2 + [In−p, T ]∆A(θ(t))T−1
o z + TB2v + TB2v

f , (13)

ż2 =A3z1 +A4z2 + ∆A2(θ(t))T−1
o z +B2v +B2v

f , (14)

y =z2 (15)

where z = col(z1, z2), A1 = A11 +TA21, A2 = A12 +TA22− (A11 +TA21)T , A3 = A21,
A4 = A22 − A21T and ∆A(θ(t)) = col(∆A1(θ(t)),∆A2(θ(t))). Note that T should be
designed such that A1 is a Hurwitz matrix.

To formulate the ISMO, the interval bounds for [In−p, T ]∆A(θ(t))T−1
o z and TB2v

f

appearing in (13)-(14) should be estimated. To do that, as in Efimov et al. (2016),
Lamouchi et al. (2018) and Chebotarev et al. (2015), the following assumption for
∆A (·) is needed:

Assumption 3.2. There are known matrices ∆A1 > 0 and ∆A2 > 0 such that

−∆A1 ≤ ∆A1 (θ(t)) ≤ ∆A1, ∆A2 ≤ ∆A2 (θ(t)) ≤ ∆A2 for all θ(t) ∈ Π. (16)

In addition, the following lemma is also needed and introduced as follows:

Lemma 3.3. Let x ∈ Rn be a vector such that x ≤ x ≤ x̄ for some x, x̄ ∈ Rn. If
−∆A ≤ A ≤ ∆A for some ∆A > 0, then

−∆A(x̄+ + x−) ≤ Ax ≤ ∆A(x̄+ + x−). (17)

Proof. The equation (17) follows straightforwardly from Lemma 2 in Efimov et al.
(2012) by choosing Ā+ = ∆A, Ā− = 0, A+ = 0 and A− = ∆A.

Let z̄1, z̄2, z1 and z2 represent estimates of the upper bounds and lower bounds for
z1 and z2, respectively. Then, for the state z = col(z1, z2), an interval bound is chosen
as z ≤ z ≤ z̄ where

z = col(z1, y), z̄ = col(z̄1, y), (18)

and thus, for T−1
o z,

T−1
o z =

[
z1 − Tz2

z2

]
≤ T−1

o z =

[
z1 − Tz2

z2

]
≤
[
z̄1 − Tz2

z2

]
= T−1

o z̄. (19)

Remark 3. In (18), a special structure is employed for z and z̄ using y instead of z2

and z2. The advantage is that no extra restriction on T is needed to guarantee that
(19) holds. ∇

Then, based on Lemma 3.3, for ∆A1 (θ(t))T−1
o z and T∆A2 (θ(t))T−1

o z, it follows
from (16) and (19) that

−∆A1T
−1
o

(
z̄+ + z−

)
≤∆A1 (θ(t))T−1

o z ≤ ∆A1T
−1
o

(
z̄+ + z−

)
,

−|T |∆A2T
−1
o

(
z̄+ + z−

)
≤T∆A2 (θ(t))T−1

o z ≤ |T |∆A2T
−1
o

(
z̄+ + z−

)
.
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Thus,

−[In−p, |T |]∆AT−1
o

(
z̄+ + z−

)
≤ [In−p, T ]∆A (θ(t))T−1

o z ≤
[In−p, |T |]∆AT−1

o

(
z̄+ + z−

)
. (20)

Let v̄f and vf represent estimates of the upper bound and lower bound for vf
respectively. For all ρ ∈ Σ, using results from Chebotarev et al. (2015), −E+ ≤
−Eρ ≤ E−. By defining

Ei :=

{
−E+

i , if ui ≥ 0,
E−i , if ui < 0,

Ēi :=

{
E−i , if ui ≥ 0,
−E+

i , if ui < 0,

and denoting E = [E1, · · · , Em] and Ē = [Ē1, · · · , Ēm], it follows

Eu = vf ≤ vf ≤ v̄f = Ēu. (21)

Since

TB2 = (T+ − T−)(B+
2 −B

−
2 ) = Ψ1(T,B2)−Ψ2(T,B2)

where

Ψ1(·) =(T+B+
2 + T−B−2 ) =

[
T+ T−

] [ B+
2

B−2

]
,

Ψ2(·) =(T+B−2 + T−B+
2 ) =

[
T− T+

] [ B+
2

B−2

]
,

and the positive property Ψ1(·) ≥ 0 and Ψ2(·) ≥ 0, it follows from Chebotarev et al.
(2015) that

Ψ1(·)vf −Ψ2(·)v̄f ≤ TB2v
f ≤ Ψ1(·)v̄f −Ψ2(·)vf . (22)

Since the sliding mode techniques will be introduced for ISMO design, a useful fact
associated with the sliding mode technique related to interval observers is summarized
as follows:

Lemma 3.4. Consider the following 1st order system

ẋ = ax+ d(t)− ksign(x), x(0) = x0 > 0, d(t) ∈ R (23)

where a is a negative scalar. If k ≥ |d| + η with η being any positive constant, then
x(t) ≥ 0 for t ≥ 0, and x(t) = 0 after a finite time.

Proof. Since k ≥ |d|+ η, xẋ = ax2− η|x| ≤ −η|x|, which means that the reachability
condition for sliding is satisfied. Once x reaches the sliding surface {x = 0} it is forced
to remain on it thereafter. Thus, x(t) ≥ 0 for t ≥ 0, and x(t) = 0 after a finite time.
Therefore, it is concluded that the state in system (23) satisfies x(t) ≥ 0 for t ≥ 0 and
x(t) = 0 after a finite time.
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Lemma 3.4 shows that for the 1st order system (23), the discontinuous sliding mode
function with large enough gain is able to ensure that the ideal solution keeps positive,
which implies that the sliding mode technique facilitates interval observer design in
this regard. This result will be extended to nth systems in the following lemma.

Lemma 3.5. Consider the nth order system

ẋ = Ax+ d(t)− ksign(x), x(0) > 0, d(t) ∈ Rn (24)

where A is a negative definite diagonal matrix. If k ≥ ‖d‖+η with η being any positive
constant, then x(t) ≥ 0 for t ≥ 0, and x(t) = 0 after a finite time.

Proof. For any component xi of x, i = 1, · · · , n, based on Lemma 3.4, xi(t) ≥ 0 for
t ≥ 0 and xi(t) = 0 after a finite time. Therefore, x(t) = col(x1(t), · · · , xn(t)) ≥ 0 for
t ≥ 0, and x(t) = 0 after a finite time.

Therefore, using the interval bounds provided by (20) and (22) and the fact pre-
sented by Lemma 3.4, the structure of the ISMO for system (13)-(15) is proposed
as

˙̄z1 =A1z̄1 +A2y + [I, |T |]∆AT−1
0

(
z̄+ + z−

)
+ TB2v + Ψ1(·)v̄f −Ψ2(·)vf , (25)

ż1 =A1z1 +A2y − [I, |T |]∆AT−1
0

(
z̄+ + z−

)
+ TB2v + Ψ1(·)vf −Ψ2(·)v̄f , (26)

˙̄z2 =A3z̄1 +A4z̄2 +B2v + L(z̄2 − z2)− K̄ν, (27)

ż2 =A3z1 +A4z̄2 +B2v − L(z2 − z2) +Kν (28)

where the initial values satisfy z1(0) ≤ z1(0) ≤ z̄1(0) and z2(0) ≤ z2(0) ≤ z̄2(0), and
the matrices L, K̄ and K are to be determined later. The nonlinear function ν is
designed as ν = col(sign(z̄2 − z2), sign(z2 − z2)).

Remark 4. It is worth pointing out that the structure design of the ISMO in (25)-(28)
is based on the standard regular form of sliding mode observer as the Utkin-observer.
However, it is very different from the Utkin-observer because the designed ISMO is
able to generate interval estimates for z1 and z2, i.e. z1 ≤ z1 ≤ z̄1 and z2 ≤ z2 ≤ z̄2.∇

Remark 5. The proposed ISMO (25)-(28) can generate tighter interval estimates
than other interval observers which do not use sliding mode techniques such as the
ones in Chebotarev et al. (2015) and Mazenc et al. (2011). This is because if the gain
matrices K̄ and K are chosen properly, then from Lemma 3.5, z2 = z2 = z̄2 holds in
finite time when a sliding motion occurs, which is tighter than z2 ≤ z2 ≤ z̄2 obtained
using other interval observers. ∇

Define a set of errors as follows:

ē1 := z̄1 − z1, e1 := z1 − z1, e1 := col(ē1, e1),
ē2 := z̄2 − z2, e2 := z2 − z2, e2 := col(ē2, e2).

By comparing observer (25)-(28) with system (13)-(14), the error system can be ex-
pressed in a compact form as

ė1 =A1oe1 + Φo (e1, z) + Ψo(u), (29)

ė2 =A3oe1 +A4oe2 + Φ2o (z) +B2oEρu−Koν (30)

9



where

A1o =

[
A1 0
0 A1

]
, A3o =

[
A3 0
0 A3

]
,

A4o =

[
A4 + L 0

0 A4 + L

]
, B2o =

[
B2

−B2

]
, Ko =

[
K̄
K

]
,

Ψo(·) =

[
Ψ1(·)v̄f −Ψ2(·)vf − TB2v

f

TB2v
f −Ψ1(·)vf + Ψ2(·)v̄f

]
,

Φo(·) =

[
[In−p, |T |]∆A|To| (z̄+ + z−)− [In−p, T ]∆A(θ(t))T−1

o z
[In−p, T ]∆A(θ(t))T−1

o z + [In−p, |T |]∆A|To| (z̄+ + z−)

]
,

Φ2o(·) =

[
−∆A2(θ(t))
∆A2(θ(t))

]
T−1
o z.

For this error system in (29)-(30), consider the sliding function so = e2 and the
sliding surface

So = {(e1, e2)|so = 0}. (31)

Then, the following proposition is ready to be presented.

Proposition 3.6. Under Assumptions 2.1-3.2, the solution for system (25)-(28) sat-
isfies

z1 ≤ z1 ≤ z̄1, z2 ≤ z2 ≤ z̄2, ∀ t ≥ 0, (32)

if there exist matrices T , L, K̄ and K such that

(1) A1o is the Metzler matrix,
(2) L = −A4 + Ā4 where Ā4 is a negative diagonal matrix,
(3) Ko = ko(z̄1, z1, y, u)I2p where

ko(·) ≥2‖A3o‖(‖z̄1‖+ ‖z1‖) + 2‖∆A2‖‖T−1
o ‖(‖z̄1‖+ ‖z1‖+ ‖y‖)

+m‖B2oE‖‖u‖+ ηo

where ηo is any positive scalar.

Furthermore, the sliding function so is driven to the sliding surface So in finite time
and remains on it thereafter.

Proof. It can be seen from (20) that the right hand side in (20) minus the middle
term leads to the first row of Φo. The second row of Φo results from the middle term
in (20) minus the left hand side term. In addition, the precondition of (20) is that
z1 ≤ z1 ≤ z̄1. Thus, it follows that if z1 ≤ z1 ≤ z̄1, then Φo (·) ≥ 0. With an initial
condition satisfying z1(0) ≤ z1(0) ≤ z̄1(0), it follows that e1(0) ≥ 0. Since A1o is a
Metzler matrix, and from (22) Ψo(·) > 0, based on the positive system theory results
in Farina et al. (2011), e1(t) ≥ 0 for t ≥ 0. Therefore, the relation z1 ≤ z1 ≤ z̄1 holds.

In the sequel, the bounds for items A3oe1 + Φ2o (z) and B2oEρu are estimated.
Due to the fact that for any vector x ∈ Rn satisfying x ≤ x ≤ x̄ with x, x̄ ∈ Rn,
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‖x‖ ≤ ‖x̄‖+ ‖x‖, ‖e1‖ ≤ ‖z̄1 − z1‖+ ‖z1 − z1‖ ≤ 2(‖z̄1‖+ ‖z1‖), and

‖A3oe1 + Φ2o (z) ‖ ≤ 2‖A3o‖(‖z̄1‖+ ‖z1‖) + 2‖∆A2‖‖T−1
o ‖‖(‖z̄1‖+ ‖z1‖+ ‖y‖)

(33)

where the relation ‖∆A2(θ(t))‖ ≤ ‖∆A2‖ is used to obtain above inequality. Also,
since 0 ≤ ρ ≤ Im, ‖ρ‖ ≤ 1, ‖B2oEρu‖ ≤ ‖B2oE‖‖u‖. Thus, ko(·) in the Proposition
3.6 satisfies that ko(·) ≥ ‖A3oe1 + Φ2o (z) +B2oEρu‖. Since Ā22 is a negative diagonal
matrix, all conditions in Lemma 3.5 are satisfied. Therefore, e2 ≥ 0 for t ≥ 0 and
further, so is driven to the sliding surface So in finite time and remains on it thereafter.

Hence, the result follows.

Remark 6. It should be pointed out that Proposition 3.6 just presents the conditions
to guarantee interval estimates of (32). The stability analysis will be presented in the
following section. In addition, in order to ensure A1o in (29) to be Metzler, the matrix
A1 = A11 + TA21 should be Metzler, which can be achieved by selecting a suitable
design parameter T given in (12). The details will be shown in the following section.∇

4. Sliding Mode Control Law Design

The observer (25)-(28) possesses two special characteristics: one is that if both z̄1 and
z1 converge to zero asymptotically, then z1 converges to zero asymptotically as well;
the other is that during sliding on So, if 0.5(z̄2 + z2) (the interval average) is driven
to zero in finite time, then z2 is also driven to zero in finite time. So if v in (25)-(28)
forces both z̄1 and z1 to converge to zero asymptotically and 0.5(z̄2 + z2) to zero in
finite time, then the control objective is achieved. Therefore, in this section, the sliding
mode control law will be built around the observer (25)-(28).

In the coordinates ζ1 and ζ2 where ζ1 = col(z̄1, z1) ∈ R2(n−p) and ζ2 = 0.5(z̄2 +z2) ∈
Rp, it follows from (25)-(28) that

ζ̇1 =A1cζ1 +N1y + TGG (z̄1, z1, y) + TBB1cv + T∆1∆B1cĒÊ
†v + T∆2∆B1cEÊ

†v,
(34)

ζ̇2 =A3cζ1 +A4cζ2 +N2y +B2v +Kcν (35)

where

A1c =

[
A1 0
0 A1

]
, G(·) = ∆AT−1

o (z̄+ + z−),

N1 =

[
A2

A2

]
, B1c = B2,

∆B1c =

[
B+

2

B−2

]
, A3c = 0.5A3 [In−p, In−p],

N2 = −L, A4c = A2 + L, Kc = 0.5(K − K̄).

11



In addition, by using the fact that T = T+ − T− and |T | = T+ − T−,

TG =

[
In−p |T |
−In−p − |T |

]
=

[
In−p T+ + T−

−In−p −T+ − T−
]
,

TB =

[
T
T

]
=

[
T+ − T−
T+ − T−

]
,

T∆1 =

[
T+ T−

−T− −T+

]
, T∆2 =

[
−T− −T+

T+ T−

]
.

The corresponding relationships among TG, TB, T∆1 and T∆2 are given as follows

TG =

[
In−p
In−p

T∆1

[
In−p
In−p

] ]
=

[
In−p 0
In−p 0

]
+ T∆1

[
0 In−p
0 In−p

]
,

TB =T∆1

[
In−p
−In−p

]
, T∆2 = T∆1

[
0 −In−p

−In−p 0

]
. (36)

For system (34)-(35), consider the sliding function sc = ζ2 and sliding surface

Sc = {(ζ1, ζ2)|sc = 0}.

For the closed-loop system (29)-(30) and (34)-(35), consider the sliding surface

Su = So ∩ Sc = {(e1, e2, ζ1, ζ2)|so = 0, sc = 0}. (37)

4.1. Stability analysis for the sliding motion

The sliding motion associated with Su is determined by e1 in (29) and ζ1 in (34). Since
the stabilities of e1 and ζ1 are synchronous, the sliding motion can be determined only
by the reduced order system (34). If a control law can be designed to introduce a
sliding mode associated with the sliding surface Su, then during sliding, ṡc = sc = 0
and ṡo = so = 0. Thus, it follows from (30) and (35) that

A3oe1 + Φ2o (z) +B2oEρu−Koν = 0, (38)

A3cζ1 +B2v +Kcν = 0, y = ζ2 = 0. (39)

In the sequel, under equations (38) and (39), items G (z̄1, z1, y), B1cv, ∆B1cĒÊ
†v and

∆B1cEÊ
†v in (34) will be specified by functions of z1.

From (12) and (18),

T−1
0 z̄+ =

[
I −T
0 I

] [
z̄+

1
y+

]
=

[
In−p 0

0 0

]
ζ+

1 := S̄ζ+
1 ,

T−1
0 z− =

[
I −T
0 I

] [
z−1
y−

]
=

[
0 In−p
0 0

]
ζ−1 := Sζ−1 ,

T−1
0 z =

[
I −T
0 I

] [
z1

y

]
=

[
In−p

0

]
z1 := Mz1,
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and thus, it follows from ζ+
1 = 1

2(ζ1 + |ζ1|) and ζ−1 = 1
2(−ζ1 + |ζ1|) that

G (z̄1, z1, y) = ∆A(S̄ − S)ζ1 + ∆A(S̄ + S)|ζ1| := ∆A1cζ1 + ∆Ā1c|ζ1| (40)

where ∆A1c = ∆A(S̄ − S) and ∆Ā1c = ∆A(S̄ + S).
It is worth pointing that there exists a Tco = 0.5[−Ip, Ip] such that

Kc =TcoKo, TcoA3o = 0.5A3[−In−p, In−p], (41)

TcoΦ2o (z) =∆A2(θ(t))T−1
o z = ∆A2(θ(t))Mz1, TcoB2o = −B2. (42)

Then, it follows from (38), (39) and u = Ê†v that B2v = −A3cζ1 −Kcν = −A3cζ1 −
Tco(A3oe1 + Φ2o (z) +B2oEρÊ

†v), which implies

B̂2v := B2(Ip − EρÊ†)v = −A3cζ1 − Tco(A3oe1 + Φ2o (z)) = −(A3 + ∆A2(θ(t))M)z1

where B̂2 = B2(Ip − EρÊ†) = B2E(Im − ρ)ŴET (EŴET )−1. The matrix B̂2 is re-

vertible because for all ρ, ρ̂ ∈ Σ, E(Im − ρ)ŴET is revertible. Thus,

v = −B̂−1
2 (A3 + ∆A2(θ(t))M)z1 (43)

and B1cv, ∆B1cĒÊ
†v and ∆B1cEÊ

†v follow.
Therefore, it follows from (40) and (43) that the dynamic of ζ1 on sliding surface

Su is obtained by

ζ̇1 =A1cζ1 + TG∆A1cζ1 + TG∆Ā1c|ζ1| − TBB2B̂
−1
2 (A3 + ∆A2(θ(t))M)z1

− T∆1∆B1cĒÊ
†B̂−1

2 (A3 + ∆A2(θ(t))M)z1

− T∆2∆B1cEÊ
†B̂−1

2 (A3 + ∆A2(θ(t))M)z1. (44)

The stability of (44) will be presented in the following. It should be pointed out that
it has been proven in Hao et al. (2013) that for any ρ̂ ∈ Σ, there exists a positive
scalar α such that

EŴET <αIp. (45)

Thus, Ê† is uniformly bounded with respect to ρ̂ ∈ Σ, that is

‖Ê†‖ = ‖ŴET (EŴET )−1‖ ≤ ‖ŴET ‖‖(EŴET )−1‖ ≤ α‖E‖ := γ0 (46)

where γ0 is a constant independent of ρ̂. In addition, suppose that

min
ρ∈Σ
‖Im − ρ‖ = γρ (47)

where γρ is a known positive scalar. Then, ‖B̂−1
2 ‖ ≤ ‖B

−1
2 ‖‖(E(Im − ρ)Ê†)−1‖ ≤

‖B−1
2 ‖
γρ

. By denoting ‖∆B1cE‖ := γ1, ‖∆Ā1c‖ := γ2, ‖B−1
2 ‖ := γ3, ‖A3‖ :=
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γ4, ‖A2(θ(t))M‖ := γ5, and recalling (46), it follows that

‖B2B̂
−1
2 A3‖ ≤

‖B2‖γ3γ4

γρ
, ‖B2B̂

−1
2 ∆A2(θ(t))M‖ ≤ ‖B2‖γ3γ5

γρ
, (48)

‖∆B1cĒÊ
†B̂−1

2 A3‖ ≤
γ0γ1γ3γ4

γρ
, ‖∆B1cĒÊ

†B̂−1
2 ∆A2(θ(t))M‖ ≤ γ0γ1γ3γ5

γρ
, (49)

‖∆B1cEÊ
†B̂−1

2 A3‖ ≤
γ0γ2γ3γ4

γρ
, ‖∆B1cEÊ

†B̂−1
2 ∆A2(θ(t))M‖ ≤ γ0γ2γ3γ5

γρ
. (50)

Then, the following proposition is ready to be presented.

Proposition 4.1. The sliding motion (44) is asymptotically stable if there exist ma-
trices T , P = P T � 0 and Q = QT � 0 such that for given positive scalars εi,
i = 1, 2, 3, 4,

ATc P + PAc+ε1PTBT
T
BP + ε2PTGT

T
GP

+ ε3PT∆1T
T
∆1P + ε4PT∆2T

T
∆2P + γI2(n−p) ≺ −Q, ∀ ρ, ρ̂ ∈ Σ (51)

where

γ = ε−1
1 γ2

3+ε−1
2 ‖B2‖2

(
γ3(γ4 + γ5)

γρ

)2

+ε−1
3

(
γ0γ1γ3(γ4 + γ5)

γρ

)2

+ε−1
4

(
γ0γ2γ3(γ4 + γ5)

γρ

)2

and Ac = A1c + TG∆A1c.

Proof. Choose Vc = ζT1 Pζ1 as a Lyapunov function candidate. Then, the time deriva-
tive of Vc along (44) is obtained by

V̇c =ζT1
(
ATc P + PAc

)
ζ1 − 2ζT1 PTG∆Ā1c|ζ1| − 2ζT1 PTBB2B̂

−1
2 (A3 + ∆A2(θ(t))M)z1

− 2ζT1 PT∆1∆B1cĒÊ
†(A3 + ∆A2(θ(t))M)z1

− 2ζT1 PT∆2∆B1cEÊ
†(A3 + ∆A2(θ(t))M)z1

≤ζT1
(
ATc P + PAc

)
ζ1 + ε1ζ

T
1 PTGT

T
GPζ1 + ε−1

1 γ2
3‖ζ1‖2

+ ε2ζ
T
1 PTBT

T
BPζ1 + ε−1

2 ‖B2‖2
(
γ3(γ4 + γ5)

γρ

)2

‖ζ1‖2

+ ε3ζ
T
1 PT∆1T

T
∆1Pζ1 + ε−1

3

(
γ0γ1γ3(γ4 + γ5)

γρ

)2

‖ζ1‖2

+ ε4ζ
T
1 PT∆2T

T
∆2Pζ1 + ε−1

4

(
γ0γ2γ4(γ4 + γ5)

γρ

)2

‖ζ1‖2

≤− ζT1
(
ATc P + PAc + ε1PTGT

T
GP + ε2PTBT

T
BP + ε3PT∆1T

T
∆1P + ε4PT∆2T

T
∆2P

)
ζ1

+ γ ‖ζ1‖2 ≤ −ζ1Qζ
T
1

where the second inequality is obtained based on the well-known inequality 2XTY ≤
εXTX + ε−1Y TY for any scalar ε > 0, and the fact that ‖z1‖2 ≤ ‖ζ1‖2. Therefore, ζ1

is asymptotically stable.
Hence, the result follows.
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Remark 7. Using Schur lemma, (51) is equivalent to the following matrix inequality
with respect to P = P T � 0, Q = QT � 0, TG, TB, T∆1 and T∆2

ATc P + PAc PTB PTG PT∆1 PT∆2 I2(n−p)

∗ −ε
−1
1

2
In 0 0 0 0

∗ ∗ −ε
−1
2

2
In 0 0 0

∗ ∗ ∗ −ε
−1
3

2
I2p 0 0

∗ ∗ ∗ ∗ −ε
−1
4

2
I2p 0

∗ ∗ ∗ ∗ ∗ −γ−1I2(n−p) +Q


≺ 0.

Then, under additional limitation P = diag{P1, P1} with P1 = P T1 � 0, based on the
relation (36), the feasible solution issue in Proposition 4.1 can be converted to solving
the following linear matrix inequalities (LMI) with respect to P1, Y +, Y − and Q for
given εi, i = 1, 2, 3, 4,

P1 � 0, Q � 0, Y + ≥ 0, Y − ≥ 0,

ΘA ΘB ΘG Θ∆1
Θ∆2

I2(n−p)

∗ −ε
−1
1

2
In 0 0 0 0

∗ ∗ −ε
−1
2

2
In 0 0 0

∗ ∗ ∗ −ε
−1
3

2
I2p 0 0

∗ ∗ ∗ ∗ −ε
−1
4

2
I2p 0

∗ ∗ ∗ ∗ ∗ −γ−1I2(n−p) +Q


≺ 0

where ΘA = AT1cP + PA1c + ΘG∆A1c + ∆AT1cΘ
T
G,

ΘG =P

[
In−p 0
In−p 0

]
+ Θ∆1

[
0 In−p
0 In−p

]
, ΘB = Θ∆1

[
In−p
−In−p

]
,

Θ∆1 =

[
Y + 0
0 −Y +

]
+

[
0 Y −

−Y − 0

]
, Θ∆2 = Θ∆1

[
0 −In−p

−In−p 0

]
.

Then, T+ = P−1
1 Y + and T− = P−1

1 Y −. ∇

4.2. Reachability analysis

According to the sliding surface Su in (37), the reachability of the whole closed-loop
system consists of two parts: the reachability of the observer (25)-(28) associated with
So and the reachability of control associated with Sc. Proposition 3.6 has provided the
reachability condition to guarantee the sliding modes associated with So. From (38),
during the sliding,

Kcν = TcoKoν =Tco (A3oe1 + Φ2o (z))−B2Eρu.
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Thus, it follows from (35) and the selection of sliding function sc = ζ2 that

ṡc =A3cζ1 +A4csc +N2y +B2v + Tco (A3oe1 + Φ2o (z))−B2Eρu

=A3cζ1 +A4csc +N2y + Tco (A3oe1 + Φ2o (z)) +B2E(Im − ρ)Ê†v. (52)

where the control law v is designed by referring to the unit vector approach in Edwards
et al. (1998) and is comprised of two components: a linear component vl to stabilize
the nominal linear system and a discontinuous component vn. Specifically,

v = B−1
2 (vl + vn) (53)

where

vl =−A3cζ1 −A4csc −N2y, (54)

vn =− kc(t, z̄1, z1, y)
sc
‖sc‖

, if sc 6= 0 (55)

where kc(·) satisfies

kc(·) ≥
‖vl‖+ 2‖Tco‖(‖A3o‖(‖z̄1‖+ ‖z1‖) + ‖∆A2‖‖T−1

o ‖‖(‖z̄1‖+ ‖z1‖+ ‖y‖)) + ηc
α

with α being given by (45) and ηc being any positive scalar. Substituting (53) and
(54) into (52) yields

ṡc = Tco (A3oe1 + Φ2o (z)) +B2(E(Im − ρ)Ê†)B−1
2 vn −B2EρÊ

†B−1
2 vl. (56)

Then, based on (33), (54) and (55),

sTc ṡc =sTc B2(E(Im − ρ)Ê†)B−1
2 vn − sTc B2EρÊ

†B−1
2 vl + sTc Tco (A3oe1 + Φ2o (z))

≤‖sc‖(−αkc(·) + ‖vl‖+ ‖Tco‖‖A3oe1 + Φ2o (z) ‖) ≤ −ηc ‖sc‖

where the second inequality is obtained from B2(E(Im−ρ)Ê†)B−1
2 ≥ αIp induced from

(45) and ‖B2EρÊ
†B−1

2 ‖ ≤ 1. Thus, based on the reachability condition in Edwards
et al. (1998), sc is driven to the sliding surface Sc in finite time and remains on it
thereafter.

Remark 8. The control law v given in (53) is based on but different from the well-
known unit vector strategy in Edwards et al. (1998) in that vl and vn in (53) are
built on the interval estimates generated by the designed ISMO such as ζ1 in (54) and
z̄1, z1 in (55). In addition, it should be noted that the discontinuous control law vn
in (55) may further damage the faulty actuator and makes the faulty scenario more
serious. Therefore, it is necessary to replace vn by vn = −kc(t, z̄1, z1, y) sc

‖sc‖+δ where δ

is a positive constant based on practical control accuracy requirements. ∇

Therefore, recalling Propositions 3.6 and 4.1, the following theorem summarizes the
developments in the proceeding section.

Theorem 4.2. If the conditions in Propositions 3.6 and 4.1 are satisfied and v is
designed as (53) with vl and vn being determined by (54) and (55) respectively, then
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z1 converges to zero asymptotically, and z2 converges to zero in finite time for all faults
ρ, ρ̂ ∈ Σ.

Proof. Under the conditions of Proposition 3.6, if both z̄1 and z1 converge to zero
asymptotically, then z1 also converge to zero asymptotically. Also, during the sliding
motion associated with So, if ζ2 converges to zero in finite time, then z2 also converges
to zero in finite time. Therefore, if all the conditions in Propositions 3.6 and 4.1 are
satisfied, then z1 converges to zero asymptotically, and z2 converge to zero in finite
time.

Remark 9. It is more practical to consider system (1)-(2) with input and output
uncertainties. In this case, the key issue to design an ISMO is to guarantee (19), (20)
and (22) hold under sensor disturbances. Suppose that the output in (15) is expressed
by y = z2+ξ where ξ represents disturbances in the sensor measurements, and there is a
known constant Ξ such that |ξ(t)| ≤ ΞEp, i.e. −ΞEp ≤ ξ(t) ≤ ΞEp. For z = col(z1, z2),
in order to guarantee z ≤ z ≤ z̄, z and z̄ are chosen as z = col(z1, y − ΞEp) and
z̄ = col(z̄1, y + ΞEp) respectively, which are different from (18). Under this selection,
in order to guarantee (19) holds, an extra condition T ≤ 0 must be satisfied where T
has been defined in (12). Then, both (20) and (22) also hold, and further, the ISMO
developed in this paper can be extended easily to the case when the input and output
have uncertainties using the approaches propagating uncertainties in Chebotarev et
al. (2015), Efimov et al. (2016) and Lamouchi et al. (2018). Moreover, the control
laws are still designed as (53), (54) and (55), but the gain in (55) should be redesigned
to guarantee the reachability condition taking into account disturbances. However, it
should be pointed out that on the sliding surface sc = 0, y = z2 + ξ = 0, i.e. z2 = −ξ.
Therefore, with input and output uncertainties, the states of the closed-loop FTC
system are ultimately bounded instead of asymptotically convergent to zero. ∇

5. Simulations

The three-phase traction inverters in China Railway High-speed (CRH) system will be
used to verify the proposed method in this paper, details of which are shown in fig. 1.
The values of the physical parameters are given in table. 1 where ω0 is the operating
frequency when the traction motor works at the rated speed. As described in Zhang

n
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Figure 1. The topology of three-phase inverter.
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Table 1. Parameters of the inverter.

Parameter Value Unit

r 0.144 Ω
Lf 1.417× 10−3 H
Cf 6000× 10−6 F
Vdc 3600 V
ω0 200 rad/s

et al. (2017), for a constant operating frequency ω0, the inverter can be modeled as
a linear time-invariant system. Nevertheless, the running frequency varies with time
in a limited range to regulate the rotation speed of the traction motors. Therefore,
referring the dynamic model in Zhang et al. (2017), the inverter can be modeled as a
LPV system given as follows:

ẋ = Ax+ ∆A(ω(t))x+B0u,

y = Cx

where x = col(x1, x2, x3, x4) with x1 = vod, x2 = voq, x3 = iLd, x4 = iLq. These vectors
col(vod, voq) and col(iLd, iLq) represent positive-sequence and negative-sequence volt-
ages and currents, respectively, which are obtained through the Park transformation
and the Clark transformation for col(Voa, Vob, Voc) and col(iLa, iLb, iLc) respectively.
The variable ω(t) represents the offset frequency to ω0, which belongs to the interval
[−100rad/s, 100rad/s], the control input u is determined by the switching signals S1a,
S1b, S1c, S2a, S2b and S2c generated by IGBTs in fig. 1, the expression of u has been
given in Zhang et al. (2017). In addition,

A =


0 ω0

1
Cf

0

−ω0 0 0 1
Cf

− 1
Lf

0 − r
Lf

ω0

0 − 1
Lf

−ω0 − r
Lf

 , ∆A(ω) =


0 ω 0 0
−ω 0 0 0
0 0 0 ω
0 0 −ω 0

 ,
C =

[
0 0 1 0
0 0 0 1

]
.

It should be pointed out that the inverter dynamics given above is just for simulation
purpose, which, actually, ignore the load currents. In addition, to verify the FTC
method and to introduce actuator redundancy, a backup actuator u3 for actuator u1

is added in the model, which is reflected on the matrix B0, described by

B0 =


0 0 0
0 0 0
Vdc
Lf

0 Vdc
Lf

0 Vdc
Lf

0

 .
In the sequel, the specific values of the parameters used in the paper is calculated
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Figure 2. Time responses of z̄1, z1 and z1.

and presented. Firstly, B0 is decomposed by B0 = BE where

B =


0 0
0 0

254060 0
0 254060

 , E =

[
10 0 10
0 10 0

]
,

and then, system (8) can be obtained. Furthermore, the uncertainties ∆A1(ω) and
∆A2(ω) are obtained as

∆A1 (ω) =

[
0 ω 0 0
−ω 0 0 0

]
, ∆A2 (ω) =

[
0 0 0 ω
0 0 −ω 0

]
.

By direct calculation, the triple (A+∆A(ω), B, C) is non-minimum phase. To satisfy
Assumption 3.2, for ω ∈ [−100, 100],

∆A1 =

[
0 100 0 0

100 0 0 0

]
,∆A2 =

[
0 0 0 100
0 0 100 0

]
.

Consequently, γi, i = 1, · · · , 5 used in (48)-(50) can be determined. For all ρ̂ ∈ Σ
satisfying Assumption 2.1, the scalar α in (45) is chosen as α = 0.1 and γρ is chosen
as γρ = 0.5. Then, the γ0 can be obtained as γ0 = 1.4142.

Now the matrix T satisfying Propositions 3.6 and 4.1 can be determined. Given
ε1 = 0.2, ε2 = 0.1 and ε3 = ε4 = 4, using LMI toolbox, a feasible solution is obtained
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Figure 3. Time responses of z̄2, z2 and z2.

by

T =

[
−0.4372 −0.0876
0.2911 −0.4118

]
.

In addition, the Ā4 used to determine L in Proposition 3.6 is chosen as −100I2. Finally,
the virtual control v is designed as (53) with vl and vn being determined by (54) and
(55) respectively.

In the simulation, the healthy case ρ = 0, fault mode 1: ρ = diag{0.4, 0, 0} and fault
mode 2: ρ = diag{1, 0, 0} are used. The time responses of the designed ISMO and the
states z1 and z2 are shown in figs. 2 and 3. It can be seen that for all the simulated fault
modes, the inequalities z̄1 ≤ z1 ≤ z1 and z̄2 ≤ z2 ≤ z2 hold all the time. Moreover,
the simulation results show that z1 in fig. 2 converges to zero asymptotically and z2

in fig. 3 converges to zero in finite time for all the simulated fault modes. Therefore,
the control objective is verified. In addition, the actual control efforts of the three
actuators are shown in fig. 4. It can be observed that the control effort allocated to
the first actuator u(1) decreases while to the second one u(3) increases as the loss
of efficiency factor of u(1) increases (which achieves the objective of the online CA
scheme in this paper).

As stated in Krebs et al. (2016), for the above simulated inverter system, the
uncertainties from current sensors and external uncertainties should be considered.
In this case, to satisfy the extra condition T ≤ 0 specified in Remark 10, the design
parameter T is given as follows:

T =

[
−0.2814 −0.1638
−0.1958 −0.2510

]
.
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Figure 4. Time responses of u.

It is assumed that the measurement disturbance of the current sensor is ±1% of the
real value. For simulation purposes, the disturbances of sensor measurements are given
by ξ = [cos(10t+10), sin(10t+5)]. Then, Ξ is chosen as Ξ = 2. The simulation results
are shown in figs. 5-7. it can be seen from figs. 5 and 6 that the designed ISMO can
still provide interval estimates for the states z1 and y. But comparing with figs. 2-
4, the stability of the whole closed-loop FTC system is still able to be guaranteed
even if input and output uncertainties appear in the system. However, due to these
uncertainties, the developed FTC control law is not able to ensure all the states to
converge to zero asymptotically. Fig. 7 illustrates the online CA results which show
the same assignment trends for control efforts with fig. 4. From the above analysis, it
is concluded that these simulation results verify the effectiveness of the developed FA
method in this paper .

In the following, a comparison with the FTC scheme for LPV systems presented in
Chen et al. (2017) will be shown. In Chen et al. (2017), the scheduling parameter
vector θ and the matrix ρ related to the loss of efficiency factors are required to be
known exactly. For simulation purposes, the fault mode is chosen as: ρ = diag{1, 0, 0}.
The simulation results based on Chen et al. (2017) and this paper are shown in
Figs. 8 and 9 respectively. It can be seen that due to more information used in Chen
et al. (2017), the simulation results of Chen et al. (2017) are better than ones of
this paper. However, it should be noted that Chen et al. (2017) needs to know the
scheduling parameters and efficiency factors exactly. In addition, Chen et al. (2017)
uses a state feedback FTC scheme while this paper proposes an output feedback FTC
scheme which is more challenging.
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Figure 5. Time responses of z̄1, z1 and z1.
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Figure 6. Time responses of z̄2, z2 and z2.
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6. Conclusions

This paper has proposed an ISMO based actuator FA framework for non-minimum
phase LPV systems incorporating an online CA problem for faulty actuators. A coor-
dinate transformation has been proposed to address the non-minimum phase problem.
By combining interval observer and sliding mode observer techniques, an ISMO has
been proposed based on the designed interval bounds for scheduling-parameter-related
uncertainties and fault-related terms, which is able to generate tighter interval estima-
tion than other interval observers. An ISMO based sliding mode FTC law with online
CA scheme has also been designed such that the unmeasurable states of the original
LPV system converge to zero asymptotically and the measurable outputs converged
to zero in finite time, and the required control effort distributed among all actuators
optimally to satisfy a prescribed performance simultaneously. Finally, a simulation
example was presented to illustrate the effectiveness of the proposed FTC schemes.
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Thabet, R. E. H., Räıssi, T., Combastel, C., Efimov, D., & Zolghadri, A. (2014). An effective
method to interval observer design for time-varying systems. Automatica, 50(10), 2677-2684.

Yan, X. G., & Edwards, C. (2007). Nonlinear robust fault reconstruction and estimation using
a sliding mode observer, Automatica, 43(9), 1605–1614.

Yang, G. H., & Ye, D. (2010). Reliable H∞ control of linear systems with adaptive mechanism.
IEEE Transactions on Automatic Control, 55(1), 242–247.

Ye, D., Su, L., Wang, J. L., & Pan, Y. N. (2017). Adaptive reliable H∞ optimization control for
linear systems with time-varying actuator fault and delays, IEEE Transactions on Systems,
Man, and Cybernetics: Systems, 47(7), 1635–1643.

Ye, D., & Yang, G. H. (2006). Adaptive fault-tolerant tracking control against actuator faults
with application to flight control. IEEE Transactions on Automatic Control, 14(6), 1088–
1096.

Zhang, K. K., Jiang, B., Yan, X. G., & Mao, Z. H. (2017). Adaptive robust fault-tolerant
control for linear MIMO systems with unmatched uncertainties, International Journal of
Control, 90(10), 2253–2269.

Zhang, K. K., Jiang, B., Yan, X. G., & Mao, Z. H. (2017). Incipient sensor fault estimation
and accommodation for inverter devices in electric railway traction systems, International
Journal of Adaptive Control and Signal Processing, 31(5), 785–804.

Zhang, K. K., Jiang, B., Yan, X. G., & Mao, Z. H. (2017). Incipient voltage sensor fault
isolation for rectifier in railway electrical traction systems, IEEE Transactions on Industrial
Electronics, 64(8), 6763–6774.

Zhang, K. K., Jiang, B., Yan, X. G., Shen, J., & He, X. (2017). Incipient fault detection based
on robust threshold generators: a sliding mode interval estimation approach, IFAC paper
online, 50(1), 5067–5072.

Zhang, Y. M., & Jiang, J. (2008). Bibliographical review on reconfigurable fault-tolerant con-
trol systems. Annual Reviews in Control, 32(2), 229–252.

26



Zheng, G., Efimov, D., & Perruquetti, W. (2016). Design of interval observer for a class of
uncertain unobservable nonlinear systems. Automatica, 63, 167–174.

27


