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Abstract. This paper explores how Learned Guidance Functions (LGFs)—
a pre-training method used to smooth search landscapes—can be used
as a fitness function for evolutionary algorithms. A new form of LGF is
introduced, based on deep neural network learning, and it is shown how
this can be used as a fitness function. This is applied to a test problem:
unscrambling the Rubik’s Cube. Comparisons are made with a previous
LGF approach based on random forests, and with a baseline approach
based on traditional error-based fitness.

1 Introduction

The aim of this paper is to present a new kind of fitness function in evolutionary
algorithms. Instead of the fitness being defined directly from an error function,
a pre-training process is used to learn a fitness function from a set of solved
examples of the problem class. This new kind of fitness is based on Learned
Guidance Functions. These smooth out the fitness landscape by taking a set of
solved examples for a problem, and learning a new fitness function based on
the distance taken to move between state in the solved examples and the solved
state. This function can then be applied to previously unseen examples.

The fitness function is one of the key components of evolutionary algorithms.
Typically, a fitness function is either a domain-specific loss function, measuring
how far a particular population member is from being a solution, or a ranking
function that allows the comparison of two population members, returning the
fittest. This is one of the powerful aspects of evolutionary algorithms—we can
specify a problem by giving a single, simple function that allows us to choose
between population members.

There are problems with such an approach. Most obviously, such functions
typically have many local minima. Typically, this is seen as an intrinsic part of
the problem, to be solved by the search process. A large amount of the evolu-
tionary computation literature is dedicated to operators and other techniques
that allow the search to escape local minima and ensure a balanced exploration
of the search space. The focus of this work is typically on improvements to the
search process. However, another strand of work is focused on transformations to
the fitness function itself. This has a long history in the evolutionary computa-
tion, typifed by work on fitness scaling [11,17,12,30]. The principle aim of fitness



scaling prevent premature convergence of the search algorithm, by composing
a scaling function with the fitness function that doesn’t change the ranking of
points in the search space but ensures a more even distribution of the fitness
values allocated to those points.

A more recent version of this transformation approach is exemplified by ge-
ometric semantic genetic programming (GSGP) [21] have which attempts to
reconfigure the problem so that a much simpler search process such as hillclimb-
ing can be used. The “intelligence” in these approaches is in this initial phase
of reconfiguring the problem. However, these approaches have sometimes traded
off this simplicity of search against another kind of complexity; for example,
in basic GSGP, this tradeoff is against the size of the solution, though more
recent implementations have used a caching strategy to make implementation
more efficient [29]. This idea of of reconfiguring the fitness function prior to the
main evolutionary algorithms being run is one source of inspiration for the work
in this paper; this has been explored elsewhere in evolutionary computation in
work showing how a good choice of genotype-phenotype mapping can be used
to create a smoother landscape [4].

Another form of smoothing the search landscape is in the form of pattern
databases [6]. These consist of patterns in the search space such that the patterns
have the same cost of solution—typically, these represent symmetries of the
underlying problem. If a solution of a particular cost is known for one problem
that matches the pattern, then any other solution matching the pattern will
have at most that cost to solve because all of the moves to the solution can
be similarly transformed. This has a similar idea of transforming the search
space to the above work, but it is different because the pattern databases are
produced based on domain knowledge. Some work has used learning methods
to generalise from pattern databases—for example, by using neural networks to
learn how pattern databases can be combined [20]

Another important source of inspiration is the view that traditional fitness
functions take a very narrow view of the problem; whilst a traditional fitness
function is a good guide as to which elements of the population to choose for the
next generation, it is a very simple representation of the complexity of a problem.
Instead, it is argued, rather than a fitness function that returns a single number
or a ranking, we should be using more complex fitness drivers that give us more
information about the population member, allowing a more directed application
of operators [15,16]. However, such fitness drivers can require more domain-
specific knowledge than a traditional fitness function. One of the aims of this
paper is to give a generic method by which more information about problems
can be incorporated into the evolutionary search, in this case by pre-training.

A more fundamental problem for evolutionary algorithms is that for some
problems, defining the fitness function is difficult, because each problem has a
different goal state. Call these non-oracular problems. As an example, consider
the protein-folding problem in bioinformatics [7]. Biological proteins consist of a
sequence of amino acids, which then fold into a three-dimensional shape, which
is (with a few exceptions such as prions) entirely dependent on the sequence.



To define this as a traditional evolutionary search is problematic, because we do
not have access to a measure of how far a particular configuration is from the
solution—indeed, if we did know what configuration we were searching for, we
would have solved the problem! Therefore, evolutionary computing approaches
to these types of problems have focused on learning parameters in, or functional
forms of, a domain-specific model [31].

Another potential advantage to pre-training for simplifying the fitness land-
scape is that more extensive computational effort can be expended during an
early training phase, and then when evolution is applied to a specific problem,
the evolutionary algorithm can run in fewer generations because more domain-
specific information has been encoded into the fitness function. This may be of
importance in some application where running a traditional evolutionary algo-
rithm might be infeasible because of the need for a large population and many
generations to escape local minima, whereas a smaller population and fewer
generations might be needed for the simpler function.

2 Deep Learned Guidance Functions

Fitness functions in evolutionary learning are provided as part of the problem
definition. Typically, these are then used directly—individuals are evaluated us-
ing the fitness function, and operators in the search are used to avoid problems in
the fitness landscape such as local minima. However, an alternative approach has
been applied in both evolutionary learning [28] and reinforcement learning [8],
where the fitness function is shaped so that it more directly represents routes
through the fitness landscape from an arbitrary point to the desired target.

A form of this called Learned Guidance Functions (LGFs) was introduced by
[14]. The input to this is a search space and set of existing solution trajectories
for the problem. For example, in the protein folding problem these would be
sequences of points in the space of three-dimensional structures, going from a
sequence to a completely folded structure. For an image denoising problem, this
would be a sequence of images from a clean image to a very noisy one. These
are an example of True Distance Heuristics [26], but with a particular layered
structure and the use of a predictive function to give the heuristic value rather
than a look-up table.

These solution trajectories can be obtained in a number of ways. For some
problems, we will have access to a set of already-solved examples. For others,
we can construct artificial examples by starting from a solved state and carrying
out a number of moves from that solved state to generate trajectories in reverse
(a similar approach has been called Autodidactic Iteration in [19]).

These trajectories can then be used to create a training set for a supervised
learning problem. Each trajectory will consist of a number of states in the search
space of the problem, each of which is paired with a number that is the number
of steps away from the target that it took to get to that state. These pairs then
become the training set: so, the task for the supervised learning problem is to
build a model that takes an arbitrary state of the system and assigns a number



predicting how many steps it will take to get to the target state. The LGF is
the model learned from this supervised learning process.

This LGF then be used as a ranking function in an evolutionary algorithm.
Take a each member of the population, and apply the LGF to it. Then select
the individuals that will form the parents of the next population from the lowest
scoring ones on the LGF—these are the ones that are being predicted as being
closest to the solution.

2.1 Formalisation

Now we formalise this idea. Consider a search space S consisting of a set of points,
which is the node set of a directed graph MS , which represent the possible moves
(mutations) from each point in the search space. Identify one or more of these
as goal states; these might be the only goal states, or they might represent a
sample of the class of states that the eventual problem is trying to solve.

Now take a set of trajectories T = {T1, T2, ...TnT
}, where each trajectory is

a set of points in S, i.e. Ti = [s1, s2, ..., snTi
], where in each of these cases s1

is a goal state, and where each adjacent pair (si, si+1) are joined by an edge in
Ms. Now create a new set X consisting of the pairs (si, i) for all the si in all
members of T .

X can now be used as a training set for a supervised learning algorithm.
The trained model from that supervised learning algorithm, L : S → Z≥0, is a
function that takes a set in the search space and predicts how many moves are
needed to get to the goal state. This function will be used as an alternative kind
of fitness function in the experiments below.

3 Example: Applying Deep LGFs to the Rubik’s Cube

In [14] we applied the LGF to the problem of unscrambling the Rubik’s Cube.
We used a number of classifiers from the scikit-learn library [2] to implement
LGFs, and demonstrated that (1) the LGF can learn to recognise the number
of turns that have been made to a cube to a decent level of accuracy; and, (2)
that this LGF can then be used to unscramble particular states of the cube in a
sensible number of moves. Unscrambling is not one of the non-oracular problems,
but it has a complex fitness landscape with many local minima, and so is a good
test for these kind of algorithms.

The search space C consists of all possible configurations of coloured facelets
on the six faces of the cube, each of which has a 3×3 set of facelets. The move set
M is notated by a list of twelve 90◦ moves, {F,B,R,L, U,D, F ′, B′, R′, L′, U ′, D′}
[23], which are functions from C to C.

This paper presents two new aspects compared to the previous one. Firstly,
we introduced a new approach to learning the LGFs, based on deep learning [10].
Secondly, we apply a population-based approach to this problem, based around
an evolution strategy, rather than the hillclimbing approach used in the previous
paper.



3.1 Constructing the LGF

The LGF for this problem is constructed as follows (pseudocode in 1). For ns
iterations, start with a solved cube and make n`−1 moves. Each time a move is
made (and in the initial state), the pair consisting of the current state and the
number of moves made to get to that state is added to the training set. This is
illustrated in Figure 1.

Algorithm 1 Training set construction for the Rubik’s cube

1: procedure ConstructTrainingSetRubik(ns, nm)
2: let M = {F,B,R,L, U,D, F ′, B′, R′, L′, U ′, D′}
3: let X = ∅
4: for s ∈ [0, . . . , ns − 1] do
5: let c be a new cube in the solved state
6: for ` ∈ [0, . . . , nm − 1] do
7: let X = X ∪ {(c, `)}
8: let m = random element from M
9: let C = m(c)

10: end for
11: end for
12: return T
13: end procedure

The LGF is then constructed from this training set by applying a supervised
learning algorithm, specifically a deep neural network implemented in the Keras
framework [1] on TensorFlow [3]. The specific network used is illustrated in Fig-
ure 2. This is a fairly standard deep learning network, with dropout [25] used
to encourage generalisation and prevent overfitting. The categorical crossentropy
function was used for the loss function, and the adam optimizer was applied. Fu-
ture work will apply meta-learning of parameters and network shape to optimise
the model produced [13].

Once an LGF is learned, it can be applied to the task at hand, which is to take
a scrambled state of the cube and move through the search space with the aim
of finding the solved state. This is done using a variant on evolution strategies.
The initial state of the cube is duplicated to fill the population. Then, in each
generation a number of mutants are generated by making a random move for
each member of the population. Any solutions that are predicted by the LGF
to be closer to the solution than the current one are placed in an intermediate
population pool, and a new generation created by uniform random sampling
with replacement from this pool to bring the population up to full size. This is
repeated until one of three states occurs: (1) the solution is found; (2) none of
the mutants produce any improvement, in which case the algorithm is restarted;
(3) a user-set limit on the number of generations is reached (in the experiments
below, this is 100 generations), in which case a fail-state is returned.
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This is summarised in pseudocode in 2, where the inputs are: n`, the problem
size (number of scrambling twists given); np, the population size; θ the maximum
number of generations; and, L the LGF function used.

3.2 Sources of Error

Note that if a perfect LGF existed for a problem, we could solve the problem in
a minimal number of steps. Starting from an arbitrary scrambled state, we can
examine all possible moves from that state. At least one of these will be closer
in terms of number of moves to the target state, and so we can move the state
of the system to the state which is closest, and repeat until we reach the target
state.

In practice, there are two forms of error. The first is in the formation of
the training set for the problem. A particular sequence of scrambling moves of
length n might, nonetheless, end up with the cube in a state which could have
been reached using fewer moves. A simple example of this is where one move is
followed by a move which is the inverse of that move (this is explored in more
detail in [14]). The second is where the model makes the wrong prediction. For
these reasons, the fitness landscape created by a real LGF will still have local
minima.

4 Experiments and Results

The experiments were carried out as follows. For each pair (n`, nm) ∈ [2, 13] ×
[2, 13] where n` ≤ nm, Algorithm 2 was run 100 times with the following param-
eters:

– Size of problem n` = n`
– Population size np = 100
– Maximum number of generations θ = 100
– LGF function used L is the result of running Algorithm 1 with trajectory

length nm and 100,000 trajectories, then using that as the training set for
the Keras network in Figure 2 with 50 epochs.

The total time to run all of these experiments was under three hours, not in-
cluding time to train the models (training time was between 11s–59s per epoch
depending on the size of the model).

Results for the unscrambling experiments are presented in two tables. Ta-
ble 1 shows for each (n`, nm) pair the percentage of times that the problem was
solved. Table 2 shows the number of generations taken by successful algorithms
to unscramble the cube.

There are a number of observations. Firstly, for the smaller problem sizes, a
solution to the problem is frequently found; for problems below size 9, at least
half of the attempts are successful, and it is very reliable for small problem sizes.
Secondly, the size of the model makes little difference—using a larger model than
the problem size is of little value. Thirdly, the number of generations needed is



Algorithm 2 Scrambling/unscrambling algorithm for the Rubik’s cube

1: procedure ES-LGF-Unscramble(n`, np, θ, L)
2: let M = {F,B,R,L, U,D, F ′, B′, R′, L′, U ′, D′}
3: let c be a new cube in the solved state
4: for ` = 0; ` < n`; ` = `+ 1 do
5: let m = random element from M
6: let c = m(c)
7: end for
8: . c now in scrambled state
9: let ` = n`

10: let P = np copies of c
11: for t = 0; t < θ; t = t+ 1 do
12: let P ′ = ∅
13: for p ∈ P do m = random element from M
14: let P ′ = P ′ ∪m(p)
15: if m(p) is the solved state then
16: return p . Problem Solved
17: end if
18: end for
19: let P ′′ = ∅
20: for p ∈ P ′ do
21: if L(p) < ` then
22: let P ′′ = P ′′ ∪ p
23: end if
24: end for
25: if P ′′ == ∅ then
26: let P = np copies of c . Reinitialise
27: let ` = n`

28: else
29: let P = ∅
30: for n = 0;n < np;n = n+ 1 do
31: P = P∪ random member of P ′′

32: end for
33: let ` = `− 1
34: end if
35: end for
36: return null . Timed out
37: end procedure



small for the lower problem sizes, but increases for large problem sizes; this may
be an effect of more re-initialisations needing to be carried out.

Fourthly, note that some of the average lengths in Table 2 are shorter than
the problem size. This is because the problems were constructed by scrambling
randomly n` times, but no check was made to ensure that the resulting state
could not be solved in less than n` moves; indeed, doing such a check is rather
complex. Therefore, the starting state for some runs may contain a problem that
can be solved in fewer than n` moves.

Table 1. Percentage of times unscrambling problem of each size was solved using a
model of each size. Results from 100 runs.

Size of Problem
2 3 4 5 6 7 8 9 10 11 12 13

S
iz

e
o
f

M
o
d
el

2 100 - - - - - - - - - - -
3 100 100 - - - - - - - - - -
4 100 100 100 - - - - - - - - -
5 100 100 100 98 - - - - - - - -
6 100 100 100 89 92 - - - - - - -
7 100 100 100 94 80 70 - - - - - -
8 100 100 100 93 82 71 61 - - - - -
9 100 100 100 92 76 57 52 47 - - - -
10 100 100 100 97 85 75 63 60 38 - - -
11 100 100 99 92 83 73 73 52 37 21 - -
12 100 100 100 97 89 73 71 56 37 22 15 -
13 100 100 100 90 77 61 63 50 37 22 17 6

Table 3 and Table 4 compare the results to two experiments in a previous
paper [14]. The main experiments in the current paper (Deep LGF + ES) varied
from the experiments in this earlier paper (Random Forest LGF + Hillclimbing)
in two main ways. Firstly, the models were trained using a random forest classifier
(the implementation in the scikit-learn package [2]). The tables give the results
for models trained on examples with up to 13 moves. Secondly, the unscrambling
in the earlier paper was based on a simple hill-climbing approach rather than
the ES used in this paper.

These tables also contain a comparison with a baseline experiment also de-
scribed in detail in the earlier paper [14] (Error + Hillclimbing). This also uses
a simple hill-climbing method, but the choice of moves is made by choosing the
move that maximises the number of correct facelets. This is more similar to a
traditional error-based fitness function.

It is notable that the percentage of successes in the Deep LGF + ES approach
is considerably higher than the Random Forest LGF + Hillclimbing approach.
However, the length of the solutions found by the new approach is much larger for
larger problem sizes. This may well reflect the use of reinitialisation in the latter



Table 2. Average number of generations needed to solve problem of each size using
trained model of each size. Includes successful solutions only, and includes restarts.

Size of Problem
2 3 4 5 6 7 8 9 10 11 12 13

S
iz

e
o
f

M
o
d
el

2 1.0 - - - - - - - - - - -
3 1.0 1.7 - - - - - - - - - -
4 1.0 1.7 2.6 - - - - - - - - -
5 1.0 1.7 2.8 4.4 - - - - - - - -
6 1.0 1.6 2.7 4.3 8.4 - - - - - - -
7 1.0 1.7 2.8 4.0 6.7 8.1 - - - - - -
8 1.0 1.8 2.8 4.8 7.0 11.8 18.1 - - - - -
9 1.0 1.7 2.7 4.1 5.9 7.8 10.0 23.4 - - - -
10 1.0 1.7 2.8 3.6 6.2 12.9 13.3 20.2 28.8 - - -
11 1.0 1.7 2.7 4.0 6.8 10.8 16.7 21.9 23.5 34.3 - -
12 1.0 1.8 2.8 4.2 7.3 11.1 14.7 20.5 30.4 31.4 30.5 -
13 1.0 1.7 2.8 4.1 5.4 10.5 11.4 16.7 19.2 33.6 25.4 69.8

approach; in the earlier paper, a search that did not terminate was considered
a failure. Both methods clearly outperform the traditional error-based fitness
measure, demonstrating the value of this pre-training step.

Table 3. Comparison of three models: deep learning of LGF with evolution strategies,
random forest learning of LGF and hillclimbing, and error-based fitness with hillclimb-
ing. Percentage of runs that found the solution.

Size of Problem
2 3 4 5 6 7 8 9 10 11 12 13

Deep LGF + ES (this paper) 100 100 100 90 77 61 63 50 37 22 17 6
RF LGF + Hillclimbing [14] 100 100 98 75 62 45 20 17 11 9 7 0
Error + Hillclimbing [14] 62 33 24 10 4 3 2 0 0 0 1 0

5 Related Work

There are similarities between this approach and the idea of a learned value
function in reinforcement learning [27]. However, the reinforcement learning ap-
proach calculates this by starting from a point in the space and working back
from later successes, whereas the approach in this paper constructs trajectories
by making moves back from a successful state (similar to the approach taken by
McAleer et al. [19]). It would be interesting to see if this approach of backwards
synthesis of trajectories could be applied to the learning of value functions in



Table 4. Comparison of three models: deep learning of LGF with evolution strategies,
random forest learning of LGF and hillclimbing, and error-based fitness with hillclimb-
ing. Average length to solution for successful runs.

Size of Problem
2 3 4 5 6 7 8 9 10 11 12 13

Deep LGF + ES (this paper) 1.0 1.7 2.8 4.1 5.4 10.5 11.4 16.7 19.2 33.6 25.4 69.8
RF LGF + Hillclimbing [14] 1.8 2.6 3.3 3.9 4.2 4.6 4.8 5.5 4.9 4.6 4.9 -
Error + Hillclimbing [14] 2.1 2.2 2.3 2.8 4.5 3.7 2.0 - - - 4.0 -

reinforcement learning. It is notable that the idea of learning from a rich set of
behaviour trajectories—rather than just from a single measure of quality—is be-
coming more prominent in machine learning, for example in the work by Bojarski
et al. [5] on self-driving cars which learn from examples of human driving.

In the metaheuristics literature the idea of learning from a set of already-
solved problems is explored in the idea of target analysis [9]. This takes a set
of solved problems from a problem class, and uses those known solutions to set
the parameters of a metaheuristic. This is different to our approach in that it
still relies on the metaheuristic operators to avoid local optima in the landscape,
whereas the approach in this paper uses those already-solved problems to con-
struct a new landscape based on a metric which is designed to have fewer such
local optima. The idea of learning a metric from a large set of examples is ex-
plored in the literature on metric learning [18], and it would be interesting to
explore further connections between metric learning and the idea of constructing
new fitness functions.

It should be noted that there are algorithms specifically for solving the Ru-
bik’s Cube, as summarised in the book by Slocum et al. [24]. However, com-
parisons with these are less relevant to this paper, which was using the Rubik’s
Cube as an example to see whether a learning algorithm could learn näıvely
from it. The importance of these methods that can learn without explicit hu-
man knowledge has been emphasised as an important route towards artificial
general intelligence [22].

6 Summary and Future Work

We have introduced the idea of deep learning for learned guidance functions, and
shown how these can then be used as fitness drivers in evolutionary computation.
This has been applied to a case study of solving a Rubik’s Cube, and shown to
have a advantages in terms of frequency of finding a solution and the size of
the models needed when compared to a random forest-based LGF; however, the
number of generations needed is, for more complex problems, larger. It would
be interesting to explore the comparative impact of the deep learning aspects
and the evolutionary computation aspects by doing more experiments that use
these two separately.



There are a number of areas for future work. Firstly, there is much of scope
for optimising the deep learning system using automated machine learning ap-
proaches both to optimise the parameters and the structure of the system[13].
Secondly, there are a number of further experiments that would investigate the
behaviour further: investigating the frequency of and impact of the reinitialisa-
tion in this method, using measures of landscape smoothness to understand the
effect of the LGF on the landscape, and experimenting with different population
sizes. Finally, there are a large number of other problems to which this approach
could be applied, e.g. protein folding, and de-noising of audio and video files.
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