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Abstract

Abstract

Schizosaccharomyces pombe (S. pombe) are used as model organisms to discover

intracellular interactions and if mutations have the potential to affect higher

eukaryotes, such as humans. Due to their regimented growth pattern, transmitted

light microscopy can be used to identify abnormalities in cells, often by simple

measures such as cell length and width.

Algorithms for automated image analysis of microscopy images assist

biologists by providing consistent, comparable results while reducing the

demand on researchers’ time. This thesis introduces a novel algorithm for

making ground truth datasets, a novel algorithm for segmenting S. pombe cells

from phase contrast or transmitted light microscopy images, and an algorithm

to measure the lengths and widths of the segmented cells.

The novel manual segmentation algorithm allows for accurate and precise,

form-fitting ground truth segmentations unlike currently available programs.

The novel segmentation algorithm functions better than PombeX (the current

existing program designed for the same problem) on both phase contrast and

transmitted light microscopy images of S. pombe. The measurement-making

algorithm produces length and width measurements that closely match manual

measurements.
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Introduction

CHAPTER 1

Introduction

Humans have a vested interest in understanding how cells work as it extends

our basic understanding of biological processes; and this knowledge leads to

treatments and cures for diseases and illnesses, and even things like in vitro

fertilisation. Biological studies are used to test hypotheses on a range of topics

including intracellular transportation, DNA repair, and cell communication to

name a few.

1.1 History of Cells and Organisms

Cells are the building blocks of life. The countless different cell types currently

found on Earth are descendants of the first cell(s) which originated billions of

years ago. Organisms can be unicellular or multicellular. Multicellular organisms

consist of differentiated cells that work together to ensure the survival of the

organism – the individual cells or component systems of a plant or animal (for

example leaves, roots, bones, or organs) cannot live without assistance from the

rest of the organism.

Genetically, cells can be divided into three domains: archaea, bacteria, and

eukarya [1]. While it is impossible to truly identify the original cell line, the
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most recent common ancestor for the domains has been determined [1, 2]. The

organisms within each domain have characteristic features, most notably the type

of rRNA contained in the ribosomes [1]. The evolutionary relationship between

organisms can be represented by a phylogenetic tree (figure 1.1).

Figure 1.1: Phylogenetic tree representing the evolutionary distance between
domains and organisms. Taken from [1].

The archaea domain consists of prokaryotic (have no membrane-bound nucleus

[3]) cells [1] and are often considered to be extremophiles because they thrive in

traditionally inhospitable environments [4]. Organisms of the bacteria domain

are prokaryotes [1]. Bacteria are found across the world and are widely studied

as they are involved with many facets of everyday human life. Cells belonging to

the eukarya domain are eukaryotic (have a membrane-bound nucleus and other

membrane-bound organelles [3]) [1]. The domain can be split into five kingdoms:

protozoa, chromista, plantae, animalia (which includes humans, branch 14 in

figure 1.1), and fungi (which includes yeasts, branch 17 in figure 1.1) [5].

1.2 Eukaryotic Cell Growth

Eukaryotic cells grow and replicate via a well defined cell cycle. The cycle is split

into four stages: gap 1 (G1) phase, synthesis (S) phase, gap 2 (G2) phase, and

mitosis (M) phase (figure 1.2) [6]. During the gap phases cells grow in size and
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components required for two cells are synthesised. There is a checkpoint in each

gap phase to ensure the cell is prepared to divide. DNA is replicated during S

phase and the M phase is where the cell organises the DNA in the nucleus, and

cytokinesis occurs. The M phase is also where the final checkpoint is before the

cell divides, however, the cell is committed to the cell cycle once it passes the

checkpoint in G1 phase [7]. The amount of time spent in each phase and the

total length of time for one complete cell cycle varies between cell types [6].

Figure 1.2: Representation of a cell (grey) and its nucleus (white, with DNA in
black) during the eukaryotic cell cycle. G1 is the first gap phase, S is the synthesis
phase, G2 is the second gap phase, and M is the mitotic phase which ends with
cytokinesis.

Homeostasis is achieved when internal conditions are maintained at desirable

levels, irrespective of external factors. This is achieved by the use of alternate

(stress) pathways to adapt to conditions; however, cell growth and function can

be affected by the use of these different pathways [8, 9, 10, 11]. Stress pathways

can be activated in response to extracellular stressors such as a lack of nutrients,

unfavourable gaseous environments, or unsuitable temperatures.

To ensure ’normal’ growth for studies, cell cultures are grown and

maintained in log phase [12] (figure 1.3). Log phase is considered optimal for

studies as during lag phase cells are at extremely low densities and considered

inactive. During log phase the cells are increasing exponentially in number,

which demonstrates that the cells are dividing at a steady rate. Once cell
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cultures reach the stationary phase, there are limiting factors such as nutrient

availability, which results in cells exiting the cell cycle and eventually cell

apoptosis exceeding cell proliferation; ultimately causing the death phase

[13, 14, 15]. This means that homeostasis has failed. Concentrating cells for

microscopy studies can be achieved by centrifugation of the culture, however,

this stresses the cell [16].

Figure 1.3: Typical growth curve for cells with monoauxic growth. Taken from
[17].

1.3 Genetic Manipulation of Cells

Genetic information is stored in the nucleus of eukaryotic cells on strands of DNA.

This DNA holds the information needed to synthesise every protein found in the

organism, as well as redundant sections. Mutations in DNA can cause illness

and/or disease and therefore the basis of many biological studies.
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1.3.1 Mutant cells

Mutations can be inherited from parent cells/organisms, resulting in hereditary

diseases like cystic fibrosis, or acquired – either by replication errors during S

phase or by DNA damaging agents such as UV light [18, 19] – which can lead

to diseases such as cancer if not repaired. Mutations can also be purposefully

introduced in a controlled, known manner via site-directed mutagenesis [20].

There are several protocols for site-directed mutagenesis [20, 21, 22]. It

requires previous knowledge of the sequence of the gene to determine the target.

The overall mechanism is simple and universal: a synthetic DNA primer with

the desired mutation is used to ‘overwrite’ the original gene sequence during

DNA replication [20]. This can be done in a plasmid (a circular piece of DNA

that can be inserted into cells and integrated with chromosomes) or in vivo.

Cells which have been subjected to mutagenesis attempts need to be

screened to ensure that the desired mutation has been incorporated. This can

be done in several ways, however, it is crucial that each potential cell line is

assessed individually and cultures grown from one singular cell. Screening can

be done inserting an additional, non critical mutation, for example by modifying

an enzyme cut site and assessing the fragments of enzymatically cut DNA.

1.3.2 Fluorescent proteins

Green fluorescent protein was first discovered in jellyfish and their discovery was

awarded the 2008 Nobel Prize for Chemistry [23]. Since the discovery of green

fluorescent protein, there has been a boom in the development of more fluorescent

proteins [24, 25]. Fluorescence occurs when electrons in the fluorescent protein are

excited by light and then revert to their ground state by releasing a photon. Each

fluorescent protein has a specific excitation and emission wavelength associated
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with it (figure 1.4) and this determines the colour of the emitted light seen for

each protein.

Figure 1.4: The (a) excitation and (b) emission spectra of some fluorescent
proteins (relative to yellow fluorescent protein (YFP) = 100%). Taken from
[26].

The gene encoding a fluorescent protein can be spliced to a protein-encoding

gene. This causes the targeted protein to be synthesised with the fluorescent

protein covalently attached to the end of a protein, allowing it to be observed in

vivo [25]. As with all mutations, the ability of the protein to fold correctly can

be affected and this effects protein function. To ensure that this does not occur,

a copy of the mutant cell line without the fluorescent protein should be

constructed and observed to ensure no differences, either in phenotype or

growth pattern. Changes indicate altered function caused by the addition of the

fluorescent protein.

Studies can be designed to use multiple fluorescent proteins [26]. The

excitation and emission wavelengths for each fluorescent protein to be used need

to be considered. If the excitation wavelengths for the proteins overlap, the

emission wavelengths need to be distinct to avoid the excitation wavelengths

being registered as emission wavelengths and creating bleed-through. This risk

is reduced by filtering both the excitation and emission wavelengths and only

activating and imaging one excitation and one emission wavelength at a time.
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1.4 Model Organisms

While the end goal of most biological studies relates to human-based problems,

non-human and even non-animal cells are used in studies. There are several

reasons why different organisms are sometimes preferred for studies, just as there

are factors to consider when selecting suitable substitute organisms.

1.4.1 Why use model organisms

Model organisms are possible because many pathways – from the cell cycle to

respiration – have homologous proteins across the eukarya domain. Due to

isoforms (functionally similar proteins with different primary structures),

homologs are not always linearly aligned. Multicellular organisms tend to have

more isoforms than unicellular organisms due to the differentiation of cells. This

means that there are more genes encoding a group/family of proteins, each of

which could be responsible for causing illness/disease. Using organisms with

fewer individual isoforms but homologs to each isoform means that knowledge

about one protein in a less complex organism can provide information for

several homologous isoforms in higher eukaryotes.

The second reason model organisms are considered is because less complex

organisms are easier to grow, replicate faster, and are easier to manipulate

genetically. This means it is possible to use them to screen potential mutations

in order to isolate specific mutations which affect cell growth/function. Further

studies can then be used to investigate these promising mutations in more

complex systems. It is also easier to ensure cultures of unicellular organisms

maintain their desired mutations [27].
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1.4.2 Selecting model organisms

The most important factor to consider when selecting a model organism is that

the organism supports the study’s aims. This means that the

protein(s)/pathway(s) must be conserved between the model organism and the

organism for which the information is wanted. Other factors to consider are if

the organism is a step towards the final organism of interest or if tissue cultures

(cultures of differentiated cells) would be more suitable for the next cell to

study.

1.4.3 S. pombe as a model organism

Schizosaccharomyces pombe (S. pombe) are rod-shaped, unicellular eukaryotic

yeast cells. They have a doubling time of anywhere between 2 and 10 hours

depending on media and temperature [16]. For most studies, suggested densities

range from 1× 106-5× 106 in simple media to 1× 106-1× 107 in complex media

[16]. The effects of media and temperature on the growth of S. pombe cells means

that it is important that conditions remain consistent throughout a study.

The growth of wild type S. pombe cells is well-defined. Haploid cells grow

via tip extension, maintaining a diameter of approximately 3.5 µm [16, 28], to

a maximum length of 12-14µm [16, 29] before dividing. Once critical mass is

reached, the cell divides. The ability of S. pombe to survive as haploid cells is

beneficial as it allows for straightforward studying of recessive genes [27].

The S. pombe genome was sequenced in 2002 [30] and has since been

annotated. According to PomBase [31], there are a total of 5138

protein-encoding genes with 149 proteins that are specific to S. pombe alone and

4540 proteins that are conserved in eukaryotes; therefore, genetically, S. pombe

are suitable model organisms for preliminary experiments.
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Site-directed mutagenesis is easier in S. pombe compared to human cells for

several reasons. First, they can support plasmids [27] which are components

of several of the site-directed mutagenesis protocols. Secondly, S. pombe have

a higher occurrence of recombination [27]. This is key again is it is how the

plasmid’s DNA is integrated into the cell’s DNA.

Structurally, the contents of S. pombe cells are similar to those of mammalian

cells. Besides the membrane-bound nucleus, other organelles/structures the cells

have in common include: vacuoles, lysosome-like vacuoles [32], mitochondria,

ribosomes, Golgi apparatus, and endoplasmic reticulum [28, 33]. These organelles

indicate that the same metabolic pathways are used by S. pombe and mammalian

cells, and this is further strengthened by the homologous proteins.

The largest issue with S. pombe cells being used as a model organism for

mammalian cells is that they have cell walls [28] while animal cells do not. This

is only problematic in studies involving extracellular interactions where the cell

wall may be involved. For studies which only concern intracellular activities, S.

pombe are ideal model organisms.

1.5 Microscopes and Microscopy

Microscopy is commonly used in biology to examine microorganisms. Since

ancient times, lenses have been used to magnify objects which are too small to

be visible to the naked eye. The technology and capability of microscopes has

grown and this has led to numerous types of microscopy, each of which has

various characteristics that determine their usefulness to a study.

1.5.1 Types of microscopy

The intrinsic principle of microscopy is to magnify objects so that the fine

structures can be observed. There are several mechanisms that can be used to
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enhance images from using optics (optical microscopy), to detecting structures

with physical probes (scanning probe microscopy). Sound waves, x-rays and

electron beams can also be used to visualise fine details. Each method has its

own strengths and weaknesses; however, for the purposes of microbiology,

optical microscopy is the most commonly used method [25, 34, 35, 36, 37]. This

is because it is comparatively cheap, relatively simple, and highly effective.

Optical microscopy also offers the benefit of being able to image living cells,

which is important for many studies and crucial for time lapse imaging.

1.5.2 Optical microscopy

1.5.2.1 System set up

Optical microscopy uses a light source and magnifying lenses to allow the

visualisation of objects. The light illuminates the object and the image is then

passed through a series of lenses to magnify it and allow it to be viewed (figure

1.5).

Figure 1.5: Schematic of a light microscope.
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1.5.2.2 Light source

Microscopes can use light from a number of sources, with the most common

being a lamp. These lamps can have a variety of internal constructions, from

tungsten-halogen lamps to xenon arc lamps. Lamps are the often cheaper and

easier to set up, however, the maximum luminescence is not instantly reached so

a consistent, steady light source is not instantaneous. Controlling the quantity

and distribution of illumination between users is difficult with traditional lamp

light sources but condenser lenses help with this (figure 1.5).

Light-emitting diodes (LEDs) are a longer lasting, more robust light source

when compared to lamps, but can be more expensive. They have a negligible

timeframe for reaching maximum luminescence and both the number of, and

position of, LEDs that are on at any point can be controlled. This reduces the

risk of photobleaching, especially in time lapse sequences, and also allows for

greater control over the overall brightness.

1.5.2.3 Microscope lenses

All microscope lenses have a magnification factor. The total magnification of an

object is the product of the magnification for all lenses between the slide and

the observer [38]. The higher the total magnification, the larger the cells appear.

Over-magnification rarely occurs, however, the level of magnification should be

considered to ensure that it gives sufficient detail without losing focus [38].

Lenses can also be suited for a specific immersion medium between the

objective lens and the slide. Immersion media reduce the differences between

the refractive indices of each part of the imaging system compared to air as an

intermediary [39]. This reduces the diffraction of light (figure 1.6) and prevents

the loss of information.

Numerical aperture (NA) defines the maximum resolution for the image seen

by the observer [40]. It is the area from which light is focussed by the objective
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Figure 1.6: Diagram showing how the pathway light takes varies based on the
refractive index of the media it passes through. The pathway when the refractive
index of the immersion liquid is (L) lower than that of glass or (R) the same as
glass. Taken from [39].

lens to produce the end image at a fixed distance. Rays of light outside this area

do not contribute to the image. The larger the NA, the higher the resolution of

the image. It is calculated by equation 1.1 where n is the refractive index of the

medium between the objective lens and specimen and α is half of the objective

aperture.

NA = n · sin(α) (1.1)

1.5.3 Types of optical microscopy

There are many types of optical microscopy which are used in biological studies.

Brightfield, phase contrast, and fluorescence microscopy are all used in S. pombe

studies [41, 42, 43]. These three are the only types used in this thesis.

1.5.3.1 Brightfield/transmitted light microscopy

Brightfield, or transmitted light, microscopy is the most basic type of microscopy.

It uses the full spectrum of light and high magnifications to visualise transparent

objects [38], which includes most cells. The resultant images are true in colour,

meaning various stains can be used to highlight specific structures/regions. These
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stains are often toxic to the cell though, and therefore may not ideal for some

biological studies.

1.5.3.2 Phase contrast microscopy

The development of phase contrast microscopy won the 1953 Nobel Prize in

Physics [44]. It is similar to brightfield microscopy as the details visualised

occur due to different refractive indices within the specimen producing different

shifts in the wavelengths which pass through them [38]. Phase contrast

microscopy images have enhanced contrast compared to brightfield microscopy

images which allows for detailed internal structures to be seen in living cells.

Maximum contrast is achieved by inserting an annular ring (figure 1.7a) over

the light source, and a phase plate (figure 1.7b) between the objective lens and

the ocular lens. The annular ring allows a cone of light to illuminate the specimen

and any illuminating beams that do not pass through the sample are blocked by

the opaque ring on the phase plate. Light that passes through the specimen is

undergoes a phase shift and is diffracted. This allows the waves to pass through

the transparent portion of the phase plate where the phase is again retarded. The

light beams are then summed, and the destructive interference of the maximally

180° phase shifted beams result in black regions [38].

(a) Annular ring (b) Phase plate

Figure 1.7: Illustration of annular ring and phase plate.

While it is beneficial that the additional contrast produces more detailed

images without the use of potentially toxic stains, phase contrast microscopy has
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its own issues. The major problem arising from phase contrast microscopy is the

loss of true colour image capabilities. This means that only differences in density

within the object can be observed. False colouring of the observable images can

be achieved by using colour filters [45]; however, this provides no additional data.

1.5.3.3 Fluorescence microscopy

Fluorescence microscopy makes use of intrinsic and/or extrinsic fluorescence. The

principle behind it is that fluorophores absorb and emit at known wavelengths

[24]. Both the incidental and transmitted light are filtered by wavelength, as

defined by the fluorescence spectra for the targeted fluorophore. By controlling

the wavelength of the incidental light, multiple fluorophores can be used within

the same specimen. This is utilised in studies such as those that look at how

molecules interact with each other in vivo. Consideration of the fluorescence

spectra of multiple fluorophores is key and there is a limit to the number of

fluorophores that can be used at any one time [35].

1.5.4 Mounting samples

For all types of optical microscopy, the sample needs to be mounted on a slide.

Often, the mounting of cells for biological studies needs to immobilise them to

allow for clear images over long periods of time (time-lapse microscopy) to be

taken for further analysis. There are many different methods to adhere cells to

various types of slides; each method can affect things such as the quality of the

images and the activity of the cells.

1.5.4.1 Slide selection

Imaging cells can take varying amounts of time. This means that there is a risk

of cells activating stress pathways or dying, both of which can skew experimental

results (as discussed in section 1.2). This can be avoided by providing the cells
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with growth media and maintaining the temperature required by the cells for

optimal growth. Studies which use only single-time-point images do not require

much media as the necessary images are acquired reasonably fast after the cells

have been mounted. This is also true for time lapse studies which span short

periods of time.

Long-period time lapse studies require a larger supply of growth media to

ensure homeostatic growth of cells. This means traditional slides are often

unsuitable as they cannot hold the necessary volume of liquid. Imaging

chambers can be used instead. The watertight spacers used between the slide

and the slide cover allow for the growth media to be contained and therefore

ensure homeostasis is maintained.

1.5.4.2 Methods to adhere cells to the slide

Cells which are adherent in nature (for example cells from mammalian tissue

samples) can be grown directly on sterile coverslips, ready for imaging.

However, cells adhere poorly to glass coverslips (which are necessary for high

quality imaging) so reagents have been developed to help cells adhere [46, 47].

This method is not ideal for unicellular organisms, such as S. pombe, as they

will not grow in a single layer, but will form clusters if not kept shaken. If they

are shaken, the cells will not settle onto the coverslip and therefore nothing will

adhere.

It is important that the cells are kept in log phase from mounting to the end

of imaging, unless the study indicates otherwise, so mounting cells from liquid

cultures is ideal. As S. pombe are not naturally adherent, a ‘glue’ is required to

immobilise the cells to ensure clear images can be captured. The reagents used as

glue have to be carefully selected to ensure they do not interfere with the imaging,

however, there are numerous options available, with lectin being commonly used

[48].
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Selecting suitable adhering methods means that intrinsically fluorescent

substances cannot be used in fluorescence microscopy (unless the fluorescence is

to be used to determine the outside of the cells). It also means that reagents

which put the cells into stasis cannot be used for time lapse studies. Usually,

each laboratory uses the method(s) set by the primary investigator, based on

their experiences, their microscope set up, and the type of study being

conducted.

1.6 Imaging Hardware and Software

1.6.1 Imaging Hardware

Viewing the images can be done either visually or with a camera in microscopy.

For biological studies, it is important that results are reproducible and this means

that capturing the images allows for computer assistance in the analysis of data,

as well as producing example images. This means that cameras are commonly

used.

Camera selection for a study is based on the best camera available in the

laboratory as they are expensive pieces of equipment. However, there are a

number of things which are important to consider when selecting a camera for a

study: resolution, chip size, and type of chip.

1.6.1.1 Resolution

The resolution is the physical area represented per pixel. It is important in

microscopy as it determines the level of detail that can be captured and the

overall clarity of the image. The significance of resolution is affected by the

magnification of the microscope. This is because the higher the magnification,

the more detailed the image and, therefore, the loss of information from lower

resolution cameras is lessened. Microscope magnification has limitations as to
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how far it can overcome resolution, however, it is important to consider when

choosing between cameras.

1.6.1.2 Size of camera chip

The size of the chip used determines the resolution the image is saved at. This

can affect the level of detail visible when viewed as the frame size is limited by

the viewing screen size. Inaccuracies can arise when manual analysis is carried

out on these images if zoom functions are not used, but automated analysis is

not affected so long as the files are not compressed when saved.

1.6.1.3 Type of camera chip

Camera chips are the digital version of film. Analogue cameras have shutter

speeds that determine the length of time the film is exposed to capture the

image. The quality of the image varies depending on the quality of the subject’s

illumination and shutter speed. Digitally, shutter speed refers to the speed at

which the data from each pixel can be read, stored, and reset [49].

There are several different types of sensors which can be used to capture an

image. Charged coupled device (CCD), electron multiplication charged coupled

device (EMCCD), or scientific complementary metal oxide semiconductor

(sCMOS) chips are commonly used in microscopy [49].

CCD chips transfer data at the slowest rate of the three chip types with only

one output channel [49], and therefore, are unsuited to clearly capture images

with low contrast levels. To improve the capture of dim images (such as those

seen in fluorescence microscopy) EMCCD chips are more suitable. They amplify

the light that reaches them, increasing the level of contrast in the image [49].

sCMOS chips have multiple output channels which increases the rate of data

transfer [49]. This improves the capture of images in dim light.
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1.6.2 Imaging software

Computer software is used to control many aspects of microscopy imaging.

Everything, from switching between brightfield/phase contrast microscopy and

fluorescence microscopy to the exposure time given for the camera, can be

managed by imaging software. It can also provide directions for time lapse

experiments, instructions for multiple z-stack images, and the software can be

linked to analysis algorithms.

There are countless programs available for managing microscopy imaging [50,

51, 52]. Some of these programs excel in all fields, while others are targeted to

a specific subset of functions. It is usual for the imaging software available in a

laboratory to be chosen based on the primary investigator’s own experiences.

1.7 Image Analysis Overview

Image analysis is a crucial stage of any microscopy-based study. It isolates, or

segments, regions of interest and provides information about many things: any

phenotypical differences between strains, where targeted molecules are located,

how targeted molecules move (speed, patterns, etc), whether targeted molecules

interact with each other, as well as other such things. Without analysis,

microscopy does not add to a study.

Before cameras and computers were capable for analysis, all image analysis

was done manually with a researcher taking measurements and sketching while

sat in front of the microscope. Fully manual analysis is susceptible to numerous

errors and highly subjective. As human error is the main perpetrator of these

problems, minimising human participation is ideal. The introduction of, and

advances in, both computers and cameras has made this possible; using either a

semi-automated or a fully automated system which increases efficiency,

consistency, and completeness in studies [53].
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There are different levels of semi-automated analysis depending on the amount

of input the end-user has. This can range from extremely labour intensive, with

almost every step for every frame needing input, to systems that require some

initial input parameters for a dataset as a whole. Image analysis systems can

never be truly fully automated because some end-user participation is always

required, even if it is just to select the algorithm and frames for analysis.

In this thesis, any algorithm which requires the end-user to use their

personal judgement to provide input data is considered a semi-automated

system, and all others are considered automated. This demarcation was chosen

as personal judgements are dependent on subject-specific knowledge, and

therefore, subjective.

1.7.1 Semi-automated image analysis algorithms

The range of user input for semi-automated image analysis algorithms varies.

The least user friendly type of semi-automated software are those like ImageJ [54]

and CellProfiler [55]. Both of these rely on the user to choose and order a series

of functions to create a ‘pipeline’. While there are numerous existing pipelines

that can be downloaded and modified, it can be difficult for non-programmers to

develop an informative pipeline. The main benefit of both of these programs is

that they are freely available and do not require commercially available software

to run.

More intuitive algorithms rely on parameter selection by the user rather than

the construction of the pipeline. Often, the input information is necessary as the

algorithm is not specific for an organism, and therefore, prior knowledge needs

to be provided. However, it also means that mutations which cause abnormal

phenotypes are segmentable as any biases established are on a dataset-by-dataset

basis. One example is CellX [56].
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CellX [56] is a program designed to segment any type of cell from

transmitted light, phase contrast, or fluorescence microscopy by relying on the

contrast between the edge of the cell and the background. It requires interactive

input to set the seed size, maximum cell length, and membrane pattern (the

contrast gradient, membrane width, and location) [56, 57]. While the cell length

and seed size could be pre-set if the images are of the same cell type, the

membrane pattern varies between imaging series depending on microscope set

up meaning that it has to be set for each dataset individually. Furthermore, the

parameters are determined using one image. This means that the maximum cell

length is susceptible to being dramatically incorrect if the image selected shows

only the smallest cells.

1.7.2 Automated image analysis algorithms

Fluorescence microscopy lends itself to automated image analysis due to the

stark contrast between regions of interest and the background. The levels of

noise in transmitted light/phase contrast microscopy means that it is more

difficult to determine the true edge of a cell. This has led to a large number of

segmentation algorithms for fluorescence microscopy [58, 59, 60], but a limited

number of segmentation algorithms for transmitted light/phase contrast

microscopy [61, 62], which are often organism (or cell shape) specific. Some

automated algorithms can rely on additional fluorescence microscopy images to

improve their segmentation success of transmitted light/phase contrast

microscopy images, for example PombeX [62].

The amount of effort the user needs to expend for automated algorithms

varies; however, the work can be done irrespective of knowledge. For example,

every image has to be selected individually for segmentation by PombeX [62],

which is labour-intensive but does not require expertise. On the other hand,

CellSegm [58] can process entire datasets with one command; however, it provides
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several algorithms of which the end-user must select the one suited to the type

of analysis wanted (eg 2D or 3D). This is not labour-intensive but requires some

expert knowledge as to the focus of the study.

Overall, the most important feature of automated image analysis algorithms

is their ability to objectively segment regions of interest. It is important that

the algorithm is able to process abnormal phenotypes within reason so that a

wide array of mutant strains can be studied. To ensure consistent, objective

segmentation, parameters need to be set independently of the dataset.

1.8 Techniques Used in Image Analysis

Algorithms

1.8.1 Neural networks and machine learning

Neural networks and machine learning techniques have been popular mechanisms

for image segmentation over the last decade [63, 64, 65, 66]. A neural network can

be used to determine where cells are; however, determining all the neurons needed

to describe a cell is difficult to do without creating bias, especially as the cells have

random orientation. This problem is also faced by machine learning algorithms.

It is difficult to gain enough annotated data for the learning component as well

as the fact that not all phenotypes can be ‘taught’ to the system. This means

only cells of a ‘typical’ phenotype will be segmented and cells of interest will be

missed.

While other segmentation methods may be biased towards targeting

stereotypical cells, it is possible to identify the cells that would be excluded.

The smallest/largest potential segments can be calculated with knowledge of

the algorithm’s parameters, and cells with phenotypes that lay outside of these

segments are excluded. The reason this is not possible for neural networks is
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because of the large number of neurons that need to be defined for success

limits the amount of variability in segmented regions. Machine learning relies on

input images so any phenotype which has not registered in the system cannot

be identified in the subsequent images if it differs too much from the norm.

1.8.2 Traditional image analysis methods

Image segmentation algorithms are built from techniques that fall into four main

groups. These groups are: image enhancement, morphological filtering, image

segmentation, and region analysis [67]. Each of these groups contain numerous

algorithms and functions, and for every problem a different sequence of these is

optimal.

Image enhancement is responsible for reducing noise and increasing contrast in

the image. While an image can appear clear visually, it is important to remember

that computers do not ‘see’ in the same way as humans. Images to a computer are

an array of matrices which denote the intensities of each pixel in each colour plane.

This means that while images may not appear altered through enhancement, it

greatly improve a segmentation algorithm’s success.

Morphological filters can be used to enhance specific features within the

image. Possible functions include filling regions, eroding/dilating regions/lines,

filtering by area size, or detecting features (such as edges) [53, 67]. The end

result of this filtering is to further reduce noise and emphasise regions of

interest. The enhancement of images and the use of morphological filters

reduces noise, however, it also compromises the overall resolution of the image

[53]. This means that there is a practical limit to the amount of manipulation

the image can undergo while still being useful.

Image segmentation is the most commonly desired functions of automated

image analysis because identifying and isolating regions of interest is the most
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time consuming and subjective part of image analysis. Until the regions have

been segmented, the enhancement of the image is unproductive.

Region analysis is the final stage of any segmentation algorithm. It is where

the geometric measurements are made and statistics run. There are many

functions in MATLAB [68] which are capable of this, with regionprops being

the simplest. Outside of these functions, there are also the semi-automated

analysis algorithms mentioned in chapter 1.7.1.

1.9 Considerations for Segmenting S. pombe

Cells

It is important to consider the specific nature of the problem at hand when

choosing or designing image analysis algorithms. There are countless factors that

are unique for each scenario depending on the type of images to be analysed. For

example, the identification of road signs in full colour images relies on matching

potential regions of interest to example images [69]. This means that colour filters

can be used during the segmentation stages and the segmentations need not be

‘true fit’ as the possible matching outcomes do not have to be perfect matches.

Algorithms which fit these criteria would perform poorly on microscopy images

as colour filters have no effect.

The second major consideration for analysing S. pombe cells is that

segmentation leads to geometric measurements, and therefore, the segmentation

of regions must be ‘true fit’. This is complicated by cells that are touching in

images that ought to be segmented as individual cells, furthermore, cells which

have just divided or about to divide are subjective to the opinion of researchers

as to if they are two cells or still one cell. Touching cells can align themselves in

a number of ways (figure 1.8).
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a b c d

Figure 1.8: Illustration of the scenarios possible for two cells to touch.

It is important to note that removing the segmentation, and thus the analysis,

of touching cells could skew the data. Cells arranged as depicted in figures 1.8c

and 1.8d are never cells which are about to divide or have just divided. This

means that they can be removed from analysis without skewing results providing

that their alignment is not due to intercellular signals. If cells touch each other

as the examples in figures 1.8a and 1.8b, their alignment could be either random

in nature or due to having just divided. It is also possible that there is only one

cell about to divide. Algorithms which deal with detecting cell boundaries must

be reliable in correctly identifying these cases as they cannot be removed without

skewing the results.

1.10 Aims and Objectives

The literature shows many algorithms designed for segmenting images from all

types of microscopy images; however, it also demonstrates that the programs are

not used across the biology community. This suggests that either they are not

easily accessible/user friendly to encourage their use, or do not achieve the desired

result for the end user. In order to produce excellent segmentation algorithms,

it is important that developers have either personal experience/knowledge about

the biological aspect or a large, reliable ground truth dataset. There are not

many ground truth datasets available for these types of images, and the available

algorithms for generating them are mainly for constructing bounding boxes.
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Literature also shows that many segmentation algorithms for microscopy

images also take length and width measurements, but it is not common for

them to disclose the exact manner in which these measurements are made. If

there is an example given, it is often an illustration of a straight, symmetrical

cell. This is not ideal as cells are typically asymmetrical and not perfectly

straight, so the method for measuring the cells remains uncertain.

With all this in mind, the aims and objectives of this thesis are:

• Create a manual segmentation algorithm to generate ground truth

segmentations.

• Define a method to use ground truth segmentations to quantify the success

of segmentation algorithms.

• Develop an automated segmentation algorithm for phase

contrast/transmitted light microscopy images of S. pombe cells.

• Determine a more accurate and precise method for measuring the length

and width of segmented S. pombe cells.

1.10.1 Chapter Outlines

In Ground Truth Segmentations we scrutinise quantification methods of

segmentation algorithm quality and the use of ’gold standard’ ground truth

segmentations. We introduce a novel ground truth segmentation generation

algorithm along with a method for comparing ground truth segmentations to

proposed segmentations.

The second results chapter, A Novel Segmentation Algorithm for Phase

Contrast/Transmitted Light Microscopy Images of S. pombe, we explore image

segmentation algorithms and the design of a novel algorithm for the

segmentation of S. pombe. We compare our novel segmentation algorithm to an

existing segmentation algorithm with the same goal.
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Chapter 5, Measuring Lengths and Widths, is where we investigate how length

and width measurements are typically made and attempt to develop a novel

algorithm that produces more accurate results.

Finally, the whole thesis is brought together in the discussion and conclusion

chapter where we address if we were successful in achieving the aims and

objectives, as well as identifying directions for further study.
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CHAPTER 2

Materials and Methods

2.1 Materials

2.1.1 Chemicals

EMM Formedium

L-glutamate Sigma-Aldrich

Agar Oxoid

Lectin Sigma-Aldrich

Analytical reagent grade water Fisher chemical

2.1.2 Yeast strains

All S. pombe strains used in this thesis were provided by the Mulvihill lab

(University of Kent). The strains used are:
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S. pombe hht-cgfp
Histone gene fused with green fluorescent protein

gene.

S. pombe rlc-gfp

cdc8 -110

Myosin II regulatory light chain with green

fluorescent protein gene and point mutation in the

cdc8 encoded tropomyosin at position 110.

2.1.3 Imaging hardware

2.1.3.1 Microscopes

IX71 inverted microscope Olympus

2.1.3.2 Cameras

Photometrics QuantEM CCD camera Roper

Zyla 4.2 sCMOS camera Andor

2.1.4 Software

2.1.4.1 Image viewing and acquisition

MetaMorph [50] was used for the viewing and acquisition of the images captured

specifically for this thesis.

2.1.4.2 Algorithm development

MATLAB version R2016a [68] was used for the development and testing of the

proposed software algorithms presented in this thesis.
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2.2 Growth and Mounting of S. pombe Cells for

Imaging

S. pombe cells were cultured in EMMG (Edinburgh Minimal Media with

glutamate as a nitrogen source) as described in [70] at 25 ◦C to log phase.

Cells were mounted for microscopy using lectin, as described in [48].

2.3 Viewing and Acquisition of Microscopy

Images of S. pombe Cells

Cells were viewed on either an Olympus IX71 inverted microscope (chapter

2.1.3.1). A selection of 100x oil, 60x oil and 60x air lenses were used, with

numerical aperatures of 1.45, 1.4, and 0.7 respectively. along with a variety of

cameras.The cameras used were a photmetrics QuantEM CCD camera (Roper)

and a Zyla 4.2 sCMOS camera (Andor) (chapter 2.1.3.2).

Images were captured using MetaMorph (Molecular Devices) [50]. The image

was stored as either a 16-bit (QuantEM) or 12-bit (Zyla) image. The quantEM

CCD camera images consist of a 512 x 512 pixel array with each pixel representing

an area of 16 µm by 16 µm. The CMOS camera images consist of a 1024 x 1024

pixel array (for the 100x magnification) or 2048 x 2048 pixel array (for the 60x

magnification) with each pixel representing 6.5 µm by 6.5 µm.

2.4 Image Datasets

All non-published datasets used in this thesis are described in table 2.1.
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Dataset

name

Chip

used

Lens

used

Type of

microscopy

No. of

frames

No. of

cells
Strain

hybrid
CMOS &

EM CCD
various various 12 79 hht-cgfp

100x-oil-Q EM CCD 100x oil phase 119 402 hht-cgfp

100x-oil-Z CMOS 100x oil phase 200 888 hht-cgfp

60x-oil-Z CMOS 60x oil transmitted 100 391 hht-cgfp

60x-air-Z CMOS 60x air transmitted 100 203 hht-cgfp

fisYeast CMOS 100x oil transmitted 36 315 rlc1 -gfp cdc8 -110

Table 2.1: Table of datasets used in this thesis which have not been previously
published.

The hybrid dataset consists of: four frames from the 100x-oil-Q dataset, two

frames from the 100x-oil-Z dataset, and three frames of both the 60x-oil-Z dataset

and the 60x-air-Z dataset. The fluorNuc dataset is of the GFP-labelled histones

corresponding to the first 100 frames of the 100x-oil-Z dataset.

The fisYeast dataset was supplied by Irene Gyamfi (University of Kent).

2.5 Data Analysis

Chapter 3 describes the generation of ground truth segmentation for the

100x-oil- Q, 100x-oil-Z, 60x-oil-Z, and 60x-air-Z datasets. It also explains how

these can be used to quantify the quality of proposed segmentations. It also

describes the statistical analysis method chosen for this thesis. When ground

truth segmentations are not available or usable, the proposed segments should

be analysed using the criteria described in subsection 2.5.1.
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2.5.1 Segmentation analysis without ground truths

Where ground truths were not available, visual determination was used to assess

segmentations. To ensure as consistent an analysis as possible, segmentation

assessment criteria guidelines were determined. The guidelines are described

below and visual examples in figure 2.1.

• True positives - cells with a segmentation which does not deviate outside

of the cell wall or the characteristic halo of this type of microscopy.

• False positives – any segmentation that does not meet the criteria of true

positives.

• False negatives – any cell which does not have a true positive segmentation

associated with it.

Figure 2.1: Classification of cell segmentation example. Segmentations shown
in red; true positives (A), false positives (B), and false negatives (C). Scale bar
represents 10 µm.
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CHAPTER 3

Ground Truth Segmentations

3.1 Introduction

Development of image segmentation algorithms requires the comparison of

multiple resultant segmentations of various versions of said algorithm. Once an

acceptable pipeline of functions has been determined, parameters must be

optimised. This results in more segmentations to compare and minute

differences that may be impossible to differentiate visually. As computers are

unbiased and view all images as a matrix of pixel values they are the ideal tool

for identifying these differences. To do this, the computer must be informed

about the desired segmentation result which has led to a number of methods for

the generation of ‘gold-standard’ or ground truth segmentations and for the

statistical analysis of these comparisons.

3.1.1 Assessing segmentation quality

Segmentation success can be measured in a number of ways, but requires a

rigorous and consistent method to guarantee accurate results for comparison

between segmentation algorithm iterations. For any type of segmentation
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algorithm, there are multiple possible techniques. The three techniques

considered for this thesis are: manual visual assessment, manual ground truth

segmentations, and simulated datasets.

3.1.1.1 Manual visual assessment

Proposed segmentations can be visually assessed by anyone with expertise in

the field, a ‘segmentor’. It is highly subjective, and with numerous iterations of

the algorithm required for parameterisation this can rapidly become inaccurate,

especially in borderline cases. However, once the order of functions has been set

and the parameters are near to their ideal values, it is often advisable for manual

visual assessment to be used to ensure that the ground truths are giving the

optimal results.

There is also an issue as to the level of expertise required. If the images

being segmented are of landscapes for example, it is fair to assume that the level

of expertise on the subject of the image can be minimal. Issues arise when the

images are of a more technical nature, such as scientific images. Unless the person

who is deciding the acceptability of the images is an expert in the field in question,

there is a chance that the segmentations are incorrectly rated. This can cause

the final version of the segmentation algorithm to be of no use to the end user as

it cannot perform the task they require.

3.1.1.2 Manually generated ground truth segmentations

Manual segmentation of images by an experienced researcher results in a set of

ground truth segmentations for a given dataset. The level of knowledge required

by the ‘segmentor’ varies depending on the nature of the images in question.

Some datasets are suitable for manual segmentation by the general public via

crowd-sourcing while others require very specific expertise.
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Even though the computer is objective in using the ground truth dataset,

manually generated ground truths are still subjective in nature. Two different

experts, or even the same expert given the same dataset twice, can produce

different ground truth segmentations. These segments are likely to be very

similar, especially when visually compared, however, a computer will give

different results depending on the ground truths provided.

3.1.1.3 Published ground truth datasets

There are several readily available datasets with ground truth segmentations

supplied such as the Berkeley Segmentation Dataset and Benchmark [71] and

the MIT Intrinsic Images datsaset [72]. The problem with these datasets is in

the type of images supplied – most are everyday photographs/images and of the

biological datasets available, few are of microscopy images and only one is of

fission yeast cells.

The PombeX dataset [73] is of fission yeast bright field microscopy images;

however, there are only eight unique ground truth images with a total of 1,422

cells. As discussed in chapter 1, cells at densities above log phase are no longer

in optimal growing conditions which will affect their growth and therefore are

often inappropriate for biological studies. Growth and mounting conditions are

not provided by either the dataset or in the paper from which the images are

taken [62, 73]. This means that any algorithm developed from using them may

not perform well on images that are grown or mounted using different conditions

and these conditions cannot be replicated to assist the algorithm.

3.1.1.4 Generating ground truth segmentations

Plenty of programs exist online to produce your own ground truths [74, 75, 76].

The processes used by these programs often include bounding boxes [74, 75]

or allow users to create polygonal regions [74]. This makes them unsuitable
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for segmenting cells that are predominantly curved in shape. Many of these

are acceptable for their predominant use as the segments they are going to be

compared to do not need to be precise as measurements are not going to be taken

from them. An example of this is of road signs. The segmentation algorithm must

identify them, however when comparing the results, a bounding box will suffice

in checking whether a suitable area in the relevant region has been segmented.

Usually, biological data requires measurement to be taken and therefore precision

is crucial.

Few programs produce truly smooth edged segments. One such program

that was designed specifically for biological image segmentation is ITK-SNAP

[76]. The detailed boundaries given by ITK-SNAP would be ideal for manually

segmenting cells, however, it is too specialised. Two-dimensional images cannot

be used with the program and it is extremely unusual to take a stack of phase

microscopy images.

Since there are no readily available manual segmentation algorithms suited for

images of cells, a new method to generate ground truths is required. Ideally, this

new method will segment straight and curved lines ending in curved or pointed

edges. These features can be used to construct all possible shapes. If these

characteristics can be formed, all shapes that may ever be encountered can be

replicated and the algorithm will be genuinely multipurpose.

Basic/basis spline (B-spline) curves are perfect for this and have even been

used for part of biological image segmentation [77]. The creation of these curves

begins with ‘knots’ or co-ordinates being selected. From these knots polynomials

are fitted and then subjected to a smoothness function. The smoothing function

works on the all of the polynomials to ensure a contiguous shape with effortlessly

merged joints. This results in a closed segment with seamless transition between

all knots.
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There is always a unique solution with minimum energy, guaranteeing the

exact same output shape for a set of defined knots. This means the appropriate

selection of knots is vital. If the chosen knots are unsuitable, the desired output

shape will not be replicated. To create sharp corners, selecting a knot twice will

result in a point; straight lines can be produced by selecting several knots in a

line.

3.1.1.5 Simulated data ground truths

Computer generated simulated data is another option for creating ground truth

images with a matching dataset. Programs are freely available online to produce

any number of shapes with various features, from objects in a box [78] to

microscopy images [79, 80, 81]. The computer creates a ground truth

segmentation mask from the input parameters provided by the end user and

then artificially alters them to emulate images acquired naturally.

Datasets of cell microscopy image can be developed using various modelling

methods [79, 80, 81]. The first step is to define the cell shape, either by entering

parameters [79, 80, 81] or by a machine learning algorithm [79, 80]. The second

step is to replicate the texture of microscopy images. For fluorescent images

this is easier than it is for phase contrast images because of ‘optical aberrations

generated by the imaging system’ preventing the true texture of the cell from

being observed [79, 80].

Next, the density and probability of overlapping cells has to be set. This is

done by the user selecting parameters. Varying the parameters between

datasets allows for rigorous testing of segmentation algorithm success in

different conditions. These images are then degraded to simulate real images,

mimicking the effects of sample preparation and imaging conditions [79, 80].

Imitating realistic cell shapes is easy enough for such programs; however,

emulating the background noise and artefacts characteristic of phase contrast
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microscopy is harder. One program for generating simulated datasets, SimuCell

[81], claims to have three benefits over previous programs: it makes diverse

heterogeneous populations; it can adapt to interdependencies ‘among

population, biomarker and cell phenotype’; and, it has a ‘palette’ of phenotypes

which users can easily add to.

3.1.2 Quantifying segmentation quality

Where ground truth segmentations exist, and can be compared to segmentation

algorithm outputs, a measure needs to be made to quantify the quality of the

segmentations. Quantification means that various iterations of an algorithm can

be compared numerically, as well as allowing comparison of different algorithms

to each other. There are two features that can be used to compare segmentation

quality: segment perimeters or segment areas. There are multiple quantification

techniques, with each performing differently dependent on the feature.

3.1.2.1 The Jaccard index

The Jaccard index is a simple and effective method to compare ground truth

(G) and proposed (P) segments. There are two potential ways to implement the

Jaccard index (equation 3.1): either considering the segmentation masks as single

images, or comparing all of the segments individually.

J =
|P ∩G|
|P ∪G|

(3.1)

Complete, individual segments are typically considered [82, 83, 84], but it

is not unheard of for perimeter pixels to be compared [83]. Both over- and

under- segmentation are equally penalised in this method. To ensure segments

are compared accurately, the ground truth and proposed segmentation masks
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must isolate segments of interest. This can lead to problems when there are

multiple segments in one image that correspond to one segment in the other.

Unless the segmentation masks are considered as a single image, the Jaccard

values must be further manipulated to give one value for each image. One option

is to average the best Jaccard value for all of the ground truth segments [85],

however, this means that a missed cell could potentially have the same effect as

several poorly segmented cells. This is not ideal as it does not discern between

inaccurately segmented regions and missed segments.

3.1.2.2 The Rand index

Another common method is the Rand index [82, 83, 86, 87]. To calculate the

Rand index (R) [88], all pixels are taken in pairs and compared between the

ground truth segmentation mask and the proposed segmentation mask. A tally

is made from the results of pairs of pixels where: A is when the two selected pixels

are in the same segment in both masks; B is when the two selected pixels are in

different segments in both masks; C is when the two selected pixels are in the

same segment in the ground truth segmentation mask, but different segments in

the proposed segmentation mask; D is when the two selected pixels are in different

segment in the ground truth mask, but the same segment in the proposed mask

(figure 3.1). The number of pixels in each group is then used in equation 3.2.

R =
A+B

A+B + C +D
(3.2)

If ground truth segmentations were manually generated, the resultant masks

will be subjective in nature. A leniency may be desired for the edges of

segments to allow visibly acceptable proposed segmentations to be rewarded.

The normalised probabilistic Rand (NPR) index was developed to overcome this

shortcoming [87]. It uses the principle idea from the Rand index and imposes a

probability distribution over the ground truth segments to weight pixels,
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Figure 3.1: (L) Diagram of ground truth image (grey) and potential segmentation
(red) with five ‘pixels’ marked (blue). (R) Table showing pixel pairing
classification in regards to the Rand index.

penalising blatant misses more severely than borderline misses. The resultant

values are then normalised by equation 3.3.

Normalised index =
Index - Expected index

Maximum index - Expected index
(3.3)

3.1.2.3 Consistency errors

The global consistency error (GCE) and local consistency error (LCE) are often

used for rating segmentation algorithms [86, 87, 89, 90]. For both, the local

refinement error (LRE) is calculated for all segments by equation 3.4 (except

in [89] where they multiply the LRE by the intersect of Si(P ) and Sj(G) for

the Martin Error Measure (MEM) which is substituted into the GCE and LCE

in place of the LRE), comparing the ground truth segmentations (G) to the

proposed segmentations (P) and vice versa. The GCE then sums the LREs for

each direction of comparison and selects the minimum value (equation 3.5), while

the LCE selects the smallest LRE for each segment and sums the values together

(equation 3.6).
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LRE(Sj(G), Si(P )) =
|Sj(G)− Si(P ) ∩ Sj(G)|

|Sj(G)|
(3.4)

GCE(G,P ) =
1

N
min

{
X∑
j=1

Y∑
i=1

LRE(Sj(G), Si(P )),
X∑
j=1

Y∑
i=1

LRE(Si(P ), Sj(G))

}
(3.5)

LCE(G,P ) =
1

N

X∑
j=1

Y∑
i=1

min
{
LRE(Sj(G), Si(P )), LRE(Si(P ), Sj(G))

}
(3.6)

where X is the number of segments in G, Y is the number of segments in P, with

j and i as counters for the segments of X and Y respectively. Sn(I) denotes the

nth region of the segmentation I. The total number of pixels in the image is given

by N.

Evaluation by LCE and GCE does not penalise over-/under-segmentation.

This means the more pixels that are common to both segmentations, the better

the score presented, regardless of the actual similarity between the segmentations.

In an attempt to improve on this the object-level consistency error (OCE) was

developed [89].

The OCE attempts to penalise over-/under-segmentation. It uses the partial

error measure (PEM; equation 3.7) and selects the minimum value from

PEM(G,P) and PEM(P,G). The Wji and Wj coefficients ensure only segments

that interact with the relevant segments are considered (Wji, equation 3.8) and

weights the score based on the proportion of pixels in the segment and the total

number of segmented pixels (Wj, equation 3.9) [89]. This means that over- and

under- segmentation are penalised, however, the penalty is heavily dependent on

the size of the segment compared to the total area of segments. One large

segment that has been poorly segmented can have a large impact on the OCE.
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PEM(G,P ) =
X∑
j=1

(
1−

Y∑
i=1

|Sj(G) ∩ Si(P )|
Sj(G) ∪ Si(P )|

·Wji

)
·Wj (3.7)

Wji =
δ
(
Sj(G) ∩ Si(P )|

)
· |Si(P )|∑X

k=1 δ
(
|Sj(G) ∩ Sk(P )|

)
· |Sk(P )|

(3.8)

Wj =
|Sj(G)|∑X
j=1 |Sj(G)|

(3.9)

where j/k and i are counters for segments of X and Y respectively. The δ (x)

gives a value of 0 when x is equal to 0, and gives a value of 1 otherwise.

3.1.2.4 Precision, recall and F score

Alternatively, an F score (F, equation 3.12) can be used [86, 91, 92]. It relies on

both precision (p; equation 3.10) and recall (r; equation 3.11) to be calculated

first. Sometimes, an F score is not calculated but the precision and recall values

are used [83, 84]. However, this does not result in one number for direct

comparison, which can lead to ambiguity in the results.

p =
TP

TP + FP
(3.10)

r =
TP

TP + FN
(3.11)

F =
2 · p · r
p+ r

(3.12)

Precision and recall require totals for the number of true positives, false

positives and false negatives. This can be considered on a pixel level or a

segment level using any number of methods, including the Rand index or

Jaccard index described above.
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3.1.2.5 Comparing methods by segmentation feature

Comparing the location of edge pixels for the proposed and ground truth

segmentations is done in two ways. The first way is to find the ratio of common

boundary pixels and missed boundary pixels. This can be done using the

Jaccard index (equation 3.1) [83], or variants of it which determine precision

and recall [82, 86] . The second way is to measure the distance between the

proposed segmentation’s perimeter and the ground truth’s perimeter using a

nearest neighbour algorithm. The distance between pixels can then be used to

make a histogram [93] which can then be compared for different segmentations.

One of the biggest problems faced by boundary matching methods is that the

width of the boundary affects the results. It also affects the likelihood that the

exact same pixels are selected. Using any of the Jaccard index-based methods

can result in misleading values. Visually acceptable segments, such as those

seen in figure 3.2a, will result in a score of zero whilst segments that would be

rejected upon visual assessment (figures 3.2b and 3.2c) provide non-zero scores.

This is why [83] suggests ‘blurring’ the perimeter pixels before comparison. While

comparing histograms of pixel distances overcomes this, it is difficult to determine

the meaning of histogram features.

a b c

Figure 3.2: Diagram of ground truth image (grey) and potential segmentation
(red). Perimeter Jaccard index scores of (a) 0.00, (b) 0.29, and (c) 0.67.
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Considering segmentation areas is often deemed a more thorough and rigorous

metric as the results are no longer reliant on perimeter width. All of the methods

are theoretically sound; however, depending on the specific problem at hand,

some methods are better suited than others.

Jaccard’s index is also used for comparing segmentation areas. It is a more

resilient measure when used on the whole segment’s pixels as opposed to only

the perimeter pixels as it is not dependent on the perimeter’s width. The

consistent penalisation of over-/under-segmentation makes this an ideal method

for determining the number of true positive, false positive and false negative

segments if an ‘acceptance’ threshold is established, however, the values

themselves are not helpful in rating segmentation algorithms.

The Rand index and its variants are computationally more expensive than

the Jaccard index. Because of this it is rarely used to count the number of true

positive, false positive and false negative segments. On its own, the Rand index

is more informative than the Jaccard index as to the segmentation success of an

algorithm; however, as background pixels influence the score, the Rand index is

affected by segment density. The NPR is potentially more interesting due to the

use of a probability distribution to weight each pixel’s contribution to the overall

score, but there is no universally accepted distribution.

Consistency errors are commonly used, but unless the primary segmentation

criteria is to ensure all pixels of the ground truth segmentation are segmented

in the proposed segmentation the GCE and LCE are not beneficial. The OCE

penalises for over-/under-segmentation, however, it is best suited to segmentation

problems where all segments of a proposed segmentation are considered individual

targets (i.e. no background pixels).

An F score combines the precision and recall properties of a segmentation

algorithm. It can be an ideal method for combining the Jaccard index results

into one comparable value as it can be weighted depending on the importance
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of precision and recall. The ability to separate the importance of precision and

recall make this technique adaptable to the present situation.

3.1.3 Aims and objectives

The aims and objectives of this chapter are:

• Develop an algorithm for highly detailed ground truth segmentations.

• Generate ground truths for five datasets of fission yeast phase microscopy

images.

• Determine a suitable method for using the ground truths to help develop a

novel image segmentation algorithm by assessing segmentation quality.

3.2 Methodology

3.2.1 Previously described datasets

This chapter uses the 100x-oil-Q, 100x-oil-Z, 60x-oil-Z, 60x-air-Z, and hybrid

datasets described in chapter 2.1.

3.2.2 Algorithms for generating ground truth segments

To create the ground truth segmentations, two algorithms were written. The first

algorithm (GTGen) allows an expert to manually segment the ground truths. Due

to the tedious and repetitive nature of the task, a second algorithm (GTVer) was

considered to be beneficial. This second algorithm allows the segmentor to verify

their segmentations and redo any that they wish to.

Both algorithms were designed and run in MATLAB. The current directory

should be set to the folder containing the images the user desires to make ground

truths for. Once the programs run, the outputs are saved in the directory as a
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MATLAB structure. The ground truth structures, along with the input images

and the necessary lines of code to convert the structure into segmentations, are

available at [94].

3.2.2.1 GTGen

For the initial manual segmentation GTGen was developed. Figure 3.3 shows the

sequence of steps undertaken by the algorithm that, with user input, create the

initial ground truth segmentations.

Figure 3.3: Schematic of GTGen algorithm for the production of ground truth
segmentations.
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Each image of the dataset is taken in turn, the contrast is maximised and

the resultant image displayed. The segmentor is then permitted to manually

select points for a single region of interest (in this thesis, a cell). Because B-

splines are constructed from ordered co-ordinates, the sequence that the points

are selected is important. The user should select points in either a clockwise or

anticlockwise direction until the initial loop has been completed. After this has

been accomplished, extra points can be added if required. Repositioning of the

knots is possible until the user saves the selection by double clicking. The points

are then saved in the output structure (called GroundTruthStructure).

3.2.2.2 GTVer

As manual segmentation is subjective and time consuming, the quality of the

segmentations can fluctuate throughout a dataset. GTVer allows the user to verify

their segmentations to ensure consistent segmentations over the whole dataset and

redo poor segmentations caused by fatigue (figure 3.4).

Figure 3.4: Schematic of GTVer algorithm for the verification of ground truth
segmentations generated by GTGen.
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The co-ordinates stored in the structure, GroundTruthStructure, along with

the original images are used to display the segmentations one by one. When a

segment is shown, a prompt in the command window asks if the segmentation

is to be accepted. If a new segmentation is desired, the contrast adjusted image

is displayed and the segmentor can select new co-ordinates in the manner as in

GTGen. The current segmentation is displayed for verification and once accepted,

the algorithm moves on to the next segmentation until all have been completed.

It is important for the user to be vigilant and only select new knots for the cell

that they are currently verifying.

3.2.3 Selecting a quantifying method

As shown in section 3.1.2, there are numerous methods that can be used to

quantify the quality of proposed segments. An F score was chosen to produce a

single value for each algorithm and its iterations which were then directly

comparable. To identify true positive, false positive and false negative

segmentations of cells, the Jaccard index value (J, given by equation 3.1) can be

compared to a range of pre-determined thresholds. The range for the ‘true

positive’ threshold was selected after the analysis of several sets of manual

segmentations for a subset of images.

3.2.3.1 True positive threshold range

To determine the range of values to use as the threshold for true positives, a

simple experiment was performed:

• Five individuals with biosciences experience manually segmented each cell

in the hybrid dataset.
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• The segmentations were saved for each individual and for each

segmentation, a composite segmentation was made by taking the average

response from the set of segmentations.

• The composite segmentations were compared to the ground truth

segmentations, using GTTestMod1 (as will be described in section

3.2.4.2).

• The Jaccard index was calculated and recorded for each segment, with the

mean and median computed for each individual and for each segment.

The results of this experiment are shown and evaluated in section 3.3.

3.2.3.2 Weighting of the F score

Two things are needed to calculate an F score: a value of precision (equation 3.10)

and a value of recall (equation 3.11). It can also be weighted to give precedence

to either precision or recall. This preference is taken into account by selecting

a value for β with it being the importance of recall over precision – i.e. β = 2

means recall is twice as important as precision while β = 0.5 means precision is

twice as important as recall (equation 3.13).

Fβ =

(
1 + β2

)
· p · r(

β2 · p
)

+ r
(3.13)

3.2.4 Evaluating proposed segmentations with ground

truth segmentations

To use the ground truth segmentations to assess the quality of segmentations

proposed by an algorithm, the ground truth segmentations need to be

reconstructed. The reconstructed segmentations are then compared to proposed

segmentations by any method the user desires.
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3.2.4.1 GTTest

To compare the ground truth segmentations to the proposed segmentations,

another algorithm is needed. This algorithm has to be easily adaptable to allow

the end user to modify it so that it best suits the format of their output

segmentations. This is problematic for comparing existing segmentation

algorithms to novel algorithms as the source code is rarely readily available to

modify.

For use with segmentations where the segmentation algorithm code is fully

accessible, GTTest is suitable. The ideal segmentation output for GTTest is either

individual masks for each segmentation or a mask where the segmentations which

do not touch. This ensures that the correct proposed segments are compared to

the relevant ground truth segment.

Figure 3.5: Schematic of GTTest algorithm for the comparison of ground truth
segmentations generated from GTGen to proposed segmentations from the output
segmentation mask.
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The basic code, as shown in figure 3.5, loads the ground truth structure,

reconstructs an individual segmentation’s perimeter and converts it into a mask.

This mask is then compared to the eroded proposed segmentations which have

been labelled by MATLAB’s inbuilt function, bwlabel. Any touching segments

from the proposed mask are then treated individually. The proposed segment is

dilated with the same instructions as the previous erosion, and the Jaccard index

is calculated and stored.

Users can modify the source code to allow their individual proposed

segmentations to be considered. One suggested method would be to import the

binary mask of all the segmentation outlines, fill the segments, and subtract the

outlines from the mask. The potentially matched segments would then need to

be dilated again before comparing to the ground truth segment to account for

the loss caused by the subtraction of the outline.

3.2.4.2 Modifications of GTTest

In this thesis, a couple of modified versions of GTTest are used. These

modifications were required for: comparing manual segmentations to other

manual segmentations (GTTestMod1); and comparing proposed segmentations

to the ground truth dataset provided by PombeX [73] (GTTestMod2).

For GTTestMod1, there are two structures of co-ordinates. This means that

the proposed segmentation is not from the final output image and the first three

of steps of the right column of figure 3.5 are replaced with those from the left

column. As the sets of knots for each segmentation have been manually ordered

to replicate the order of the ground truth segmentations for each image; the

comparison algorithm can assume the presented segmentation masks are of the

same cell, and therefore, can be compared.

GTTestMod2 was used with the PombeX ground truth dataset [73]. In this

dataset, the ground truths are saved as mask images, with one ground truth
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image per original image. Here, the ground truth input renders the first three

steps on the left of figure 3.5 irrelevant. The provided ground truth mask can be

labelled by bwlabel and each segment from the ground truth image is taken in

turn and follows the rest of the steps of GTTest as shown in figure 3.5.

3.3 Results and Discussion

3.3.1 Using ground truths

Ground truths are the favoured method for comparing segmentation algorithms

because they allow for objective and consistent comparisons. Before a computer

can analyse proposed segmentations, the ground truths must first be established

either by manual segmentation or simulated data generation.

3.3.1.1 Ground truths from simulated data

Many simulated data generation programs are freely available online [81, 95],

meaning theoretically there is an unlimited supply of images. There is a common

problem faced by all of these programs, namely that it is difficult to successfully

recreate artefacts from imaging systems [81, 96, 97]. This is more of a problem

for phase microscopy images than it is for fluorescent microscopy images due to

the characteristic typically associated with their backgrounds. Both SimuCell and

OpenMx are complicated algorithms and lack comprehensive instruction manuals.

3.3.2 Novel ground truth generation algorithm

As polygonal shapes cannot yield curved sections, a different method is needed

to allow for accurate manual segmentation. While the time commitment required

for manual segmentation can never be eliminated, it can be reduced. These were

the two areas which GTGen and GTVer were intended to improve.
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In the designing of GTGen and GTVer, a method was required to recreate all

possible shapes which may be encountered by a segmentation algorithm. B-splines

create polynomial sections and are therefore ideal. Zeroth order polynomials give

a single point; first order polynomials give straight lines; while second order and

higher polynomials produce a variety of curves. This means that both straight

and curved edges (including curved corners) are fitted with non-zeroth order

polynomials and sharp points are constructed by zeroth degree polynomials. With

these features, all possible shapes can be mapped.

While fitting straight lines now requires the selection of additional

co-ordinates, the extra knot is less time consuming to select than the many

co-ordinates previously required to replicate curves. The number of knots

needed to mimic an arc depends on the curvature of the curve. With practice,

this can be estimated adequately, reducing the number of re-segmentations

required. This reduction in user input significantly minimises the length of time

required for the segmentation of each dataset.

Knowing that segmentations can be easily returned to and corrected if they

are unsuitable saves time, this is the main benefit of GTVer. Often a segmentor

will assume that they have been consistent over an entire dataset, however,

when reassessing their segmentations, they often find that they were not. This

is especially true for larger datasets which may take several days to complete.

GEDI and other segmentation programs do not have this feature specifically,

however, as with GTGen, it is possible to re-segment a cell. Having a simple

method for verifying segmentations is particularly helpful, even if just to

confirm the validity of the segmentations.

3.3.3 Datasets with ground truths

Using GTGen and GTVer, the ground truths for four different datasets of phase

microscopy images of fission yeast cells were produced. Each of these datasets has
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different magnifications, immersion mediums, and cameras while encompassing

1883 cells over 519 images. The images and segmentations are freely available

from Kent Data Repository [94] and can be used by anyone in any manner they

deem appropriate. This means that they are able to select their preferred method

for comparing segmentation algorithms or use the method described in this thesis.

These datasets are more versatile and comprehensive than the PombeX ground

truths dataset. The PombeX dataset has densely populated images which are not

representative of the images often taken for biological studies, and the imaging

conditions are not specified. This, along with the fact that there are only eight

images, makes it a limited dataset.

3.3.4 Quantifying quality assessment

Selecting a method for quantifying the quality of segmentations is important, and

the problem at hand dictates the most favourable solution. The main purpose

for these segmentations is to measure the geometric properties of each cell; the

lengths and widths of cells, along with other such properties. This means that

a high degree of segmentation accuracy is desirable; however, if segmentations,

and therefore measurements, are not precise the resulting averages of a mutant’s

phenotype could be drastically incorrect.

3.3.4.1 Choosing a quality quantification method

Cells are discrete objects within the frame and the background is not of interest,

so it can be considered that there are no true negative pixels. Many methods

also treat the frame as a whole and compare segmentations on a pixel basis.

This means that the area covered by cells can affect the resultant score of the

algorithm. Because of this, it was decided to treat the segments as individual

objects; categorise them as either true positive, false positive or false negative; and

then use the number of cells in each category to rate the segmentation algorithm.
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An F score is well suited for rating segmentation algorithms on a segment

level basis, especially as it can be weighted in favour of either precision or recall.

For cell segmentation algorithms, it is important for cells to be correctly

segmented. A missed cell is less problematic than an inaccurate segmentation as

it requires less time and effort to acquire more images but inaccurate

segmentations (or false positives) demand the time of the researcher to remove

it as well as potentially requiring further imaging. As precision is more

important than recall for automated cell segmentation algorithms, an F0.5 score

was chosen (β = 0.5 in equation 3.13), which makes precision twice as

important as recall.

3.3.4.2 Categorising segments

Many of the methods for evaluating segmentation algorithms can all be used to

categorise segments as true positives, false positives or false negatives. Once the

number of true positives has been determined, the number of false positives is

the total number of proposed segments minus the number of true positives, and

the number of false negatives is the total number of ground truth segments minus

the number of true positives.

Even though cell segmentation often involves edge detection algorithms,

quantifying how similar proposed segmentation’s perimeters are to the ground

truth’s perimeter is not ideal. This is because of the exacting nature of their

analysis (discussed in section 3.1.2). Having dismissed perimeter matching

methods based on the problems highlighted in figure 3.2, there are several area

matching methods still to consider.

The Rand index is computationally extremely expensive. To make this

comparison on a segment-by- segment level, either the segments would have to

be cropped or the analysis would take a long time. Cropping the image poses a

problem as the proportion of background pixels to object of interest affects the
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rating. The segments would also have to be matched between the ground truth

mask and the proposed segmentation mask.

The GCE and LCE are both reliant on the comparison of all segments to one

another. This is not helpful when individual segment scores are desired. The

OCE only considers segments that overlap, but it considers the entire frame.

Using the PEM instead means that individual scores could theoretically, be used

to categorise segments. However, it would require modification by removing the

summation of all segments for a frame. This makes it a variation of the LRE and

of Jaccard’s index. It still requires a significant amount of processing power to

isolate each segment, compare it to all the other segments in the complimentary

segmentation mask, and calculate the PEM, making it unsuitable.

A much simpler method is using the Jaccard index (equation 3.1). Only the

ground truth segments need to be isolated to create individual masks. These

masks can then be used to identify segments that overlap in the proposed

segmentation mask and the Jaccard value calculated. This is computationally

inexpensive, making the evaluation process faster.

3.3.5 Human participation study design, results and

discussion

To use the results from the Jaccard index calculations, a threshold has to be

set. To maximise the usability of this method, a suitable range of results would

be preferential. This is because segments produced during the development of

a segmentation algorithm may be more promising for the desired end goal but

require parameter optimisation to better ‘fit’ the cell. As with the ‘expected

value’ used by the NPR index (equation 3.3), arbitrarily selecting these values is

not ideal. To overcome any potential prejudices, an experiment was devised to

determine a suitable threshold level (described in section 3.2.3.1).
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J value
considered segments mean median

100x-oil-Q 0.88 0.89
100x-oil-Z 0.90 0.91
60x-oil-Z 0.69 0.69
60x-air-Z 0.76 0.78

60x mag 0.72 0.72
100x mag 0.89 0.90

EM CCD camera 0.88 0.89
CMOS camera 0.82 0.86

air immersion medium 0.76 0.78
oil immersion medium 0.85 0.89

all segments 0.84 0.88

Table 3.1: Table of mean and median Jaccard index values from the human
participation study using the hybrid dataset. Scores provided for: each
contributing dataset, each variable imaging condition (magnification, camera,
and immersion media), and the complete hybrid dataset (all segments).

3.3.5.1 Results of the human participation study

The means and medians for the comparison between ground truth and composite

segmentations of each imaging condition are shown in table 3.1.

3.3.5.2 Experiment design

The study had five participants which is a small sample size; however, all of

the segmentors have the relevant knowledge. Increasing the sample size with

participants with less extensive knowledge would be damaging to the results, as

they are not qualified to make such a judgement.

The means and medians of the Jaccard index values produced from comparing

the composite and ground truth segmentations show several things. The first of

which is that the type of camera did not affect the scores. The 100x-oil-Z and

100x-oil-Q showed no significant differences (table 3.1).
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Secondly, the Jaccard values for the 100x magnification images are

significantly better than the 60x magnification images (≥0.89 and 0.72

respectively, table 3.1). This could be simply explained by a higher

magnification increasing the size of the segments and the larger regions are

easier to segment with a high level of certainty. The larger regions can also skew

the results as the intersecting area is likely to be larger proportionally to the

total area (union of the segments).

Furthermore, the difference between the images with oil or air as an immersion

media is minimal compared to the magnification. The values for the mean and

median for the air and oil segmentations span a range of 0.13 (table 3.1). Fatigue

could be partially to blame for this as the participants segmented 54 cells from

the 100x magnification images before the air images were segmented. There are

also no 100x magnification air images, and as the 100x magnification had a much

better score than 60x magnification, this could also influence the outcome.

It is also important to note that some of the participants segmented touching

cells as a singular cell. This would skew the means but the medians would remain

stable. The incorrect segmentations were predominantly results of uncertainty or

a difference of opinion; however, some were caused due to a break in focus. This

highlights the difficulties of manual segmentation and the need for a verification

algorithm such as GTVer.

3.3.5.3 Determining the range of the true positive threshold

Ideally, the threshold for determining true positives should be in line with the

level of disagreement between segmentors. This means that if manual visual

assessment accepts a segment as a true positive and it is calculated that on

average 75% of the ground truths’ pixels are included in the proposed segments

of accepted segmentations, a computer should use 75% as the threshold. This
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means two things must be considered: should the mean or median be used to

calculate the average; and will one threshold value for all datasets suffice.

As the Jaccard values for the 60x magnification images are significantly

different to that of the 100x magnification images, visual assessment was carried

out on the individual segmentations. This showed that the participants were

less accurate in their segmenting, possibly due to fatigue, but perhaps also

owing to the level of detail from the magnification. Because the visual

assessment agreed that the Jaccard values were reliably different for the 60x

magnification image compared to the 100x magnification images, it was decided

that one threshold value would suffice.

The mean and median of the Jaccard values from the comparisons between all

of the composite and ground truth segments are different (mean = 0.84, median

= 0.88; table 3.1). The mean averages of all results include those of the touching

cells which were not always segmented as individual cells. This can skew the

results and makes it a less reliable measure of how similar manual segmentations

are, so the median would be a better measure for the threshold as it removes any

outlying segmentations. Therefore, the threshold values should be based around

0.88 (table 3.1) and a range of 0.75 to 0.95 in increments of 0.05 was chosen to

identify true positives.

3.4 Conclusions

In the chapter, I describe:

• Development of an algorithm for highly detailed ground truth

segmentations.

• Generation of ground truths for five datasets of fission yeast phase

microscopy images.
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• Determination a suitable method for using the ground truths to help develop

a novel image segmentation algorithm by assessing segmentation quality.

The development of GTGen and GTVer means that there is a multi-purpose

algorithm for detailed manual segmentation. Both algorithms were used to create

ground truths for the five datasets of fission yeast phase microscopy images. A

suitable method has also been established to use the ground truth segmentations

in the development of a novel segmentation algorithm for this thesis.
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CHAPTER 4

A Novel Segmentation Algorithm

for Phase Contrast and

Transmitted Light Microscopy

Images of Schizosaccharomyces

pombe

4.1 Introduction

4.1.1 Image segmentation algorithm pipeline design

In chapter 1.8, the common techniques of image analysis algorithms were

introduced. The first key point is that neural networks and machine learning

algorithms are sometimes used in segmentation algorithms; however, they are

not ideal for phase contrast/transmitted light microscopy image segmentation

algorithms. Furthermore, traditional image segmentation algorithms are
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constructed of functions which can be organised into four main groups: image

enhancement, morphological filtering, image segmentation, and region analysis

[67].

4.1.1.1 Image enhancement

Image enhancement is primarily concerned with removing and/or reducing

background noise. It can be thought of in two main methods: contrast

enhancement, and filtering.

Contrast adjustment

There are three main methods to adjust the contrast of an image: histogram

equalisation, stretching the range of the pixel values, and converting the greyscale

image into a binary image.

Histogram equalisation works by calculating the histogram of the pixel values

and then altering the pixel values so that they match the value assigned to the

bin they fall into. In MATLAB, this can be achieved using the histeq command.

The size/number of bins used for the histogram determines the level of detail

present in the output image, but there is always a loss of detail when using this

method.

Stretching the range of the pixel values to cover the entire possible range of

pixel values means that the number of unique values stays the same, however, the

contrast between pixels of different values is maximised (figure 4.9). The inbuilt

function, imadjust, in MATLAB is suitable for this. This type of stretching

ensures the most visually clear result and ensures no loss of data.

Converting a greyscale image to a binary image is a severe method for

adjusting the contrast. The im2bw command in MATLAB does this by

determining if a pixel becomes black or white based on the value set as its

threshold. This method is the most extreme in the sense that the pixels
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suddenly only have an option of two values and therefore fine detail is

automatically lost (figures 4.1c and 4.1d). The threshold used by im2bw can be

arbitrarily set (figure 4.1c) or can be determined via Otsu’s method (using the

function graythresh; figure 4.1d). Otsu’s method is designed to automatically

select the optimal threshold for im2bw using only the grey-level histogram of

the image [98].

a b c d

Figure 4.1: Image contrast enhancement examples: (a) input image; (b)
maximally stretching the histogram; (c) arbitrarily setting the threshold to 0.7;
(d) threshold set using Otsu’s method (determined to be 0.5137).

Filtering

Filtering reduces noise by changing the value of pixels based on the values of

neighbouring pixels. Filter kernels define the process through which the pixel

values are changed. The simplest kernels average the neighbourhood using either

the mean or median. More advanced kernels weight pixels unevenly within the

neighbourhood depending on their position. This results in specialised filters such

as Gaussian [99] or edge-emphasising filters like Canny, Prewitt, Sobel, or Hessian

[100, 101, 102, 103]. Due to the averaging of values, the image becomes slightly

blurred and the aim is to blur the background noise to make it more uniform in

value without losing too much detail of the object(s) of interest.

Adaptive filtering is where the filter determines if the variance of the

neighbourhood is large, and if it is, the smoothing is minimised to maintain the

level of contrast [104]. The goal is to blur the background noise by maximising
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the averaging around pixels which are not close to edges, as defined by contrast

borders, while maintaining the sharp contrast at the border.

4.1.1.2 Morphological filtering

Morphological filters also aim to remove and/or reduce background noise. There

are many functions that can be used such as imdilate, imerode, and bwareaopen

among others. Some of these filters use ‘structural elements’ to complete their

task.

The bwareaopen function in MATLAB removes any pixels which are part of

regions with a total area below the set threshold in a binary image. These regions

are determined by identifying all pixels with a value of 1 that border another pixel

with a value of 1 either vertically, horizontally, or diagonally. For segmentation

algorithms, this removal of regions which fall outside the desired area can be

extremely tempting; however, it must be used cautiously if the segmentation

algorithm may encounter mutants that fall outside the realm of ‘normal’ and

excluding phenotypically relevant segmentations is unacceptable.

Commands such as imdilate and imerode use structural elements to grow or

shrink regions. They use the structural elements as a kernel to determine which

pixel values need to be changed to complete the task. Structural elements range

from disks to straight lines, among other shapes, and the choice of structural

element is important as it affects the final shape of the region and sometimes

erosions and dilations are not commutative (figure 4.2).

4.1.1.3 Image segmentation

Image segmentation comes from edge detection (including snake algorithms) and

watershed transformations.
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a b c d

Figure 4.2: Examples of erosion by various structural element shapes: (a) input
image; (b) horizontal line, width of 10 pixels; (c) disk, radius of 5 pixels; (d)
square; length and width of 10 pixels.

Edge detection algorithms

Outside of the edge-emphasising filters mentioned in chapter 4.1.1.1 that

identify edges, edge detection is commonly achieved via active contour models

such as snakes. Snakes aim to create spline curves [105] by considering possible

edge fragments and determining the minimum energy solution to construct a

contiguous segment. They work extremely well in full colour images, where they

have three channels to draw energy costs from, however, greyscale images only

have one channel to analyse. This can reduce the effectiveness of active contour

algorithms.

Additional constraints (such as gradient vector flow (GVF) [106]) can

augment the algorithm’s efficiency, on greyscale images. GVF works by

weighting the energy cost based on the difference between neighbouring pixels

intensities. Neighbouring pixels with similar intensities have a higher energy

cost for active contour models, resulting in a segmentation that follows the edge

with the largest contrast. This can be problematic if there are multiple

segments in a frame because the number of objects to be found cannot be set in

an automated algorithm and the overall lowest energy solution will merge

segments if it is favourable. Both touching cells and boundaries with low

contrast (inherent in transmitted light microscopy images or from poorly
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focussed images) increase the likelihood that segments are merged. This is

undesirable in segmentation algorithms.

Watershed algorithms

The theory behind watershed transformations is that the greyscale image can be

considered as a three-dimensional plot with the pixel values giving the data for

the additional dimension. The larger the difference between neighbouring pixel

values, the greater the drop between points. The edges of the regions of interest

are usually visually identifiable by a sharp contrast that is continuous around

the area. Such areas create a trough surrounded by a defined ridge or peak.

The watershed transformation ‘floods’ the plain and the ‘water’ collects in the

troughs, identifying the segment by filling it [107]. Watershed transformations can

be optimised by using seeded watershed transformations among other methods

[108, 109]. The seeds direct the ‘water filling’ so that the background is not also

filled. This reduces the computational expense for the transformation.

4.1.1.4 Region analysis

Region analysis produces geometric properties of regions. This is usually the end

goal for researchers using segmentation algorithms as it automates the analysis of

the images. During the segmentation process, it is advisable to avoid/minimise

using parameters/methods based on geometric properties as any cell which falls

outside the declared expectation is lost from the analysis.

4.1.2 Existing software

4.1.2.1 PombeX

PombeX is the only automated segmentation algorithm designed specifically for

the segmentation of fission yeast cells from microscopy images [62, 110]. While

it is designed for use on transmitted illumination microscopy images, it can also
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Figure 4.3: Schematic of PombeX program, taken from [62].
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segment phase contrast microscopy images. There is also the option to use

fluorescence microscopy images of fluorescently labelled nuclei to improve

segmentation success. The PombeX pipeline is shown in figure 4.3.

Without the use of fluorescence microscopy images, PombeX detects the

background region by using Otsu’s method [98] on the shade corrected image.

The focus gradient is then corrected producing an image which typically has a

lighter inside of a cell and a darker background which is used for both the initial

snake contour and the edge map for the gradient vector flow. Cell boundary

contours are identified using the active contour model described in [105].

Adaptive thresholding using Otsu’s method is used to classify the pixels as

belonging to either the background, the inside of the cell, the cell membrane, or

miscellaneous. The miscellaneously labelled pixels are reclassified using a

distance-based method. The groups of pixels are then subjected to a series of

morphological erosions and dilations to remove erroneously labelled pixels and

smooth the regions. Now, the internal (from the equations given in both

[62, 110]) and external (from the gradient vector flow snake from [106] based on

the edge map) energies are used to improve the snake contours. The final snake

contours are validated by machine learning classifiers which specifically target

false positive segmentations.

When the fluorescence data is available, it is used to assist in the segmentation

of the transmitted illumination images during several stages [62, 110]. Knowing

the intensities of pixels guaranteed to be inside a cell means that the focus gradient

correction and the threshold selected by Otsu’s method for the classification of

pixels inside the cell can be done in a more informed manner.

4.1.3 Aims and objectives

The aims and objectives of this chapter are:
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• To develop a novel segmentation algorithm (which will be called Outline)

primarily for the segmentation of S. pombe cells from phase contrast

microscopy images.

• For Outline to perform better than PombeX, the available segmentation

algorithm specifically designed for segmentation of S. pombe cells from

transmitted light microscopy.

• To define any clear limitations of the novel segmentation algorithm based

on imaging conditions.

4.2 Methodology

4.2.1 Previously described datasets and algorithms

This chapter uses the 100x-oil-Q, 100x-oil-Z, 60x-oil-Z, 60x-air-Z, and hybrid

datasets described in chapter 2.1 along with the PombeX dataset [73]. The

100x-oil-Q and 100x-oil-Z datasets were used for the development of the Outline

algorithm, and only the 100-oil-Z dataset was used to optimise the parameters.

The ground truth datasets for all of the above mentioned datasets are also used

with the GTTest algorithm described in chapter 3.2.4.1 (except for the PombeX

ground truth dataset which requires visual analysis using the criteria defined in

chapter 2.5.1.

4.2.2 Iterations of Outline

There were three distinct versions of the novel segmentation algorithm which are

of particular interest here: Ver1.0, Ver2.0, and Ver3.0. Each of these versions

builds upon the results of the previous version as well as the findings of various

other attempts and has adjustments to their code as described below.
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4.2.2.1 Ver1.0

Ver1.0 enhances the contrast of the image and then filters it. The image is then

subjected to morphological filtering before the cells are segmented (figure 4.4).

Figure 4.4: Schematic of OutlineVer1.0.

The input image has its contrast maximised using imadjust to stretch the

pixel intensities to cover the whole range of possible values and the edges detected

with a LoG filter. Resultant lines are dilated using vertical and horizontal lines

totaling 7 pixels in length (3 pixels each direction from the pixel of interest), and

the regions filled. Segments within 4 pixels of the border are removed to ensure

segmentations cannot include cells that potentially exceeds the frame. Remaining

regions are then subjected to an erosion, followed by a dilation, using a disk with

a radius of 15 pixels. The segments are then treated to another erosion followed

by dilation, using a disk with a radius of 3 pixels. Each region’s perimeter is
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found using bwperim. The edges are then dilated using a disk (1 pixel radius),

coloured red, and overlaid on the contrast enhanced image to produce the output

image.

Ver1.1 is based on Ver1.0 (figure 4.4) but the structural elements of steps 3, 5,

and 6 have their length (3 pixels) or radius (15 pixels and 3 pixels) scaled based

on total magnification and camera resolution.

4.2.2.2 Ver2.0

Ver2.0 (figure 4.5) differs from Ver1.0 by the addition of four extra steps inserted

between steps 1 and 2 of Ver1.0 (figure 4.4).

Figure 4.5: Schematic of OutlineVer2.0.

The additional four steps begin with an averaging filter (with a 3 pixel by

3 pixel kernel) being used on the contrast maximised image, followed by a LoG

filter with a 25 pixel by 25 pixel kernel. The potential segments are then dilated

by a disk with a radius of 3 pixel. Next, the image is converted to a binary image
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using im2bw and a threshold of 0.5. Lastly, regions of less than 1,500 pixels are

removed.

Ver2.1 and Ver2.2 are based on Ver2.0 (figure 4.5). Ver2.1 has the same scaling

of parameters found in Ver1.1 (chapter 4.2.2.1) as well as the area-based filtering

of step 5 (figure 4.5) being scaled. Ver2.2 has the same scaling of parameters as

Ver2.1 and the contrast enhancement threshold of step 4 (figure 4.5) is set to 0.2.

4.2.2.3 Ver3.0

Investigations between Ver2.2 and Ver3.0 produced a different sequence of

morphological filtering (figure 4.6). The first four steps of Ver2.2 are the same

(chapter 4.2.2.2). A maximum area filter is added to step 5 of Ver2.0 (figure

4.5) and set to 10,000 pixel areas. Step 3 of Ver3.0 (figure 4.6) is the removal of

regions within 4 pixels of the edge of the frame.

After these steps, Ver3.0 does not follow the pipeline of Ver1.0 or Ver2.0 until

step 7 (figure 4.6) where the proposed segments are outlined and overlaid with

the contrast maximised image. Instead, the new series of morphological filtering

is: a disk (radius of 20 pixels) erosion; removal of regions with less than 300

pixels; and a dilation using a disk with a radius of 16 pixels (figure 4.6). All of

these new parameters are also subjected to the scaling treatment of Ver1.1 and

Ver2.1.

Ver3.1 is based on Ver3.0 with the only modification being the maximum area

size in step 2 of Ver3.0 (figure 4.6) is increased from 10,000 to 50,000. Ver3.2

follows Ver3.1 adding a maximum area size to step 5 and subjects the output of

step 3 through two different variations of step 4. The first variation is that of

Ver3.1 which is used to make the final output image; the second variation is used

to identify touching cells and remove the potential segmentations before step 7

of figure 4.6.
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Figure 4.6: Schematic of OutlineVer3.0.

4.2.3 Parameter optimisation

Several parameters of Ver3.1 (figure 4.6) were identified for optimisation: the

threshold used when using im2bw, the diameter of all disk structural elements

(three in total), and the areas used by bwareaopen (three in total). The order of

the parameter optimisation is shown in figure 4.7.

As the foreground-background threshold for im2bw is an independent variable

it was explored first (figure 4.7).

The disk radii were the second group to be optimised (figure 4.7), as the areas

of the regions for the filtering change depending on the size of the segments prior

to the area filtering, which is dependent on the size of the structural elements.

The first radius to be determined is that of the second dilation (step 6 in figure
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Figure 4.7: Schematic for parameter optimisation.

4.6). This radius is not a set value, but rather described as an equation (equation

4.1). Currently, in Ver3.1, c = 1 (equations 4.2 and 4.3).

second dilation radius = erosion radius− first dilation radius− c (4.1)

16 = 20− 3− c (4.2)

c = 20− 3− 16 = 1 (4.3)

The first dilation (step 3 in figure 4.5) is the second radius to be optimised as

the erosion (step 4 in figure 4.6) depends on the size of the potential segments,

which is dependent on the previous dilations/erosion. The radius for the first

dilation was assessed over a range of 0 to 5 in intervals of 1. The radius for the

erosion was assessed in intervals of 5 (from 0 to 35 for the erosion) and then at

intervals of 1 for ±4 of the most promising value(s).
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To assess the successfulness of erosions to separate touching cells, the area-

based filters cannot remove touching cells. This is especially important as the

areas used for the filtering have not been optimised and therefore can skew the

result for the erosion radius. During the experiments of the erosion radius, the

areas for the area-based filters are set to 0 (minimum value for step 2, and step

5, figure 4.6) and 1,050,000 (maximum value for step 2, figure 4.6).

Once the disk radii are determined, the region sizes for the various area-based

filtering steps can be optimised (figure 4.7). There are three area sizes to be

determined: the minimum area pre-erosion (step 2, figure 4.6), the maximum area

pre-erosion (step 2, figure 4.6), and the minimum area post-erosion (step 5, figure

4.6). Optimising the areas is dependent on the size of potential segmentations at

the relevant stage of the algorithm, and therefore, can only be completed once

the structural elements for the erosion and dilations have been set.

As with the disk radius for the erosion, the areas in pixels are examined in

large intervals before smaller intervals are assessed based on previous results.

The smaller intervals for ’fine-tuning’ will be 10% of the large intervals. The

minimum area pre-erosion will initially be explored in intervals of 1,000, while for

the maximum area will be of 10,000. For the post-erosion area filtering, the large

intervals will be of 1,000 for the minimum area and 10,000 for the maximum. All

initial intervals will begin at 0 and end at twice the value given in Ver3.1 (chapter

4.2.2.3) unless the F0.5 scores have not appeared to have peaked. If this is the

case, the larger intervals will continue until the F0.5 scores for three consecutive

intervals show a post-peak decreasing trend. Pre-erosion filters are explored using

Ver3.1 while post-erosion filters are examined using Ver3.2.

The final iteration of the segmentation algorithm is depicited in figure 4.8.
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Figure 4.8: Schematic of the optimised Outline algorithm. Example output
images provided for key steps.
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4.2.4 Exploring usable imaging conditions based

limitations of Outline

Once the parameters were optimised for the 100x-oil-Z dataset, the novel

segmentation algorithm (Outline) was run on all of the datasets mentioned in

chapter 4.2.1. The results were then analysed to identify any limitations of the

segmentation algorithm resultant from imaging conditions.

4.2.5 Comparing segmentation algorithm success to

PombeX

Three combinations of segmentation algorithms and datasets are used to compare

the novel segmentation algorithm to the PombeX segmentation algorithm. First,

the PombeX segmentation algorithm was used with their dataset to provide a

baseline for comparison using the manual assessment method outlined in chapter

2.5.1. Second, the PombeX program is used on both the 100x-oil-Z and the hybrid

datasets. Finally, the novel segmentation algorithm is used with the PombeX

dataset.

4.3 Results and Discussion

4.3.1 Development of a novel segmentation algorithm

The development of the novel segmentation algorithm, Outline, resulted in

numerous versions being trialled. The total number of true positives, false

positives, and false negatives, as well as the F0.5 scores for J values of 0.75-0.95

(in increments of 0.05) are shown in table 4.2 (count of cell/segment

classification) and table 4.1 (F0.5 scores) for both datasets.
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J value
Iteration 0.75 0.80 0.85 0.90 0.95

1
0
0
x
-o

il
-Q

Ver 1.0 0.0462 0.0071 0.0000 0.0000 0.0000
Ver 1.1 0.3168 0.1863 0.1522 0.0901 0.0031
Ver 2.0 0.3683 0.2456 0.1023 0.0102 0.0000
Ver 2.1 0.6360 0.6320 0.5960 0.4200 0.0320
Ver 2.2 0.6802 0.6625 0.6331 0.5153 0.0530
Ver 3.0 0.3821 0.3738 0.3322 0.1744 0.0000
Ver 3.1 0.7266 0.6999 0.6257 0.3470 0.0148

1
0
0
x
-o

il
-Z

Ver 1.0 0.1532 0.0486 0.0224 0.0137 0.0050
Ver 1.1 0.1806 0.0648 0.0249 0.0137 0.0037
Ver 2.0 0.5998 0.5941 0.5344 0.1961 0.0199
Ver 2.1 0.5998 0.5998 0.5628 0.2757 0.0256
Ver 2.2 0.6353 0.5794 0.4219 0.1995 0.0165
Ver 3.0 0.8295 0.7263 0.5195 0.2347 0.0125
Ver 3.1 0.8728 0.7825 0.5556 0.2370 0.0113

Table 4.1: Table of F0.5 scores for Outline development for the 100x-oil-Q and
100x-oil-Z datasets over a range of J values.

4.3.1.1 Initial segmentation algorithm

Ver1.0 (described in chapter 4.2.2.1) is the initial pipeline designed for this novel

segmentation algorithm and was used to iterate upon.

Some datasets consist of images that appear as black squares when opened

outside of MetaMorph to the observer (figure 4.9a). This means that the first

step of Ver1.0 is to maximise the contrast of the image using imadjust (figure

4.9b). Contrast enhancement is important even if the images are already clearly

visible (figure 4.9c) as it maximises the contrast which is helpful for subsequent

steps (figure 4.9d).

4.3.1.2 Image enhancement by filtering

With the additional filtering of Ver2.0, the algorithm gives higher F0.5 scores on

both datasets (table 4.1). This indicates that the extra steps (steps 2-5 in figure

4.5) benefit the segmentation algorithm.
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a b

c d

Figure 4.9: Effect of imadjust function. (a) input and (b) output of the 100x-oil-Z
dataset. (c) input and (d) ouput of the 100x-oil-Q dataset. Scale bars represent
10 µm.

An averaging filter and a LoG filter was chosen over an adaptive filter (as

mentioned in chapter 4.1.1.1) for step 2 of figure 4.5. This is because the contrast

of the cell walls requires a little blurring to ensure that a single, clear edge is

detected before the morphological filtering occurs; however, an adaptive filter

produced a poor estimation of the desired output. It is likely due to the fact that

the cell wall is not considered particularly thick by the function and the decreased

blurring does not allow for the smoothing of the different levels of contrast found

around the cell.
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4.3.1.3 Scaling parameters based on imaging conditions

Ver2.0 performs consistently poorer on the 100x-oil-Q dataset than the

100x-oil-Z dataset, which is comparable to the performance of Ver1.0 (table

4.1). The only difference between the datasets is the camera used and their

resolutions. This suggests that the size of structural elements may be dependent

on imaging conditions. Even more importantly, the pixel count for a region

varies dramatically when the magnification and resolution is taken into account;

for example, a 100 pixel area represents 256 µm2 in the 100x-oil-Q dataset but

only 42.25 µm2 in the 100x-oil-Z dataset. This means that the resolution and

the magnification need to be taken into account in the scaling of the parameters.

To address this issue, all structural elements for dilations and erosions are

scaled accordingly by dividing by the scaling factor (equation 4.4) of the 100x-

oil-Z dataset, then multiplying this to-be-scaled value by the scaling factor of the

dataset the algorithm is analysing, before the final value is rounded to the nearest

whole number. All areas used for region-based filtering undergo this scaling twice

to account for the additional dimension. The values are first divided by the scaling

factor of the 100x-oil-Z dataset as the values were originally determined for that

dataset via trial and error. This division calculates the to-be-scaled value for the

parameter.

scaling factor =
total magnification

camera resolution
(4.4)

Scaling of the parameters in Ver1.0 and Ver2.0 result in Ver1.1 and Ver2.1.

As pre-scaled parameter value is determined using the reciprocal of the

100x-oil-Z dataset, it is expected that Ver1.1 and Ver2.1 would perform in the

exact same way as Ver1.0 and Ver2.0 respectively. From table 4.1 we can see

that this is not the case. Table 4.2 shows that the total number of proposed

segmentations is the same for each pair of alogrithms, but some segments are
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classified differently between the non-scaled and scaled iterations. This suggests

that the final segmentations have slight variances caused by the scaling which

alters the J score minutely for individual segments.

On the 100x-oil-Q dataset, Ver1.1 identifies 61 extra proposed segmentations

compared to Ver1.0 (table 4.2). Not only are more cells correctly segmented

(shown by the increase in true positive segmentation for all J values, table 4.2),

but the accuracy of these segmentations has also improved (table 4.1). The total

number of proposed segmentations decreases when comparing Ver2.0 to Ver2.1

(table 4.2); however, the F0.5 scores all show an improvement of Ver2.1 (table

4.1), which means that the lost proposed segmentations are false negatives that

would not improve with parameter optimisation.

4.3.1.4 Changing the foreground-background threshold

Even though Ver2.1 produces higher F0.5 scores compared to Ver1.1 (table 4.1),

the total number of proposed segmentations is dramatically lower over both

datasets (430 compared to 1,084, table 4.2). In an attempt to increase the

number of proposed segmentations, the value selected for im2bw was lowered

from the default of 0.5 to 0.2 in Ver2.1. This modification resulted in Ver2.2.

Changing the threshold for foreground-background separation to 0.2

increases the total number of proposed segments. Ver2.2 produces 1086

proposed segmentations over both datasets which is more than the 1084

proposed segments of Ver1.1 (table 4.2). This suggests that the

foreground-background threshold parameter should be further explored during

the optimisation stage.
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4.3.1.5 Separating touching cells via erosion

Visual analysis of Ver2.2 shows that the predominant cause of false positive

segmentations was of touching cells being segmented together as one cell. While

several methods were trialled, few showed promising results.

Eroding potential segments in an attempt to cause touching cells to separate

produced the most consistent results; however, cells aligned as in figure 1.8c can

never be tidily separated via this method because the touching plane erodes and

results in a misshapened segment to be dilated (figure 4.10l). Other orientations

of touching cells will be separated as long as the erosion exceeds the width of the

of the touching plane (figure 4.10).

Cells orientated as in figure 4.10i can be excluded from analysis without

skewing results as there is no phenotypical reason for this alignment. While the

width of these segments is double that of singular cells, isolating them for

further processing is inadvisable. This is because of how regionprops measures

widths (explained in chapter 4.1.1.4). If the cell is bent, the optimal fitted

ellipse can cause false width measurements which means a maximum width

measurement cannot be used as a meaningful filter. This leaves area-based

filtering as a method to attempt to remove inappropriate segments.

Two extra area-based filters are introduced between Ver2.2 and Ver3.0 (steps

2 and 5, figure 4.6). On the 100x-oil-Z dataset, Ver3.0 outperforms Ver2.2 while

J < 0.95 (table 4.1); however, Ver2.2 performs better on the 100x-oil-Q dataset

(table 4.1). The reason for this is likely tied to the fact that Ver2.2 found over six

times the number of proposed segmentations compared to Ver3.0 on the 100x-oil-

Q dataset (table 4.2). This causes a large number of false negatives, regardless

of how many segmentations are true positives, which limits the F0.5 score. The

total number of proposed segmentations for Ver2.2 on the 100x-oil-Z dataset is

less than 1.5 times that of Ver3.0 (table 4.2), meaning that is is less limiting than

for the 100x-oil-Q dataset.
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a b c d

e f g h

i j k l

m n o p

Figure 4.10: Illustration of separating touching cells by erosion using a disk. (L)-
(R): input image; erosion of input, disk radius of 6 pixels; erosion of input, disk
radius 12 pixels; erosion of input, disk radius 18 pixels.
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4.3.1.6 Changing the maximum possible region area

Visual analysis of output images from Ver3.0 shows that many promising

segmentations from Ver2.2 are not present. All of these cells are reasonably

large so it was hypothesised that the maximum potential segment size used in

the filtering of step 2 of figure 4.6 caused them to be removed from

consideration. The maximum region size was increase to 50,000 (Ver3.1, chapter

4.2.2.3).

Ver3.1 produces higher F0.5 scores for both datasets, except for the 100x-oil-Z

dataset when J is 0.95 (table 4.1). On the 100x-oil-Q dataset, Ver3.1 increases the

total number proposed segmentations from 50 to 321 (table 4.2). The increase

in the F0.5 scores proves that the majority of these extra proposed segmentations

are not detrimental to the functionality of the segmentation algorithm.

4.3.2 Parameter optimisation

The F0.5 scores for Ver3.1 are above 0.700 for both of the 100x-oil-Q and 100x-

oil-Z datasets while J is 0.75 (table 4.1). The decreases in the F0.5 scores as the

value of J increases suggests that the quality of the segmentations is the limiting

factor. This means that the parameters of Ver3.1 need to be optimised to increase

the F0.5 scores at higher J values.

4.3.2.1 Segmentation quality assessment

During the optimisation of parameters, the use of ground truth segmentations

to assess the quality of proposed segmentations may not always be the most

informative option. This is because a perfectly shaped, but incorrectly scaled,

segmentation is more valuable during parameter optimisation than a grossly

misshapen segment, especially when considering the use of morphological filters
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in this novel algorithm. Because of this, optimisation results do not always

depend on comparisons to the ground truth segmentations.

4.3.2.2 Foreground-background threshold

Varying the threshold value used for separating the foreground from background

can be analysed based on comparisons to ground truth segmentations. This is

because the size and shape of the proposed segmentations only change based on

which pixels are labelled as foreground pixels, so their quality varies minimally

between threshold values.

Figure 4.11: Graph of F0.5 scores for the optimisation of the foreground-
background threshold parameter over a range of J values.

Otsu’s method [98] was used to determine the threshold value based on the

output image from step 3 (figure 4.5). Over all J values, Otsu’s performed worse

than a consistently set value of 0.20 and 0.30 (excluding when J is 0.95 for the

latter; table 4.3). In theory, selecting a value based on the pixel intensities of each

frame should perform optimally, however, the varity of pixel intensities within

the background noise results in background pixels becoming foreground pixels to

minimise the ’within-class variance’ [98].
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Multi-level thresholding is also not suitable as it is not possible to predict

the number of levels required to successfully isolate the true foreground pixels.

Estimating their quantity is dependent on the number of cells in the frame and

the imaging conditions. While the magnification and resolution of the imaging

conditions are known, the range which the intensities cover is not. This range

affects the mean and, in turn, the variance. The number of cells in an image

would affect the proportion of pixels that are anticipated as foreground pixels

because more cells increases the expected number of foreground pixels.

This means a predetermined, set threshold appears to be favourable. A

threshold of 0.20 results in the highest F0.5 scores while J is less than 0.80 or

greater than 0.85; when J is 0.80 or 0.85, a threshold of 0.30 performs better

(figure 4.11, table 4.3). The higher F0.5 scores for a threshold of 0.30 compared

to 0.20 at certain J values indicates that the quality of the proposed

segmentations between the two thresholds varies; however, the quality of the

proposed segmentations can likely be improved during the morphological

filtering stages. Because of this, a foreground-background threshold level of 0.20

was selected for this novel segmentation algorithm.

4.3.2.3 Disk radius for the second dilation of proposed segmentations

The first radius to set is the that for the second dilation (figure 4.7). As discussed

in chapter 4.2.3, this radius is covered by equation 4.1; however, the optimal value

for c needs to be determined.

Setting this parameter is a quality based problem. This means that the higher

J values are more informative than the lower ones as they indicate better proposed

segmentations. Table 4.4 shows that a c value of +1 and 0 produce the highest

F0.5 scores when J is 0.75 and 0.80 respectively. When J ≥ 0.85, a c value of

-2 is consistently best (table 4.4). The higher F0.5 scores for c = 0 and c = +1

indicate that a larger proportion of the proposed segmentations are deemed true
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a

b

Figure 4.12: Example output image for different c values: (a) c = -2, (b) c = -1,
(c) c = 0, (d) c = +1. Proposed segmentations shown in red. Scale bars represent
10 µm.
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c

d

Figure 4.12: Example output image for different c values: (a) c = -2, (b) c = -1,
(c) c = 0, (d) c = +1. Proposed segmentations shown in red. Scale bars represent
10 µm.

89



A Novel Segmentation Algorithm

J value
c value 0.75 0.80 0.85 0.90 0.95

-3 0.8352 0.8189 0.7637 0.5242 0.0953
-2 0.8427 0.8302 0.7988 0.7223 0.1480
-1 0.8540 0.8327 0.7938 0.6270 0.1279
0 0.8565 0.8340 0.7512 0.5142 0.0803

+1 0.8728 0.7825 0.5556 0.2370 0.0113
+2 0.8252 0.5932 0.2445 0.0314 0.0000
+3 0.7537 0.4791 0.1204 0.0201 0.0000

Table 4.4: Table of F0.5 scores for the optimisation of the radius for the second
dilation parameter over a range of J values. The c value is the constant difference
between the first dilation radius and the erosion radius (defined by equation 4.1).

positives; however, difference in F0.5 scores when J is 0.80 is negligible (0.8340,

0.8327, and 0.8302 when c is 0, -1, and -2 respectively; table 4.4) and, other than

when J is 0.75, when c = 1 produces lower F0.5 scores than when c is between 0

and -3.

As this experiment is about improving the quality of the proposed

segmentations, the higher J values are deemed more informative. The visual

analysis confirms that when c = −2, the quality of the segments improves

overall as the proposed segmentations delineate the outer edge of the cell wall.

Figure 4.12 shows the minuscule differences in placement of the proposed

segmentation along the cell wall. This supports the disk radius for the second

dilation being expressed by equation 4.5.

final dilation radius = erosion radius− first dilation radius + 2 (4.5)

4.3.2.4 Disk radius for the first dilation of proposed segmentations

The first dilation is explored as outlined in figure 4.7. The F0.5 scores are shown

in table 4.5.
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A radius of 1 for the first dilation provides the highest F0.5 scores while J ≤

0.85 (table 4.5). When J is 0.90 or 0.95, radii of 0 and 2 (respectively) produce

the highest F0.5 scores (table 4.5). This variation, especially at the highest three

J values, makes it less clear as to which radius to use.

Unlike with the second dilation radius, the number of proposed segmentations

changes as the proposed radius changes (table 4.5). This suggests that the change

in radius does not affect the overall quality of a proposed segmentation, rather,

if the potential segmentation is removed before the end of the pipeline. This

idea is supported by figure 4.13 as an extra proposed segmentation appears in

each frame as the radius increases but the quality of the proposed segmentations

remain fairly consistent.

The difference in the total number of proposed segmentations is caused by

the removal of potential segmentations at the area-based filtering stage (step 2,

figure 4.6). The probability of complete perimeters of potential segmentations

with small dilation radii decreases, which in turn does not permit the region to

be filled (step 4, figure 4.5). Without complete filling, potential segmentations

do not meet the minimum region area. The difference in perimeter completeness

depending on dilation radius is demonstrated in figure 4.14.

The slight variations in proposed segmentation quality can be seen in figure

4.15. Only the proposed segmentation in the green box of figure 4.15c is visually

different from those in figures 4.15a-b; however, figures 4.15d-f show the pixels

included in one version of proposed segmentations but not the other it is compared

to. These small differences can have a large affect on the F0.5 score at the higher

J values.

Choosing between a radius of 0, 1, or 2 is not straight forward. Using the F0.5

scores for when J ≥ 0.90 (the mean J value for the dataset; table 3.1) suggests

a radius of either 0 or 2 (table 4.5), while a radius of 1 (the mean of 0 and 2)

provides the best F0.5 scores for all other J values (table 4.5). It is also interesting
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a b

c d

e f

Figure 4.13: Example output image for different first dilation radii: (a)-(b) radius
= 0, (c)-(d) radius = 1, (e)-(f) radius = 2. Radii given in pixels. Proposed
segmentations shown in red. Scale bars represent 10 µm.
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a b c

d e f

g h i

j k l

Figure 4.14: Example work-through for different first dilation radii: (L)-(R)
radius = 0, radius = 1, radius = 2. Radii given in pixels. (a)-(c) output image
of step 3 of figure 4.5; (d)-(f) output image of step 4 of figure 4.5; (g)-(i) output
image of step 2 of figure 4.6; (j)-(l) output image of step 7 of figure 4.6. Proposed
segmentations shown in red. Scale bars represent 10 µm.
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a b c

d e f

Figure 4.15: Example output of first dilation radius. (a)-(c) output images when
the radius of the first dilation is (a) 0, (b) 1, and (c) 2. (d)-(f) differences between
proposed segmentation masks shown in blue. Differences between radii of (d) 0
and 1, (e) 0 and 2, (f) 1 and 2. Scale bars represent 10 µm.

to note that when J is 0.95, less than a fifth of the proposed segmentations are

classed as true positive segmentations for radii of 0-2 (table 4.5). Less than a

fifth of the proposed segmentations are deemed to be false negatives when J is

0.90 and this false to less than a tenth when J is 0.85, or less than a twentieth

for radii of 0-1 (table 4.5).

Taking everything into account, a radius of 1 is chosen for the first dilation.

It balances the need of a dilation to promote the completion of potential

segmentations’ perimeter, ready for the filling of regions, with not over-dilating

and connecting potential regions which would be excluded during area-based

filtering.
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4.3.2.5 Disk radius for the erosion of potential segmentations

The radius used for the erosion (figure 4.7) must be large enough to separate

touching cells, but small enough to not erode small cells enough to disappear.

This is why large intervals were first assessed before ’fine-tuning’ of the radius

was attempted. The F0.5 scores are shown in table 4.6. The minimum area-based

filters are set to 0 to remove nothing, while the maximum area-based filter is set

to 1,050,000, larger than size of the entire frame (1, 024 · 1, 024 = 1, 048, 576), so

no segments are deemed too large and removed.

The first result to assess is the effect that removing the area-based filtering

has on the segmentation algorithm. Table 4.5 (first dilation radius of 1) and

table 4.6 (erosion radius of 20) have the same value for all parameters except

for the area-based filters which have been removed in table 4.6. The data shows

that the area-based filters do not remove any potential segmentations; however,

it highlights the need to determine which false positive proposed segmentations

could theoretically be removed by optimising the area-based filters. This means

that visual analysis is also necessary.

There is little difference in the number of true positive segmentations while

the erosion radius is between 0 and 25, especially at lower J values (table 4.6).

This suggests that the erosion is not responsible for separating touching cells; at

least not while the erosion radius is less than 30. Visual analysis confirms that a

radius of 20 does not separate cells, but radii of 25 and 30 do (figures 4.16a-c). It

also highlights that the post-erosion dilations cause the proposed segmentations

to be highly inaccurate at the point of connection (figures 4.16d-f). Even though

the erosion and dilation steps cannot be used to meaningfully separate touching

cells, they can be used to remove inaccurate proposed segmentations. This is

where Ver3.2 is used.
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a b c

d e f

Figure 4.16: Example output of erosion radius exploration. (a)-(c) erosion radius
of (a) 20, (b) 25, and (c) 30. (d)-(f) singular segmentations of (b): (d) input
image, (e) first proposed segmentation, (f) second proposed segmentation. Radii
given in pixels. Proposed segmentations shown in red. Scale bars represent 10 µm.

Variation for final output image

As the erosion step is not used to separate touching cells, the radius for the output

proposed segmentations can be selected based on the number of true positive

segmentations and visual analysis. This method is chosen because the F0.5 score

reflects the lack of area-based filters. The larger interval study shows that radii

15 and 20 result in the largest number of true positive proposed segmentations

when J is 0.75, and a radius of 10 performs as well as 15 and 20 when J is 0.80

(table 4.6). For higher J values, a radius of 10 results in more true positives

than radii of 15 or 20 (table 4.6). Further investigations were carried out on radii

covered by the range of 6-24 (results shown in table 4.6).

Examination of the data in table 4.6 and figure 4.17 shows that there is

minimal difference in the number of true positive proposed segmentations while J

≤ 0.85. When J is 0.90, radii of 7, 10, 14, 17, 21, and 24 all cause definite peaks;
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this trend is also seen when J is 0.95 (figure 4.17). The peaks, when J is 0.95.

are lower for radii of 21 and 24 which eliminates them as the ideal value. Radii

of 7 and 10 perform better than radii of 21 and 24 when J is 0.95; however, they

perform worse when J is 0.90 (compared to a radius of 21; table 4.6).

Figure 4.17: Graph of the number of true positive segmentations for the
optimisation of the erosion radius parameter over a range of J values. Radii
given in pixels.

A radius of either 14 or 17 are the most suitable candidates for this erosion.

Only one proposed segmentation differs enough between the two radii to be

considered a true positive when the radius is 17 but not when the radius is 14

while J is 0.80. This proposed segmentation is found in the image shown in

figure 4.18. Visually, there is no discernible difference between figures 4.18a and

4.18b. The fact that a radius of 14 produces a better F0.5 score when J is 0.75

or 0.95 and is only ever missing one proposed segmentation compared to a

radius of 17 when J is between 0.80 and 0.90 means that a radius of 14 was

selected over 17.
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a

b

Figure 4.18: Output image when erosion radius is (a) 14, and (b) 17. Radii given
in pixels. Proposed segmentations in red. Scale bars represent 10 µm.
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Variation for removing touching cells

Touching cells can be identified based on the size of potential segmentations once

eroded, providing the radius of the disk used for said erosion does not cause

breaks in typical, singular cells (as seen in figure 4.16c). Potential segmentations

that become two segments post-erosion can be excluded as they are likely to be

touching cells, provided that the disk diameter does not cause over-erosion. Cells

undergoing cytokinesis will be either segmented as two cells based on the steps

proceeding the erosion if they are already divided; however, if only one proposed

segmentation is produced, the additional erosion will determine if the cells have

separated and ought to be considered as two cells or if the cell is still one cell.

Based on visual analysis, a radius of 20 separates some touching cells while a

radius of 25 leads to several individual cells becoming multiple proposed segments.

This means that a radius of 25 cannot be used to identify touching cells as it is

too large, but a radius around 20 is suitable. As a radius of 21 peaks in the total

number of true positive segmentations at higher J values, it was selected as the

secondary erosion disk radius.

4.3.2.6 Region area sizes for the post-erosion area-based filters

The first area-based filters to be optimised are those of the potential

segmentations after the erosion (figure 4.7). With the pre-erosion filters kept at

0 and 1,050,000, the F0.5 scores are a suitable measure for the success of the

algorithm. The results are displayed in tables 4.7 and 4.8.

Maximum area filter

The maximum area-based filter was explored before the minimum area was set.

The minimum area filter was set as 0 and the results area shown in table 4.7.

An area of 20,000 is the smallest value at which the F0.5 score is maximal for

the large interval study excluding when J is 0.95 (table 4.7). When J is 0.95,
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Maximum J value
area (in 000s) PS 0.75 0.80 0.85 0.90 0.95

0 0 0.0000 0.0000 0.0000 0.0000 0.0000
10 681 0.9277 0.9222 0.9125 0.8516 0.2077
20 682 0.9281 0.9225 0.9129 0.8520 0.2075
30 682 0.9281 0.9225 0.9129 0.8520 0.2075
40 682 0.9281 0.9225 0.9129 0.8520 0.2075

11 681 0.9277 0.9222 0.9125 0.8516 0.2077
12 682 0.9281 0.9225 0.9129 0.8520 0.2075
13 682 0.9281 0.9225 0.9129 0.8520 0.2075
14 682 0.9281 0.9225 0.9129 0.8520 0.2075
15 682 0.9281 0.9225 0.9129 0.8520 0.2075
16 682 0.9281 0.9225 0.9129 0.8520 0.2075
17 682 0.9281 0.9225 0.9129 0.8520 0.2075
18 682 0.9281 0.9225 0.9129 0.8520 0.2075
19 682 0.9281 0.9225 0.9129 0.8520 0.2075

Table 4.7: Table of F0.5 scores for the optimisation of the maximum area-based
filter post-erosion over a range of J values. The number of proposed segmentations
(PS) is also given. Areas given in 000s of pixels.

an area of 10,000 provides a higher F0.5 score (0.2077 compared to 0.2075; table

4.7) as the proposed segmentation included when the area is increased to 20,000

pixels has a J value between 0.90 and 0.95. Examining smaller intervals shows

that an area of 12,000 permits the largest true positive proposed segmentation

to be included (table 4.7). It is also relevant to note that even with an area of

40,000 for the maximum area filter, the algorithm’s success does not change. A

maximum area of 12,000 pixels (relative to the 100x-oil-Z dataset) was chosen for

the post-erosion area-based filter.

Minimum area filter

With the maximum area filter set at 12,000, the minimum area was explored.

The results are shown in table 4.8.

Table 4.8 shows that increasing the minimum area filter from 0 to 1,000

removes only one potential segmentation. To ensure that the decrease in the
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Minimum J value
area (in 00s) PS 0.75 0.80 0.85 0.90 0.95

0 682 0.9281 0.9225 0.9129 0.8520 0.2075
10 681 0.9291 0.9236 0.9139 0.8529 0.2077
20 641 0.9142 0.9084 0.8997 0.8447 0.2101
30 392 0.7821 0.7760 0.7637 0.7230 0.2057
40 166 0.5190 0.5126 0.5061 0.4771 0.1612

1 682 0.9281 0.9225 0.9129 0.8520 0.2075
2 682 0.9281 0.9225 0.9129 0.8520 0.2075
3 682 0.9281 0.9225 0.9129 0.8520 0.2075
4 682 0.9281 0.9225 0.9129 0.8520 0.2075
5 682 0.9281 0.9225 0.9129 0.8520 0.2075
6 682 0.9281 0.9225 0.9129 0.8520 0.2075
7 682 0.9281 0.9225 0.9129 0.8520 0.2075
8 682 0.9281 0.9225 0.9129 0.8520 0.2075
9 681 0.9291 0.9236 0.9139 0.8529 0.2077
10 681 0.9291 0.9236 0.9139 0.8529 0.2077
11 681 0.9291 0.9236 0.9139 0.8529 0.2077
12 681 0.9291 0.9236 0.9139 0.8529 0.2077
13 680 0.9287 0.9232 0.9135 0.8525 0.2079
14 679 0.9284 0.9228 0.9131 0.8251 0.2082
15 677 0.9277 0.9221 0.9138 0.8540 0.2086
16 672 0.9259 0.9203 0.9119 0.8531 0.2098
17 666 0.9237 0.9181 0.9096 0.8533 0.2098
18 660 0.9215 0.9158 0.9073 0.8520 0.2098
19 653 0.9188 0.9131 0.9045 0.8488 0.2115

Table 4.8: Table of F0.5 scores for the optimisation of the minimum area-based
filter post-erosion over a range of J values. The number of proposed segmentations
(PS) is also given. Areas given in 00s of pixels.

F0.5 scores between 1,000 and 2,000 pixels is not just due to the loss of 40

proposed segmentations, intervals of 100 were examined above and below 1,000.

The loss of another potential segmentation when the area is 1,300 results in a

decrease in the F0.5 score (table 4.8). As a minimum area of 1,200 pixels (relative

to the 100x-oil-Z dataset) is the largest area size with the highest F0.5 score while

J is less than 0.95, it was chosen for the post-erosion area-based filter.
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4.3.2.7 Region area sizes for the pre-erosion area-based filters

The post-erosion area-based filters were set as 1,200 and 12,000 pixels (for the

100x-oil-Z dataset) for the exploration of the pre-erosion area-based filters. The

results for the pre-erosion filters are are displayed in tables 4.9 and 4.10.

Maximum area filter

The maximum area-based filter was explored before the minimum area was set.

The minimum area filter was set as 0 and the results area shown in table 4.9.

Maximum J value
area (in 000s) PS 0.75 0.80 0.85 0.90 0.95

0 0 0.0000 0.0000 0.0000 0.0000 0.0000
10 576 0.8916 0.8884 0.8806 0.8226 0.1833
20 679 0.9284 0.9228 0.9145 0.8535 0.2082
30 680 0.9287 0.9232 0.9149 0.8539 0.2079
40 681 0.9291 0.9236 0.9139 0.8529 0.2077
50 681 0.9291 0.9236 0.9139 0.8529 0.2077
60 681 0.9291 0.9236 0.9139 0.8529 0.2077

Table 4.9: Table of F0.5 scores for the optimisation of the maximum area-based
filter pre-erosion over a range of J values. The number of proposed segmentations
(PS) is also given. Areas given in 000s of pixels.

The region size for the maximum pre-erosion area-based filter cannot produce

a higher F0.5 score consistently over the range of J values than those found in

table 4.8 (compared with table 4.9). This suggests that this is a redundant part

of the algorithm and can be kept as 1,050,000 or removed from the function

without affecting performance. To reduce computational effort, the maximum

post-erosion area-based filter was removed.

Minimum area filter

With the maximum area filter removed, the minimum area was explored. The

results are shown in table 4.10.
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Minimum J value
area (in 00s) PS 0.75 0.80 0.85 0.90 0.95

0 681 0.9291 0.9236 0.9139 0.8529 0.2077
10 681 0.9291 0.9236 0.9139 0.8529 0.2077
20 681 0.9291 0.9236 0.9139 0.8529 0.2077
30 681 0.9291 0.9236 0.9139 0.8529 0.2077
40 681 0.9291 0.9236 0.9139 0.8529 0.2077
50 657 0.9203 0.9147 0.9061 0.8492 0.2105
60 567 0.8843 0.8780 0.8685 0.8130 0.2060
70 413 0.7956 0.7897 0.7779 0.7306 0.1969

Table 4.10: Table of F0.5 scores for the optimisation of the minimum area-based
filter pre-erosion over a range of J values. The number of proposed segmentations
(PS) is also given. Areas given in 00s of pixels.

The region size for the minimum pre-erosion area-based filter fails to produce a

higher F0.5 score consistently over the range of J values than those found in tables

4.8 and 4.9 (compared with table 4.10). This suggests that this is also a redundant

part of the algorithm and can be kept as 0 or removed from the function without

affecting performance. To reduce computational effort, the minimum post-erosion

area-based filter was removed.

4.3.3 Limitations of the novel segmentation algorithm

based on imaging conditions

With a fully optimised algorithm for the 100x-oil-Z dataset, the next step was to

explore the affect of the imaging conditions on the success of the segmentation

algorithm. The F0.5 scores for J values of 0.75-0.95, in intervals of 0.05, can be

found in table 4.11. Figure 4.19 shows example segmentations for each dataset.

The largest F0.5 scores for all J values occur for the 100x-oil-Z dataset (table

4.11) which is to be expected as the algorithm was optimised for the dataset. None

of the other datasets achieve an F0.5 above 0.900, with the 60x-oil-Z dataset not

even managing to reach the 0.8000 (table 4.11). This reflects the trend of the

mean and median J values produced by the human participation study in chapter
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a b c

d e f

g h i

j k l

Figure 4.19: Example output images for each dataset. (a)-(c) 100x-oil-Q dataset,
(d)-(f) 100x-oil-Z dataset, (g)-(i) 60x-oil-Z dataset, (j)-(l) 60x-air-Z dataset.
Proposed segmentations in red. Scale bars represent 10 µm.
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3.3.5 where the 60x-oil-Z subset showed a mean and median of 0.69 for manual

segmentation (table 3.1).

Both of the datasets with 100x magnification are segmented better than the

60x magnification datasets even though the camera resolution differs between the

100x magnification datasets. The difference in camera resolution, when combined

with the magnification, means that the 100x magnification datasets have the

highest and lowest level of detail which does not support the hypothesis that the

magnification or resolution affects the novel algorithm’s segmentation success.

As the 60x-air-Z dataset produces larger F0.5 scores than the 60x-oil-Z dataset

(table 4.11), it is possible that the novel segmentation algorithm performs better

on datasets with air as the immersion medium rather than oil. This reflects the

manual segmentation results in table 3.1 and is interesting as oil as an immersion

medium produces a clearer image as the refraction of light is reduced [39].

Visual analysis (examples given in figure 4.19) shows that only the 60x-oil-Z

dataset has several false positive segmentations that do not correspond to a cell

(figure 4.19g), as well as those which are associated with cells (such as those in

figures 4.19b-d and 4.19j). This could be due to the growth or mounting of the

cells, marring the dataset and influencing the effectiveness of the segmentation

algorithm. All datasets show at least one example of touching cells being correctly

segmented, even if not all of the cells involved were kept.

Variations in focus across datasets also influences the F0.5 scores. The focus

determines the size of the halo around the cells and this affects the novel

segmentation algorithm’s success. The ground truth segmentations are based on

the edge of the cell wall; typically with a definitive white halo. Sometimes, such

as in figure 4.19f and the 60x magnification datasets (excluding figure 4.19i), the

focus results in a narrow halo. In figure 4.19f, the effect is to reduce the J values

for the proposed segmentations, in turn lowering the F0.5 score. For the datasets

with 60x magnification, it appears to reduce the number of proposed
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segmentations as well as affect the J values. This could also be why the manual

segmentations disagree in these datasets so much in chapter 3.3.5.

Overall, the total number of proposed segmentations for each dataset is

approximately half of the total number of cells present for all datasets except

for the 100x-oil-Z dataset where it is roughly three-quarters (table 4.11). Of the

proposed segmentations, most are deemed to be true positives when J is 0.75.

The 100x magnification datasets maintain a high number of true positive

classified segmentations even when J is 0.85, with a slightly sharper decrease

when J is 0.90. True positive classifications fall more dramatically for the

datasets with 60x magnification. This could be a result of the 60x magnification

datasets being transmitted light microscopy images rather than phase-contrast

microscopy images, like the datasets with 100x magnification. It is likely that

the increased contrast of phase-contrast microscopy is beneficial for the novel

segmentation algorithm; however, the imaging conditions have little impact on

its success providing the datasets are fully focussed to imitation the 100x

magnification datasets or figures 4.19i and 4.19l.

It is not surprising that the imaging conditions used here did not affect the

performance of the segmentation algorithm as using the Rayleigh criterion

(equation 4.6) shows that the lenses resolve to <1 µm. This means that the

details in the image are resolved to a level below the size of the camera sensors

pixel (chapter 2). However, the pixel size is now the limiting factor for the

imaging condition, and therefore, a difference between the CMOS and CCD

cameras could be expected. Results in table 4.11 do suggest that the pixel size

does play a role in the segmentation algorithm’s success, but no more than the

magnification.

r =
1.22λ

2NA
(4.6)
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4.3.4 Comparison of the novel segmentation algorithm to

PombeX

The novel segmentation algorithm is compared to PombeX, an existing

segmentation algorithm for S. pombe cells.

4.3.4.1 PombeX segmentation algorithm and their dataset

As the exact analysis method used in [62] and [110] is unknown, the PombeX

program was run on the PombeX dataset and analysed as described in chapter

2.5.1. The results are shown in figure 4.20.

A total of 1,423 segmentations were proposed for the 1,422 cells, of which

965 were deemed acceptable (figure 4.20). This produces an F0.5 score of 0.6782.

On a different dataset, PombeX finds 94.5% of all cells and correctly segments

(<10% pixel mismatch compared to the ground truth images) 70.8% of all cells

when the fluorescence images are not used [110]. On the released dataset, [73],

67.9% of all cells were segmented to a visually acceptable standard.

4.3.4.2 PombeX segmentation algorithm with the new datasets

The 100x-oil-Z dataset contains 887 cells. The PombeX segmentation algorithm

produces 3,027 potential segmentations over the entire dataset with only one of

these being deemed a ‘visually perfect’ segmentation (figure 4.21a) and another

17 potential segmentations being classified as ‘acceptable’ (figure 4.21b). This

means that the F0.5 score for PombeX on the 100x-oil-Z dataset is 0.0069, which

is significantly lower than that of the novel segmentation algorithm, even with a

J value of 0.95 (F0.5 = 0.2077 when J is 0.95; F0.5 = 0.8529 when J is 0.90; table

4.11).

Ensuring that the poor segmentation success of PombeX was not based on

the imaging condition, the PombeX program was run on the hybrid dataset. The
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a b

c d

e f

g h

Figure 4.20: Output images of the PombeX program on the PombeX dataset.
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a

b

Figure 4.21: Example output images of the PombeX program on the 100x-oil-Z
dataset. (a) the only ’perfect’ segmentation in dark blue, centre left. Scale bars
represent 10 µm.
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results are shown in table 4.12 with an example image for each dataset in figure

4.22.

Original
dataset

tp fp fn F0.5 score

100x-oil-Q 2 13 16 0.1282
100x-oil-Z 0 68 36 0.0000
60x-oil-Z 3 607 8 0.0061
60x-air-Z 1 58 13 0.0200

Table 4.12: Table of segmentation success of PombeX on the hybrid dataset. The
number of true positives (tp), false positives (fp), and false negatives (fn) given.

Table 4.12 demonstrates that there is no clear correlation between the imaging

conditions and the success rate of the segmentation algorithm. This includes the

type of microscopy, as the transmitted light microscopy images were segmented

with comparable success to the phase contrast microscopy images. The most

important data to consider from table 4.12 is the number of false positives. These

are the major influences on the F0.5 scores.

The 100x-oil-Q dataset does produce the highest F0.5 score (table 4.12);

however, there is no clear visible reason for this (figure 4.22). This could be

coincidental (the hybrid dataset is constructed from tiny subsets of the larger

datasets, which could lead to unbalanced results); however, there are two other

potential factors. First, the QuantEM CCD camera is only used in this dataset.

The camera’s resolution, along with the magnification, gives the largest level of

detail (in terms of how many pixels make up a micrometre). This links to the

second factor; the input image for this dataset is 512 pixels by 512 pixels. This

could be a factor as PombeX’s output images are all scaled to a maximum size

of 1,066 pixels by 1,066 pixels, but the 100x-oil-Q images are only 1,028 pixels

by 1,028 pixels. Not exceeding the maximum output image size, and almost

doubling the image, could be the cause.
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a b

c d

Figure 4.22: Example output images of the PombeX program on the hybrid
dataset. Images from: (a) 100x-oil-Q, (b) 100x-oil-Z, (c) 60x-oil-Z, and (d) 60x-
air-Z. Scale bars represent 10 µm.

4.3.4.3 Novel segmentation algorithm and PombeX’s dataset

The optimised novel algorithm was run on the PombeX dataset with the

magnification and resolution values found in the hybrid dataset. An estimated

magnification of 100x and resolution of 16 µm per pixel produced the best

proposed segmentations which are shown in figure 4.23.

A total of 204 segmentations were proposed for the 1,422 cells, of which 165

were deemed acceptable (figure 4.23). This produces an F0.5 score of 0.3686.

This is less than half that which the PombeX program achieves (F0.5 = 0.6782);
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a b

c d

e f

g h

Figure 4.23: Output images of the Outline program on the PombeX dataset when
the magnification is set as 100x and resolution as 16 µm per pixel.
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however, the magnification and resolution are assumed. Using the correct values

may increase the novel algorithm’s performance, but it is highly unlikely to reach

that of the PombeX program.

Unlike the PombeX based analysis of the new datasets, the low F0.5 score is

due to a low number of proposed segmentations, instead of a large number of

false positives. The majority of the false positive segmentations found in figure

4.23 are from incorrectly segmented touching cells. However; there are no false

positive segmentations that do not correspond to cells.

4.3.4.4 Conclusions of comparing PombeX and the novel

segmentation algorithm

PombeX definitely performs well on its own dataset, as expected; however, it is

not usable on the datasets provided in this thesis. Not only does it not segment

enough cells, it also generates an exorbitant number of false positives that

would require a researcher to manual remove them from the output before

further analysis can be completed.

In comparison, the novel segmentation algorithm described here does not

perform as well on other datasets as it does on the one it was developed on, but

produces far fewer false positives. There is the potential for altering the

parameters to reduce the occurrence of false positives too for each dataset if the

researcher decides the proposed segmentations do not meet their criteria. The

number of useful proposed segmentations compared to all proposed

segmentations is substantially higher than PombeX (81% compared to 1%

respectively). This is preferable to manual analysis as taking more images is less

time consuming, even including the time required for the removal of the 20%

false positive segmentations.

The output images from the algorithms is also important to note. PombeX

uses seven different colours to outline their segmentations, including black. It
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is not possible for researchers to identify and critique these segmentations. The

novel segmentation algorithm uses one colour for all of the segmentations, and

can be changed from red to any other desired colour by the end-user. Unlike

PombeX, the output images are not scaled by the novel segmentation algorithm

which allows for easy modification (such as adding scale bars for publications).

4.4 Conclusions

The aims and objectives of this chapter were:

• To develop a novel segmentation algorithm (which will be called Outline)

primarily for the segmentation of S. pombe cells from phase contrast

microscopy images.

• For Outline to perform better than PombeX, the available segmentation

algorithm specifically designed for segmentation of S. pombe cells from

transmitted light microscopy.

• To define any clear limitations of the novel segmentation algorithm based

on imaging conditions.

All of these targets were achieved. The novel segmentation algorithm does

segment S. pombe cells from phase contrast microscopy images as well as from

transmitted light microscopy images. No clear limitations were uncovered after

exploring: magnification, image resolution, type of camera chip, and immersion

media.

Whether the Outline algorithm performs better than the PombeX program is

less definitive. On the PombeX dataset, the PombeX program performs over twice

as well as the Outline algorithm; however, on the 100x-oil-Z and hybrid datasets,

the Outling algorithm drastically outperforms the PombeX program. As the

PombeX program produces a large number of false positive segmentations, it is
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less helpful for the end-user as they have to check all the analysis. The Outline

algorithm produces very few false positives which means that the end-user needs

to provide more input images which is less time consuming.
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CHAPTER 5

Measuring Cell Lengths and

Widths

5.1 Introduction

Cell geometry is often a desired metric from microbiological experiments. It can

provide a simple manner in which to identify if a mutation or stressor affects

cell growth (especially for S. pombe as described in chapter 1). The geometric

properties of segments provided by algorithms such as the one described in chapter

4 can be measured more robustly by an automated algorithm than manually.

This is important as there are several variables in how cells are measured, for

example, how curved/bent cells are treated, or where width measurements are

taken. Repeatability would also be improved by a fully automated measurement

method; therefore, data could be shared and compared between researchers and

laboratories with confidence. For this to be true, a method which is accurate in

making measurements relating to segment length and width is required.
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5.1.1 Defining geometric properties

Three of the most commonly desired measurements used in cell biology are area,

length, and width. While the area of a segment is easy to calculate by counting

the number of pixels within it, measuring the length and width of a segment

prove more complex. It is also unhelpful as it is common for a methodology to

just state that a length or width measurement was taken, without giving details

as to how [111, 112].

The problem with taking length and width measurements is in their

definitions. Length is generally thought of as the largest distance across a region

and the width as the distance from one side to the other (taking the length as

the centre). These definitions are easy to use when considering a regular

polygon; however, once irregular shapes, especially ones with curves, are

considered, it complicates matters.

The width is often measured perpendicular to the length, but is sometimes

considered the narrowest part of the segment (providing it intersects the length

line; figure 5.1). It also tends to be measured as a straight line. The length can be

considered as the longest straight line spanning the segment regardless of shape

(figure 5.2a-c), or it could be the longest continuous line that follows the shape

of the segment by remaining central (figure 5.2d-f).

5.1.2 Some currently used methods for measuring lengths

and widths

There are several algorithms that are designed to measure the length and width

of segments.
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Figure 5.1: Examples of where width measurements can be made. The
perpendicular line halfway along the length line (dashed line), the narrowest
option while remaining perpendicular to the length line (solid line), and the
narrowest option (dotted line).

a b c

d e f

Figure 5.2: Examples of how length measurements can be made. Length
measurements shown in black. (a)-(c) straight line length measurements; (d)-
(f) length taken along segment centre.

5.1.2.1 Counting pixels of the medial axis

Finding the medial axis via skeletalisation and then counting the number of pixels

is a rarely used method for determining the length of a segment [113]. There are

two problems with this method. First, there is no accompanying method to make

a width measurement. Second, their are often problems in the skeletalisation of
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the segment. Spurs may appear due to irregularities in the segment shape and

the skeleton never fully reaches the ends of the segment (figure 5.3). These things

all affect how many pixels are present.

Figure 5.3: Diagram of skeletalised segments within their segment perimeter.

5.1.2.2 Regionprops function

Regionprops is a function found in MATLAB and used to measure segments. It

approximates the lengths and widths by fitting an ellipse of best fit. The major

and minor axes of the fitted ellipse are then measured, giving the length and

width respectively. While it is used [114], it is not ideal. Problems arise when

the segment is not suitably shaped to fit a close (or tight) ellipse (figure 5.4).

5.1.2.3 Yan’s width measuring algorithm

Yan’s width measuring algorithm [115] makes measurements by segmenting the

image to determine the region(s) to be measured, which are then skeletalised.

Spurs are removed and the ’centerline’ (length line) divided into smaller regions

to which second order polynomials are fit. The placement of the widths is then

determined by finding the normal of the curve and deducing the first order

polynomial equation.
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Figure 5.4: Placement and sizing of ellipse used by regionprops function to
determine region length and width (imposed in grey).

5.1.3 Aims and Objectives

The aims and objectives of this chapter are:

• Develop an algorithm to measure the length and width of a segmented S.

pombe cell that is more consistently accurate than existing methods.

5.2 Methodology

5.2.1 Previously described datasets and algorithms

This chapter uses the fisYeast datasets described in chapter 2.1. The Outline

algorithm that was developed in chapter 4 is also used.

5.2.2 The CellGeometrics algorithm

The CellGeometrics algorithm is designed to measure the area, length and average

width (mean of the central and quartile divisions of the proposed segmentation’s

length) in pixels. Figure 5.5 depicts the steps taken by the algorithm to achieve

this.

CellGeometrics (figure 5.5) has the same input requirements as the

OutlineVer3.2 algorithm: the input image, the image magnification, and the
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Figure 5.5: Schematic of CellGeometrics.

resolution of the camera. These inputs are then run through OutlineVer3.2

(from chapter 4.2.2.3) with the final output image and the image matrix from

step 5 of figure 4.6. The final output image is saved while each potential

segmentation found in the image matrix is taken in turn, dilated (by a disk

structural element with a radius of 15 (for the fisYeast dataset), and analysed

geometric measurements.
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The redilated potential segmentation is rotated so that the length is

approximately aligned horizontally based on the angle of orientation given by

the reigonprops function. The medial axis is then identified and any spurs

removed/reduced (by 30 pixels) using the ’skel’ and ’spur’ functions from

bwmorph.

Once the proposed segmentation has been transformed into a pixel thick line,

a line of best fit is required. This is fitted using the polyfit function as both a

first order and a second order polynomial. If the x2 term is between 0.0005 and

-0.0005, the proposed segmentation is treated as a straight cell and uses the first

order polynomial equation. Otherwise, the cell is deemed to be bent and the

second order polynomial equation is used.

The line of best fit is then plotted and cropped to the size of the proposed

segmentation, making use of the polyval function. The ends of the line are

determined and the length of the line or arc is calculated (using equation 5.1 if

it is straight or equation 5.2 (where f(x) is the equation of the second order

polynomial) if it is not).

l =
√

(y − y1)2 + (x− x1)2 (5.1)

l =

∫ x1

x

√
1 +

(
dy

dx
f(x)

)2

dx (5.2)

To determine the width of the proposed segmentation, the coordinates of the

centre and quartiles of the length line are found. They are inserted into equation

5.3 (where f(x) is the equation of the length line) to determine the gradient of

the length line at that point. The gradient of the normal and the straight line

constant is then calculated for each location (equations 5.4 and 5.5 respectively).

m =
dy

dx
f(x) (5.3)
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n =
1

m
(5.4)

c = y − (m · x) (5.5)

After the components required to construct the straight line equations have

been determined, the lines can be plotted and fitted to the region. The ends of

these fitted lines are then used in equation 5.1 to calculate their length, giving

the width of the proposed segmentation for three equally spaced points along the

cell. The segmentation’s outline, along with the length line and width lines are

also saved as an output to allow the end user to assess their suitability.

5.2.3 Assessing the CellGeometrics algorithm

The performance of both the Outline algorithm and the novel measuring method

are assessed. The results of the novel measuring method are also compared to

the results of established measuring methods.

5.2.3.1 Performance of the Outline algorithm

The segmentations proposed by the Outline algorithm were assessed via the

method described in chapter 2.5.1. Any cells that were not in focus enough to

be considered for manual segmentation were not counted as potential cells for

segmentation as any analysis of them would be inaccurate regardless of the

method. If the Outline algorithm segments these cells it could skew analysis

results, reducing the usefulness of the segmentation algorithm for the end-user.

5.2.3.2 Performance of the CellGeometrics algorithm

The images of the proposed segmentation with the length and width lines imposed

on were visually assessed to determine several things. Firstly, if the length line

is one of best fit, including if the cell should be considered as straight or bent.

Secondly, if the position and angle of the width lines appears to be acceptable.
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5.2.3.3 Comparison with other measuring techniques

The length and central width measurements of the proposed segmentations were

compared to manually made measurements (averages from triplicate straight line

measurements) as well as the measurements taken using the regionprops function

on both the original proposed segmentation and the rotated segmentation (from

step 4 of figure 5.5). The lengths were also compared to the pixel count of the

medial axis provided by the skeletalisation of the proposed segmentation (from

step 4 of figure 5.5). The medial axis was also found for the unrotated proposed

segmentation for comparison (from step 2 of figure 5.5).

5.3 Results and Discussion

5.3.1 Development of the CellGeometrics algorithm

As stated in chapter 5.1, accurate measurements for the areas, lengths, and

widths of proposed segmentations are important for biological studies.

Determining the area of a proposed segmentation is simple and relies purely on

the segmentation being accurate. Counting the number of pixels included in the

proposed segmentation can be done using the ’area’ command of the

regionprops function or by asking for the number of pixels with a non-zero value

if the segmentation is isolated. Finding the length or width of a cell is more

difficult.

5.3.1.1 Length measurement method

To get an accurate length measurement of a segment, the measurement must

follow any potential curvature through the middle of the segment, along the

longest axis. The easiest way to identify the desired route is by finding the
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medial axis. This can be done using inbuilt MATLAB function bwmorph (using

’skel’ with infinite iterations).

Rotating the segments to align horizontally is important for fitting a line or

arc to the pixel coordinates for the medial axis (with the cell end spurs

removed/reduced). S. pombe cells are typically considered straight, but many

have a slight bend to them, especially some mutant strains. This means that

first or second order polynomials are suitable; however, if the cell is orientated

awkwardly, the line of best fit cannot be plotted well from the coordinates by a

first or second order polynomial. Aligning the cell to the x axis ensures the

most appropriate equation can be determined.

Having an equation for the length line means that it can be used to calculate

accurate lengths with equations 5.1 and 5.2. To decide if a segmentation should

be treated as though the cell were straight or bent is often an arbitrary decision.

With CellGeometrics, the exact curvature required to define the difference can

be changed by the end-user if they desire, yet it is consistent over any segment,

image or dataset provided.

5.3.1.2 Width measurement method

One of the benefits of having an equation-defined length line is that width

measurements can be made perpendicular to the length, regardless of the

location along the medial axis. Being able to define the equation for width lines

means that the actual width can be calculated and there is no uncertainty as to

if the line measured is truly the width of the cell. Taking width measurements

in this manner also means that multiple measurements can be made and their

location within the cell can be set depending on the analysis required for the

particular study.
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5.3.1.3 Comparison to the Yan’s width measuring algorithm

Yan’s width measuring algorithm [115] uses similar techniques to CellGeometrics,

but has three differences.

First, the removal of spurs is done differently by determining the longest

continuous line and discarding any pixels that are not included in this route. This

works well for pipes as they are reasonably symmetrical (reducing the likelihood

of spurs) and extremely long. Problems would arise on cell segments as the ends

of cells form split ends (figure 5.3) and the longest line would not maintain the

appropriate trend.

Secondly, CellGeometrics does not divide the length line into smaller sections

to fit a curve. This is necessary in Yan’s algorithm as the segment is large and has

multiple regions with different profiles; however, the cell segments do not have

this problem as they do not have a point of inflection.

The third difference is that a quadratic equation is fitted for all length lines in

Yan’s algorithm [115] while CellGeometric uses a straight line equation if the x2

term is between 0.0005 and -0.0005. The reason a straight line equation is used

when a segment is classified as straight is because the line equation reflects the

classification.

5.3.2 Assessing the CellGeometrics algorithm

Two things need to be considered to determine if the CellGeometrics algorithm

is an improved method for measuring cell lengths and width: if the route used

for the measurements are suitable, and if the measurements are closer to the

manually collected measurements. After the success of the Outline algorithm is

assessed, the measurement lines are checked and the numerical results compared.
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5.3.2.1 Performance of the Outline algorithm

The fisYeast dataset was captured by an individual unrelated to this thesis.

This means that the performance of the Outline algorithm is of interest as the

imaging conditions match those of the 100x-oil-Z dataset, apart from the type of

microscopy, but were not the images used in the development of the algorithm.

Of the 315 cells, there were: 101 true positive segmentations, 3 false positive

segmentation, and 214 false negatives. This data produces an F0.5 score of 0.6908.

An F0.5 score of 0.6908 is less than the 0.8529 (when J = 0.90) or 0.9291 (when J

= 0.75) produced with the 100x-oil-Z dataset (table 4.11); however, the PombeX

algorithm produces an F0.5 score of 0.6782 on its own dataset (chapter 4.3.4.1).

This means that the Outline algorithm performs comparably, on a truly random

dataset, to the currently used available algorithm on their own dataset.

Several of the cells are not completely in focus (figures 5.6a-d) which can also

affect the success of the segmentation algorithm. All of these cells can be manually

segmented as a human can infer where the cell wall is, but computers cannot.

The way figure 5.6c is focussed means that it resembles the phase-contrast images

of the 100x-oil-Z dataset more closely than figure 5.6d does. Figure 5.6e shows

three cells that have been successfully segmented, while figure 5.6f shows none.

This suggests that the Outline algorithm is more successful on phase-contrast

images then on transmitted light images.

5.3.2.2 Performance of the CellGeometrics algorithm

Visual assessment of the segmentation images overlaid with the length and width

lines shows that of 104 segments, only four show poor length lines (figure 5.7).

The furthest right image of figure 5.7 is the only poorly fitted straight line. Even

the poorly fitted curved lines are not obscenely bad. None of the width lines

appear incorrect.
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a b

c d

e f

Figure 5.6: (a)-(d) images of the fisYeast dataset showing the focussing of the
frames. (e) and (f) the output image of the Outline segmentation algorithm on
images (c) and (d) respectively. Scale bars represent 10 µm.
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Figure 5.7: Poor length lines from CellGeometrics algorithm output. Images
constructed of Outline algorithm segmentation, and the length line and width
lines from CellGeometrics.

5.3.2.3 Comparison with other measuring techniques

When comparing the measurements of the CellGeometrics algorithm,

measurements were taken from the proposed segmentations from the Outline

algorithm. This ensures that the measurements are comparable as they all rely

on the same input data instead of risking bias due to the performance of the

Outline algorithm. Table 5.1 shows the mean length and width measurements

produced by each measurement method.

Measurement method mean length mean width

Medial axis (unrotated) 12.83 n/a
Medial axis (rotated) 17.63 n/a

Regionprops (unrotated) 13.09 5.21
Regionprops (rotated) 13.09 5.21

CellGeometrics 12.27 4.55
Manual 12.32 4.75

Table 5.1: Mean length and width measurements (in µm, rounded to 2dp) for
each measurement method.

Counting the number of pixels in the skeletalised segment (medial axis in table

5.1) is the least consistent, or useful, method. It is unuseful as it cannot provide a

width measurement. It is inconsistent as the average length changes dramatically

depending on the orientation of the segment. The average length of the rotated

segments is over 5 µm larger than the average manual length measurement while

for the unrotated segments it is comparable with the manual measurement (table

5.1). These differences occur due to the presence of spurs, which form during the

skeletalisation process due to a lack of symmetry. Skeletalisation of regions causes
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problems as it rarely produces the desired output (also seen in [113]), therefore,

counting the number of pixels in the medial axis is often flawed.

Manual measurements were made by selecting two points along the

segmentation outline and the distance between the two points is calculated.

This is the method used by many manual measurements programs, and similar

to how the regionprops function measures the axes of the fitted ellipses. The

fitting of the ellipse is where problems arise with this method. While the ellipses

are fitted almost identically, the measurements taken for the length or width

sometimes varies a minuscule amount if they are rotated or not (0.01 µm after

converting from pixels and rounding, data not shown). These differences are

negligible, not affecting the average for the dataset (table 5.1). In comparison to

the manual measurements made, regionprops over estimates both measurements

(table 5.1).

The measurement made by CellGeometrics are the closest to the manual

measurements (table 5.1). The average width was 0.20 µm out while the average

length was only 0.05 µm out. The reason why the width seems more

disproportionate is likely due to human bias. Humans struggle to accurately

identify the centre of a segment and determine the line that is perpendicular to

the length. This leads to skewed width lines for measurements, which explains

why CellGeometrics gave seven widths which were at least 1 µm (approximately

15 pixels) smaller than the manual measurements and none that were larger

(data not shown).

As the manual measurements were all taken as straight lines, the length

measurements were always going to vary slightly, especially when 50 of the 104

cells are classified as curved. There were only four lengths that differ by over

1 µm; however, two were larger in the manual measurement data compared to

the CellGeometrics data, and two were smaller.
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5.3.2.4 Comparison with manual analysis

In the previous subsections, only the cells segmented by the Outline algorithm

were considered. This could be introducing a bias into the resulting data if the

segmentation algorithm fails to identify a class of valid cells consistently (for

example abnormally short or wide cells).

For [116], the researcher who captured the images also measured the areas

and lengths of 16 cells from the dataset using MetaMorph [50]. The average

length was calculated as 12.26 µm and the average apparent width (the average

area divided by the average length) was 4.03 µm [unpublished data]. These

measurements are lower than the manual measurements taken of all segments of

the segmentation algorithm (12.32 µm average length and 4.75 µm average

measured width; table 5.1); however, the measurements calculated by the

CellGeometrics algorithm fall within both manual methods (12.27 µm average

length and 4.55 µm average measured width; table 5.1).

The average length data does not suggest any bias in the Outline

algorithm’s segmentation for this dataset. The large range of width

measurements is interesting. It shows the importance of generating an effective

method for determining cell widths as apparent widths are not ideal for

non-rectangular cells.

5.4 Conclusions

The aims and objectives of this chapter were:

• Develop an algorithm to measure the length and width of a segmented S.

pombe cell that is more consistently accurate than existing methods.

CellGeometrics is an algorithm that can measure the lengths and widths of

S. pombe cells. The lines used to measure the lengths appear to be suitable over
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95% of the time while the widths are 100% visually accurate. The

’inappropriate’ length lines still produce length measurements within 1 µm of

the manual measurements, which means that it is not a critical failure for the

algorithm. The numerical data show that the CellGeometrics algorithm

produces measurements that are closer to the manual measurements than the

other measuring techniques. Together with the fact that it is easy to modify the

algorithm to take geometric measurements from other segmentation sources;

this means that CellGeometrics successfully fulfils the aims and objectives of

this chapter.
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CHAPTER 6

Discussion and Conclusion

6.1 Ground Truth Datasets

The PombeX dataset [73] is easy to download, but is not easy to use. While there

are 10 transmitted light microscopy images of S. pombe cells, there are no details

about imaging conditions including about cell growth and mounting methods.

There are also only nine ground truth segmentations which are named differently

with a list assigning each ground truth image to the correct microscopy image.

Upon checking that the images correspond correctly, it is clear that one of the

ground truth images is duplicated and there are only eight images that have both

a microscopy image and ground truth segmentation image. The method used to

determine/acquire the ground truths is also unknown.

In [62], the percentage of cells segmented is defined as ’the percentage of

cell contours with less than 10% pixel mismatch compared to gold standard cell

contours, relative to all cells’. This is the same as calculating the Jaccard index for

each and classifying cells as true positives when J ≥ 0.90, which is comparable to

the level of accuracy found from the manual segmentation experiment in chapter
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3 (table 3.1). This supports the quantification method used for analysing the

quality of the Outline segmentation algorithm.

6.2 Ground Truth Segmentation Algorithms

The four novel datasets with ground truth segments from chapter 3 are derived

manually using the GTGen algorithm. This algorithm, along with its

supporting algorithms, can be used by anyone to generate form-fitting ground

truth segmentations for any image and compare corresponding proposed

segmentations to assess segmentation quality.

Datasets are not limited to just microscopy images or those related to

biological studies. Any type of image that may be segmented will benefit from

ground truth segments as it allows for consistent measurements of segmentation

quality for comparing segmentation algorithms. This is well established by the

number of existing datasets available with ground truth segmentations

[71, 72, 73] and programs allowing for ’easy’ ground truth generation

[74, 75, 76]; however, when it comes to closely following the contours of objects,

these programs, and some datasets, are lacking.

The quantification method used in GTTest may not be the best suited for

every type of segmentation problem. If a different method is desired, the

algorithm can be modified. The code to reconstruct the ground truth segments

will always be suitable, but the method used to identify corresponding segments

in proposed segmentations may be inappropriate. This could be the case if a

different quantification method is used or if the segmentation algorithm does not

present segments which need to be dilated by a disk with a radius of 15 pixels.
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6.3 Outline Segmentation Algorithm

Fully automated segmentation algorithms for fluorescent microscopy images are

abundant [58, 117, 118, 119]. While this is extremely helpful for biological

scientists, there is a wealth of data being lost as brightfield/phase-contrast

microscopy images are ignored. Gaining this additional data could lead to

unexpected deductions being made and help further research.

6.3.1 Segmentation limitations

There are many algorithms that try to exploit features in microscopy images to

segment any type of cell; however, there are not enough unique features that are

consistently present to design a singular, perfect segmentation algorithm. This

means that some functions have to be used which might not be suitable for all cell

types. The Outline algorithm (developed in chapter 4), is specifically designed

for S. pombe and is limited by the use of two things: area-based filters, and

erosions/dilations by disk-shaped structural elements. Even though the minimum

and maximum areas for potential segmentations can be altered to suit the cell

size, the use of erosions and dilations hinder the possible phenotypes that can

be segmented by the algorithm. Any round, elliptical, or oblong shaped cells

can be segmented providing they do not have delicate off-shoots such as flagella

or hyphae. Organisms with irregular cell shapes will lose definition during the

dilations and erosion.

Microscopy datasets show some variability in focus between images. This

can have a major impact on exploitable features such as the level of contrast

or perceived thickness of the cell wall (for S. pombe). To ensure that image

acquisition bias did not influence the successfulness of the Outline algorithm, the

fisYeast dataset was acquired for a study by a different researcher (chapter 2.4)

[116] than the other datasets. The segmentation success rate is lower for the
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fisYeast dataset then anticipated due to the 100x magnification, immersion oil

lens used; but, the type of microscopy changes from phase-contrast to transmitted

light, which reduces the amount of data extractable during the steps before the

morphological filters are used. Over 97% of the proposed segmentations made

are accepted as true positives, which is important as minimising the number of

false positive segmentations is vital in ensuring end-users benefit from using the

algorithm.

6.3.2 Extracting segmentations for further analysis

One of the most important parts of image analysis is in the analysis of

segmentations. This means that the proposed segmentations need to be

available in some form to act as input data. Extracting the proposed

segmentations from the output images of the PombeX program [62] is

challenging due to the inclusion of black as one of the seven outlining colour.

This means that over 14% of proposed segmentations cannot be used by other

algorithms. Outline superimposes the proposed segmentations onto the

contrast-enhanced input image in red. This means that the segmentation mask

can be extricated by subtracting either the green or blue layers of the RGB

output image from the red layer. The dilation of the outline of the proposed

segmentation before it is superimposed means that the mask can be filled;

however,as some of the segmentations touch or overlap, it is better if the

pre-final dilation potential segmentations are exported and then dilated in turn.

This is only suitable for some analysis methods and may cause more

complications if the analysis algorithm is not amendable.
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6.4 CellGeometrics Algorithm

Accurate geometric measurements are as important as accurate segmentations

for researchers. The CellGeometrics algorithm was designed for measuring the

lengths and widths of S. pombe cells, but can be used on a wider range of

organisms/segments.

6.4.1 Limitations on lengths and widths algorithm

Quadratic or straight length lines can be measured using CellGeometrics. Cubic

curves are not fitted, meaning that any segment with an ’S’ shape is wrongly

represented. Yan’s width measuring algorithm [115] treats all length lines as

curves, but breaks the medial axis into smaller segments to be either a first

or second order polynomial. There are two problems with this method: where

the division occurs along the length line affects the best-fit equation; and the

use of the quadratic equation, even if the x2 term almost 0, seems inappropriate.

CellGeometrics determines if a cell is curved or if the x2 constant is negligible and

then uses the best fit equation for the type of cell given. It seems inappropriate to

label a cell as straight but then treat it as though it was not to take measurements.

Segments that produce short medial axes, such as circles, do not have enough data

points to extrapolate a meaningful line of best fit. This is also true for third, or

higher, polynomials of best fit, or segments with highly irregular shapes.

6.5 Impact of this research for bioscientists

The aim of the work carried out in this thesis was to improve/produce tools

to assist bioscientists in their research. Two key considerations throughout the

development of all the algorithms presented in this thesis were that the end

products had to have high specificity and be user-friendly. Too many programs
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exist which do not meet these criteria, and many bioscientists do not have the

knowledge to modify algorithms. This led to researchers not using the algorithms

designed to help them.

In this thesis, an algorithm to segment phase contrast microscopy images of

S. pombe cells and an algorithm to measure the length and width of provided

segmentations are introduced. While the number of cells segmented is lower

than ideal, the amount of time it takes for a researcher to capture more images

is significantly less than the time it would take to manually measure the length

and width of a smaller dataset. There are also programs that automate the

capture of cells across a slide. This can further reduce the amount of time

required of the researcher. The automated measurement algorithm is also more

consistent in taking measurements in the same way, improving the reliability of

measurements - including between different researchers and even across different

laboratories/research groups.

The algorithm to generate ground truth segmentations provides a method for

bioscientists to generate datasets with ground truths. These can then be used

by people with scripting skills, but no specific biological knowledge, to develop

algorithms that can then be used to assist bioscientists. Hopefully, this will result

in more user-friendly algorithms and encourage automated analysis.

6.6 Further Work

The precision of the proposed segmentations generated by the GTGen algorithm

relies heavily on human perception. Currently, the scale of the image used for

manual segmentation is limited by display size. This means that large images are

reduced in size to fit the screen, reducing the level of detail visible. Including the

ability to zoom, and maintain accurate positioning/size of chosen knots, would

improve the precision of ground truth segmentations.
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Fluorescence microscopy images or time-lapse series could be incorporated

with the Outline algorithm in an attempt to increase the number of proposed

segmentations. Using accompanying microscopy images to allow for multiple

pathways, or over-riding steps of the algorithm, during the segmentation process

is not unheard of [55, 62]. The Outline segmentation algorithm could be improved

by utilising additional inputs.

Only S. pombe cell segments were used in the development of

CellGeometrics. This means that adapting it for segments that require third

order polynomials or higher was not needed; however, some mutants or other

organisms/segments would benefit from fitting cubic curves. More importantly,

a more exacting method to determine the length line means less data points are

lost during the removal of spurs. This leads to less extrapolations and

assumptions.

6.7 Conclusions

The aims and objectives of this thesis were:

• Create a manual segmentation algorithm to generate ground truth

segmentations.

• Define a method to use ground truth segmentations to quantify the success

of segmentation algorithms.

• Develop an automated segmentation algorithm for phase

contrast/transmitted light microscopy images of S. pombe cells.

• Determine a more accurate and precise method for measuring the length

and width of segmented S. pombe cells.

In chapters 3, 4, and 5 we have achieved each of these goals. GTGen and

GTVer allow for accurate, precise manual segmentation of any type of input
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images, while GTTest uses the Jaccard index along with a tolerance factor to

identify correctly segmented segmentations before calculating an F0.5 score. An

F0.5 score was chosen over an F1 score as false positives are more of an issue

than false negatives. The Outline segmentation algorithm outperforms the

PombeX segmentation algorithm, and the CellGeometrics algorithm produces

length and width measurements more consistent with manual measurements

than other commonly used methods.
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