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Abstract

Solid Oxide Fuel Cells (SOFCs) are electrochemical devices that convert chem-
ical energy into electrical energy. However, one of the main problems of SOFCs is
that they have an exceedingly high resistivity at low temperatures (<600°C). The
current solution is to power these devices at temperatures as hot as 800-1,000°C.
Thermal cycling at such high temperatures invokes a penalty on energy efficiency
as well as exposing them to material degradation due to thermally-induced me-
chanical failure. Modern day SOFCs are typically made with the ceramic Yttria-
stabilised zirconia (YSZ) as the electrolyte layer. However, YSZ requires these
exceedingly high temperatures to produce energy. YSZ, as well as most other
SOFC electrolytes afford ionic conduction of oxide-ion by means of a vacancy
mechanism.

In contrast to this, novel-melilite ceramics such as lanthanum strontium tri-
gallium heptoxide, LaSrGazOy, are a relatively new category of ionic conductor.
This family of materials perform ionic conduction through an interstitial mech-
anism. The parent structure LaSrGazO- is not a good ionic conductor, but in-
troducing oxygen-excess by substituting trivalent lanthanide cations in place of
group two alkaline-earth metals yields La; 5Sry 5GaszOz 25, which introduces inter-
stitial oxide-ions. The highly conductive nature of these materials have been at-
tributed to oxide-ion defects. However, the exact location of the interstitial oxide-
ion remains unknown and the mechanisms underpinning diffusion in melilite-
type materials are still poorly understood.

The objective of this thesis is to understand how the local structure in oxygen-
excess melilite rearranges itself to incorporate interstitial oxide-ion defects into
it and to establish where they are situated. Their presence will be experimen-
tally assessed by X-ray absorption spectroscopy (XAS) at the Ga and Ge K-edge.
This is the first XAS study done on these materials to date. Ab initio and molec-
ular dynamics simulations will be used to model the structure and to study the
mechanism of oxide-ion diffusion. By doing this, we can elucidate how oxide-
ion transport takes places in these materials, which is of great importance as it
is not yet entirely understood how the transport of oxide-ions takes place. From
the property of diffusion, the conductivity and activation energies will also be
calculated as a function of temperature and dopant.

The advantageous prospect in studying melilite-type materials is that they
may afford ionic conductivity at lower temperatures than current SOFC elec-
trolytes. However, in order to design next-generation materials, we must first

understand the structure and mechanism of conduction.
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Chapter 1
Introduction

"The fundamental laws necessary for the mathematical treatment of a large
part of physics and the whole of chemistry are thus completely known, and the
difficulty lies only in the fact that application of these laws leads to equations
that are too complex to be solved.”

— Paul Dirac, an incredible theoretical physicist

1.1 Background

Energy production is associated with environmental and political concerns.
These issues focus on the production of harmful greenhouse gases, destruction
of our planets forestry and the contested usage of fissionable matter to generate
energy.

Since the dawn of time humans have burned fuels, such as, wood and coal to
fulfil one of our most basic human needs, warmth. The burning of fuels was not
a problem as our planet was able to counteract the main greenhouse gas pollu-
tant, carbon dioxide (CO,), by the natural process of photosynthesis. However,
with the coming of the industrial revolution we have since seen fossil fuels be-
ing burnt on a previously immeasurable scale. This sudden and rapid change
has seen a tremendous increase in greenhouse gas pollutants trapped within the
atmosphere, leading to global warming. To put this matter into perspective, the
effects of global warming is currently overseeing the melting of the polar ice caps,
rising sea levels, increases in rainfall, drought and the depletion of the ozone
layer. These events are all leading to the next mass-extinction event if we fail to
change our environmentally harmful ways. International policy makers are now
attempting to curb this behaviour as a great deal of research supports the view
that humans are the main driving force behind the the next extinction event. [4]
These effects have become measurable such that we have been proposed to exist
in a new man-made epoch, the anthropocene era, owing to human actions, which

have permanently altered the state of the Earth. [5]
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Chapter 1. Introduction 2

It is clear that alternative sources of energy generation are needed. Solid oxide
fuel cells (SOFCs) have the potential to offer an environmentally friendly resolu-
tion to our growing need for an efficient and clean source of energy generation.
SOFCs can produce clean energy from the use of just hydrogen and oxygen as
the input fuel and oxidiser to facilitate the electrochemical reactions with water
being the sole “waste” product. [6] SOFCs are one of many different types of fuel
cell technologies. However, SOFCs can exhibit the highest efficiencies of all fuel
cells when integrated into industrial power plants where waste heat from the
operation of SOFCs can be used to drive gas turbines. [7]

1.2 Fuel cells

Fuel cells are electrochemical devices that convert chemical energy, stored
within fuels, into electrical and thermal energy without needing to perform com-
bustion reactions. Fuel cells work as electrochemical conversion devices, which
exchange chemical energy into electrical energy without the inevitable formation
of unwanted gaseous pollutants, such as, carbon dioxide.

Fuel cells can obtain higher than normal efficiencies, especially when inte-
grated into hybrid gas turbine systems where waste thermal energy is recycled
to regenerate useful electrical energy, by driving a gas turbine, which can yield
efficiencies as high as 70%. [8] Fuel cells perform electrochemical reactions to
produce energy by combining a gaseous fuel (e.g. hydrogen) with an oxidising
species (e.g. oxygen), which reacts at the electrolyte to produce electrical power.
As long as the fuel cell is replenished with a continuous supply of fresh fuel and
oxidant, the device will continue to produce energy. Clean energy generation
can be achieved if the input fuel is sourced from carbon-friendly origin (e.g. hy-
drocarbons), or simply by avoiding carbon-based fuels altogether by using pure
hydrogen, thus avoiding the production of (CO,) entirely.

There are many different types of fuel cells, such as, Proton Exchange Mem-
brane fuel cells (PEMFCs), Direct Methanol Fuel Cell (DMFC), Phosphoric Acid
Fuel Cell (PAFC), Alkaline Fuel Cell (AFC), Molten Carbonate Fuel Cell (MCFC)
and Solid Oxide Fuel Cells (SOFCs). The fundamental differences between each
fuel cell is shown in Table 1.1. The main difference between SOFCs and other fuel
cells is that SOFCs use oxide-ions (O*") as charge carriers, whereas, other fuel
cells operate by proton or hydroxide conduction. The disadvantage of SOFCs
over proton and hydroxide conductors is the high working temperature where
this energy is an additional cost. On the other hand, such high operating temper-

atures mean that expensive electro-catalytic noble metals such as platinum are
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not required to mediate the reaction mechanism. The benefits of running reac-
tions at such high temperature will be reviewed later in subsection 1.3.5.

TABLE 1.1: An overview covering the different types of fuel cells.

Fuel cell DMEFC [9] PEMEC [10] AFC[11] PAFC [12] MCFC[13] SOEC [14]

Electrolyte Ion exchange Ion exchange Alkaline salt Phosphoric Molten Ceramic
membrane membrane solution acid carbonate

Temperature (°C) 20-90 30-100 50 - 200 220 650 600 - 1,000

Power range (W) 1-100 1-100k 500 - 10k 10k - IM 100k - 10M+ 1k - 10M+

Fuel CH;0H CH;0H, H;, H,, H,, H,, CO, H,, CO,

natural gas natural gas  natural gas natural gas natural gas

Charge carrier H* H* OH~ H* H2~ 0%

Anode Pt/Ru Pt Ni Pt Ni/CryO3 Nickel/YSZ

Cathode Pt Pt/Ru Ni/Pt/Pd Pt Ni/NiO Sr,La;_,MnOs/YSZ

Internal fuel No No No No Yes Yes

reform

Efficiency >40% 60% 60% 40% 45-65% 50-85%

1.3 Solid oxide fuel cells

Traditional first-generation SOFC devices are high temperature devices, re-
quiring extreme temperatures (800-1,000°C) in order to operate. They have been
successfully applied in cogeneration gas turbine systems with efficiencies as high
as 85%. Therefore, these extreme temperatures can be utilised once the fuel cells
are stacked up on an industrial scale, giving rise to hybrid SOFC gas turbine gen-
erators. These novel hybrid generators utilise the "waste" thermal energy to drive
a turbine which effectively recycles the thermal waste into beneficial electrical en-
ergy. [15]

A solid-oxide fuel cell is formed by combination of two electrodes, a positive
anode and a negative cathode. These electrodes are separated by a highly dense
ceramic layer of electrolyte material. The role of the electrolyte layer is to facilitate
the transportation of oxygen ions. A schematic of a typical SOFC is shown in
Figure 1.1.
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FIGURE 1.1: Schematic view of a solid oxide fuel cell.

The triple-phase boundary (ITPB) is a unique area within the SOFC which me-
diates the electrochemical reactions. This region is shown at the macroscopic
level in a SOFC in Figure 1.2 and at the atomic scale in Figure 1.3. The TPB is
the region in which the material interface (electrolyte and electrode) and gaseous
reactants (fuel and oxidising species) come into contact with one another to facil-
itate the electrochemical reaction. It is important to highlight that highly porous
cathodes are not limited to reacting only at the TPB. If the cathode material has
a highly porous structure allowing oxide-ions, electrons and protons to all freely
pass through the molecular lattice without being hindered; the rate of electro-
chemical reaction is no longer limited to the surface layer of the TPB. Hence,
increasing the region of the TPB will increase the rate of reaction.

These developments to cathode materials could significantly increase the rate
at which the electrochemical reactions are able to take place at and could lead to

greater efficiencies.
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FIGURE 1.2: Depiction of triple phase boundary in a solid oxide fuel cell.

Gas Pores Catalytic Electrode
Particles

/’\\

TPB’s

Electrolyte

FIGURE 1.3: "A simplified schematic diagram of the electrode/electrolyte

inter-face in a fuel cell, illustrating the TPB reaction zones where the catalyti-

cally active electrode particles, electrolyte phase, and gas pores intersect.”. Re-
produced from [16]

1.3.1 Anode

Fuel is constantly supplied to the anode layer where it diffuses towards the
electrolyte. At the anode-electrolyte interface, the fuel will electrochemically react
to produce electricity. As long as fuel is provided the reaction will continue to
produce energy.

Fuel, such as, methane or hydrogen is electrochemically oxidised yielding H*
ions. Many other fuels can be used in conjunction with the anode ranging from
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heavier hydrocarbons, such as, diesel and jet fuel to gasified coal along with a
vast array of different biofuels including methanol. [17]

The electrochemical oxidation reaction between the oxygen and the hydrogen
ions is exothermic, generating heat, as well as electricity. Water is considered as
the only waste product (Eq. 1.1).

2H, +20%" — 2H,0 +4e” — AH (1.1)

It is important that the anode has a high level of structural integrity so as to
prevent thermal or chemical degradation, despite operating in a high tempera-
ture environment and reducing atmosphere.

Furthermore, to ensure the efficiency of the anode it is essential that the chosen
material is highly conductive towards electrons and other ionic species that are
involved in the electrochemical reactions.

The anode must be porous so that the inlet of fuel can diffuse as fast as possible
towards the electrolyte where it will react. If the transfer of the fuel is hindered
then the kinetics of reaction are slowed down, lowering the electrochemical out-
put of the SOFC. It is understood that this is due to the theoretical value of the
triple phase boundary increasing due to the intrinsic relationship between active
surface area to volume. The available contact area where reactions take place in-
creases as the particle size decreases. They are highly conductive and thermally
stable at high-temperatures. This material also boasts excellent thermal expan-
sion properties at variable temperature. The anode is typically a composite of Ni
and the electrolyte YSZ. It is usually best for the YSZ to have a very small parti-
cle morphology in the series of nano-scale as it has been proven to improve the
anodes electrochemical capacity. [18]

1.3.2 Cathode

The cathode is a thin porous layer of conductive material. The cathode mate-
rial must be carefully chosen to ensure that a high level of electrochemical activity
is observed in order to split and reduce oxygen at a high enough rate. For this
reason the cathode, much like the anode, must be porous to allow for the mass
transportation of the oxidant towards the electrolyte where it will react. The cath-
ode is fed with a constant supply of the oxidant, usually air or oxygen. This fuel
will undergo electrochemical reduction at the cathode to form oxygen-ions as
shown in Eq. (1.2)

Oy +4e™ — 20*~ (1.2)
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Due to the chemical potential difference between the cathode and anode the
oxide-ions diffuse throughout the matrix of the cathode and across the electrolyte
where they react with the fuel supplied from the anode terminal. Therefore, ma-
terial thickness and porosity of the cathode is crucial.

Likewise it is important that the cathode materials have exceptional struc-
tural and thermal stability to avoid chemical or thermal degradation. Ideally the
solution to this problem would be to continuously run the SOFC stack at high
temperature, but during routine machine shut-downs this is simply not possible.

Cathode materials typically feature a composite of the electrolyte yttria-
stabilised zirconia (YSZ) and Sr-doped LaMnOj3; (LSM) or La;_,Sr,Fe;_,Co,O;_.
(LSCF). [19]

1.3.3 Electrolyte

The electrolyte layer is a highly dense layer of ceramic material that is able
to conduct oxide-ions. It is critical that any candidate material to be used as an
electrolyte in SOFC systems is able to allow for the diffusion of ionic species, but
absolutely under no circumstances be electrically conductive. Attention may be
redirected to Figure 1.1, which shows a typical SOFC schematic, if the electrolyte
were also electrically conductive then cell failure would occur due to a short cir-
cuit.

Once the oxygen-ions have diffused through the electrolyte layer to come into
contact with fuel at a triple-phase boundary, the overall electrochemical reaction
may occur is shown in Eq. (1.3).

2H5 + Oy — 2H50 + electricity + heat (1.3)

Due to the electrolyte being situated between both the anode and the cathode,
it must be able to resist the harsh environments of the oxidising as well as the
reducing atmosphere at the electrodes. In addition to this requirement, it must
also withstand the elevated temperatures that are utilised in SOFCs. As previ-
ously mentioned, the electrolyte layer facilitates the transportation of oxygen-
ions towards the triple phase boundary where the electrochemical reactions take
place. Consequently, the electrolyte needs to demonstrate a structure that it is
able to facilitate the percolation and conduction of oxygen-ions (O?~) throughout
the lattice. Otherwise, the operating capacity of the SOFC would be lowered as
the rate at which the ions are delivered to the triple phase boundary would be
significantly reduced.
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At current, SOFCs typically use YSZ, or lanthanum gallate doped with Sr and
Mg (LSGM, Lay sSrp 2Gag s3Mgo.1702.515) as the electrolyte to facilitate the conduc-
tion of charged species by a vacancy mechanism of conduction. SOFC materials
that work by vacancy mechanism contain vacancy defects, but these defects are
in fact advantageous to have. The defects in LSGM and YSZ electrolyte material
serve the purpose of introducing point defects in the lattice, which accelerate the
migration mechanism, allowing the charged species to systematically "hop" be-
tween vacant lattice sites. Without the vacancy of oxygen in these two materials,
the oxide-ions would not be able to propagate throughout the material via the
hopping mechanism. An example of vacancy conduction is shown in perovskite-
type structure (ABO;) in Figure 1.4, as well as, an atomic depiction of conduction
in LaGaOs in Figure 1.5.

o A Oxygen vacancy (0)
O B
© O

O Oxygen
vacancy (d)

FIGURE 1.4: "ABOj3 perovskite structure with oxygen vacancy and the asso-
ciated vacancy mediated migration mechanism in the BOg octahedra." Repro-
duced from [20]

FIGURE 1.5: "Schematic representation of the curved path for oxygen vacancy
migration in the Ga—O plane of LaGaO3." Reproduced from [21].

A great deal of research has already gone into improving the properties of
vacancy-mediated SOFCs. However, a relatively new alternative to vacancy con-
duction in SOFCs is the interstitial mechanism where oxide-ions are transferred
by the concerted rotation of tetrahedral units containing oxygen. [22] Novel lan-
gasite [23], apatite [1] [24] [25] and melilite [26] materials have all demonstrated
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interstitial oxide-ion conduction, which can be used as electrolytes in the SOFC
stack. The mechanisms governing how these materials work is conceptually dif-
ferent to those seen elsewhere in the literature where electrolyte materials all op-
erate under the same principle, a much explored vacancy mechanism.

The advantage of interstitial conduction, as opposed to vacancy mechanism,
is that the activation energy barriers are typically lower for interstitial migration
mechanisms. The consequence of this is that the transportation of the charged
species can occur at lower temperatures (<600-800°C), giving rise to the poten-
tial use in intermediate temperature solid oxide fuel cells (IT-SOFCs). [27] More
details are presented in 1.5.3.

An interstitial mechanism of conduction can be found in apatite-type material
La;o(GeO4)5(GeO5)O, (Figure 1.6), which contains mobile interstitial oxide-ions
that have been proposed to perform inter-tunnel diffusion.

trigonal bipyramids
Configuration B

trigonal bipyramids

inter-tunnel conduction path
Configuration A P

‘. o G
5 Y0 & O & = X ®
‘ ‘ ‘ (010) tunnel walls ‘

FIGURE 1.6: '"Proposed inter-tunnel migration path for oxygen in
La19(GeO4)5(GeOs5)O,. The two configurations (A and B) of the GeOs trigo-
nal bipyramids (grey) are emphasized on the left and right, where the com-
plete framework is shown. In the central portion of the drawing all the sta-
tistically occupied germanium (Ge3/Ge3a) and oxygen (012, O13, O14) sites
are included to demonstrate the feasibility of creating an ion migration path-
way (yellow band). Note that O12/012a is displaced towards the centre of
the tunnel with ion movement proposed to take place through a saddle-point
between the O13 atoms." Figure reproduced from [28].

1.3.4 Interconnect

Each individual SOFC can be connected together in series to one another using
an electrically conductive material known as the interconnect. The interconnect
must be an good conductor of electricity. It serves the purpose of connecting the

individual cells together to create what is known as a fuel cell stack (Figure 1.7).
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~Anode

Flectolyt

Cathode

FIGURE 1.7: Solid oxide fuel cell stack diagram.

The interconnect is typically made from a ceramic material and is required to
have high structural stability to prevent chemical and thermal degradation. This
is particularly true as it is in contact with both oxidising (anode) and reducing
(cathode) environments at high temperatures. An alternative to a ceramic inter-
connect is to use metallic alloys and composite materials as they are resistant to
the chemically harsh environments that they are required to operate under. The
interconnect should also be resistant to the permeation of oxide-ions and protons
to prevent the fuel and oxidiser mixing

1.3.5 Fuel

The usage of high operating temperatures does have some advantages, such
as, preventing material failure from fuel cell poisoning that can build up over
time. Fuel cell poisoning occurs when “dirty fuels”, e.g. those rich in sulphur
impurities, are used. These temperatures also prevent the leakage of harmful
gases, such as, carbon monoxide (CO) as the temperatures allow it to also be
used as a fuel and be converted into CO,. [29] [30] [31]

The electrodes inside SOFCs are susceptible to undergoing oxidation reactions
with the interconnect material, causing oxidation of the electrodes to occur which
usually increases the resistance and reduces the amount of electrochemical activ-
ity as access to the TPB becomes hindered. While SOFCs are resistant to chemical
poisoning of the anode layer by chemically-induced degradation, they are still
very vulnerable and care must be taken when considering which fuels to use.
SOFCs utilise fuels such as methane, liquefied gas, biogas, gasoline and diesel.

These fuels are well known to contain trace impurities of sulphur compounds.
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Other such impurities include ammonia, siloxane, halogen gases, and aromatic
compounds. Dependant on the choice of fuel, different impurities will be present.

Ammonia (NH;) poses a much lesser problem, to the operation of SOFCs
when compared to the other impurities. This is because ammonia molecules are
naturally oxidised within the stack to nitrogen (N;) and water (H,O). Addition of
ammonia (up to 5,000 ppm) therefore does not cause any appreciable degradation
to cell performance. [32]

Instead, sulphur impurities cause the most problems alongside siloxanes.
Even in concentrations as low as 1 ppm, sulphur impurities can cause the forma-
tion of Hydrogen sulphide (H,S), which in addition to being highly toxic, can also
degrade SOFC efficiency. This toxic gas is the main sulphur compound produced
from “dirty” hydrocarbon fuels when used in conjunction with the operating tem-
peratures of SOFCs (800-1000°C). This agrees with thermodynamic calculations,
predicting the presence of H,S as it is the most thermodynamically stable com-
pound under these conditions of SOFCs. In addition to this, Ni;S, can be formed
as the fuel cell reacts with H,S leading to degradation problems. [33]

Typically, HyS poisoning will induce a degradation in cell performance of
about 10% in the presence of just 1-5 ppm H,S. The cell will continue to operate at
a quasi-steady-state. If the fuel supply containing the H,S impurity is removed,
the fuel cell is able to recover if elevated back to high temperatures. However,
irreversible cell damage occurs at lower temperatures due to the sulphur impu-
rities becoming deposited on the electrodes. [34] This effect slows down the dif-
fusion of fresh fuel towards the electrolyte and also inhibits active surface area
across the electrolyte, where the reactants would otherwise be reacting. The ex-
tent to which sulphur poisoning can occur and degrade the fuel cells was found
to be more dependent on the total sulphur content present in the fuel, and not
reliant on the partial pressure of disulphur at equilibrium. [29] Therefore, H,S
impurities on the surface layer of the anode can be inhibited if the operating tem-
perature of the SOFC is driven higher.

Siloxane impurities are typically found in biogas that has been reformed from
sewage waste. High rates of cell degradation are observed in Ni-YSZ anodes
when the content of siloxane is in the ppb range. The silicon atoms present within
the siloxane are able to condense out from the fuel and form silicon dioxide (SiO,)
deposits where the anode and interconnect layers come into contact, thus block-
ing these sites (Figure 1.8).

Hydrogen chloride (HCI) is also found as a trace impurity within fuel. How-
ever, it was found that injecting 1 ppm of HCI did not have any appreciable im-
pact to the cell voltage. [36] [37]



Chapter 1. Introduction 12

) _ Si(OH), = 5i0,(s) + 2H,0
@ =5i0, deposit

Interconnect
Anode outlet @ 9 0 .
—a Gas channel < — Anodeinlet
& ® 000

[(CH3 )2510]4(8) + 20H,0

Anode current collector
= 45I(0H), () + BC0 + 24H,

Anode support H_z H,0
layer Si(OH), e

&

Mi Ni SI(OH]), = S$10,(s) + 2H,0

F

Anode active layer | yes @ ®ysz

(TPB) Ni

Electrolyte I o*
YsZ

FIGURE 1.8: "Proposed mechanism for Ni anode degradation from siloxane
decomposition with silica deposits on the interconnect and anode." Figure re-
produced from [35].

Chromium poisoning of the cathode can also occur if the interconnect material
contains chromium. In order for metallic materials to be chosen as the material
for the interconnect layer, they must have a high level of thermal stability as they
are exposed to elevated temperatures. This is usually achieved by having a high
level of chromium present within the material. The extent to which chromium
can be deposited at the cathode was found to be correlated with cathode polari-
sation. Higher cathode polarisation induces higher amounts of chromium depo-
sition at the cathode. The chromium becomes deposited at the surface interface
between the cathode and electrolyte layer, significantly reducing the operating
performance of the SOFC stack. [38] It was found that coated ferritic stainless
steel is able to prevent the evaporation of chromium. Crofer 22 APU is made
up from an alloy of chromium and iron which forms a protective coating on the

interconnect. [39]

1.3.6 Theoretical optimisation of SOFCs

Particle size has a significant impact on the properties of SOFCs. Smaller parti-
cle sizes in the series of nanocrystalline grains can offer enhanced conductivities.
Particle size can be reduced by ball milling, which can take advantage of the ef-
fect of Zener pinning, which describes the effect by which particles of smaller
size have a higher pinning pressure. The pinning pressure is the ability of a parti-
cle to inhibit grain boundary movement, thereby improving SOFC performance.
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[40] In addition to this, as the particle size decreases, the total volume of the TPB
increases. Hence, the kinetics of the reaction are improved as the electrochem-
ical reactions can take place at a faster rate, thereby increasing cell output and
efficiency. [41]

Secondly, the three-dimensional arrangement of particles is also of impor-
tance. If atoms are coherently aligned in the same plane of the ground bound-
ary, then it might be possible to synthesise new materials with superior electronic
conductivity. [42]

Furthermore, producing phase-pure structures with columnar structures has
the potential of providing a path of least resistance to the diffused ions assum-
ing they travel through the aligned columns, which would improve the electrical
properties of the stack.

Finally, if the distance that the ionic species has to travel from anode to cath-
ode is reduced, greater current densities and electrical storage capabilities can be
obtained. This is because the cell resistance will be proportional to the resistivity
of material and henceforth, the length. This is Pouillet’s law of resistance (Eq. 1.4)
where 6 is thickness and ¢ is the measure of conduction. Hence, by reducing the
distance which the ions must travel, we can reduce the internal resistance and
improve the operating capacity of the fuel-cell stack. Therefore, methods such
as thin film deposition of the electrolyte layer can drastically improve the SOFC

stack performance and reduce activation energies. [43] [44] [45]

R(Q)) = ° (1.4)
o
Therefore, designing SOFCs with improved ionic conductivities would al-
low the operating temperature of the stack to be lowered, giving rise to next-
generation IT-SOFCs (intermediate temperature). The lower the operating tem-
perature, the more economically viable the IT-SOFCs become.

1.3.7 Summary

The effective combination of the anode, electrolyte, cathode and interconnect
is collectively identified as the SOFC stack. Fuel cells can differ greatly in physical
design as well as a versatile range of material combinations amongst the differ-
ent electrode and electrolyte materials, which can allow for the optimisation of a
system dependant on which type of fuel is used.

Clearly, it is important for both the anode and cathode materials to be excep-
tionally stable not only at high operating temperatures, but also within their own

oxidising or reducing atmosphere respectively. In addition to this, it is important



Chapter 1. Introduction 14

that these materials can transport the the oxide-ion species throughout the cell.
Otherwise, the rate of electrochemical conversion will inevitably decease if the
rate of percolation is hindered. [46] [47]

1.4 Oxide-ion conductors

Currently, the primary problem with SOFCs is the high operating tempera-
ture (800-1,000°C). As a result, a great deal of material research is now focused
on designing IT-SOFCs with lower operating temperatures in the region of 500-
750°C. [48] usage of lower operating temperatures would confer greater cell ef-
ficiencies and reduce material instabilities by exposing them to lower operating
temperatures. [49] However, ionic conduction in SOFCs is reliant on the thermal
activation of conduction through the ceramic electrolyte layer. [50] Therefore,
it is crucial that materials with lower activation energy barriers are identified if
competitive ionic conductivities are to be obtained for application in IT-SOFCs.

A wide range of other oxide-ion conducting materials have been proposed for
use as solid electrolytes in IT-SOFCs (Figure 1.9). Both perovskite-type LSGM
and oxygen-excess melilite materials have demonstrated competitive ionic con-
ductivities within the intermediate temperature range, although the latter mate-
rial has been researched considerably less, allowing for further optimisation of its
conductive properties.
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FIGURE 1.9: "Comparison of bulk conductivities for BagMoNbOs 5
and other ionic conductors. Shown are Zrgg2Y0.0s01.96 (YSZ, [51]),
Lao‘gsro‘lGaothgo‘QO;; (LSGM, [52]), LaQMOQOQ (LAMOX, [53]),
Na0,5Bi0,5T103 (NBT, [54]), La1,54Sr0,46Ga307,27 (Melilite, [22]), BaQIn205
(BIO, [55]) and NdBalnO4 (NBIO, [56])." Figure reproduced from [57].

In addition to these materials, fluorite-type (AO,) gadolinium doped ceria
(GDO, Ce9Gd(10,_s) is another electrolyte which may be useful for applica-
tion in IT-SOFCs. [58] [59] CGO exhibits ionic conductivities greater than YSZ,
but above 600°C its conductivity is not purely ionic. [60] LAMOX presents an
interesting scenario because it undergoes a phase transition at 580°C from «-
La;Mo,0Oy, which is a poor oxide-ion conductor, to obtain its highly conduc-
tive cubic phase 3-La:Mo0;Oy. However, LAMOX still faces material concerns
as these phase transitions induce volume strain and it is not stable in reducing
environments. [61] [62] Recently, dysprosium and tungsten-stabilized bismuth
oxide (DWSB, Dy 0sW.04Big ss01.56) has been synthesised and shown to exhibit
ionic conductivities of 0.57 S em~! at 700°C and and 0.098 S cm~! at 500°C. [63]

Furthermore, apatite doped with silicates and germanates are of great inter-
est as they have also been shown to exhibit competitive activation energies and
high ionic conductivities. [64] [25] [65] We previously reported on apatite-type
La;o_,Sr,GesO7_,, which was found to accommodate a wide range of different
dopant materials. [1] Our computational study highlighted that the structure
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would readily accept divalent, trivalent and tetravalent ions being doped into
the lattice at the Sr, La and Ge sites. We also reported two interstitial mechanisms
of oxide-ion conduction in oxygen-excess apatite-germanate Lag 157511 333GesOa4
(Figure 1.10), the oxygen transport mechanism is shown in Figure 1.11. Further
experimental work is required to further confirm our computational analysis on
this family of materials.

FIGURE 1.10: "Apatite structure of oxygen-excess Lag 1675r1.833GesO24 viewed

down the c-axis showing tetrahedra of GeO,. The black rectangle has been

added to indicate a unit of GeOs whereas the red hexagon to indicate the pres-
ence of the interstitial marked O4." Reproduced from our previous work. [1]
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FIGURE 1.11: "Sx2 mechanism of interstitial oxide-ion species in

Lag 1675r1.833GegO27  germanium apatite. Mechanism 1 facilitates the

movement of the interstitial oxide-ion through a concerted pendulum move-

ment through the tetrahedron, whereas mechanism 2 exhibits a rotation in the
bc-plane." Figure reproduced from our previous work. [1]

Finally, attention is drawn towards the family of langasite materials, which
is a more recent discovery, with respect to its conductive properties being re-
searched. Single crystals of germanium and silicon doped langasite materials
(LagGasGeOy4, LazGasSiO14) were successfully grown by the Bridgman growth
method many years ago. [66] [67] However, only in recent years have these ma-
terials been made to exhibit proton conduction [68] and oxide-ion conductivity.
[23]

1.5 Melilite

Melilite-type ceramic electrolytes have attracted much attention recently due
to their ability to exhibit competitive ionic conductivity of oxygen at intermedi-
ate temperatures. Therefore, melilite materials are possible candidates for use in
IT-SOFCs. They have been found to exhibit interstitial mechanisms of ionic con-
ductivity, which is an alternative method of conduction in SOFCs. Traditional
electrolytes work by vacancy conduction, whereas novel oxygen-excess melilite
works by an interstitial mechanisms. [22] Fuel cell technology has typically fo-
cused on YSZ and LSGM which conduct by a vacancy mediated mechanism of
conduction. [69] [70] These materials and the associated mechanisms of conduc-
tion have already been researched for many decades (see 1.3.3). In contrast to
this, interstitial mechanisms are still relatively new and under-explored. The in-
terest in interstitial materials is that they may offer lower activation energies than

those observed in vacancy mechanism.
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1.5.1 Crystal structure

Melilite-type materials crystallise into space group P-42;m and adopts the
general formula of ABC30;, where A is a trivalent lanthanide cation, B is a di-
valent alkaline-earth and C is typically a trivalent metal ion such as gallium.
[71] The crystal structure of oxygen-excess Laj 50Sro 50GasOr.25 is shown in Fig-
ures 1.12 and 1.13 where alternating layers of cationic sheets which feature eight-
coordinate lanthanum and strontium ions are separated by tetrahedral layers of
GaO;. The tetrahedral units of GaO, combine along the horizontal plane to form
a series of rings adjacent to one another in the shape of a pentagon. These rings
form a tunnel when viewed through the c-axis.

=y @
W o
= w

FIGURE 1.12: Oxygen-excess melilite structure of La; 505r9.50GazO7.25 viewed
down the ab-axis. Colour scheme: cyan (lanthanum), yellow (strontium),
blue/green tetrahedra (gallium) and oxygen (red).
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FIGURE 1.13: Oxygen-excess melilite structure of La 50Srg.50GazO7.25 viewed
down the c-axis. Where La (cyan) represents the A site, Sr (yellow) the B site
and Ga (blue/green tetrahedra) represent the C1 and C2 sites respectively.

1.5.2 Properties

The parent compound in melilite-type LaSrGaz;O; shows insulating behaviour
with respect to ionic conductivity, but it can be doped to obtain the highly con-
ductive oxygen-excess composition. Conduction is made possible by introducing
additional oxygen atoms into the structure which would not usually be present
in the structure, although charge neutrality must still be adhered to. Substitu-
tion of La*" ions in favour of Sr** cations can be achieved as they are of similar
size. These substitutions have been shown to favour the preferential incorporate
of La*" and the formation of interstitial oxide-ions, as shown in Eq. (1.5) and
(1.6). In contrast to this, the formation of a Frenkel oxygen defect was found to
be high at 4.76 eV, suggesting the formation of oxygen vacancies is significantly
less favourable as its defect formation energy is much higher than those shown
below. [72]

LayOs + 251, — 2Ldy, + O, + 2870 (2.67eV) (1.5)

2570 + 2Laj,, + Of — 251y, + Vo + LaxO3 (3.15eV) (1.6)

Therefore, doping can be performed to obtain the oxygen-excess phase
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Lay 5051¢.50GasO7.25, which contains mobile interstitial defects giving rise to com-
petitive ionic conductivities (0.02-0.1 S ecm™! over 600-900°C). [26] [22] This ma-
terial is understood to be conductive due to the gallium tetrahedra undergoing
reversible coordination from a tetrahedral state to trigonal bipyramid one, revert-
ing back to the original tetrahedral state once the oxide-ion is conducted through
into an adjacent lattice site. [22]

1.5.3 Interstitial defect models

The exact mechanism of conduction along with the location of the interstitial
oxide-ion are for the most part, still poorly understood. However, the exact lo-
cation of the interstitials within the structure has not yet been determined. Two
models (Figure 1.14) have been proposed to describe the local atomic bonding
around the areas in which the interstitial oxide-ion is proposed to be located
in oxygen-excess materials, such as, Laj 54510 46GasOr.27. The interstitial defect
exhibits itself as a non-bridging oxygen amongst the framework of tetrahedral
GaOy units, which is rather rare, as metal-oxides are usually rigid. Conduction
of these interstitial oxide-ions is made possible through transport active tetrahe-
dra of GaO, units. Model A has been refined by neutron diffraction data [22],
whereas, model B has been found to confer a greater amount of lattice relax-
ation about the interstitial oxide-ion (0.66 eV). [72] The PDF refinement of neu-
tron diffraction data was unable to unequivocally conclude whether or not model
A or B was better at describing the local defect environment about the interstitial
oxygen. [73] This was due to both models improving the fit. These models are
introduced later in Chapter (4).

A B
Gal (d) o
Ga2 (b o3
Foe
ie) Ga? (c) Ga2

FIGURE 1.14: "Models A (left) and B (right) for La; 505r0.50GaszO7.25." Repro-
duced with permission from [73]
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1.6 Thesis objectives and aims

The objective of this project is to combine X-ray Absorption Spectroscopy
(XAS) with atomistic simulations to resolve the local atomic environments in
melilite-type oxide-ion conductors of interest for application in SOFCs. Secondly,
we aim to model oxide-ion diffusion in these melilite-type materials and obtain
their conductivity profiles at variable temperature. By doing this the activation
energies and reaction mechanisms can be obtained.

Here we present a series of doped melilite materials which have been com-
puted to facilitate oxide-ion conduction by a cooperative interstitial mechanism.
We aim to isolate these interstitial oxide-ion interstitials experimentally using
XAS and to simultaneously obtain theoretical proof of them computationally by
modelling these local environments by means of geometry optimisations, fre-
quency and molecular dynamics simulation.

The reason for interest in these materials is that they possess the prospect of
being a new and innovative method for conducting oxide-ions leading to applica-
tion in clean energy generation. By resolving the local structure we aim to under-
stand how the conduction mechanism is made possible for the interstitial oxide
ions. This will help progress future research into designing novel electrolyte ma-
terials to accelerate next generation functional materials design and synthesis.
This can only be achieved once the local structure and mechanisms of conduction
are fully understood.

The aim of this thesis is to address the problem of exactly how does interstitial
oxide-ion diffusion take place in melilite-type materials. Two different scales of
magnitude have been chosen to shed light on this problem. Quantum mechanical
simulations have been utilised to evaluate how the local structure accommodates
the cooperative displacement of the interstitial mechanism by measuring bond
distances and bond angles. Molecular dynamic simulations have been performed
to obtain the diffusion, and hence, conductivity profiles at variable temperatures.

The data we obtain from quantum mechanical simulations will help us to un-
derstand how oxide-ion conductivity is made possible within the local structures
of these materials whilst the molecular dynamics calculations will shed light on
how the macrostructure reacts to such changes when the structures are heated
up in the presence of these interstitial oxide-ions. We seek to understand how
these IT-SOFC materials can accommodate interstitial oxide ions and allow them
to become ionically conductive by running computer simulations at the atomic

level.
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Computational Methodology

"The more progress physical sciences make, the more they tend to enter the
domain of mathematics, which is a kind of centre to which they all converge.
We may even judge the degree of perfection to which a science has arrived by
the facility with which it may be submitted to calculation.”

— Adolphe Quetelet,

2.1 Introduction

This chapter discusses each of the computational methods used to advance the
research presented throughout this thesis. The aim is to justify the purpose of the
technical methods and discuss their significance to this work.

In this study both ab initio and molecular dynamic simulations have
been employed to examine oxygen-excess melilite-type structures, such as
La; 5510 5GasOr7.95. Ab initio simulations have allowed us to derive ground state
geometries and evaluate the local structure around interstitial defect sites. The
models derived from the ab initio calculations have been used as computational
references to refine the structural model using XAS data. The interatomic molec-
ular dynamics simulations are used to establish the oxygen diffusion pathways
in the oxygen-excess structures. Both techniques are used to assist in the inter-

pretation of experimental data.

2.2 Solid-state quantum simulations

The aim behind running these simulations is to accurately perform solid-state
calculations to a high precision. Ab initio calculations do not describe systems
in a traditional sense where they have atoms and bonds. Instead, the system
is described by assigning nuclei with points of mass and charge in the form of

electrons.

22
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Quantum mechanical simulations are computationally expensive and require
large amounts of computer resources. As the amount of electrons increases, time
of simulation grows exponentially. Thankfully, exponential growth to the sum
of transistors per square inch on integrated circuits has occurred, as originally
observed by Moore’s law [74]. This is conceptually of great importance for com-
putational chemistry as with each passing decade since the 1960’s, the limitations
of what computational chemistry can do has grown by many magnitudes as the
computing power and speed has increased.

The development of computational techniques for running chemical simula-
tions has revolutionised how we perform scientific research. The computer can be
used to postulate theorems which can then tested experimentally, or alternatively,
to model experimental observations. With computer modelling various experi-
mental observables can be calculated, such as, X-ray diffraction (XRD), electronic,
geometric and transition state structures and it is also widely used in drug dis-
covery amongst many more applications. This is especially useful in predicting
material stability with respect to radioactive waste storage where material stabil-
ity is a critical concern. Such an experiment in the real world could take decades
to conclude its findings, which would be incredibly time consuming and present
various economical downsides alongside potential exposure to severe safety haz-
ards.

Simulations can be performed on various sizes of scale. The smallest of sys-
tem sizes can deal with elementary quarks at 107'° m; but such simulations are
enormously expensive. A step up from that in scale we have ab initio quantum
mechanical simulations in the region of 107 m, which could feature a single
diatomic molecule of hydrogen or a small cluster of a couple hundred atoms in
the system being simulated. These simulations can continue to expand in length
and time all the way up to semi-empirical quantum mechanics with thousands
of atoms. The next step includes interatomic simulations with hundreds of thou-
sands particles, followed by macroscopic continuum models dealing with Avo-
gadro’s number. A depiction of the relationship between system size and time

scale is shown in Figure 2.1.
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FIGURE 2.1: Relationship between simulation scale and the time scale.

It is important to note that with each change of magnitude we observe a fun-
damental difference between the laws governing each simulation. Continuum
models place importance in the laws of energy conversation, whereas smaller
scale interatomic potential calculations shift focus towards the classical laws of
physics using the Newtonian laws of motion. Thus, the simulation scale is a crit-
ical decision to think about before any simulation is performed. Therefore, the
best magnitude of scale is the one which can compute the properties of interest
to an appropriate accuracy and precision without introducing excessive compu-
tational costs.

CRYSTAL14 (described in section 2.6) is the ab initio simulation package used
to perform the quantum mechanical simulations in this study [75]. CRYSTAL14
can compute geometrical and electronic structures as well as vibrational, mag-
netic, elastic, piezoelectric, and vibrational properties. The calculations can be
done in various dimensions such as, nanotube (1D), slab (2D) and crystalline
(3D). The program computes the properties of materials in the solid-state by using
quantum mechanics to arrive at solutions within Hartree-Fock, density functional
theory (DFT) or hybrid approximations [76].

Quantum theory allows for the energy of a molecule to be determined by solv-
ing the time-independent, non-relativistic Schrodinger equation (Eq. (2.1)). [77]
The equation stipulates that when the Hamiltonian operator, H, acts on a certain

wave function, U, the eigenfunction for a given Hamiltonian of the electrons has
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an outcome proportional to the original value of the wave function, then the sys-
tem is in a stationary state. This means that the energy of the system is now the
proportionality constant and equal to the energy of state ¥ [78].

HU = FU (2.1)

This information can be used quantitatively to make predictions as to the ma-
terials properties. However, as mentioned previously, approximations need to
be introduced in order to solve the complex N-body Schrodinger equations to
extract meaningful system properties (e.g. volume and bond distances). Exact
solutions are obtained by introducing Hartree-Fock and Kohn-Sham Hamiltoni-

ans.

2.3 Schrodinger equation

The aim of running quantum mechanical simulations is in essence, to obtain
an approximate solution to the Schrodinger equation. For a many particle sys-
tem, the Hamiltonian in the time-independent Schrédinger Eq. (2.1) accounts for
five energy contributions within the system. These energy contributions are the
the sum of kinetic energies possessed by both the electrons and nuclei, the inter-
actions between the electrons and nuclei and finally, the inter-electronic nuclear
repulsion. This gives Eq. (2.2) where & is Planck’s constant partitioned by 27, m,
is electron mass, my, is the mass of nuclei, Z is the atomic number for the nuclei,
e is the electronic charge, i and j are electrons, k and [ are the nuclei, and r;; is the

distance between two different particles i and j, V? is the Laplacian operator.

. K2 eZ e? A
H:_Z%w Ek:Q_mkvz ZZ - +;TU+Z (2.2)

(2

The Laplace operator is a second order differential operator that is used to de-

scribe the Cartesian coordinates in Euclidean space, see Eq. (2.3).

P R
2 _
Vi = (5)(2 Tt 522> (2:3)
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Therefore, the wave function possesses the atomic coordinates for all of the nuclei
(ry) and electrons (r,,) within the system, as expressed in Eq. (2.4):

\IJ(RDR%-'-’RN:TI?T??"'7rn) (24)

With this knowledge we can now transform Eq. (2.1) into Eq. (2.5) as the wave
function contains all of the atomic coordinates of the nuclei and electrons.

~

HY(R,r) = EV(R,7) (2.5)

Taking into account that the mass of the nuclei is far larger than the mass con-
tributions from the electrons, a further approximation can be introduced lead-
ing to the assumption that the nuclei are essentially frozen in place. This is due
to the Born-Oppenheimer (BO) approximation where the extreme difference in
mass between a nucleus and electron allow for the motion of the nuclei and elec-
trons to be separated apart into Eq. (2.6) and Eq. (2.7). This gives each indi-
vidual contribution by factorising the wave function into the electronic ()g(r))
and nuclear (®(R)) parts. The vibrational wave function acts upon only nuclear
coordinates. This contribution depends upon both the vibrational and electronic
quantum states. Whereas, the electronic function requires both the nuclear and
electronic coordinates but only depends on the electronic quantum state contri-

butions.
\I]Total = welectrom’c X wnuclear (26)

U(R,r) =1gr(r) x ®(R) (2.7)

This approximation means that only the electron contributions are required in
the wave function in order to solve the Schrodinger equation. The wave function
in Eq. (2.4) can, therefore, be written as Eq. (2.8).

U (ry, 72,y Th) (2.8)

Thereby, the time-independent, non-relativistic form of the Schrodinger equation
is given by Eq. (2.9).

FI@/}R(Tl,rg,...,rN) = FEYgr(ri,re,...,TN) (2.9)

The Hamiltonian contains the information for the many-body electronic wave
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function to be solved. Solving a certain wave function will give the total energy
for that certain state. The Hamiltonian is made up from the kinetic energy oper-
ator (T), the external potential that acts on the electrons (Vezt), and the electron-
electron self interaction (f/@e), is explained in greater detail in section 2.5 of this
chapter.

H=T+ Vo + Ve (2.10)

Finally, the Hamiltonian that was introduced previously in Eq. (2.2) can be modi-
fied by eliminating the kinetic energy contributions. This is done by setting the ki-
netic energy for the nuclei to zero as previously justified, to give Eq. (2.11) where
the terms present represent the kinetic energy contributions from the electrons,
the electronic attraction between nuclei and electrons and the inter-electronic and

inter-nuclear repulsion.

E@:{—ZH—QV?—ZZQQZ’WZG—T\IJ (2.11)
- 2m. Tik Tij

ik v ij

This equation helps us understand the physical basis of how ab initio calcula-
tions work. The next step involves understanding the Hartree-Fock (HF) approx-

imation and why it is significant in computational simulations.

2.4 Hartree-Fock

The Hartree-Fock (HF) approximation gives us a method to solve the
Schrodinger equation. This gives an approximate value of energy and a solu-
tion to the wave function for an N-body quantum system, given that it is in a
stationary state with a single and definite energy.

The HF method approximates the N-body wave function of the system by ap-
proximating it with a Slater determinant to describe spin-orbitals. The Slater de-
terminant is a mathematical expression that is used to describe the wave function
of a system with more than two fermions. [79] Eq. (2.12) shows a two electron

system with the orthogonal wave function z; and .

Y(z1, w2) = x1(z1)x1(22) (2.12)

This two electron system must satisfy the Pauli exclusion principle, where two
non-interacting, yet identical fermions cannot occupy the same quantum state
simultaneously. [80] The significance of this principle is that it is forbidden for
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two electrons with a half-integral spin to share the same quantum number within
an atom, see Figure 2.2, which demonstrates this rule where anti-symmetry of
the electrons in the system is required as the probability of finding either electron

must be indistinguishable.

lEﬁnti—st

FIGURE 2.2: Representation of the symmetric and anti-symmetric functions in
a two-electron system.

The physical sense of this statement is that two electrons are forbidden to exist
in the same atomic orbital as electrons are a type of fermion, which have integer
spins (e.g. photon). This knowledge allows for the mathematical transformation
of Eq. (2.12) to account for anti-symmetry to give Eq. (2.13), which is known as
the Hartree product

U(xy,x9) = =V (21, 22) (2.13)

Without this introduction of anti-symmetry, the Hartree product would be
incorrect, as shown in Eq. (2.19) where the anti-symmetric term is not obtained

in the deviation:

U=y (1)0y(2) (2.14)
H=H +H, (2.15)
HUy (1) = Ey04 (1) (2.16)
HyUy(2) = B,0y(2) (2.17)
HY = (Hy + Hy) U, (1)T5(2) (2.18)

HU = H U, (1)Ty(2) + HyWy (1)Ty(2) (2.19)
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To correct this, the linear combination of Hartree products is performed,
where the coefficient is the normalisation factor. Performing a linear combina-
tion through the Hartree product eliminates the distinguishable nature between

the two electrons.

(w1, 29) = %{Xl(xl)XQC'b) — x1(z2)xa2(71)} (2.20)
—U(z1,22) = —L{—Xl(ﬂfl)Xz(%) — x1(z2)x2(71)} (2.21)

V2

To account for a many-fermion system of N-electrons, the ground state energy
can now be approximated by writing it as a determinant. The Slater determinant
is shown in Eq. (2.22). [81] This approach obeys the principles of anti-symmetry
in which the HF method operates. Thereby, the HF method describes a given
systems entire set of N-electrons with a single Slater determinant, ¢gp.

Xq(7) Xo(#) ... Xpy(4))
Xi(73) Xo(Z) ... Xn(2s

QbSD:\/% ( ) ( ) N( ) :g’o%quF (222)
Xl(fN) XQ(ZEN) XN(fN>

The expression in Eq. (2.22) can be computed by means of variational princi-
ple to find an approximated guess of ground state energy. This is done by starting
off with a "trial" wave function to compute the closest approximation of ground
state energy, see Eq. (2.23) where E, is the ground state energy, ¥, is the ground
state wave function and Fg is some approximation of ground state energy. The
approximated energy, Es, will always be greater or equal to the real ground state
energy, see Eq. (2.26). Therefore, the best possible approximation is achieved once

the derivative of Fy and some parameter () is zero, as expressed in Eq. (2.27).

HY, = E,0, (2.23)
< \I/0|I:I|\I/0 >
=227 2.24
0 < O|D > (2.24)
< OIH|® >
Ep = < ®lH]® > (2.25)

< DD >
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Es > Ey (2.26)
dEg()\)

Epin = = 2.27

™ 0 (2.27)

This procedure is know as the Self-Consistent Field method (SCF) (see figure
2.3) and is repeated until the calculation meets convergence criteria from which
system properties such as energy are obtained. This methodology is also used in
DFT calculations.

Input 3D atomic
coordinates

\ 4

Initial "guess" of the
wave funciton

\ 4

Fock Matrix
Formation (

\ 4

Diagonalise Fock
matrix for eigenstates

No
Has SCF converged? o’

* Yes

Calculate system
properties

FIGURE 2.3: Self-consistent field, as used in the Hartree-Fock method.

The complexity of solving the Schrodinger equation begins with the foun-
dations in which quantum mechanical behaviour is understood to exist. The

Heisenberg uncertainty principle presents a fundamental problem in quantum
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mechanics. The precision of any analysis on a quantum system is inherently lim-
ited from the very moment a particle is observed, giving rise to an uncertainty in
the measurement. The act of observation introduces photons to the electron being
observed, thereby increasing the electrons momentum. Thus, the more informa-
tion that is known regarding the precise location of an electron, simultaneously
precision is lost regarding its momentum and vice versa. Therefore, the exact
location of an electron is unknown, as shown in Eq. (2.28).

AzxAp >

B | St

(2.28)

This highlights how important the Schrédinger equation is as it is able to de-
scribe the evolution of the wave function of a particle. Previously, a Slater deter-
minant was introduced, which assists in the description of the location of elec-
trons as a probability density functions shown in Eq. (2.29), where r is the radial
distance between an electron and the core of an atom acted upon a specific wave
function.

o) = ()P (2.29)

From Eq. (2.29) it is seen that it is not possible to account for multiple electrons
being present in the calculations. Given that the electrons are described using
probability density functions, Slater type orbitals (STOs) can be assigned. These
STOs allow the user to describe the electrons as having Gaussian-type orbitals.
[82] Essentially, they are “probability density clouds’ (Figure 2.4). The chance of

finding an electron falls off exponentially as a function of radial distance.

4 GTO
31GTO

2GTO

1GTO

FIGURE 2.4: Representation of a 1s STO in comparison with different GTO
strengths varied from 1-4 linear combinations.
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The final approximation within the HF method is that the electron is inter-
acting with an average electronic field. The consequence of assigning a global
average to describe the electronic field in a quantum system is that electronic
correlation among the electrons is missing. Electronic correlation refers to the
amount by which an electron has its movement influenced by the other neigh-
bouring electrons in the system. The HF method describes wave functions us-
ing a Slater determinant which assigns the electrons with an averaged charge
distribution. However, the electron-electron interaction causes repulsion by the
inverse-square, as governed by Coulomb’s law. Instead, in the HF method an
averaged repulsion is experienced between the electrons in the charged cloud. For
this reason, the HF method tends to fail at modelling the weak intermolecular
force of instantaneous dipole-dipole attraction (London dispersion force). This
occurs because as electrons move around in their orbitals it causes the adjacent
electrons in other atoms to become repulsed, however, due to the lack of electron
correlation the HF method is unable to express this phenomena. This drawback
leads to the Hartree-Fock limit expressed in Eq. (2.30). The Hartree-Fock limit
is the lowest possible ground state energy at the upper bound limit, which can
be obtained by the self-consistent field after it has performed optimisation by
the variational principle. The HF limit represents the upper bound in energy of
a systems’ ground state for a given Slater determinant with an infinite basis set.
Therefore, the true experimental energy is systematically under-estimated during

calculation.

Ecorr = €exact — Ef (230)
HF

A conceptual difference in the DFT method is that some measure of electronic
correlation is included, but not enough to give rise to a global electronic correla-

tion.

2.5 Density functional theory

Density functional theory can be used to describe an N-body quantum sys-
tems electronic ground state. [83] These many-electron systems are evaluated by
assigning a universal functional operating on the function of the electronic den-
sity Eq. (2.31).

I:I\I/R(rl, Iy, ...,tn) = EUg(r, 19, ..., TN) (2.31)

The DFT method solves the many-body problem by describing a quantum
system in terms of electron density (Eq. (2.32)), instead of using a wave function
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to describe the electronic ground state as used in the HF method. The Hamil-
tonian operator, H, contains all the information for the N-body problem to be
solved. The Hamiltonian is made up from the kinetic energy (7'[p]), the external
potential that acts on the electrons (V.,:[p]), and the electron-electron self interac-
tion (Vine[p]), see Eq. (2.33).

A

H = T[p] + Vext[p] + Vine[] (2.32)

1 1
H=—-) Vi+H 2.33
2 zl: 1 + t _'_ ; ’I‘i — I“]| ( )
The DFT method also invokes the Born-Oppenheimer approximation as seen
in HF theory where electrons are treated as charged clouds, which move around

fixed nuclei, see Figure 2.5.

ElP] = zOO

N-body system Many-particle system

FIGURE 2.5: Graphical representation of electronic density.

2.5.1 Thomas-Fermi-Dirac model

The basis of knowledge from which density functional theory originated from
began in the 1920s, when independent research efforts by Llewellyn Thomas,
who performed theoretical calculations on local atomic fields [84] and Enrico
Fermi for the introduction of statistical analysis to approximate electronic peri-
odicity [85] were undertaken. This work conceptualised the beginning of the
Thomas-Fermi model, a semi-classical theory used as an empirical interpreta-
tion to describe many-body systems. The Thomas-Fermi model described quanta
in terms of electronic density, as opposed to HF models, which seeks to give a
system description in terms of a wave function. Electron density could be mea-
sured experimentally by XRD, and more recently various electron microscopy
techniques. This gave a basis for a starting point as shown below in (2.34) where
p(7) is the probability of finding any electron out of the total sum of all electrons
present in the volume element after integration with the implicit assumption that
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electron density is always equal to or greater than zero.

N = / p(7)dr (2.34)

The Thomas-Fermi-Dirac model set out to take this model a step further to
describe a homogeneous electron gas. The model could be separated into three
theoretical components using Fermi-Dirac statistics. The electronic attraction ex-
perienced between the nucleus and the orbiting electrons, the electronic repulsion
between electrons and the kinetic energy contribution presented below in (2.35).

Trr [0(7)] = - (37} / (7)) (2.35)

The total energy of the systems could then be evaluated in terms of electron den-
sity as presented in Eq. (2.36).

B (7)) = @m0t [ b 2 [P o L[ [0 gy

' " 236)
However, the actual use of the Thomas-Fermi-Dirac equation is severely limited
as the classical descriptors used in this quantum model have neglected the pres-
ence of electronic interaction, failing to accurately describe the kinetic energy of
the homogeneous electron gas. As a result, molecules are not stable in this con-
ceptual model owing to the way in which the function operates by evaluating
a quantum systems total energy on the premise of the electrons being perfectly
homogeneous and evenly distributed, which is incorrect. An example demon-
strating the consequences of this problem can be understood by using the organic
hydrocarbon, ethene (C;H;). This molecule forms a 7 bond from the hybridisa-
tion of two overlapping sp? orbitals between the two carbon atoms. This 7 bond
is by far the most electron dense region of the molecule, however, the Thomas-
Fermi-Dirac model would fail to describe this region as being more electron dense
than the carbon-hydrogen sigma bonds, which have less electron density.

2.5.2 Theoretical advancements by Hohenberg-Kohn

Hohenberg and Kohn proved two very important theorems. Firstly, that the
ground state energy is some functional of electron density and that the electron

density that minimises the energy functional is the true ground state. [86] These
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two theorems gave physical proof for evaluating electronic density in terms of
ground state energy.

Aware that a Hamiltonian can calculate the ground state energy using physi-
cal observables, Hohenberg-Kohn constructed a new Hamiltonian using electron
density (Eq. (2.37)) to form a time independent and non-relativistic density func-
tion. This Hamiltonian requires the quantum systems atomic number, the sum
of electrons present within the system and the position of these quantities in Eu-
clidean space.

f{ = [T + ‘A/ezt + ‘A/ee} (237)

This equation presents a one dimensional case featuring the kinetic energy oper-
ator, 7' and the potential energy operator, V. The potential energy operation is
the same as seen in classical mechanics such that V = V(z), however the kinetic
energy operator behaves differently in classical mechanics Eq. (2.38) than in the
quantum mechanical world Eq. (2.39), which must include the angular momen-
tum component. The equation for the Hamiltonian intrinsically arrives at after
substituting the values from the quantum mechanical operation on the kinetic
energy back into the original starting point to give us Eq. (2.40).

T=—mv? = 2.
5"Ma 5 (2.38)
. 1 d d 2 d?
Qm( ! dx)( ! d:zc) 2m dx? (2.39)
. h? d?
H = 2m dr ) + ‘/e:ct + ‘/ea:t (240)

The first theorem showed that two systems being acted upon by an external po-
tential with a different constant will give two unique wave functions and energies

as shown in (2.41).

1.) The external potential v...(r), and hence the total energy, is a unique
functional of the electron density n(r).

HY = ez+v;e+2ve$2 HY = ez+vee+2vg<§2 (2.41)

Subtracting the Hamiltonian operators from another gives Eq. (2.42).

Nel
Fr(1) 2 _
Hel - Hel Z |: e ext

i=1

v () = v ('r,-)] (2.42)
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If the electronic Hamiltonian is different, then the solutions we evaluate from
this quantum system will have unique wave functions and energies, ultimately

arriving at Eq. (2.43):

AP = e gPe® = EDu® (2.43)
The Hohenberg-Kohn theorem proved this by performing variational theorem
to treat the wave functions, such to obtain the Hamiltonian by reductio ad ab-
surdum, reduction to absurdity. This gave proof that the electronic density, n(r)
gave a unique functional, showing that it was mathematically contradictory for
two wave functions to equal one another when interchanging the primed and
unprimed quantities within the same constant external field but for different con-
stants. Therefore, it was proven that the first theorem holds true in that different
external potentials will always deliver different electronic densities.

Having proved that the wave function ¥ was a functional of electron density
n(r), then the kinetic energy is also a function of the Hamiltonian shown in Eq.
(2.37) where F'[n| was defined as a universal function for any number of particles

since they are a function of n(r).
Fin(r)] = (v, (T+U)Y) (2.44)

This then allowed them to express it as an energy functional, E[n(r)] such that:
Eyn] = /Vext(r)n(r)d(r) + Fr[n] (2.45)
Therefore, n(r) is equivalent to the ground state energy, as shown in Eq. (2.44)

and second theorem by Hohenberg-Kohn.

2.) The functional that delivers the ground state energy of the system, gives
the lowest energy if and only if the input density is the true ground state
density.

N[n] = /n(r)dr =N (2.46)

2.5.3 Kohn-Sham model

The Hohenberg-Kohn theorem demonstrated that the ground state electron

density can be used to calculate the properties of a many-body quantum system.
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However, it did not evaluate how to obtain the ground state density of the sys-
tem. The evaluation of this term was done by Kohn and Sham, which assumes a
purely fictitious system of N electrons that are non-interacting, bound by a local
potential (Kohn-Sham potential) so that its density is equal to the ground state
density. [87] The system contains only non-interacting fermions, therefore, the
system can be characterised with a single Slater determinant to obtain the wave
function by constructing it from electronic orbitals at the ground state as demon-
strated in Eq. (2.47) where the Kohn-Sham effective potential, v,y is the sum of
Vewt, U and v,; €; is the energy of the electronic orbital constructed and ¢; is a
Kohn-Sham orbital.

2

h—V2 + Veat (1) + vE (1) + Uzc(’")] ¢i(r) = €i¢i(r) (2.47)

2m

For an N-particle quantum system we write the exact ground state density of this

self-interacting Kohn-Sham system in Eq. (2.48).

plr) =D lou(r)[* (2.48)

Such that: .
Hys(r) = _§V2 + vis(r) (2.49)

The Kohn-Sham equation is then obtained:
Vg (1) = Veat (1) + v (1) + Vge(7) (2.50)

The Kohn-Sham potential is made up from the contributions of the external,
Hartree and exchange-correlation potentials. These equations are iteratively
solved by means of a self consistent method. First, an initial guess of electronic
density is performed to calculate an effective potential of the system, then the
Kohn-Sham equations are solved to evaluate the electronic density and the sum
of all energy potentials. If the values converge then system properties are output,

if not, the procedure is repeated with a new guess of electronic density.

2.5.4 Hybrid functionals

The primary problem of DFT is its inability to properly describe exchange
correlation energy. The correction to this problem is found in the formation of

hybrid functionals which are made by mixing DFT and HF energy functionals
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together. The success of this method is due to the HF functional including an
exact exchange operator which is effectively mixed into the functional as the two
are combined.

This work used global hybrid mixing of HF and PBE within the framework
of Kohn-Sham density functional theory in order to solve the self-consistent-field
problem and obtain the electronic ground state of the oxide-ion materials exam-
ined throughout this thesis. See Eq. (2.51) where GH refers to the global hybrid.

4 6
Exe = oBEx" + gBx"" — Bc”" (2.51)

The exchange correlation problem was dealt with by using a generalised gra-
dient approach (GGA). [88] In the GGA approach, only the exchange correlation
energy is approximated from the functional of electron spin densities n(r), n (r)
in Exc = Ex + E¢, as shown below in Eq. (2.52). The inclusion of the GGA ap-
proach was done because it has been shown to improve computation of ground-
state total energies [89] and energy differences between structures. [90] [91]

ES¢ g, ny] = / d’r f(ny,ny, Ving, Viny) (2.52)

2.6 First principle simulations

CRYSTAL14 is an ab initio quantum mechanical simulation package. [75]
In this thesis, CRYSTAL14 was used to calculate the electronic structure and
properties for melilite-type systems. Geometry optimisations were also per-
formed to obtain local structure information (e.g. bond distances) using the Broy-
den-Fletcher—Goldfarb—Shanno (BFGS) algorithm. [92] [93] [94] [95] [96] Vibra-
tional frequencies were computed to assess the thermodynamic stability for the
candidate structures derived by the geometry optimisation.

All the required information to properly describe a system is contained in the
input file. Such information would include the geometry, space group, lattice
parameters and a list of atomic positions for each element. In addition to this,
the description of the electronic nature of atoms (s, p, d and f electron orbitals),
in the form of Gaussian basis functions is included. Kohn-Sham energy poten-
tials were used for the DFT code to solve the Hamiltonian. [86] [87] The density
functional theory was used by employing the generalised gradient approxima-
tion (GGA), where the exchange and correlation functional is by Perdew-Burke-
Ernzerhof (1996) (PBE). [88] The input file must include the selection of Hamil-
tonian, which describes the type of run. Starting geometry (atomic coordinates)

for the melilite and langasite systems were obtained from X-ray diffraction data
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(Appendix A9.1) which provides a typical input file for running a CRYSTAL14
calculation).

Calculations were performed using pseudopotentials, in which the core elec-
trons are described by mathematical potentials while the valence electrons are
described by Gaussian functionals. In this study, Hay and Wadt small core poten-
tials have been used with La (411(1d)) [97], Sr (311(1d)) [98], Ca (31(1d)) [99], Ba
(311(1d)) [98], Ga (411(1d)) [100] and O(8-411d1) [101] to accurately describe the
systems without having to employ a computationally taxing all-electron strategy.
[102] In addition to DFT calculations, hybrid DFT and Hartree-Fock calculations
were employed in a 40:60 ratio.

The eigenvectors and eigenvalues are determined using an initial starting
evaluation of the system to compute the Fermi energy and the integrated den-
sity matrix elements in the atomic orbitals. The matrix elements are calculated by
integrating the total volume across the Brillouin zone following a set of evenly
spread sample points in k-space. The truncation criteria for the coulomb and
exchange sums was optimised by sweeping through the possible configurations
in order to find the best one for the ideal system of melilite. Calculations were
smoothed by implementing FMIXING, this term is the percentage in which the
Kohn-Sham and Fock matrices are combined with the previous cycle during the
SCF procedure. The effect of this is a smoother SCF convergence, as opposed
to one which oscillates, leading to non-convergence in the SCF. In this work an
FMIXING of 40% was employed.

Hy =) Hye'e (2.53)
g

Bloch functions are expanded from atomic Gaussian-type functions in the pe-
riodic systems. The 1D, 2D and 3D systems require a reciprocal space shrink-
ing factor, IS, to generate a grid of k points when using the Pack-Monkhorst
method. [103] The Hamiltonian matrix, Hy, is computed by Fourier transform
of each value in direct space of k, and then diagonalised to obtain the eigenvec-
tors Eq. (2.53) and eigenvalues (2.54). In order to locate the energy minimum we
varied the k-point grid at the Brillouin domain. This requires a second shrinking
factor, ISP. For a 3D crystal, the Pack-Monkhorst method splits the lattice up
into the basis vectors: b;/is;, by/isy, bs/is; and is;=isy=is3=IS, where b; bs, bs
are the reciprocal lattice vectors; and the vectors for IS are the shrinking factors

in integer form. Figures 2.6 and 2.7 show the spatial differences for the k-point
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frequency when the shrinking factor is set to 3 and 6 for a 2D crystal [75]. This
density sampling forms the Pack-Monkhorst net, or the "Gilat net" which is used
to calculate the density matrix and subsequently, the Fermi energy. [104] [105]

.-"Jr'lﬁL
/s

FIGURE 2.6: 2D Graphite - IS=3 FIGURE 2.7: 2D Graphite - IS=6

2.6.1 Frequency calculations

Frequency calculations can be of great use in understanding structural details.
For instance, proposed models can often be dismissed if they compute infrared
or raman spectra that is not reflective of the experimental findings, which would
suggest the computed model is wrong.

The Hessian matrix, H;;, has its analytical first derivative calculated from the
atomic gradients of the atoms present within the crystal structure at « = 0, where
u is the displacement vector.

oV
% Vi (0, ooy Uiy o) — 05(0, ey =y, -0)
H“ — J ~ A ) ) I\Y ) ) 2
"= 5w | o (2.56)

Vibrational frequencies were computed at the Gamma point within the har-
monic approximation from crystal structures post-geometry optimisation. [106]
[107] The computation of only positive frequencies is implicit that the structure
submitted to calculation is in an energy minimum, whereas one negative fre-

quency would imply the structure is in a transition state.
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Frequency calculations are much more expensive than geometry optimisation
calculations because they numerically compute the energy of the second deriva-
tive from the analytical gradient that is obtained from the first derivative. The
vibrational frequencies computed from calculation are obtained by the square of
the harmonic frequency, so if a negative frequency were returned then this would
imply that the square root of that state is negative, hence an imaginary frequency

has been obtained.

2.7 Molecular dynamics

Molecular dynamics use classical mechanics to solve Newton’s law of motion.
In this work, particles are treated using interatomic potentials to describe the in-
teraction between atoms. An interatomic potential is a mathematical model used
to describe the total energy of atomic attraction and repulsion. It is crucial for
the model to have both an attractive and repulsive term, otherwise matter would
implode or collapse apart respectively. The benefit of this interatomic potential
approach confers a significant improvement with respect to the time taken for a
calculation to converge. Instead of highly complex wave functions being used, N-
body systems are described with a fixed interatomic potential. As a result, the ab
initio calculations performed for this work featured less than 100 atoms, whereas,

the molecular dynamics simulations featured system sizes of about 1,176 atoms.

2.7.1 Justification and optimisation of interatomic potentials

Condensed matter systems that obey the laws of quantum mechanics, elec-
tromagnetism and statistical mechanics will contain a certain amount of degrees
of freedom. This concept is represented in first-principle methods. In contrast to
this, interatomic potential models use a fundamentally different approach which
removes the electronic degrees of freedom to solve the N-body problem. This is
made possible by applying a global many-body potential function. Many-body
functions are analytical parameters that can be altered to represent changes in the
environment. Therefore, the analytical parameters to describe iron are different
for that of copper. However, as the size of the system increases, the quantity of
time required to obtain numerical convergence accelerates exponentially.

This work employed Buckingham potentials as shown in Eq. (2.57). [108] In
this equation A, B and C' are variable parameters in a system of two atoms that
are separated by some distance r for two different ions i and j. The parameters A

and B are related to the Pauli principle, whereas C represents van de Waals forces.
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If the two atoms approach one another and get too close, the electron clouds will
experience repulsion.

C
®5(r) = Aexp(—Br) — = (2.57)
Bua(r) = Ayeap(—2) - Cu (2.58)
Pij T

Buckingham potentials are a simplification of the Lennard-Jones potential
shown in Eq. 2.58. [109] One of the drawbacks to Buckingham potentials is that
systems must be optimised beforehand to ensure that sensible bond distances
are computed from the calculation. This is because systems can collapse, when
the value of r becomes too small the exponential value approaches zero, or the
inverse, if the ¢ value diverges causing attraction (Figure 2.8). [108]
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FIGURE 2.8: Representation of the total potential energy function as well as the
repulsive (short-range) and attractive forces (long-range).

Molecular dynamic simulations solve Newton’s laws of motion in a classical
system Eq. (2.59). Newton’s second law gives us F' = ma, then the potential
energy at a certain point r in euclidean space is the derivative of force as r is a
vector that contains the information for all the particles in the system. Where V

is the potential energy of the applied forcefields we have applied to the system in
the form of interatomic potentials.

av d*r
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Therefore, the calculation of atomic velocities can be obtained, hence the diffu-
sion, mean square displacement and conductivity of the diffused species can be
calculated at varying temperatures. These values were computed by using the
Verlet fitting algorithm. [110]

Interatomic potentials can give atomic descriptions in the form of core-shell
models or just a core model which lacks the addition of the electronic shell
with formal or partial charges. Core-shell models treat the atomic cores as zero-
dimensional point charges, which interact with an ionic shell that is connected
to the core by a harmonic spring. [111] The core and shell can be polarised by
other atoms. Consider the simple two-body scenario shown in Eq. (2.60), which
features two different atoms C';.S; and 55, each has a core and shell, giving rise
to many different permutations of interaction.

C1S1 + 098y = C1Cy + C1Ss + oSy + S1.5s (2.60)

The Bush library [112] contains a list of relevant interatomic potentials, which
could be used to model the oxide-type systems we are interested in. How-
ever, the Bush library was ultimately rejected due to lattice instabilities at high-
temperature.

The solution was to discard the core-shell model and simulate the system us-
ing an interatomic potential, which described atoms using partial charges to take
into account polarisation of the ions. This was made possible by using Bucking-
ham potentials in Teter’s library. [113] Using Teter’s library of interatomic poten-
tials was a more suitable way forward in simulating conduction for the melilite-
type materials.

Prior to the production of molecular dynamics data, structural refinement of
these melilite systems was undertaken. This was done by optimising the inter-
atomic potentials. A unit cell of LaSrGasO; was simulated with the aim of retain-
ing its tetragonal lattice symmetry throughout simulation as melilite materials
crystallise into space group P42;m wherea = b # cand a = § = v = 90°.

Initial benchmarking revealed that the Teter potentials were able to reproduce
the tetragonal nature of the unit cell. However, it tended to over-estimate the
value of lattice vector a and b, see Figure 2.9. This highlighted a key problem,
as melilite materials are understood to conduct in the a-b plane. To improve the
structural data it was decided that reproducing the a-b lattice vector was more
important in describing ionic conduction. Therefore, the Ga potential was re-
fitted resulting in a-b vectors in better agreement with experimental values, but
the ¢ vector slightly underestimated experimental values. Ideally all parameters
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would be perfect, but retaining tetragonal symmetry throughout simulation is an
important result in itself to achieve.
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FIGURE 2.9: Relative error encountered between simulation and experiment
for LaSrGa3zO7 with respect to lattice parameters a4, b and ¢, as well as the cell
volume obtained from GULP. CRYSTAL14 results showed for comparison.

The parent material LaSrGasO; also had its elastic tensors calculated. The
elastic constants have been compared with the values found experimentally from
crystals grown by the Czochralski pulling technique. See Table 2.1. The values
show good agreement between experiment and theoretical values. Only c33 and
cy4 show deviations from experiment, which is linked to the description of the
c-axis.

TABLE 2.1: Elastic stiffness constants ¢;; (10! N/m?) incurred between exper-
iment and simulations obtained from GULP on a unit cell of LaSrGasOx.

Indices C11 Ci2 Ci3 C33 Cy4 Cee

Experiment [114] 17.3 8.2 6.3 168 39 6.0

Theoretical 166 76 63 139 33 59

Relative error 42% 79% 0% 21% 18% 1.7%
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Satisfied that the simulated lattice parameters matched those observed exper-
imentally in LaSrGa;O7 to within a relative error of less than less than 1.5 %, the
fitted Teter potentials were deemed applicable for use. In addition to the par-
ent composition, oxygen-excess La; 50510 50GaszOr7.25 must also be assessed. This
composition is similar to the parent material, but it has an additional interstitial
point-defect within the structure. In order to adhere to the laws of charge neutral-
ity some cell modification must be done. Substitution of two Sr** ions favouring
two La®* ions is made so that one O®” ion can be inserted into the lattice. The
interstitial oxide-ion is known to sit within the a-b plane, somewhere within the
five-fold pentagon arrangement of gallium, which forms a tunnel down c plane.
Therefore, the interstitial oxide-ion was placed above the cation layer at the centre
of the gallium ring, based on neutron diffraction data. [115]

Geometry optimisation of La; 50510 50Gaz O~ 25 (see Figure 2.10) provided good
agreement between experiment and simulation (see 2.2). Lattice vectors were all
kept within a respectable error range of £ 0.5% and their angles to within 1%.

TABLE 2.2: Relative error of the lattice parameters incurred between ex-
periment and simulations obtained from GULP for a 2x2x6 super cell of
Laq 50Sr0.50GazO7.25

Parameter a b c ! I6] v

Experiment 8.0498  8.0498  5.3309 90.0000 90.0000 90.0000

Simulation 8.0922  8.0930 5.3090 89.8626 90.1432 88.9561

Error (%) +0.5262 +0.5355 -0.4100 -0.1526 +0.1591 -1.1599
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FIGURE 2.10: Perspective view looking down the c-axis in La; 505r0.50GazO7.25
showing one interstitial oxide-ion point defect centred above strontium. Key:

2.7.2 Summary of refinement

Lanthanum (blue), strontium (green), gallium (brown), oxygen (red).

Melilite-type materials have been fitted with Teter interatomic rigid-oxide po-

tentials to yield a satisfying depiction of the experimental structure. This includes

the tetragonal nature of the unit cell and the length of lattice vectors. The follow-

ing fitted core-only partial charges (see Table 2.3) have been used in this work

as they produced the best data for studying the diffusion phenomena in melilite-

type electrolyte.

TABLE 2.3: Fitted interatomic potential parameters used in this study based
on Teter’s library of Buckingham potentials. [113]

Species Charge Inter-molecular A (eV) p(A) C(eV A%
La3t +1.80 La*t — O* 4369.393 0.2786 60.27
Srt +1.20 Sr*t — 02 14566.637  0.245 81.77
Ba?*t +1.20 Ba*t — O?*~ 8636.386  0.275 122.93
Ga®*t +1.80 Ga’>t — O*~ 8000.35  0.208 41.94
0%~ -1.20 0?~ — 0~ 1844.746  0.344 192.58
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2.7.3 Periodic Boundary Conditions

Periodic boundary conditions are of particular importance when running a
molecular dynamics simulation. Suppose an MD simulation is performed and
one of the particles diffuses through one side of the simulation cell, periodic
boundary conditions stipulate that it will re-appear back into the unit cell, but
on the other side without losing any of its properties (e.g. velocity).

In an MD simulations we start off with a single unit cell and then replicate this
towards infinite, which effectively allows simulations on an infinitely large set of
atoms in three dimensional space. For this reason, periodic boundary conditions
were invoked throughout all MD simulations.

In the computational set-up, the length of interactions (r.) between particles
is kept to half the size of the unit cell (Figure 2.11) where the value of r. must
be less than that of L (length of cell), such to prevent more than one unit cell
being calculated at any point in time. A circle has been drawn around one of the

molecules to demonstrate its sphere of interaction.
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FIGURE 2.11: Graphical depiction of periodic boundary conditions. The cell
shaded in blue is the primary cell, all other cells are repeat images.
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2.7.4 Calculating ionic conductivity

Kohlrausch’s law of independent migration of ions states that the total ionic
conductivity (Ay) of an infinitely dilute solution is equal to the individual sum of
the conducted anionic and cationic species. [116] By this logic we can then write
the total sum of the anionic and cationic species as Ay = > A\j + >\, where
A, is the total ionic conductivity of the system. Therefore, the total measurement
of ionic conductivity is the sum of each individual contribution from the species
present during the molecular dynamics calculation. This logic is outlined below
in Eq. (2.61) for a system representative of La; 505Sr)50GasO7.25. As a result, the
ionic conductivity of the O?~ ions can be calculated using this methodology, as-
suming the separation of it from the La®**, Sr** and Ga®* ions is applicable as
they should not be diffusing. This discussion is addressed later in Chapter (5)

5.2.2 where ionic conductivities are calculated from diffusion properties.
AL&1.505T0.soGa3O7.25 = Z /\i—g + Z /\g—: + Z /\%—Z + Z /\?)_ (2.61)

2.7.5 Simulated radial distribution functions

Radial distribution functions (RDF) are used to compute the local three-
dimensional structure about a reference atom by taking the sum of all bond dis-
tances from each unique atomic species, relative to the central reference atom. By
doing this a density profile can be obtained which describes local atomic bonding.

The definition of the RDF is shown in Eq. (2.62) where g(r) is the probability

of finding a neighbouring atom at atomic distance (r).

n(r)

8(x) = pArr2Ar

(2.62)

This allows for the theoretical evaluation of local atomic bonding, which can
be directly compared with those obtained from experimental XAS measurements.
Figure 2.12 shows the theoretical computation of an RDF alongside the experi-

mental measurement of liquid argon at 91.8 K.
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FIGURE 2.12: "Radial distribution functions of liquid argon at 91.8 K in com-
parison with X-ray measurement. Solid line, Calculated; dotted line, X-ray."
Figure reproduced from Ref [117].

2.7.6 General lattice utility program

General Lattice Utility Program (GULP) is a classical molecular dynamics pro-
gram, which uses the laws of classical physics to solve Newton’s law of motion,
as opposed to the Schrodinger equation. GULP was used to compute lattice ener-
gies, structural parameters and to assess interstitial oxide-ion diffusion at variable
temperature. Rigid metal-oxide systems have already been shown to be accurate
in simulating crystalline binary oxide systems at the solid state. [118]

The free energy minimisation procedure used in this work was done using
the Newton-Raphson algorithm, see Eq. (2.63). This approach finds local energy
minima by iteratively reducing the potential energy function by finding a tangent
of smaller gradient in order to approximate when the function tends towards
zero, indicating that it has found convergence criteria. In the Newton-Raphson
method, an initial guess value is all that is needed to find the root of the function.
This initial guess value will then progressively approximate the root-value of the

potential energy surface.

B f(X'l)
f! (Xi)

Suppose that the square root of of some number was to be calculated by means

(2.63)

Xi+1 = Xj

of the Newton-Raphson method, let that number be 360 and the initial guess
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value be 12. The square root of 360 is 18.9737 to four decimal places. The Newton-
Raphson method would attempt to solve it by the iterative process (shown above)
until convergence criteria is met.

2.7.7 Molecular dynamics of melilite

Molecular dynamic (MD) simulations were ran using the GULP code. [119]
[120] Atomic interaction was modelled using Teter potentials (Table 2.3). [113]

Lattice optimisation of a 1x1x2 unit cell of melilite-type LaSrGasO; contain-
ing 48 atoms was undertaken prior to MD simulation. Once the unit cells were
successfully simulated, producing physically sensible results, the oxygen excess
structure La; 5051050GaszO7 .25 had its unit cell expanded into a 2x2x6 super cell.
The same logic was applied to the parent structure to give it a total of 1,176 atom:s,
the difference in the number of atoms is due to the addition of interstitial defects.

MD simulations were ran for a total of 32,000 ps and constrained within an
NVT canonical ensemble. All systems were equilibrated for 120 ps prior to pro-
duction of statistics. A timestep of 1 fs was used when calculating the conduction
phenomena to ensure that good statistics were obtained. [121] There is a dif-
ference of 24 atoms between the parent and oxygen-excess structures, this value
represents the addition of interstitial oxide-ions which are only able to exist on
average once every 1x1x2 unit due to the laws of charge neutrality. An NVT
ensemble was used due to the NPT ensemble yielding detrimental lattice insta-
bilities.

2.8 OASIS

Ordered Atomic Substitution by Iteration Scripts (OASIS) is a software pack-
age written in Python. It enables high-throughput computing to be achieved by
generating a series of input files ready for simulation by performing substitu-
tions. [122] The mathematics of this logic is presented below in (2.64).

OASIS was used in this work to explore cationic disorder in La; 50519 50GazO7 .25
by allowing one Sr?* ion across all available sites. This logic was submitted to
OASIS which then populated all possible arrangements of Sr** ion into the La*"
sites as demonstrated in (2.64). It was also used to identify all possible interstitial
oxide-ion sites in an oxygen-excess material.

La**!

34 024y _
C(La’",Sr*") = (Lo — SrEr)i5,21 (2.64)
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2.9 Data visualisation

Molecular dynamic simulations have been visualised using the Visual Molec-
ular Dynamics (VMD) software suite to produce graphical snapshots of the sys-
tems we have investigated at variable temperature. [123] Atomic trajectory plots
are made by stacking all 32, 000 frames of simulation atop one another to generate
images which depict the movement of ions over time. The plotted frames repre-
sent those obtained during the production of statistics post-equilibrium up until
the end of simulation runtime to give an overall view of macroscale migration.
In order to improve visual clarity, smoothing functions have been applied every
five frames. See Appendix A9.2 and A9.3 which demonstrate the necessity for
this smoothing function in order to properly depict oxide-ion migration.



3
Experimental Methodology

"An experiment is a question which science poses to Nature, and a mea-
surement is the recording of Nature's answer.”
— Max Planck,

3.1 Introduction

This chapter introduces each of the experimental methods that have been used
throughout this thesis. The aim is to justify the use of each method and then
discuss the relative merit of each technique. Machine operating conditions and
sample preparation have been included where applicable.

A variety of experimental techniques have been used in this thesis to charac-
terise crystalline melilite-type structures. X-ray Absorption Spectroscopy (XAS)
has let us isolate local atomic structures, while X-ray diffraction (XRD) and Scan-
ning Electron Microscopy with Energy Dispersive X-ray (SEM-EDX) assess the
morphological nature and elemental composition to ensure homogeneous sam-
ples free from contamination. To determine their use as solid electrolytes in
SOFCs, ionic conductivity measurements were performed to understand the na-

ture of oxide-ion diffusion in these materials.

3.2 Sample preparation

3.2.1 Synthesis

Synthesis was carried out by the solid-state reaction method where metal ox-
ide and carbonate starting materials are mixed, pressed into pellets and then heat
treated in a furnace following a stepwise heating process. [124]

This method of synthesis works by heating solid-state reagents up to high

temperatures, resulting in a weakening of the chemical bonds in metal oxide and

52
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carbonate reagents. Diffusion is the driving force of the solid-state reactions be-
cause the metal oxide and carbonate reagents used do not readily melt. La;Os
has a melting point of 2,315°C, while the maximum temperature reached in this
project is 1,400°C where the metal ions can transport throughout the powdered
matrix of reactants. This diffusion process oversees the formation of a stable lat-
tice.

Special attention is drawn to the choice and treatment of the lanthanum and
gallium oxide precursors. Lanthanum oxide must be heated separately to 1,200°C
for 12 hours prior to use due to it having a strong affinity to forming hydroxides
under standard atmospheric conditions. A stoichiometric excess of Ga;Os (1.7
%) was added due to gallium volatilisation at high-temperatures, which is essen-
tially unavoidable. Alumina crucibles were exclusively used throughout the syn-
thesis procedure due to the high-temperatures required. Otherwise, all precursor
powders were heat treated at 200°C for a minimum of 2 hours before mixing to
remove water moisture. The heat treated precursor powders were then weighed
out as required. Prior to heating of the precursor powders, they were manually
mixed by milling in an agate mortar until a homogeneous mixture of the metal

oxide powders were obtained.

3.3 X-ray diffraction

X-ray diffraction is an analytical technique that is non-destructive and can
be used to assess phase identification and purity of a material. In this study,
XRD was used to assess that the correct phase of products were obtained from
synthesis.

3.3.1 Theory

A crystallographic lattice will interact with incident electromagnetic (X-ray)
radiation causing spherical waves to reflect and scatter away. This happens be-
cause the incident radiation interacts with the atoms within the lattice. The spher-
ical waves will interact with one another causing the waves to scatter in all direc-
tions upon colliding with an atomic plane within a crystal lattice. This causes
destructive and constructive interference, giving a specific set of waves in a cer-
tain direction which can be determined by Bragg’s law as shown in equation Eq.
(3.1) and pictorially in figure (3.1).

An X-ray diffractometer will contain a source of radiation and a device to de-

tect this radiation that has been diffracted from the material under investigation.
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An electron beam is produced by heating a filament under vacuum in a cathode
ray tube. The electrons are accelerated towards the anode by applying an elec-
trical potential. These electrons will bombard the anode to produce X-rays by
dislodging inner-shell electrons. This occurs because the incident electrons are
able to remove core electrons from the 1s shell and effectively ionise the atom it
interacts with. The sudden removal of a highly stable core electron causes the
atom to instantaneously undergo a transition whereby an electron in the outer
shell falls down to the vacant space left in the 1s orbital. This transition releases
electromagnetic radiation in the form of X-rays by the photoelectric effect. By
scanning through a range of 20 the distance between several diffraction planes
measured is as given by Eq. (3.1) where d is the separation distance between two
diffraction planes, ¢ is the angle of reflection between the atomic plane and the
incident (or reflected) X-ray radiation and X is the wavelength of the X-ray radia-
tion. The X-rays are then filtered through a metal foil which acts as an absorption
filter to remove unwanted parts of radiation (e.g. lower energy Kjz), because we
want to obtain monochromatic radiation which is then collimated through optical

filters to obtain a more intense beam.

2dsinf = nA (3.1)

Incident X-rays Reflected X-rays
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FIGURE 3.1: Diagram of Bragg’s law.

3.3.2 Ambient temperature data collection and conditions

A Rigaku MiniFlex bench top X-ray diffractometer (6th generation) instru-
ment was used to collect data on all of the samples. Samples were crushed and

ground in an agate mortar before being mounted on a zero background silicon
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sample holder. A thin layer of petroleum jelly was applied to the sample holder
to adhere powdered samples to the holder. Machine operating conditions are
shown below (Table 3.1).

TABLE 3.1: X-ray diffraction operating parameters used to collect data

Parameter Parameter

Start 10° Anode Cu-ka
End 90° | Wavelength1  1.5406 A
Step size 0.02° | Wavelength2 ~ 1.5543 A

Time per step 10s® | Divergence Slit  0.982°
Temperature 17° Anti-scatter Slit 0.499°

20 10 X-ray Tube 40kV, 15mA
0 5° ko 2 ratio 0.5
Software PDXL | Slit Fixed

3.3.3 High-temperature data collection and conditions

A sample of LaSrGa;O; was examined using powder X-ray diffraction (PXRD)
using a Stoe STADI-P machine. The sample was sealed in a 0.3 mm quartz glass
capillary tube where it was heated to 800°C from 100°C in steps of 50°C. X-ray
radiation of Mo Ko at 50 kV and 30 mA was used with a wavelength of 0.70930
A and a step of 0.195° at a rate of 15s per step.

3.4 Scanning electron microscopy

3.4.1 Background

Scanning electron microscopy (SEM) is a widely used analytical technique of-
ten used to obtain high resolution images of a materials surface morphology and
topography as well as measuring its elemental composition when paired with
energy dispersive X-rays (EDX).

3.4.2 Theory

The scanning electron microscope fires a focused beam of highly energetic
electrons from an electron gun (heated tungsten filament) at a material surface.
The beam is focused by using a series of magnetic lenses such that a high res-
olution image is obtained. The sample chamber is sealed under vacuum in an
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anti-vibration chamber to prevent the detected signals becoming distorted by vi-
brations. The vacuum is essential due to electron interactions being air sensitive.
The presence of air cause electrons to be stripped away from the molecules in
air and scattered onto the specimen sample, thus producing image distortions
and henceforth, inaccurate data due to statistical noise increasing. The focused
beam of electrons that are released from the tungsten element are fired towards
the sample of interest where they interact with the surface layer. They are either
reflected away by a process of backscattering, absorbed into the macrostructure,
or become conducted by the material. These different interactions each produce
unique signals which can be identified by a detector. The signals are processed to
reveal surface imaging for a given materials surface structure as well as qualita-
tive information when the SEM is made to perform EDX analysis. [125]

3.4.3 Energy dispersive X-rays

Energy dispersive X-rays allows for elemental analysis and subsequent sam-
ple characterisation. The fundamental principle behind how EDX operates is that
each element has a different atomic structure, in the same way as XAS. Therefore,
each element possesses a unique electromagnetic emission spectrum. In order
to stimulate a given elements electromagnetic emission spectrum, a source of
high-energy electrons is fired at the sample from an electron gun. An atom in
its ground state can become excited, which causes an electron to become ejected
from an inner shell, leaving behind a void within the atomic lattice. This void
must be filled and the hole typically becomes filled by an electron from an outer
shell being released so that it may bind with the inner shell to fill the electron hole.
This action gives rise to a unique energy signal in the form of X-rays for each ele-
ment. This energy has a range of discrete energy values (e.g. K, K3) dependant
on which shell the outer electron fell from to fill the inner shell. These X-rays are
then measured and referenced against known standards for each element, which

allows for qualitative elemental data to be obtained.

3.4.4 Sample preparation

Melilite samples were investigated using a Hitachi S3400 SEM equipped with
an Oxford Instruments X-Max 80M50D silicon drift detector. The sample under
investigation was ground up in a mortar and pestle to obtain a fine particulate.
The fine particulate was then added onto carbon sticky tape, which was adhered
to a 12mm stainless steel stub. The purpose of the carbon sticky tape was to en-
sure that the fine particulate would not become agitated during the high-vacuum
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process, or allowed to move during analysis. Any excess residue was removed
by tapping the stub against a solid surface prior to being loaded into the SEM
machine. Scans were performed with an SEM operating voltage of 30.0 kV and

an emission of 80 pA? at a distance of 10 mm from the sample.

3.5 Thermal gravimetric analysis

3.5.1 Background

Thermal gravimetric analysis (TGA) allows the user to investigate how a ma-
terials” weight changes as a function of temperature. Increasing the temperature
of a system often induces changes in the physical and chemical nature of it. There-
fore, TGA can be used to study phase transitions and chemical processes such as,
vaporisation, sublimation, absorption and desorption.

The interest in using TGA in this study was to ascertain the existence of any
mass loss or phase transitions in LaSrGasO; when heating it to the typical range
required for use in IT-SOFCs (600-800°C). In addition to this, the thermal stability
was also assessed. If a material is unstable then it would become reduced in mass
which would signify that material degradation is taking place. In contrast to this,
if a material is stable then there will be no observed change in mass.

3.5.2 Sample preparation

A Netzsch STA 409 PC25 was used to perform simultaneous TGA-DSC anal-
ysis. A sample of polycrystalline LaSrGas;O; was loaded into a 10 mg alumina
crucible where it was heated from room temperature up to 1,000°C with a heat-

ing rate of 5°C per minute in a nitrogen environment.

3.6 Interstitial oxide-ion conductivity measurements

The electrical conductivity of melilite-type materials were measured so that
the conduction profiles could be obtained. Interstitial oxide-ion conductivity was
made apparent when comparing the conductivity of the parent structures with

an oxygen excess material.

3.6.1 Dense pellet preparation

For the conductivity measurements, phase pure powders (assessed by XRD)

were submitted to a two-step densification process. The first step involved each
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individual powder being pressed in a Specac hydraulic die press of 13 mm in di-
ameter where 2,000 Kg of pressure was applied to ensure dense pellets which
were typically 1.00 to 1.20 mm thick. The pellets were subjected to cold iso-
static pressing (CIP) under 30,000 psi pressure in an elastomeric mould of double-
wrapped latex sealed under vacuum. This additional step was done to achieve
optimum sample contact throughout the pellets to ensure better electrochemical
measurements by improving the pellet density. After pellet densification, pellets
were fired to 1,400°C at 5°C per minute to obtain the phase-pure crystalline prod-
uct.

The pellets were subjected to surface polishing with silicon carbide sandpaper of
15 pm and a final stage of ultra-fine polishing of 46 ym. This ensured a smooth
surface to obtain better results during conductivity measurements, such as to re-
duce any erroneous surface effects due to a non-uniform layer being left behind
after synthesis.

The pellets had their densities measured by Archimedes water displacement,
which yielded high theoretical densities of 92.7% on average.

The pellets then had their surfaces painted with Koartan gold paste and elec-
trodes attached. The electrodes were pure elemental gold in the form of thin
wire. The electrodes were adhered to the pellets by using the gold paste as a glu-
ing agent, which secured the electrodes in place after curing. The pellets were
dried for 2 hours at 200°C at a rate of 2°C per minute, after which it had the other
side painted. A final stage of drying was done for one hour before measurement
at 800°C with a heating rate of 2°C per minute.

3.6.2 Data collection

A Solarton 1255 HF frequency response analyser was paired with a Solartron
SI 1287 electrochemical interface which featured a frequency range of 1 MHz -
10 mHz running at 10 mV. Measurements were obtained using a 50°C stepwise
isotherm from 350°C-800°C with data being collected over a time period of 16
hours to obtain better statistics. A thermocouple was placed in close proximity
to the sample being measured to ensure an accurate reading for temperature was
retained throughout the experiment. Samples were equilibrated at the desired
temperature before measurements begun. Attempts were made to go to lower
temperature ranges but statistical noise took precedence below 350°C. These data
yielded linear electrochemical impedance (Arrhenius) plots from which the acti-
vation energies for the interstitial oxide-ion transportation mechanism and mean

square displacement values could be calculated.
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3.7 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) delivers state of the art experimental
measurements on local atomic environments. It can link atomistic simulations
with experimental measurements allowing us to make conclusive judgements as
to the chemical structure and nature of a sample.

In this study, XAS was used to obtain atom-specific details on the local struc-
ture in a series of melilite-type structures at the Ga and Ge K-edge, under ambient
conditions as well as high-temperature.

3.7.1 Introduction

X-ray Absorption Spectroscopy (XAS) is an atom-specific technique, which
works by bombarding atoms with electromagnetic radiation in the form of X-rays
of known energy, typically 500 eV to 500 KeV.

When a transmitted X-ray enters the local vicinity of an atom three things can
occur. The X-ray may simply pass through without any significant interaction
events taking place. Secondly, it may collide with an atom, but not have enough
energy to cause an excitation event to occur so it will scatter away either elasti-
cally or inelastically. The third event and most important scenario for this thesis
is when an incident X-ray becomes absorbed by a core electron giving rise to an
excited electronic state.

Fermi’s golden rule states that upon measuring a quantum system, a defi-
nite quantum state of the system will be obtained in the form of discrete values
(eigenstates). A measured atom can be in an excited state, or in its ground state.
Although, one exception to this rule is that if an atom is not measured then it may
exist in a special state of superposition where it exists in both eigenstates until ob-
servation has been made [85]. Once measurement is made, it may be observed
that some of the atoms have become excited by means of the photoelectric effect
if the incident X-ray radiation has excited the core-electrons. In order for this to
occur, the incident X-ray radiation must be equal to or greater than the binding
energy of the electronic orbitals being excited for a given element. [126] [127] The
binding energy required to excite an element is unique for each element, giving
rise to specific X-ray absorption edges. This means that XAS can differentiate
between elements, thereby making it an element-specific technique because each
element possesses a unique set of excitation energies in the form of a discrete
function (Figure 3.2).
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FIGURE 3.2: Core electron transition energies are a discrete function with char-
acteristic energies unique to each element.

[128]

If an atom absorbs an X-ray photon and has one of its quantum energy levels
(Is =K, 2s = L;, 3s = M) excited, the photoelectric effect can cause the ejection
of an Auger electron out of its orbital. This ejects a spherical wave. The Auger
effect occurs when an electron collision ejects an electron out from the inner-shell,
which then causes an electron from a higher energy level to drop down and oc-
cupy the vacancy in the lower energy orbital. This process is associated with
the release of energy. The Auger effect is when this transition energy propagates
forth and interacts with an outer-shell electron, causing it to become ejected.

The ejected photoelectron will travel isotropically as a wave where it may, or
may not, interact with the neighbouring electronic potentials of the nearby atoms.
This interaction gives rise to constructive and destructive interference, which can
be measured.

XAS is a spectroscopic method which obeys the Beer-Lambert law (Eq. (3.2)).
Transmitted X-ray radiation (/;) will interact with the irradiated material caus-
ing the detected beam (I;) to be less intense than the transmitted one as some
of the photons may become absorbed, deflected away with less energy, or may
never reach the detector. The difference between I, and I is evaluated to obtain
an absorption coefficient (1), see Eq. (3.3). This relationship gives each material
an absorption coefficient, which is the probability of an absorption event occur-
ring. The value of 4 is for the most part a linear function of energy because it
is related to a given samples density and atomic number divided by the atomic

mass and energy (Eq. (3.4)). As the atomic number is raised to the fourth power,
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the absorption coefficient of oxygen and iron are almost an entire order of mag-
nitude apart. Therefore, different elements and or materials will give different
absorption coefficients.

Hence, the absorption coefficient is a measurement of how many X-ray pho-
tons have become absorbed when a beam of X-rays interact with a material.
Hence, as material thickness and density increases, less photons will reach the
detector if measurements are done in transmission mode as the photons will in-

teract with a greater amount of matter.

I, = Iye ™ (3.2)
I

p = 1n(70) (3.3)
t
_»Z

Given that each element has unique energy-levels, the edge energies of each
element can be approximated as E.,c & Z? where Z is the atomic number. There-
fore, the process structure refinement can be achieved by setting the incident
radiation equal to the energy-level that is being investigated. For instance, we
measured the Ga K-edge for the data collected for this thesis. In order to ex-
cite the gallium K-edge, materials were bombarded with radiation of 10,367.1 eV.
Therefore, the incident X-ray radiation was made to sweep above and below the
binding energy of the K-edge in the range from 10,200-11,200 eV (Figure 3.3).

The region before the edge does not have enough energy to excite any of the
electrons for the energy level being targeted, hence a decaying linear trend is
seen. However, once the incident radiation has energy equal to the energy level
we wish to excite, a sudden and sharp rise is observed in the linear absorption
coefficient. This region is known as the absorption edge and is characteristic for
each element and energy level.

The X-ray absorption near edge structure (XANES) region is 30-50 eV prior to
the edge position and provides characteristic information for an element, such as,
the oxidation state. The EXAFS region of the data by definition, is the extended
region of oscillations in the EXAFS which contains structural parameters, such
as, bond distances and coordination numbers, which can be extracted by means
of data modelling.

The signal detected during XAS experiments is due to self-interaction. If the

electromagnetic radiation simply passed through a material without interaction,
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then all materials would be evaluated as being chemically identical.
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FIGURE 3.3: X-ray absorption energy spectra for a material containing gallium.
Spectra calibrated to the Ga K-edge.

Materials can have their chemical states accurately characterised and hence-
forth, have their local structure and coordination of bonding at the atomic level
evaluated by using XAS. The data produced should be compared with other ex-
perimental techniques, such as XRD and computer modelling, to ensure that the
results obtained are physically sensible.

3.7.2 The EXAFS equation

If transmitted electromagnetic radiation is equal to or greater than the core
electron binding energy of a given element, X-ray photons will interact with the
element, causing excitation to occur. When this occurs, some of the elements
will eject electrons out, resulting in excited states. When the element returns to
a ground state, the emitted photoelectrons will spread out isotropically as waves
where they may, or may not, interact with the neighbouring atoms. They will
have a wavelength of ), defined by the Planck’s constant over the momentum p
(Eq. 3.5).

A=" (3.5)
p

Assuming that one of these emitted waves interacts with a neighbouring atom

and is scattered back to the atom it was previously ejected from, it has travelled
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this distance (D) twice, see Eq. (3.6).
2D =n\ (3.6)

The ejected photoelectron that interacts with the neighbouring atomic potentials
was previously described as a wave and these waves oscillate with sinusoidal
motion. This allows the absorption probability event for the interference to be

accounted for as shown in Eq. (3.7).

2D
X X COs (QWT) (3.7)

The detected photoelectron wave is most intense when Eq. (3.6) is satisfied such
that the wavenumber (k) is rewritten in Eq. (3.8). When satisfied by a maximum
state of intensity, it is rewritten as Eq. (3.9).

2
X = BY (3.8)
X o cos(2kD) (3.9)

Now that an equation describing the probability of an absorption effect occur-
ring (Eq. (3.9)) has been shown, this expression meeds to take into account the re-
lationship between wavenumber and the incident electromagnetic photon energy
that is used in XAS experiments. The equations shown in (3.5), (3.8) alongside the
reduced Planck constant (%) in Eq. (3.11) play a vital role in understanding this
relationship as they relate to the energy of these photons, (3.10).

E = hw (3.10)

By combining these equations together, a relationship between the momen-

tum of the photon and the wavenumber is obtained in Eq. (3.12).

i (3.11)

R
2T

p = hk (3.12)
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The momentum of a photon is given by Eq. (3.15). The linear momentum of a
photon is given by (3.13).
p=mu (3.13)

Whereas, the kinetic energy is given by (3.14) where m is the mass of the photon

and v is its velocity.
1

K.E = §m112 (3.14)
The value of the kinetic energy is known as this is the energy of the incident
radiation used to excite a given elements” energy levels. Therefore, the kinetic
energy is the incident electromagnetic energy supplied to the photons, minus the
energy transferred to the system under study (Eq. (3.16)). This energetic loss
takes place because energy must first be supplied to the system under study if
electrons are to be excited to the desired energy levels and eject photoelectrons,
thereby allowing the neighbouring atoms to be observed through interference

patterns.
p2
T = (3.15)

- 2m.

T=F-E, (3.16)

k:%M%ME—%) (3.17)

As mentioned previously, during the XAS experiments performed for the data
throughout this thesis, the gallium K-edge was scanned from 10,200 to 11,200
eV. By doing this, the value obtained for the photoelectron wavenumber in Eq.
(3.17) is varied. The function modulating the oscillations to the absorption event
was shown to be proportional in Eq. (3.9), however, this was assuming that all
photoelectrons would elastically scatter and return back to the central atom that
was excited. This is not correct as some of the scattered photoelectrons may pass
through to the photo-detector without any more interactions, or may interact by
inelastic scattering off a local atomic potential. Clearly, any such interaction will
cause the energy of the photoelectron to change and henceforth, the wavelength
will change. Therefore, a probability density function exists as there are many
different events, which may or may not occur until we have observed them taking
place. For these reasons, a scattering probability f(k) function is included into Eq.
(3.18).

x(k) = f(k) cos(2kD) (3.18)
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This system now accounts for a distribution of scattering events at a given dis-
tance and energy. However, all such events in this system took place by inter-
acting with a single neighbouring atom of distance, D, which is clearly far from
the reality as most materials have more than two atoms present and have many
different bond distances. Each different scattering event of distance, D; will give
a different wavenumber and so this must be accounted for in our function to give
Eq. (3.19)

Z (k) cos(2kD;) (3.19)

Furthermore, it must be taken into account that some materials will exhibit mul-
tiple degenerate bond distances. A lattice of iron is arranged as a body-centred
cubic system with one iron atom at the centre of the lattice and eight surrounding
it equidistantly at all corners. Clearly, this would mean we have eight possi-
ble scattering first-shell scattering distances in our N-body system, therefore the
probability is eight times as likely. This is accounted for in Eq. (3.20),

X(k) = Nifi(k) cos(2kD;) (3.20)

The next correction to introduce is phase shifting. Our model has assumed
that all scattering events take place in a perfect system whereby the atom is per-
fectly back-scattered to the central atom that was originally excited. This value of
phase shift §; is small but still needs to be included. Additionally, a cosine equa-
tion shows a relationship with a sinus function. Hence, the phase shift is taken
into account by Eq. (3.21) and Eq. (3.22).

T

cos(zx) = sin(x + 5) (3.21)

ZN fi(k) sin(2kD; + 6;(k)) (3.22)

The photoelectrons were previously described as waves that spread out
isotropically, therefore the probability event of absorption decays proportionally
to the square of the distance (Eq. (3.23)).

ZN kDQ sin(2kD; + 6;(k)) (3.23)
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If the initial atom was excited by the photoelectric effect and ejects a photo-
electron out, the final state of the atom hosting the photoelectric effect will have
changed state. The effect of nuclear shielding, that being the attraction between
the electrons and electro positive core, will have changed. The atom hosting the
photoelectric effect is now electron deficient as it has a hole left in the energy level
that was bombarded with X-ray radiation. Hence, the remaining electrons will
"feel" an increased electromagnetic force attracting them towards the nucleus as it
is no longer being shielded as well as it was initially. This change can be modelled
into the EXAFS equation as it will be a unique constant for each element. This is
known as the amplitude reduction factor (S?) as shown in Eq. (3.24).

S§ZN . D2 n(2kD; + 6;(k)) (3.24)

Furthermore, inelastic scattering can go on to excite other neighbouring
atoms, producing a chain of additional photoelectric events to occur. A di-
atomic molecule of A-B would have a single-scattering path in the form of A-
B-A. Whereas, a triple-scattering path could also occur in the form of A-B-A-B-A.
Such events are far more rare due to the probability function of this event occur-
ring being significantly lower as the triple-scattering path is much longer. These
higher order scattering paths are moderated by distance D, such that #ief% is
incorporated into the EXAFS equation, Eq. (3.25).

X(k)=S§> N %? ¢ ™30 sin(2kD; + 6,(k)) (3.25)

Higher order scattering paths (triple, quadruple...) drop off in amplitude sig-
nificantly. It was found that for metallic copper, just 56 scattering paths accounted
for more than 90% of the entire spectrum. [129] Clearly, there are a large number
of atoms and different possible paths to take into account. But, it is the short and
single-scattering events that dominate the spectrum, otherwise a near-endless list
of scattering paths would be required to describe a material. These events con-
tribute both constructive and destructive interference to the detected XAS signal.
Most contributions are destructive, but some of them will be constructive given
the large distribution of events occurring. The overall effect of this is for the la-
tent intensity of x (k) to fall with such events being more probable the further the
photoelectron travels as it is more likely to encounter something it will interact
with. This effect of signal suppression is the combination of both inelastic scat-

tering and the core hole decay, which increases with distance and is shown in Eq.
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(3.25). The value of A(k) is insignificant for distances exceeding 8-10 A because
the atom with a core hole present will not exist indefinitely, so given more time
(and hence, distance) it will be filled.

As previously discussed, inelastic scattering can produce a chain of additional
scattering paths. However, this is not the case due to a thermal disorder factor
(e~2+97), which varies for each atom and is cumulative. The o2 term represents
the mean square radial displacement, hence it can be used as a measure of dis-
order (variance in D;). The higher the system temperature, the greater amount
of energy is supplied to the system. Thereby, bonds have the ability to randomly
oscillate back and forth more than at lower temperatures. This is true, provided
that the energy supplied to the system does not break the lattice apart, which is
something to consider when performing techniques with highly energetic X-ray
radiation at synchrotron light sources. Thermal behaviour can now be incorpo-
rated into the EXAFS equation (Eq. (3.26)).

2D

X(k) =S5 Ni%e‘me—%w sin(2kD; + 0;(k)) (3.26)

Finally, the reason as to why EXAFS should not be used as a standalone tech-
nique can be adequately addressed. Investigation of an unknown material would
contain an array of different elements and bond distances. This means that it is
already impossible to satisfy the values of D;, 67 and N;. Consequently, if the
elements present are unknown, then the contributions of f;(k) and ¢;(k) can not
be satisfied. Henceforth, neither S§ or Ej, can be taken into account. This is why
EXAFS experiments should be backed up by other techniques, such as, compu-
tational calculations as they can provide additional information to the model,
including bond distances and coordination numbers. This reduces the number of
unknown parameters in the EXAFS equation to yield an end result less prone to

error, particularly when studying unknown materials. [130]

3.7.3 X-ray absorption measurements

The first thing to consider when planning an XAS experiment is which ele-
ment is going to be analysed, and whether the measurements will be done in
transmission, or fluorescence mode. Transmission mode provides a more simple
and straight forward mode of detection where detection simply follows Beer’s

law as previously set out in Eq. (3.3).
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Transmission geometry is the most common mode of detection and works by
comparing the initial value /, and final /; values of detected photo-intensity (Fig-
ure 3.4). If the values differ then this may be due to self-interaction occurring.
Fluorescence measurements are obtained by placing a detector perpendicular to
the sample stage. The detector will capture some of the lower energy X-ray pho-
tons that are ejected from excited atoms. This occurs because when an electron
is ejected out from an atom, this creates a core-hole, which after some amount
of time is occupied from an electron in a higher quantum energy level “falling”
down to occupy it. This action is accompanied by the release of an electromag-

netic emission of radiation by the photoelectric effect.

Fluorescence
detector (Ip)

Monochromatic T
X-ray beam
2 o] — ]
Sample

FIGURE 3.4: Example of an experimental set-up for XAS measurements

3.7.4 Sample preparation

Crystalline materials of interest were pressed as 200 mg pellets in Boron Ni-
tride binder. The amount of active material was mixed with the Boron Nitride
binder. Each unique material of interest had its absorption length calculated to
yield one absorption edge step. These values were calculated with Absorbix soft-
ware [131]. This was done to ensure that samples were standardised and would
give similar absorption length and henceforth, intensity during measurements.
Empirical values unique to each sample of the pure crystalline powder was rig-
orously mixed in an agate mortar with Boron Nitride. The residual powder was
placed in a hydraulic press where it was shaped into a 13 mm pellet by applica-
tion of 4,000 kilograms of force.

3.7.5 Data collection and analysis

XAS data were collected on the B18 beamline at the Diamond Light Source
synchrotron facility. Ga K-edge measurements were done in transmission mode.
Measurement were repeated three times and averaged to improve the signal to

noise ratio and reduce statistical noise. Data were obtained using a nine-element
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Ge solid state detector using a double Si (111) crystal monochromator. The Ga
K-edge was calibrated with a Pt-foil as well as 3-Ga;Oj3 as a standard.

High-temperature measurements were collected at the same beamline. How-
ever, each measurement was taken over a timespan of about four hours, collecting
approximately 80 scans for each sample. Samples were gradually heated in steps
of 50°C and then allowed to equilibrate before spectra were recorded. A custom-
designed Sankar in-situ 13 mm pellet furnace was used to record these in-situ
measurements. The experiment used different atmospheres dependant on what
feature was being isolated at that stage of the experiment. Oxygen, nitrogen and
air were used with gas flow rates of approximately 10mL min~!. EXAFS mea-
surement were repeated three times and averaged to improve the signal to noise
ratio and reduce statistical noise. Spectra were standardised in Athena and fitted
using Artemis, both programs exist within the Demeter software package [132].
Ge K-edge measurements were collected in fluorescence mode. Calibration of the
Ge K-edge was done using a Pt-foil as well as quartz-like GeO; (4 coordinate) as
the standard.

3.7.6 Discussion on XANES and the fitting criteria

If the value of the edge (now referred to as E) is shifted down in eV to become
a relatively lower value, then this would indicate that reduction has taken place.
Similar to this, if the value of E; increases to a higher value then this is indica-
tive of oxidation having taken place. This is because the edge can be viewed as
an ionisation potential unique to each element throughout the continuum of the
periodic table. There is a plethora of published scholarly work on the analysis of
XANES spectra in the literature demonstrating the correlation between changes
in the edge and an elements oxidation state. [133] [134] [135] [136] This routinely
allows for XANES to be used qualitatively as it can perform fingerprint-style
analysis to distinguish a 2+ chemical state from a 3+ due to the chemically corre-
lation between oxidation state and energy of the absorption edge. This technique
can be advanced even further to obtain quantitative results by associating peak
shifts with changes in local coordination about the absorbing atom. The logic here
is that the absorption edge will become shifted if an environment changes from a
tetrahedral (4N) state to an octahedral (6N) arrangement. A Gaussian function is
then fitted to the absorption peaks to calculate relative areas associated with each
environment to measure a ratio of the environments distributed in a material.

A first shell fit for most systems typically yields a Debye-Waller factor around
0.002 A2 and these values tend to increase with bond distance and shell number.

For this reason, the second shell should be larger than the first. Questionable
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values are those which are negative and those that exceed a value of 0.03 A2,
these values would be so heavily disordered it is questionable as to whether or
not they contribute to the fit. [137]

The number of independent data points (NIDP) can be calculated using Eq.
(3.27) where the values of AK and AR are representative of the range of data used
in a fit. All EXAFS data presented in this thesis was fitted with this limitation in
mind to prevent over-fitting of the data where more guess parameters are used
than that which is available from the experimental data.

Nigy ~ w (3.27)

Structural modelling of XAS data is done by evaluating a least-squares fit of
the experimental data. This procedure is shown in Eq. (3.28). If the local envi-
ronment about the absorbing atom has been defined poorly, disparity between
data and the theoretical fit will become obvious. This would indicate that the
proposed model is fundamentally flawed.

Fits are performed by importing of crystallographic reference files, which are
used to define the local environments under study, e.g. coordination numbers in
each shell. In this work, crystallographic models were imported, but some ad-
ditional screening procedures were put in place. All reference models had their
local geometry relaxed in CRYSTAL14 before use. In addition to this, different su-
percells of reference materials were also investigated to see if this effected quality
of fit.

> (datai — ﬁti)2
Rexars = — (3.28)
(data;)?

i=1
EXAFS fitting is done using Muffin-tin potentials. Thereby, this method of
fitting Muffin-tin potentials is very flexible in that they do not have to be the

Z

exact definition of the material being fitted. An example of this would be to fit
LaNiOj3 using the second shell of NiO. [138]
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Crystal Structure Of Melilite-Type
Electrolytes

"Somewhere, something incredible is waiting to be known.”

— Carl Sagan

4,1 Introduction

Much attention has been put towards determining the location of the interstitial
oxide-ions in La; 50Sr( 50GasO7 25 using neutron diffraction and computer simula-
tions. [22] [73]

Many models have been proposed in the literature where the oxygen inter-
stitial is located in various positions in the gallium pentagon. These models are
referred to as the split-site models, as opposed to the average model. The two
structures most commonly proposed in the literature were introduced in Chap-
ter (1) 1.5.3 Figure 1.14. Model A describes the interstitial as being at the centre
of the pentagonal ring of gallium, whereas, model B details the interstitial at the
off-centre environment of the gallium ring where it relaxes towards Gal(d).

In one of the studies using PDF analysis, the position of the interstitial oxide-
ion was proposed to be located in an off-centre position within the gallium pen-
tagon. Model B has been supported by computational modelling using inter-
atomic potential simulations. [72] However, PDF measurements can not distin-
guish individual gallium positions, but is instead reporting an average structure.
To separate the gallium sites apart, reverse Monte-Carlo simulations have been
performed and used to assign various peaks into the PDF spectra resulting in the
structure reported in [73]. The theory behind PDF measurements is different from
XAS measurement, despite both generating a radial distribution function. As a
consequence, short-bond distances (nearest neighbours) produce ripple effects in

71
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the PDF spectrum. By utilising XAS measurement the local (short-range) coor-
dination and bond distances can be monitored as XAS is known to give detailed
information about the first coordination shells, in which the oxygen interstitial is
located.

The first aim of this chapter is to clarify the position of the interstitial oxide-
ion in Lay 50Bo 50GazO7 25 melilite systems where B = Ca?*, Sr** and Ba?'. In this
study, Ga was used as the central atom in XAS measurements as the oxide-ion
interstitials have been proposed to be located close to the Ga-O tetrahedra. To
fit the XAS results the materials have been modelled using first principles sim-
ulations, establishing the energetically most favourable structures. The second
aim of this chapter is to understand the effect of cation size when doping at the
B-site in Laj 50Bg 50Ga3O7.25 where B = Ca?*, Sr** and Ba*". For comparison, the
parent-type material LaBGa;O; was also studied using XAS.

The literature contains numerous accounts of authors proposing models to de-
scribe the local atomic bonding in oxygen-excess melilite-type structures. How-
ever, its exact crystallographic location still remains somewhat inconsistent with
each author having differing views to one another. These measurements have
been catalogued alongside one another in Table 4.1, which highlights a variety
of techniques (ab initio, DFT, neutron diffraction) and temperatures used to make
measurement on these environments.

TABLE 4.1: Catalogue of proposed Ga-O;,; distances in Laj 50Srg.50GazO7.25.
Where MD refers to molecular dynamics, ND refers to neutron diffraction data

that has undergone Rietveld analysis and CRY14 is the use of the CRYSTAL14
software package employed in this work.

Data origin Distance Ga-O,,,;
Type T (K) Gaga Gagb Gagc Gald Gale
CRY14 0 1.99 2.16 2.16 3.08 3.08
MDJ[72] 0 2.05 2.13 2.14 3.09 3.09
MDJ[72] 0 1.92 1.94 2.14 3.41 4.01
NDJ73] 15 1.65 2.50 2.72 3.14 3.31

NDI[73] 15 1.75 2.01 244 3.48 4.19
ND[22] 293 213 2.54 2.54 2.99 2.99
ND[22] 1,073 2.02 2.60 2.60 2.99 2.99
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4,2 Method

4.2.1 Synthetic procedure

Stoichiometric amounts of metal oxides and carbonates were mixed and syn-
thesised following the solid state synthesis method described in Chapter (3) 3.2.1.
In this chapter La;O3 (99.999%, Alfa Aesar), SrCO; (99.995%, Sigma Aldrich),
Gaz03 (99.999%, Alfa Aesar), CaO (99.995%, Sigma Aldrich) and BaO (99.99%,
Sigma Aldrich) were used. Stoichiometric reagents (with a slight excess Ga;Os3
of 1.7 %) were annealed at 1,200°C for 12 hours with a heating rate of 2°C min .
Reaction mixtures were gradually cooled to room temperature at a rate of 5°C
min~'. Once cooled, the reaction mixture were transferred back to an agate mor-
tar where the course ceramic product was crushed and ground. The resultant
fine ceramic powder was then pressed under 200 MPa to form dense pellets for
sintering. These pellets were sintered at 1,400°C for 12 hours with a heating rate
of 2°C min~! and then gradually cooled down to room temperature at a rate of
5°C min~".

4.2.2 XAS measurement

Samples were prepared in the form of 200 mg pellets. This was done
by mixing the single-phase crystalline material of interest with a binder
polyvinylpyrrolidone (PVP) to form 13mm pellets of approx 1-2mm in width.
Each unique material of interest had its absorption length ("edge-step") calcu-
lated to determine the amount of material in the pellet. The amount of sample
required for each pellet sample was calculated using Absorbix, part of the MAX
Software suite. [131] Each sample of the pure crystalline powder was then rig-
orously mixed in an agate mortar with PVP binder. The residual powders were
pressed into pellets using a hydraulic press.

XAS data were collected on the EXAFS B18 beamline at the Diamond Light
Source (UK) synchrotron facility. Ga K-edge measurements were collected in
transmission mode under ambient conditions using pellets of 13mm. Each sam-
ple was measured three times and averaged (merged) to improve the signal to
noise ratio. Data were collected using a nine-element Ge solid state detector us-
ing a double Si (111) crystal monochromator. The Ga K-edge was calibrated with
a Pt-foil as well as 3-Ga,O;3 as a standard. Calibration standards were matched
with and shown to agree with K-edge spectra of those catalogued by NIST (Na-
tional Institute of Standards and Technology). [139]
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A data range of 10,167-11,070 eV was used to ensure a reliable normalisation in
the post-processing procedure. As a result, the normalised energy spectra had a
pre-edge energy range of 10,167-10,340 eV as well as a post-edge range of 10,520-
11,070 eV. Large energy ranges allow for a good linear normalisation and removal
of background noise.

4.3 Characterisation of sample purity

The crystal structure of both the parent material (LaSrGa3;O-) and the oxygen-
excess counterpart (La; 50Sro 50GasO- o5) crystallise into space group P-42;m. In
order to achieve the oxygen excess melilite structure, the parent material is syn-
thetically doped introducing an excess of La®** by substituting the Sr*" ions.
These two ions share crystallographic site symmetry so structural changes do not
occur as a result of this substitution. This allows the introduction of an additional
oxide ion interstitial without breaking the laws of charge neutrality.

The melilite structure exhibits alternating layers of cationic sheets (see Chap-
ter (1) subsection 1.5.3 for Figures 1.12 and 1.13) separated by layers of GaO,
tetrahedra. The cationic layer features eight-coordinate La*" and Sr** ions.

To confirm the phase purity of the material synthesised all samples were char-
acterised using X-ray diffraction (XRD) and Scanning Electron Microscopy with
Energy Dispersive X-rays (SEM-EDX)

4.3.1 Scanning electron microscopy

Scanning electron microscopy and energy dispersive X-ray measurements
were done for two reasons. Firstly, to ascertain surface topography post-
synthesis, and secondly to gauge the relative elemental distributions. This also
acts as an additional screening procedure pre-XAS measurement. This ensures
that the solid-state synthesis method is able to output samples free from contam-
inants as SEM-EDX measurement can be used to detect impurities. This is par-
ticularly important for EXAFS measurements as contaminant species have the
potential to alter the data and disrupt the real measurement of local bond dis-
tances.

Figures 4.1 and 4.2 show SEM images taken from a sample of polycrystalline
LaSrGazOy7 at varying depths of focus to give an overall idea of surface topogra-
phy. Particle sizes of the bulk material were typically less than 100 ym. Particle
shapes are seen to be of low sphericity with a cubic morphology. At higher mag-

nification, it is also seen that the particles have high porosity.
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' 100pum '

FIGURE 4.1: Scanning electron microscope image of polycrystalline
LaSrGazO7 melilite at 100 pum.

70pm ' ' 40pm

FIGURE 4.2: Scanning electron microscope images of polycrystalline
LaSrGasOr melilite at varying depth of focus.
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4.3.2 Stoichiometry from EDX

The ability of SEM-EDX to provide quantitative element-specific detail pro-
vides a way of ascertaining whether or not the method of synthesis is producing
the expected stoichiometry that is free from impurities.

The spectral measurements obtained from EDX scanning provide a qualitative
overview of the elements present within the system under study (Figure 4.3).
From the EDX spectra the elements are identified as expected in LaSrGa;Oz-type
structures. In addition, we also observe peaks associated with Al and C.

The presence of aluminium and carbon peaks are routinely observed during
EDX measurement due to samples being mounted to a sticky tab of coated car-
bon. The aluminium signal originates from the metal stubs that the carbon tape
is mounted to (Appendix A9.4 clearly shows contributions from both C and Al).
But, cross-contamination from alumina crucibles is also possible, but considered
as minor in this study. Hence, by excluding the Al and C from the list of elements
the composition of the remaining elements (La, Sr, Ga and O) can be calculated
(Table 4.2) by integrating the area under the peaks.

The relative elemental distribution by weight present in LaSrGas;O; can then
be compared to the nominal composition (Appendix A9.5). The average value of
twenty separate SEM-EDX scans was calculated to derive a nominal composition
of Lay 00Sr1.01(6)Gaz.908(8)O7.01(3)- A slight excess of strontium over lanthanum is
observed along with a minor deficiency of gallium and a slight excess of oxygen.
This observation is in agreement with previous discussion in which an excess of
-GayO3 was introduced during the synthesis process as 3-Ga;Os is volatile at

elevated temperatures reached during the different synthesis steps.
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FIGURE 4.3: Scanning electron microscope image with its associated energy
dispersive x-ray spectra for melilite-type LaSrGaz Oy at 40 pm.

TABLE 4.2: Elemental distributions by atomic percentage in LaSrGazO7.

Element Atomic (%)

La 8.33
Sr 8.47
Ga 24.89
O 58.42

Target Lay 00Sr1.00Gas.0007.00
Actual  Lay 005r1.01(6)Ga2.98(8)Or.01(3)
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4.3.3 Experimental and theoretical XRD measurements

Direct comparison can be made between theoretically calculated XRD patterns
and those of the synthesised materials. This method of combining experimental
measurements with theoretical computer models alongside one another allowed
us to confirm that phase pure materials were synthesised with respect to X-ray
diffraction (XRD) characterisation. Furthermore, it is of great interest to investi-
gate the behaviour of these materials and see how the local atomic environments

behave when interstitial point defects are introduced to the crystal structure.

4.3.4 Theoretical XRD

Computer simulations were performed to predict the XRD patterns of
LaSrGa3;O; and La; 5051050GazO7.25. The lattices were first relaxed by optimis-
ing their geometry in order to find the most energetically stable ground state
conformation. All optimisations were done by ab initio calculations through the
CRYSTAL14 programme. The energetically most favourable structures of the two
materials then had their XRD patterns profiled using 'Reflex Powder Diffraction’
as part of the Materials Studio software suite. [140]

Direct comparison of parent material LaSrGazO; and the oxygen-excess struc-
ture La; 50510.50Gas Oz 95 is made in Figure 4.4. The simulated XRD patterns have
been overlaid with one another, demonstrating how analogous both of the XRD
patterns are. Despite stoichiometric differences, these two materials produce very
similar XRD patterns. The XRD patterns of the parent and oxygen-excess mate-
rial are seen to feature almost indistinguishable peak origins and intensities. Yet,
these two structures are chemically inequivalent exhibiting different electrochem-
ical behaviours. Therefore, XRD is used to assess that synthesis has produced
phase-pure material, as opposed to determining the concentration of interstitials

in the oxygen-excess material.
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FIGURE 4.4: Theoretically calculated XRD data for parent-type LaSrGazO7 and

the oxygen-excess Laj 50Srg.50GazOr7.25 structure. Signal intensities are over-

lapped to demonstrate the inability of XRD to differentiate these materials.

Blue arrows inserted to indicate areas in which minor intensity differences can
be seen.
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4.3.5 Experimental XRD

The experimental XRD patterns of parent material LaSrGaz;O; and the oxygen-
excess composition La; 5051 50GasO7 25 are shown in Figure 4.5. For comparison,
the experimental fingerprint region of these two compositions have been plotted.
There is one exception in that a very weak signal intensity at about 20 of 32.5°,
originating from a trace impurity of LaGaOs is present in the parent material. A
prominent trend exists between these two structures in that the oxygen-excess
material appears to have had its peaks systematically shifted to higher values
with respect to 26. This can be attributed to a contraction of lattice parameters (see
4.3.7). Therefore, it must be a delicate balance between the effect of introducing
larger cations of differing crystal radius (Sr** CN VIII (140 pm) > La*" CN VIII
(130 pm)) [141] and the higher valence of the substituted cations for which we
would expect the bond distances to decrease. In addition to this, more O?~ ions
are introduced. These effects will be discussed in more detail in the results section
where B-site doping is explored (4.8). Similar XRD patterns on LaSrGa;O7 and
the oxygen-excess structure are found elsewhere in literature, see Figure 4.6. [115]

— LaS5rGa;0O,
— La, 551 5Ga;0; 55
¢+ LaGaO,

211)

Counts (Arbitary Units)

20 22 24 26 28 30 32 34 36 38 40
20/ degrees (Cu-Kua)

FIGURE 4.5: Experimental XRD data for LaSrGazO; (red) and
Laj 50Sr0.50GasO7.95 (blue). LaGaOs is found as a small impurity in
LaSrGaszOr.
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FIGURE 4.6: XRD patterns of as-made LagsSri2GazOg9, LaSrGazO7, and

Laj 54Sr0.46GaszO7 27. Reproduced with permission from [115]

4.3.6 Comparison of experimental and theoretical XRD patterns

To further confirm that the correct structural phase is being synthesised, the

theoretically calculated XRD pattern is compared with that obtained from ex-

perimental measurement. As seen in Figure 4.7, the two patterns are in excellent

agreement, justifying that theoretical models can be used to show that phase pure

materials have been synthesised.
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FIGURE 4.7: Experimental XRD data (red) for La; 5051 50GazO7.25 compared

with a computer simulated fit (black) obtained from ab initio calculation using
CRYSTAL14.

Therefore, we accept that theoretical models can be used to predict the crys-
talline structure of melilite-type materials. Based on these findings, it is clear that
the interstitial oxide-ion defects have not brought about modifications significant
enough to oversee changes to the calculated in the XRD pattern, with respect to
peak origin and intensity. The relative distribution of associated peak intensities
is for the most part identical and very difficult to distinguish between the parent
and oxygen rich material, indicating that differences are small in the macroscopic
model. The implications of this is that the interstitial oxide-ions can be accom-
modated into the lattice without causing structural phase changes or macroscale
lattice disruption. These findings justify the use of calculated XRD patterns as
a reference when identifying synthesised materials when their XRD patterns are
not yet available in any published data base.

These findings are for the most part expected given that these defect sites are
of low concentration and XRD is a macroscopic technique, which will characterise
the overall crystal lattice.

Therefore, XRD patterns in this study were used as a general guide in as-
sessing material purity and identifying the existence of impurity phases that are

sometimes formed during synthesis.
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4.3.7 Crystal structure properties

The crystal structures calculated for LaSrGa;O; and La; 5,51 50GasOr .25 are
shown in Tables 4.3 and 4.4, respectively. Comparison is made with other pub-
lished research.

The calculated structure of LaSrGas;O7 (see Table 4.3) shows good agreement
with the values obtained from neutron diffraction experiments and other compu-
tational works. The calculated lattice parameters yielded a tetragonal structure
with the P-42;m space group. The local bonding about the gallium-oxygen envi-
ronments was well replicated.

TABLE 4.3: Proposed bond distances in LaSrGazOy.

Parameter Rietveld Rietveld Neutron Calculated Calculated EXAFS
NPD [115] NPD [71] PDEF [73] [72]

a 8.05(3) 8.05(0) 8.04(2) 8.04(2) 8.03(3) -

b 8.05(3) 8.05(0) 8.04(2) 8.04(2) 8.03(3) -

c 5.33(3) 5.33(1) 5.32(4) 5.39(6) 5.35(7) -
Gal-03  1.83(2) 1.83(7) 1.83(2) 1.80(4) 1.83(3) -
Ga2-01  1.82(9) 1.82(8) 1.82(9) 1.80(1) 1.82(9) 1.82(9)
Ga2-02  1.80(1) 1.80(6) 1.80(2) 1.78(1) 1.79(2) -
Ga2-03  1.85(3) 1.80(6) 1.85(7) 1.81(1) 1.85(3) -

The structure of oxygen-excess Laj 50Sro50GasOr.25 provided further agree-
ment (Table 4.4) with the values found elsewhere in the literature. The lattice was
computed to have tetragonal symmetry with a P-42;m space group. The local
atomic bonding about the gallium environments featured bond lengths similar to
those found by other works.

As a result, the calculated models LaSrGa;O; and La; 5,51y 50Gas Oy o5 were
deemed acceptable for use in the refinement of the EXAFS data as the calculated
structures were able to reproduce the experimental lattice parameters and bond
lengths.
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TABLE 4.4: Proposed bond distances in oxygen-excess Laj 50Srg.50GazO7.25.
The material in Ref [115] and [22] is Lay 545rg.46GazO7.27.

Parameter Rietveld Rietveld Neutron Calculated Calculated EXAFS
NPD NPD [22]* PDF [73] [72]
[115]*

a 8.03(9) 8.04(5) 8.03(3) 7.99(5) 8.02(7) -

b 8.03(9) 8.04(5) 8.03(3) 7.99(5) 8.02(7) -

c 5.27(6) 5.27(8) 5.27(6) 5.30(9) 5.31(9) -
Gal-O3  1.83(3) 1.83(3) 1.82(8) 1.81(3) 1.83(2) -
Ga2-01  1.81(7) 1.82(8) 1.82(8) 1.80(2) 1.82(9) 1.85(2)
Ga2-02  1.80(3) 1.80(1) 1.80(3) 1.78(9) 1.79(8) -
Ga2-03  1.86(8) 1.87(2) 1.87(0) 1.82(9) 1.87(0) 1.88(1)
Ga2-04  2.17(1) 2.13(2) 2.21(9) 2.14(6) 2.15(9) 2.11(6)

44 Ambient temperature X-ray absorption spec-

troscopy

To our knowledge, the experimental XAS measurements and observations re-
ported here present themselves as the first and only record of published works
on these melilite materials. In order to ensure that structural fitting has been
performed correctly, EXAFS measurements have been analysed alongside other
experimental and theoretical measurements (computational and neutron data)
where possible.

4.4.1 Fitted EXAFS of LaSrGa3;0O; under ambient conditions

Ga K-edge EXAFS and the associated Fourier Transform of LaSrGasO; col-
lected under ambient conditions are shown in Figure 4.8. From the Fourier Trans-
form, four distinctive signal intensities have been measured and subsequently
fitted. In contrast to this, the signal intensity that is seen below 1 A is merely
background noise, which has been reduced to a minimum by applying a back-
ground removal algorithm.

The crystallographic model of LaSrGasO7 has been refined by obtaining its
best-fit parameters (this procedure was documented back in Chapter (3), see Eq.
(3.28)) and are shown in Table 4.5.
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FIGURE 4.8: Ga K-edge EXAFS functions x(k) (top) and the associated Fourier

Transform of k3 weighted x(k) (bottom) for LaSrGazO7 at 298 K.

TABLE 4.5: Best fit parameters for Ga K edge EXAFS of LaSrGaz O~ at 298 K.

Ab initio Fitted Parameters

Atom N R(A) Atom N R(A)  20%A?)
Ga-O 4 1.829 Ga-O 4 1.829 0.0009
Ga-Ga 4 3.091 Ga-Ga 4 3.091 0.0110
Ga-La 2 3.981 Ga-La 2 3.981 0.0132
Ga-Sr 2 3.981 Ga-Sr 2 3.981 0.0132
Ga-La 2 4.051 Ga-La 4 4.052 0.0132
Ga-Sr 2 4.051 Ga-Sr - - -
Ga-Ga 6 5.314 Ga-Ga 6 5.313 0.0134

S% =0.84+0.11, E = -0.78+1.44, R-factor = 1.33%




4. Crystal Structure Of Melilite-Type Electrolytes 86

The parent system was modelled incorporating four shells into the fit. The
EXAFS data shown in Figure 4.8 produced a well defined spectrum, allowing for
a K-range of 3 to 12 A to be used confidently in the model. A four shell fitting
model has been applied.

Using computer modelling it can be established that the first shell is from the
interaction between gallium and oxygen in its local coordination sphere of Ga-
O, bound tetrahedra. The second shell stems from the atomic arrangement of
four gallium ions (Ga-Ga) situated about the pentagonal ring of gallium, while
the third shell describes the interactions between gallium and the cationic layer
of strontium and lanthanum ions. This shell is described by three paths repre-
senting two coordinate Ga-La and Ga-Sr as well as a four coordinate Ga-La/Sr
contribution that was merged together. Finally, the fourth shell is predominantly
composed of additional Ga-Ga neighbours.

It can be seen from the fitted EXAFS values that some of the paths for the third
shell fit composed of gallium and the cationic species have been grouped together
as justified by Eq. (4.1).

This process of grouping certain species is justified by calculating the maxi-
mum resolution (R) within a limited K-range. A k-range of 3-12 A gives a calcu-
lated atomic resolution of the EXAFS to be limited to 0.174(5) A. As such, similar
bond lengths about this distance are routinely grouped together.

Y
AR > AL (4.1)

Good agreement is found between the proposed crystallographic reference
model of LaSrGaz;O; and the fitted EXAFS LaSrGa3;O; model (Table 4.5). The
EXAFS fit on LaSrGasO; shows further agreement between theory and experi-
ment with all proposed bond distances having been resolved to within 0.003 A
of the crystallographic model. The coordination numbers were fixed to those de-
termined from the crystallographic model. The amplitude reduction factor (S3)
returned a very reasonable fit with a value of 0.84 +0.11. A good value of S} is
between 0.70-1.05. The value of E is -0.78 +1.44 eV. An acceptable value of E,
should be within 2-3 eV and have an an uncertainty of about 0.5-1.0 eV. [130] A
poor value of E; exceeding this range would indicate poor data processing affect-
ing the background removal algorithm.

The fitted Debye-Waller factors (20?) returned values that are physically sensi-
ble. The first shell fit of the GaO, tetrahedra gave a value of 0.0009 A2?, the second
shell of Ga-Ga gave a value of 0.0110 A?, the cationic contributions from Ga-La
and Ga-Sr were grouped together as they exist in the same coordination sphere
and crystallographic site to give 0.0132 A2, and finally, the fourth shell of Ga-Ga
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gave a value of 0.0134 A% A clear trend exists for the Debye-Waller factor, it is
seen to increase as the bond distance and shell number increases.

Local environment fitted out to four distinctive coordination shells and the
free parameters guessed from the fit (R, S3, Eo, 207) have all returned sensible val-
ues. These agreements show the proposed crystallographic model to be correct
and that the associated crystallographic fitting files are accurate representations
of the system under study.

4.5 Computer modelling of La; 5,Sr; 50GazO7 25

From neutron diffraction studies [22] [73] and simulations [72] the intersti-
tial oxide ion is understood to exist as a non-bridging terminal atom; if it were
to bridge between units of GaO,, the energy required to achieve mobility of the
bridging oxygen would most likely make conduction very unfavourable. The in-
terest in the oxygen-excess structure originates from its ability to exhibit variable
coordination numbers about the gallium sites, leading to the transportation of

interstitial oxide-ions at high temperature, demonstrating ionic conductivity.

4.5.1 Interstitial defect structures

Despite its importance for applications, such as SOFCs, the local structure
around the interstitial oxide-ion is still not fully understood. Two different de-
fect models have been proposed to describe the local atomic bonding and exact
position of the interstitial oxide-ion. These split-site defect models differentiate
themselves from the average model, reported by XRD measurement, because
they describe the local environment about the immediate vicinity of the inter-
stitial oxide-ion. This approach works best in describing the local geometry in
the oxygen-excess structures because the macroscopic structure does not contain
an interstitial point-defect within each of the pentagonal rings of gallium. This
methodology has been used to model the interstitial defect environment in the
other oxygen-excess materials La; 54510 46GasOz.o7 [22], La; 35Bag.:GasOr.125 [142]
and La; 4Cag.36GazO7 .35 [143].

Two different split-site defect models have been proposed by different groups
in the literature, referred to as models A and B, see Chapter (1) subsection 1.5.3,
Figure 1.14. Model A proposes for the interstitial oxide-ion to exist at the cen-
tre of the pentagonal ring of gallium-ions and is a local minimum in the en-

ergy landscape. [22] Instead, model B predicts the interstitial oxide-ion to sit
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off-centred within the pentagonal gallium ring, and is thought to be energetically
more favourable than model A. [72]

Experimental neutron diffraction measurements, paired with pair distribu-
tion function (PDF) analysis, highlighted evidence that the energetically favoured
model is temperature dependant. [73] The PDF analysis concluded for the inter-
stitial oxide-ion to most likely adopt model B at low temperature, whereas, it is
thought that model A becomes more populated as temperature increases.

Nevertheless, the use of neutron diffraction data encountered some problems
in isolating the interstitial oxide-ion. This is due to how neutron diffraction data
works in that it will probe each and every atomic species present, as opposed to
XAS, which can be used to individually differentiate between atomic species. To
improve data quality, measurements were done at 13 K, reducing the impact of
bond vibration smearing. However, even at this low temperature, the authors
stated that it was not possible for them to "unequivocally distinguish" which
model was best in describing the local structure about the interstitial oxide-ion.
Both models A and B were able to improve the parameters of the fit. The refined

structure of models A and B are shown in Figure 4.9. [73]

A 2o B

Gh'

Ga2 i)

FIGURE 4.9: Models of A and B for Laj 50Srg.50GaszO7 .25 refined by PDF analy-
sis. Reproduced with permission from [73]

4.5.2 Structural distribution of La and Sr

In order to model EXAFS data, a crystallographic reference file is required
to fit the refined data. For this reason, all possible defect structures of models
A and B were investigated through ab initio calculations, using CRYSTAL14. A
single 1x1x2 lattice of La; 50Sr¢50GaszO7.25 was geometry optimised. All defect
models were scrutinised to single out different lattice arrangement to identify the
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energetically most preferred model. Four different positions within the a-b plane
are proposed (Figure 4.10) where the interstitial oxide-ion is located. This cell
has the dimensions of 1x1x2, so there exists eight unique conformations of the

interstitial oxide-ion for each cationic arrangement.

FIGURE 4.10: Depiction of unique defect models about the interstitial oxide-
ion (magenta) in La; 50Sro.50GazO7.25. Viewed down the c-axis. Colour scheme:
brown (Ga*1), red (O?>) and fuchsia is the interstitial oxide-ion (O?7).

In addition to this, seven different cationic arrangements of the La®*" and Sr**
cations were identified by using the OASIS software (2.8) [122]. Figure 4.11 shows
all seven symmetrically inequivalent models regarding the La*" and Sr** distri-
bution.

Considering both cation as well as oxygen defect distributions, in total there
are 56 symmetrically inequivalent models, of which all were submitted to ge-
ometry optimisation. The calculated ground state energies of each of these 56
structures has been plotted in Figure 4.12. This data set contained eight calcu-
lations for each cationic arrangement, but was averaged into groups of four to
represent each plane of the 1x1x2 cell. Data processing was done to highlight
trends in symmetry that were found during data processing, as well as to deci-
sively demonstrate that defect structure 1 (Figure 4.11) was the most energetically
favourable structure. It is clear from Figure 4.11 that the structure preferred for
the Sr** ions to sit a plane apart maintaining clusters along the c-axis, whereas,
Sr’* in the same plane corresponds to defect structures 2, 3 and 7. The latter
structures are about 0.79(9) eV higher in energy than structure 1. Models 4, 5 and
6, where the Sr’" ions are again in different layers, but not atop one another, are
about +0.38(8) eV less favourable than structure 1.
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FIGURE 4.11: Seven structurally unique crystallographic models found in

Laj 50Sr0.50GasOr7.25 with respect to the cationic distribution in a 1x1x2 super-

cell. Colour scheme: cyan (La®"), green (Sr*"), brown (Ga3*) and red (O?").
Model numbers refer to the discussion in text.
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This difference in energy between the best and worse configuration of atomic
species is very significant. Firstly, it shows that the relative position of each cation
is important. In fact, it is considerably more important than the position of the
interstitial oxide-ion when computing structural energies. This is due to each con-
figuration roughly having the same amount of energy, even though they contain
a total of eight different structures within each cationic arrangement. In addition
to this, it also has great physical importance. Such a large difference in energies
between structures means that synthesis should be able to target structure 1 in
a greater proportion than other configurations. This is due to each of the eight
oxide-ion configurations, within each cationic arrangement, having similar ener-

gies.

Relative energy (k.J'/mol)

AE =0.38(8) eV
AE = 0.79(9) eV

Lattice confisuration

FIGURE 4.12: Relative energy calculated for each unique cationic configura-

tion in Laj 5051 50GazO7.25. Lowest energy structure (1) as denoted in Figure

411 inlaid. Energy points correspond to the oxygen interstitials in different
c-planes.

The overall structural profile of the lowest ground state structure throughout
geometry optimisation is shown below in Figure 4.13. At the start of the simula-
tion the interstitial (coloured in blue) is situated between two Sr?* ions. During
geometry optimisation, the interstitial oxide-ion becomes displaced towards the
more electropositive La** ions. Simultaneously to this, the oxygen marked in or-
ange becomes displaced away from the incoming interstitial due to the increase
in electrostatic repulsion. This displaced oxygen becomes attracted to the next set
of available electropositive La®*" ions.
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Therefore, this model, which finishes its optimisation process in the form of
model A is the structural minimum for two reasons. Firstly, it has demonstrated
the feasibility of introducing an interstitial oxide-ion to the centre of the ring. In
addition to this, it has adopted a structure that respects the laws of electrostatic
attraction and repulsion to the highest degree. It is more energetically favourable
for an oxide-ion O*~ to be situated closer to a La®*" ion than Sr?* as it feels greater
attraction. This local rearrangement of the lattice during geometry optimisation
conferred a relaxation energy of 0.74 eV. This value corresponds closely to the
activation energies in the literature 0.62 eV [144], 0.75 eV [145] as well as our
experimental measurement of 0.65 eV.

FIGURE 4.13: Frame overlay of geometry optimisation in La; 50Srg.50GazO7.25.

Unit cell highlighted with a dashed box. Colour scheme: lanthanum (cyan),

strontium (green), gallium (brown), oxygen (red), starting interstitial (blue),
displaced oxygen (orange). Viewed down the (110) axis.

Furthermore, Figure 4.14 shows the molecular electrostatic potential (MEP) of
the lowest ground state energy structure. This figure provides a weighted av-
erage of how the electrostatic potential has changed throughout simulation (all
frames have been stacked). Here a greater amount of electronegative potential
(coloured in red) is seen on the right side of the molecule. This is because this
area has the addition of an incoming interstitial oxide-ion, which is highly elec-
tronegative. In contrast to this, the left side of the figure shows a lesser amount of
electronegative potential (coloured in blue) as this is the area in which an oxide-
ion is ejected out into an adjacent channel of gallium. As proof that the structure is
in an energetic minimum, the vibrational frequencies of the geometry optimised
structure were calculated to validate that no negative frequencies are present. The
frequency calculation indicated that the final model was in an energy minimum

as it computed only positive vibrational frequencies above zero.
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FIGURE 4.14: Molecular electrostatic potential map for La; 50Sr0.50GazO7.25
calculated using CRYSTAL14. Frames overlaid to show how the electrostatic
potential changes throughout simulation. Viewed down (110) axis.

The most favourable ground state structure computed from our structural
analysis will be referred to as model A, see Figure 4.15. This structure is con-
sistent with the structural relaxation obtained by the neutron diffraction study.
[22] By the end of simulation, the local structure had rearranged itself to fully in-
corporate the interstitial oxide-ion (O4) towards Ga2, and Ga2. where it became
a bridging oxygen. This motion oversaw the displacement of bridging oxygen
(O1) as the interstitial comes into closer contact with this side of the ring.

Correlated interstitial migration mechanisms are documented elsewhere in
the literature for other materials such as cation migration of Li* in LisN and mo-
bile F~ ions in fluorite-type RbBiF,, which are seen to displace lattice ions into
neighbouring interstitial sites [146] and tetrahedral moieties of GaO, facilitating
conduction in LaBaGaOQO,. [147]
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FIGURE 4.15: Model A in Laj 50Srg.50GazO7.25.

As a result, the oxygen-excess systems will be fitted using model A in the
XAS measurements. The local atomic bond lengths and angles about the gallium
environments of interest in model A are shown in Table 4.6 along with Figure
4.16 which shows the geometry about the five-coordinate gallium-oxygen trigo-

nal bipyramidal environments.
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FIGURE 4.16: Model A in in La; 505r9.50GazOz.25, showing the local defect
structure associated with the interstitial oxide-ion defect.

TABLE 4.6: Table of selected bond lengths and bond angles in model A about
the environments of interest Gas(b) and Gax(c) from the geometry optimised
structure in Figure 4.16.

Bond Lengths (A)
Ga2, — 02 1.82(4) Ga2, — 02 1.82(4)
Ga2.— 04 1.84(5) Ga2, — 04 1.84(5)

Ga2, —03,,  189(4) Ga2,—03,,  1.89(4)
Ga2, —03,,  193(0) Ga2,—O03,,  1.93(0)
Ga2, — O1 2.15(9)  Ga2,— O1 2.15(9)

Bond Angles (°)
02-Ga2,—04 120.8 02-Ga2,—04 120.8
02-Ga2.—03,, 123.1 02-Ga2,—03,, 123.1
04-Ga2.—03,, 1122 04-Ga2,—03,, 1122
01-Ga2,—03,, 161.8 01-Ga2,—03,, 161.8
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4.5.3 Summary on defect models

Ab initio geometry optimisation has shown evidence for the interstitial defect
model of Laj 5051 50GaszO7.25 to show energetic preferences with regard to the
relative positioning of the distribution of the La** and Sr*" cations. It was seen
that the La®t showed a definitive preference to be spaced into alternating layers
of La** (see Figure 4.12). The energetically preferred distribution could be found
when Sr** were aligned symmetrically along the c-axis forming channels of Sr**.
Furthermore, the relative positioning of the cationic species was shown to be of
far greater importance than the position of interstitial oxide-ion. Calculations
identified model A, as previously proposed by [22], to be the optimised model
when describing the local defect structure in La; 50510.50GazO7 25.

4.5.4 Lattice disruption: oxygen-excess modelling

Without doubt, the topic of defect models is an important one as they are es-
sential in the fitting of EXAFS data. Before modelling the EXAFS data it is impor-
tant to introduce an assumption that has been made. This is that the interstitial
oxide-ion defects will introduce large enough changes in the local environment
that can be observed. The theory is that the oxygen-excess material will feature
additional bond pairing due to the interstitial generating new Ga-O interaction
that would otherwise not exist.

To demonstrate that the presence of the interstitial oxide-ion can be detected,
the relative intensity of all Ga-O bond distances has been collated from model A
in Figure 4.17. All 12 gallium sites had their first coordination shell summed to
yield 51 Ga-O bond distances. The relative proportion of each bond distance has
been tabulated into a pie-chart to demonstrate how a single interstitial oxide-ion
defect can cause a great deal of structural distortion. Almost a quarter of all Ga-O
bond distances in La; 5051 50GaszO7 .25 have become shifted to higher values from
the typical norm in GaO, tetrahedra of 1.83 A.

In addition to this, some of the bond distances are seen to become shifted
upwards (highlighted in yellow) in Figure 4.17. These bond distances originate
from the bond pairing between Ga;.—O3-Gaz. and Ga;,~O3-Gay, where O3 is the
axial framework oxygen bridging the gallium sites together in the pentagonal
ring. The slightly larger bond pairing generated at 1.92(5) A are from Ga,,~O3-
Ga;. and Gay—O3-Gajy where O3 is an axial framework oxygen, which becomes
distorted due to the presence of the interstitial oxide-ion. The most significant
change to the local structure comes from the bond distances marked in fuchsia.

These bond distances are entirely new to the structure and arise from the presence
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FIGURE 4.17: First-shell Ga-O bond distances in a 1x1x2 Ilattice of
Laj 50Sr0.50GaszOr.25 optimised in CRYSTAL14. Key: blue for Ga-O tetrahedra,
yellow for displaced framework oxygen and fuchsia for interstitial bonding.

of the interstitial oxide-ion at the central position of the gallium ring. The more
intense bond contacts observed at 2.16(3) A come from Ga,—O1 and Gay,—-O1,
whereas the less intense contact at 1.98(7) A comes from and Gas,—O1.

Based on the summary of bond distances shown in Figure 4.17, it appears
that those marked in yellow will most likely become merged with the first shell
(representing Ga-O, peaks), as the bond distances are very similar to one another.
In contrast, the bond distances that have been shifted to larger values of about
2.00-2.16 A are different enough from first shell Ga-O, tetrahedra. Assuming
that the intensity of the Ga-O,,, is significant enough to be detected during XAS
measurement, this peak should be independently resolved.

The authors of the PDF refinement were very cautious in their analysis be-
cause the bond contributions from the interstitial oxide-ion overlap with the trun-
cation ripples from the main Ga-O, tetrahedral peak. This is an unavoidable
consequence due to how data processing takes place (truncation of the G(r) at
finite Q). The spectra from the PDF refinement of the parent and oxygen-excess
structure is shown below in Figure 4.18. It was argued that the data collected
was applicable because the intensity of the interstitial peak located at 2.08 A, in
La; 50Sr0.50GasOr 25, was significantly more intense than the truncation ripples ob-
served in LaSrGa;O;. In addition to this, the average bond length of first shell
Ga-O distance is seen to become shifted to a higher amount in the oxygen-excess
material, as was computationally predicted in Figure 4.17. However, given that
neutron diffraction experiments are not atom-specific and therefore not selective,

this puts our XAS study into a very advantageous position to further explore this
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area of research.
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FIGURE 4.18: "A) Neutron PDF at 15 K for the LaSrGazO; and

Lay 50Srg.50GaszO7.25 in the 1.5-10 A range; B) Radial distribution function of

the Neutron PDF in the 1.5-2.5 A range." Reproduced with permission from
[73].

4.6 XANES analysis

A reference standard of 3-Ga,O; (Figure 4.19) was measured and its asso-
ciated XANES spectra is shown in Figure 4.20. The molecular structure of 3-
Ga,O; features two different coordination sites of tetrahedral and octahedral co-
ordinated gallium. These two Ga-environments are represented in the XANES
spectrum as two peak features. These tetrahedral and octahedral absorption fea-
tures were measured to be 10,374.4 eV and 10,378.2 eV respectively. Similar val-
ues are reported in the literature of 10,375 eV and 10,379 eV for the tetrahedral
and octahedpral sites respectively. This justified that the experimental set-up was
calibrated correctly and that 3-Ga;O; can be used as a reference standard for XAS
measurements. [148] [149] [150] [151]
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FIGURE 4.19: Crystal structure of 3-Ga2O3 post-relaxation in CRYSTAL14 with
its tetrahedral (yellow) and octahedral (white) environments shown.
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FIGURE 4.20: Ga K-edge XANES spectra of 3-GayOs reference standard with
arrows inlaid to indicate tetrahedral and octahedral peaks.

The normalised XANES spectra collected at the Ga K-edge data for a series
of melilite materials are shown in Figure 4.21. The first derivative of the energy
spectra is also shown alongside the 3-Ga,Os reference standard. The edge for
B-GayOs is different to the previously reported value as that was for the edge
feature, not the first derivative of energy. An additional figure of LaSrGa;O- has
been shown individually for visual clarity (see Appendix for A9.6). The value of
the Ga K-edges were obtained by taking the first derivative of energy.

The absence of any additional pre-edge or edge features indicates that no elec-
tronic or structural symmetry changes have taken place suggesting a single en-
vironment of tetrahedral GaO,, as opposed to 3-Ga;O3;, which showed both a
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FIGURE 4.21: (a) Ga K-edge XANES spectra (top) and (b) first derivative for
a series of melilite compositions. Data has been vertically offset in the nor-
malised energy spectra to enhance visual clarity.

tetrahedral and octahedral environment (Figure 4.20). The environment being ob-
served here is from GaO, tetrahedra. This can be said because the edge position
is seen to coincide with the accepted literature values of gallium in a tetrahedral
coordination. In addition to this, the first derivative of these tetrahedral GaO,
environments in melilite show good agreement with the first peak in 3-GayOs
(Figure 4.21). Of further interest, no evidence of metallic Ga contamination can
be found in these melilite materials as the derivative spectra is clear from the peak
of metallic Ga at 10,367 eV. [152]

At room temperature, similarity amongst all melilite-type structures studied
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in this chapter is seen (Table 4.7). The Ga K-edge values for both LaSrGas;O;
and LaCaGaz0O; were measured to be 10,373.9 eV, which coincides well with first
derivative measured of the 3-Ga,Oj; reference standard. This proposes a tetra-

hedral (GaO,) Ga-oxygen environment, which is in agreement with diffraction
data. [22] [73]

TABLE 4.7: First derivative of edge energies (eV) measured at the Ga K-edge
for a series of melilite-type electrolytes.

Material Edge (eV)
B-Gay,03 (Tet) 10,374.4
B'Gago;v, (OCt) 10,3782

LaSrGas;O- 10,373.9
LaCaGa30Oy, 10,373.9

La1,528r0_48Ga307,26 10,3734
La1,648r0_36Ga307,32 10,3734
La; 64Cag 36GasOr30 | 10,373.4
La1,35Ba0,65Ga307.18 10,3734

XANES spectra for LaSrGa3;O; and La; 50510 50GaszO7 .25 was computed using
the FEFF9 code. [153] Simulated data had its Fermi level corrected using a Dirac-
Hara exchange potential of -3.0 eV as the model is based upon an electron gas,
where inelastic losses lead to systematic errors during the XANES calculation.
[154] In addition to this correction, a self-consistent field (SCF) approach was
also used during the simulation. This also improves the accuracy of estimating
the Fermi level by ensuring energy convergence criteria is met. The simulated
spectra show a sharp peak corresponding to the GaO, tetrahedra (marked with
an arrow). This is in good agreement with the experimental XANES (Figure 4.22).

Further evidence to support the claim of Ga being in an ordered tetrahe-
dral state in these melilite materials can be found in tetrahedral complexes of
Ga'™[Ga’*Cly] where the GaCl, had its edge measured to be 10,372 eV. [155] The
difference in the edge position between these chlorine complexes and the oxygen
tetrahedra in melilite materials can be attributed to electronegativity. Chlorine
has a electronegativity value of 4 +3.16 against oxygen’s & +3.44. [156] Therefore,
the oxygen environments will exhibit a stronger pulling power away from the
Ga*" ions, making the Ga-O ions become relatively more electropositive. This
effect can be seen in the XANES spectra where the measured value of E, in GaO,
tetrahedra is shifted to a more electropositive value, relative to those observed in
GaCl, material.
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FIGURE 4.22: Comparison of Ga K-edge XANES spectra between experiment
and simulation where an asterisk denotes the use of FEFF9. [153]

4.7 EXAFS discussion on La; 5,Srj 50Gaz O~ o5

The method of EXAFS fitting was adjusted for the oxygen-excess melilite sys-
tems. Previously, the parent system was fitted to four shells and a great deal of
information was extracted from the third and fourth coordination. However, it
was not possible to fit this system using a four shell model as it encountered phys-
ical errors during the fitting procedure, such as, negative Debye-Waller values.

Therefore, the fitting protocol was evaluated and a compromise was made in
order to keep the method both consistent and concise. It would be unreasonable
to fit a series of materials from the same family and compare them with one an-
other having fit each of them out to different coordination shells. This is due to
outer shells being able to contribute towards the Fourier Transform of the first
shell. As a result, all oxygen-excess fits were limited out to two coordination
shells such as to afford quantitative information to be rationally extracted with a
fair and impartial approach.

Before presentation of the EXAFS fit, reference can be made to other exper-
imental works. Figure 4.23 shows the formation of the trigonal bipyramid in
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Lay 54510 46GasO7.27. This model was predicted from Rietveld analysis of neutron
powder diffraction data. The introduction of the interstitial oxygen is seen to gen-
erate a new bond at 2.09 A as well as 2.01 A about the Ga2b site, whilst causing
a small amount of expansion to the average value of Ga-O bonds in the neigh-
bouring tetrahedral framework. This same model was predicted by our ab initio
calculations.

In order to isolate this gallium-oxygen interstitial bond, two checks are in
order. Firstly, the average bond length of the GaO, tetrahedra should exceed
those measured in the parent material. Second to this, can the bond contributions
from the interstitial oxygen (about 2.05 A) be independently resolved, or will they
overlap with the non-distorted GaO, tetrahedra? As presented earlier in Eq. (4.1)
an atomic resolution of 0.174(5) A is attainable for this fitting criteria. The differ-
ence between the main GaO, peak and the theorised GaO;,,; peak is about 0.2 A,
therefore, it should be resolved independently.

FIGURE 4.23: The distortion of the (Ga2)O, tetrahedron (geometry taken from

the parent undoped LaSrGazOy structure [71]; displacements marked with red

arrows) and the resulting distorted trigonal bipyramidal (Ga2); 05 polyhedron
in the defect structure. Reproduced with permission from ref [22].

4,71 Fitted EXAFS on La1.5QSr0,4gGa307_26

Ga K-edge EXAFS and the associated Fourier Transform of La; 5251 4sGasO7 .26
collected under ambient conditions is shown in Figure 4.24. The experimental
data was fitted against the computational model of A that was reported previ-
ously (see Figure 4.16 and Table 4.6 for this data). The crystallographic model
of Laj 5551r).48Ga3Or7.96 has been refined and its best-fit parameters are shown in
Table 4.8.
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This oxygen-excess system was modelled to incorporate two shells into the
fit. This fit was done using La; 5051r¢50GasO7.25 which had its geometry op-
timised in CRYSTAL14 as the crystallographic reference input model. This
slight discrepancy between the crystallographic reference file and the experi-
mental model is due to the problem of simulating an accurate representation of
La; 52510.48GasO7.26. A supercell 25 times the size would be required to respect
the ratio of lanthanum to strontium and with this comes the problem of compu-
tational expense. Therefore, this minor approximation is introduced in that it is
applicable to use La; 5051¢.50GasOr 25 as the input model.

Figure 4.24 shows two prominent shells arising from the interaction between
gallium and its local environment. The first shell originates from the interaction
between gallium and oxygen in its coordination sphere of Ga-O, tetrahedra. The
second shell comes from the arrangement around the gallium ions that are situ-
ated in the gallium ring giving rise to Ga-Ga interaction as well as some minor
contributions from Ga-La which have also been included.

Table 4.8 shows the best fit parameters for La; 5051 45GazO726. Good agree-
ment is found between theory and experiment with all proposed bond distances
resolved to within 0.05 A of the crystallographic model. The coordination number
was computed using an aggregated value because these oxygen-excess systems
are more disordered. FEFF was used to compute the relative ratio of the bond
lengths about these tetrahedral sites as some of the GaO, bonds become larger
due to the introduction of the interstitial oxide-ion. This ratio was computed to
be 3.35:0.65 and aggregated to give two independent paths at 1.852 A and 1.925
A, which were used in the fit. This was done because the standard bond length
about the Ga-O tetrahedra is seen to vary significantly about its defect structure
(Figure 4.17). S3 returned a reasonable fit with a value of 0.67 £0.08. The value of
E is -5.84 +1.84 eV, which is an acceptable result. The Debye-Waller factors (25?)
all exhibit physical values that are positive and with reasonable values. Debye-
Waller factors from the fit of the first shell, GaO, tetrahedra, returned a value
of 0.0005 A2, the second shell Ga-Ga gave a value of 0.0075 A2, The fitted bond
lengths show good agreement alongside the theoretical prediction of the aggre-
gated paths. Finally, the local bonding of the interstitial oxide-ion was calculated
from model A to be 2.159 A (Figure 4.16 and Table 4.6). This position was used in
the EXAFS model to produce a fitted value of 2.116 A. This fitted bond length is
slightly lower than the value predicted by CRYSTAL14. This is expected because
our hybrid GGA functional often slightly overestimates bond lengths.

Furthermore, a fit of this material was done using model B (Appendix A9.18)
However, it was unable to reproduce the bonding about the interstitial oxide-ion.
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FIGURE 4.24: Ga K-edge EXAFS functions x(k) (top) and the associated Fourier
Transform of k3 weighted x(k) (bottom) for La; 5251 48GazO7 .26 at 298 K.

TABLE 4.8: Best fit parameters for Ga K edge EXAFS of Laj 525r0.48GazO7 .26 at

298 K.
Ab initio Fitted Parameters
Atom N R(A) Atom N R(A)  202(A?)
Ga-O 3.35 1.852 Ga-O 3.35 1.844 0.0005
Ga-O 0.65 1.925 Ga-O 0.65 1.881 0.0005
Ga-O 0.17 2.159 Ga-O 0.17 2.116 0.0005
Ga-Ga 4 3.045 Ga-Ga 4 3.001 0.0075
Ga-La 2 3.217 Ga-La 2 3.173 0.0075

52 =0.67+0.08, Eq = -5.84+1.84, R-factor = 0.77%
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4.8 Effect of B-site doping

4.8.1 Introduction

B site doping of ABC30; melilite with group II divalent elements shows a
direct relationship in the conductivity profiles of these materials. As the size of
atomic radii become smaller, this confers lower activation energies and higher
ionic conductivity following the order of Ca*" > S’ > Ba?*. [143]

The aim of this section is to understand how the ionic size controls the struc-
ture of the parent and oxygen-excess materials.

4.8.2 Structural models

A search through configuration space was undertaken for the Ca*" and Ba®*
models in the same fashion as previously described for Sr** (see 4.5.2). This re-
sults in 2 models for each of the parent cation compounds and 56 models opti-
mised for each of the cation oxygen excess models.

Table 4.9 shows the structural effects of B-site doping in oxygen-excess
La; 50X0.50GasOr 25, where X = Ba?t, Sr?* and Ca?*. The c-axis was found to de-
crease by 0.51 % when Sr*>" ions are substituted for Ca?*. In contrast to this, the
c-axis increased by 0.85 % when substituting Ba®* ions for Sr*". These changes
are consistent with the crystal radius, such that Ba?* (VIII CN 156 pm) > Sr?*
(VIII CN 140 pm) > Ca?* (VIII CN 126 pm), therefore, substituting Ba?* oversees
an increase to the lattice parameters. [141]

TABLE 4.9: Effect of B-site doping in oxygen-excess Lai.50X0.50GazO7.25 where
X =Ba?", Sr>T and Ca?". Note the geometry optimisation was done using the
P1 symmetry allowing full geometry relaxation.

Parameter Ca Sr Ba
7.975 8.027 8.078
7.975 8.027 8.078
5.292 5.319 5.364

89.983 89.795 89.977
90.017 90.205 90.023
89.381 89.129 89.490

=2 WL o N
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4.8.3 Cationic dopant effects on defect structure

Itis understood that a relationship exists between the size ratio between A and
B cations and the transportation of oxide-ion interstitials. The A-site in ABC30;
melilite ceramic is occupied by trivalent lanthanide ions. It was shown that dop-
ing with trivalent cations at the A-site lead to increased ionic conductivity with
larger atomic radii, such that La*" > Pr** > Nd*" > Eu®* > Gd*" > Dy** > Y** >
Yb?*. [157] Not all substitutions produced phase pure material. Lanthanum has
the largest atomic radii of all trivalent elements that are readily affordable and not
radioactive, which makes it the primary choice for design of melilite materials for
applications in SOFCs.

To understand how dopants with different atomic radii stabilise the defect
structure, it is important to determine how the local structure varies with the ra-
tio between the A/B cations. A longer bond length is more unstable and would
allow for greater mobility as it would be easier to break the bond, facilitating fur-
ther migration. This is not found in oxygen-excess melilite. Instead, large Ba**
ions were found to greatly decrease the stability of the oxygen interstitial substi-
tuted on the B-site. In fact, it is reported that Ba?*, which is the largest of the alka-
line earth ions discussed in this chapter, is indeed the least stable material. This
can be seen by the highest stoichiometric compounds synthesised in the literature
where La; 61Cag 36GazOz.32 [143] > Lay 64510.36GazO7 32 [158] > Lay 35Bag 65GazOr.1s
[142]. This has serious repercussions on the conductivity as less interstitial oxide-
ions confers to lower conductivities

Figure 4.25 shows polyhedral units of SrOg, BaOg, and CaOg from their respec-
tive lattice optimised structures. The bond lengths about the cationic species with
neighbouring oxygen atoms follow the general trend of Ba** > Sr** > Ca®*. This
is expected as the atomic radii of these ions increase down group (I) in the peri-
odic table. Therefore, bond lengths increase as the cations become larger in size.
It is this increase in bond length which reduces the mobility of oxide-ion transfer
as the longer bond lengths are less readily able to stabilise an incoming oxygen
interstitial. Upon examining the polyhedral units of SrOg, BaOg, and CaOg they

were all found to adopt square-antiprismatic geometry.
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FIGURE 4.25: Molecular geometry about polyhedral units of square-
antiprismatic SrOg (yellow), BaOg (green) and CaOg (white) in
Laj 50X0.50GaszOr7 95, lattice Optimised in CRYSTAL14.

La; 505r0.50GazO7 o5 was examined in model A to see how the local structure re-
laxes about the cationic centres, assessing how the polyhedra react in response to
accommodating the interstitial. As documented previously, the oxygen intersti-
tial was found to displace away from the Sr** and relax towards La**. Lanthanide
bearing polyhedra were found to be responsible for accepting the additional in-
terstitial oxide-ion into its coordination sphere, see Figure 4.26. The molecular ge-
ometry of the polyhedral unit of LaOg, which accommodated the interstitial was
found to undergo a geometry transition where it adopted a stable state of LaO.
The geometry changed from a square-antiprismatic in LaOg to adopt a tricapped
trigonal prismatic state in LaOy. The interstitial oxide-ion became stabilised with
a bond length of 2.56 A. Similar molecular geometry can also be found in com-
plexes of Re?* in KyReH;™ [159] and Ba?* in [Ba(C;H3NO,)(H;0)s3],.. [160]

From Figure 4.26 it is seen that the average La-O bond lengths have increased
in order to accommodate the interstitial. In addition to this, the bond angles
about LaOy are seen to change (Table 4.10). The oxygen atoms marked Oy4, Op,
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Oc¢ and Op, performed a lateral motion such as to relieve the stress of the incoming
oxide-ion whilst also increasing the angle between each adjacent oxygen atom. In
contrast to this, the oxygen atoms marked O, Op, O¢ and Oy did not increase in
La-O bond distance as this side of the complex was not under as much strain due

to it not having an additional oxide-ion to accommodate.

2.560 A

2.805A4 25144

2615A 2.805A

2.450 &
25574 25014 2.815 A 25024 26534 2.502 &

2.653 A

FIGURE 4.26: Molecular geometry about polyhedral units of square-

antiprismatic LaOg (left) and tricapped trigonal prismatic LaOg (right) in
Lay.505r0.50GazO7.25.

TABLE 4.10: Bond angles about LaOg and LaOg polyhedra in lattice optimised
La1,5OSr0.50Ga307_25 from CRYSTAL14.

Atomic pair | LaOsg (°) | LaOg (°)
O4-La-Op 76.4 84.1
Op-La-O¢ 70.3 69.7
Oc-La-OD 82.0 69.7
Op-La-Oy4 65.6 84.1
OE—La—OF 62.9 66.4
Op-La-Og 62.5 75.2
Og-La-Opy 84.3 75.2
OH-La-OE 85.5 75.2

4.8.4 EXAFS fitting on B-site doped systems
4.8.4.1 LaCaGa3;0-,

Ga K-edge EXAFS and the associated Fourier Transform of LaCaGa3zO; col-
lected under ambient conditions is shown in Figure 4.27. The crystallographic
model of LaCaGa3;O7 has been refined and its best-fit parameters are shown in
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Table 4.11. This calcium-doped system was modelled to incorporate four shells
into the fit with the same methodology of LaSrGa3O;. This four shell fit was done
using the geometry optimised structure of LaCaGa3O; refined by CRYSTAL14.

Figure 4.27 shows four shells arising from the interaction between gallium
and its local environment. The first shell originates from the interaction between
gallium and oxygen in its coordination sphere of Ga-O, tetrahedra. The second
shell comes from the arrangement around the gallium ions that are situated in
the gallium pentagon giving rise to Ga-Ga interaction. The third shell is made up
from the interaction between gallium and the cationic layer of the Ca?* and La*"
ions, while the fourth shell is primarily due to Ga-Ga interactions.

Now that both parent systems LaSrGa;O7; and LaCaGa3O-; have been fitted,
direct comparison is made. These materials both exhibited similar values of S3
at 0.97 £0.13 and 0.89 £0.11 for the Sr and Ca doped systems respectively. This
amplitude reduction factor S} was calculated for these melilite systems and esti-
mated to be 0.951 using FEFF9. [153] Therefore, for the modelled results to return
values so close to the theoretical value further supports the physical credibility
of them. In addition, the fitted values of E, are both in good standing with one
another at-1.79 £1.65 eV and -0.86 £1.38 eV. These variations are both about zero
with respect to their associated error. This shows evidence for the experimental
data having been correctly normalised.

Furthermore, the fitted bond distances of the strontium cations are physically
larger than calcium, therefore the lattice should expand upon being doped with
ions of larger size. [141] This is in good agreement with the fitted EXAFS values,
which have demonstrated that the gallium environments in LaSrGazO- are larger
than those measured in LaCaGazO-.

Finally, the Debye-Waller factor highlights similarities between both materi-
als. The first shell fit of Ga-O, in the Sr and Ca material returned values of 0.0009
A? and 0.0014 A? respectively. Consistent Debye-Waller factors are seen in the
Ga-Ga shell where fitted values of 0.0110 and 0.0114 A2 were obtained for the Sr
and Ca systems respectively.

These melilite-type parent systems LaSrGazO; and LaCaGasO; have been
well defined and shown to reflect the values refined by theoretical calculation.
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FIGURE 4.27: Ga K-edge EXAFS functions x(k) (top) and the associated Fourier
Transform of k3 weighted x(k) (bottom) for LaCaGa3O7 at 298 K.

TABLE 4.11: Best fit parameters for Ga K edge EXAFS of LaCaGa3zO7 at 298 K.

Ab initio Fitted Parameters

Atom N R(A) Atom N R(A)  20%(A?
Ga-O 4 1.824 Ga-O 4 1.824 0.0014
Ga-Ga 4 3.056 Ga-Ga 4 3.056 0.0114
Ga-La 2 3.927 Ga-La 2 3.927 0.0073
Ga-Ca 2 3.936 Ga-Ca 2 3.937 0.0073
Ga-La 2 3.967 Ga-La - - -
Ga-Ca 2 4.105 Ga-Ca 4 4.105 0.0073
Ga-Ga 6 5.293 Ga-Ga 6 5.293 0.0161

S¢ =0.89+0.11, E, = -0.86+1.38, R-factor = 3.45%
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4.8.4.2 La1.64Ca0,36Ga307.32

Ga K-edge EXAFS and the associated Fourier Transform of La; ¢4Cag 36GazO7.32
collected under ambient conditions is shown below in Figure 4.29. The crystallo-
graphic model of La; 64Cag 36GasOr 32 has been refined and its best-fit parameters
are shown in Table 4.12. This oxygen-excess system was modelled to incorpo-
rate two shells following the same reasons as for La; 5,51 48GasO7 6. The fit was
done using La; 50Cag.50GaszOr o5 as the crystallographic reference input model, of
which, had its geometry relaxed in CRYSTAL14 to ensure that the local atomic
bonding was optimised.

Figure 4.29 shows two prominent shells arising from the interaction between
gallium and its local environment. The first shell originates from the interaction
between gallium and oxygen in its coordination sphere of Ga-O, tetrahedra. The
second shell comes from the atomic arrangement around the gallium ions that
are situated in the gallium ring giving rise to Ga-Ga interaction as well as some
minor contributions from Ga-La that have also been included.

The EXAFS fit on La; 64Cay 36GaszO7 32 shows good agreement between theory
and experiment with all proposed bond distances having been resolved to within
less than 0.04 A of the crystallographic model. The coordination number was
computed using an aggregated value because these oxygen-excess systems are
more disordered. Once more, FEFF was used to compute the relative ratio of
the bond lengths about the tetrahedral sites, which become distorted due to the
presence of the interstitial oxygen. This gave two independent paths at 1.840 and
1.901 A used in the fit.

S? returned a reasonable fit with a value of 1.02 +0.11. The value of Ey is -5.82
+1.33 eV which is an acceptable result to obtain. The Debye-Waller factors all
exhibited physical values that are acceptable, the first shell fit of the GaO, tetra-
hedra returned a value of 0.0020 A2, the second shell Ga-Ga gave a value of 0.0096
A2, The physical fitting of the bond lengths provided good agreement between
both the proposed model generated from computational relaxation of the candi-
date structure. In addition to this, the fit identified the presence of bond pairing
about the range in which the computational model suggested for the interstitial
to exist at 2.037 A. This length was fitted to 2.045 A. The interstitial bond length
was refined to 2.035 A from neutron diffraction (see Figure 4.28), whereas, this
EXAFS experiment fitted it to 2.045 A. [143]
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O14a

b)

07a Ga3bl
1,822(3)

Ol4a

FIGURE 4.28: Structural relaxation around the most highly occupied intersti-
tial site O14a. Ga3bl;, Ol12a;, O12b;, and O3a are involved in the local struc-
tural relaxation. a) Tetrahedral GaOj, in the absence of O14a. b) GaOs trigonal
bipyramid formed by Ol4a. O7a is the nonbridging terminal oxygen atom.

Taken from ref [143].
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FIGURE 4.29: Ga K-edge EXAFS functions x(k) (top) and the associated Fourier
Transform of k3 weighted x(k) (bottom) for La; 64Cag 36GazO7 32 at 298 K.

TABLE 4.12: Best fit parameters for Ga K edge EXAFS of Laj 64Cag.36GazO7.32

at 298 K.
Ab initio Fitted Parameters
Atom N R(A) Atom N R(A)  202(A?
Ga-O 3.35 1.840 Ga-O 3.35 1.832 0.0020
Ga-O 0.65 1.901 Ga-O 0.65 1.878 0.0020
Ga-O 0.17 2.037 Ga-O 0.17 2.045 0.0020
Ga-Ga 4 3.016 Ga-Ga 4 3.053 0.0096
Ga-la 2 3.217 Ga-La 2 3.225 0.0096

S2 =1.02+0.11, E, = -5.82+1.33, R-factor = 0.48%
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4.8.4.3 L31.64 SI'[).36 G3307.32

As a direct comparison to the equivalent Ca-doped system La; 44Cag.36GaszO7.32
(4.8.4.2), data for the material of composition La; 6451 36GaszO7 32 were also col-
lected. Note this composition is different from the Sr-doped oxygen-excess mate-
rial previously discussed, La; 5051 50GasO7.25.

Ga K-edge EXAFS and the associated Fourier Transform of La; 451 36Gaz Oz 32
collected under ambient conditions (Figure 4.30) and its best-fit parameters are
shown in Table 4.13.

The Laj 451¢.36GaszO7 .32 compound was modelled to incorporate two shells
into the fit. This fit was based on using La; 5051 50Ga3O7 25 as the crystallographic
reference input model.

Figure 4.30 shows two prominent shells arising from the interaction between
gallium and its local environment. The first shell originates from the interaction
between gallium and oxygen in its coordination sphere of Ga-O, tetrahedra. The
second shell comes from the atomic arrangement around the gallium ions that
are situated in the gallium ring giving rise to Ga-Ga interaction as well as some
minor contributions from Ga-La which have also been included.

The EXAFS fit on La; 4451 36Ga3O7 32 shows good agreement between theory
and experiment with all proposed bond distances having been resolved to within
0.05 A of the crystallographic model. The coordination number was computed
using an aggregated value because these oxygen-excess systems are more disor-
dered.

The S} parameter returned a reasonable fit with a value of 1.18 +0.09. The
value of E, is -5.08 £1.38 eV, which is an acceptable result. The Debye-Waller fac-
tors all exhibit reasonable values; the first shell fit of the GaO, tetrahedra returned
a value of 0.0042 A2, the second shell Ga-Ga gave a value of 0.0167 A. Refine-
ment of the interstitial distance measured a value of 2.13(5) A in comparison to
the computational model which predicted the distance to be 2.15(9) A.

Comparison can be made with the other Sr-doped oxygen-excess structure
Laj 50510 4sGa3O7 96 that was discussed previously (4.7.1). It can be understood
that doping the structure with an even greater excess of La®* gives rise to a greater
concentration of interstitial oxide-ions. The bonding about the first shell of GaO,
tetrahedra remains the same in both compositions at 1.844 A. In contrast to this,
the displaced framework oxygen increases from 1.881 A to 1.901 A. In addition
to this, the interstitial bond length was also seen to increase from 2.116 A to 2.135
A. Furthermore, the bonding about the pentagonal ring of gallium, as well as the

cation distances, were also seen to slightly increase.
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Transform of k3 weighted x(k) (bottom) for Laj 4Sro 36GazO7.32 at 298 K.

TABLE 4.13: Best fit parameters for Ga K edge EXAFS of Laj 4510.36GazO7.32

at 298 K.
Ab initio Fitted Parameters
Atom N R(A) Atom N R(A)  202(A?
Ga-O 3.35 1.852 Ga-O 3.35 1.844 0.0042
Ga-O 0.65 1.925 Ga-O 0.65 1.901 0.0042
Ga-O 0.17 2.159 Ga-O 0.17 2.135 0.0042
Ga-Ga 4 3.045 Ga-Ga 4 3.021 0.0167
Ga-La 2 3.217 Ga-La 2 3.193 0.0167

S2 =1.18+0.09, E, = -5.08+1.38, R-factor = 0.57%
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4.8.4.4 L31.35Bao_65 Ga3 07_ 18

Ga K-edge EXAFS and the associated Fourier Transform of La; 35Bag 65GazOx.1s
collected under ambient conditions are shown below in Figure 4.30 together with
the best-fit parameters in Table 4.14.

As for the other oxygen-excess systems, La; 35Bag ¢:GasOr7.1s was modelled to
incorporate two shells into the fit. This fit was done using La; 50Bag 50Ga3O7 25
as the crystallographic reference input model as derived from the geometry opti-
mised structure using ab initio simulations with the CRYSTAL14 software.

Figure 4.30 shows two prominent shells arising from the interaction between
gallium and its local environment. The first shell originates from the interaction
between gallium and oxygen in its coordination sphere of Ga-O, tetrahedra. The
second shell comes from the atomic arrangement around the gallium ions that
are situated in the gallium ring giving rise to Ga-Ga interaction as well as some
minor contributions from Ga-La which have also been included.

The EXAFS fit on La; 35Bag 65GasO7.1s shows good agreement between theory
and experiment with all proposed bond distances having been resolved to within
0.01 A of the crystallographic model. The coordination number was computed
using an aggregated value because these oxygen-excess systems are more disor-
dered.

S? returned a reasonable fit with a value of 1.18 +0.09. The value of E, is
-1.09 £1.47 eV, which is less than for the calcium and strontium doped materi-
als. However, the value is acceptable. The Debye-Waller factors are also slightly
larger than the other corresponding oxygen-excess systems; the first shell fit of
the GaO, tetrahedra returned a value of 0.0017 A2, the second shell Ga-Ga gave a
value of 0.0076 A2. Furthermore, good agreement is found between the theoret-
ical bond lengths and those that were refined. In particular, the interstitial bond
length was computed to be 2.159 A and was refined to 2.150 A. This gives a small

disagreement of just 0.009 A between simulation and experiment.
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FIGURE 4.31: Ga K-edge EXAFS functions x(k) (top) and the associated Fourier

Transform of k3 weighted x(k) (bottom) for La; 35Bag 65Ga3zO7 15 at 298 K.

TABLE 4.14: Best fit parameters for Ga K edge EXAFS of La; 35Bag.65GazO7.15

at 298 K.
Ab initio Fitted Parameters
Atom N R(A) Atom N R(A)  20%(A?
Ga-O 3.35 1.864 Ga-O 3.35 1.854 0.0017
Ga-O 0.65 1.940 Ga-O 0.65 1.931 0.0017
Ga-O 0.17 2.159 Ga-O 0.17 2.150 0.0017
Ga-Ga 4 3.110 Ga-Ga 4 3.100 0.0076
Ga-La 2 3.314 Ga-La 2 3.305 0.0076

S2=0.61+0.11, Ey = -1.07+1.47, R-factor = 0.35%
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4.8.5 XAS to predict interstitial concentration

The oxygen-excess melilite materials were also evaluated by taking the nor-
malised data and plotting it in R-space to extract additional information. The
area in which the interstitial is predicted to exist had its maximum peak intensity
recorded. See Table 4.15 for these results.

TABLE 4.15: Semi-quantitative data regarding the formation of a new gallium-
oxygen bond and the associated intensity in a series of oxygen-excess melilite

materials.
Material Ga-Oyyt (A) Intensity
LaSrGa;O-, Absent n/a
LaCaGa30O; Absent n/a

La1_35Ba0.65Ga307_18 199(4) 0097(0)
La1_528r0_48Ga307,26 199(4) 0117(3)
La; 64Sr(.36GazOr 39 1.97(8) 0.128(6)
La1,64Ca0,36Ga307,32 196(3) 0159(9)

Of course, the parent material did not have this interstitial bonding contri-
bution within the EXAFS spectra. The interesting finding here is that an approxi-
mate relationship taking place between material composition and signal intensity
can be realised. As the concentration of interstitial oxide-ions increase, so does
the intensity of this new Ga-O;,; bond signal. An approximate relationship can
be established by taking the ratio of the theoretical interstitial concentration be-
tween two stoichiometrically different materials, then multiplying it by the value
of the intensity.

This method is now presented for the calcium doped material alongside the
strontium composition where the interstitial concentrations are O and Oz 35
(confirmed by SEM-EDX), respectively. See Eq. (4.2) for the calculation. The
expected value was calculated by averaging the two excess structures of O7 3, to
arrive at a value of 0.144(2).

Lay 64Cap36GazOr.32

x Intensity O7.96 = Estimated intensity O7 39 4.2)

32
— 117 =0.144(4
% x 0.117=0 (4)

Lay 52570.48Ga307 96

However, as previously mentioned this method is only semi-quantitative and
the results obtained from this method are best taken alongside other techniques
as they are unlikely to be exact representations. Despite this approach, this tech-
nique highlights two important matters. Firstly, the applicability of using EXAFS
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as a technique to assess these oxygen-excess materials appears to work. In ad-
dition to this, peak intensity can also be extracted and shown to change as some
function of interstitial concentration.

Therefore, if the concentration of an oxygen-excess material is interpreted
with this method then a melilite-type material with an unknown interstitial con-
centration (O7y) can have a value assigned to it. A comparison to how this
method matches up with those values quoted by SEM-EDX analysis can be done,
and, it is clear that a possible trend exists. As such, it should not be performed

alone without validation from other means.

4.8.6 Discussion on fitted EXAFS under ambient conditions

Given that EXAFS has shown proof for a new and independent peak to form
at about 2.1 A, this provided initial proof that the interstitial could be fitted into
an EXAFS model. From here on, theory was put into practice and the fitted mod-
els were built from the ground up using computational reference structures as
guidance. The EXAFS fits performed on this series of melilite materials were at
first, featuring just a single coordination shell to make sure that the fitting process
was being done correct and to ensure that the background removal process was
both correct and consistent.

These fits were later expanded to multiple shells. The computational mod-
elling performed prior to fitting these data proved to be invaluable in the fitting
procedure of these EXAFS fits. The models provided information regarding the
type of interaction between species (Ga-La, Ga-Sr, Ga-Ga, Ga-O, Ga-O;,,;) antici-
pated at each physical distance in R-space from the absorbing atom as well as the
associated coordination number.

Initially, attempts were made to describe the paths between gallium and the
interstitial with separate Debye-Waller factors, but this often decayed the fit or
measured physically meaningless values or even negatives (which is by defini-
tion impossible as the units are A?).

The EXAFS fits at ambient temperature have provided good agreement be-
tween theory and experiment. In the case of the oxygen-excess materials, the
modelling has suggested for the interstitial oxide-ion to exist in the central po-
sition, although this is not to say that the off-centred position is not occupied at
elevated temperatures as discussed in Chapter (5).

If this hypothesis holds true, confirmation should be realised from the mod-
elling of high-temperature EXAFS data where we anticipate to see this additional
bonding.
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4,9 Conclusions

The collection of XAS data has provided important evidence supporting the
notion that interstitial oxide-ion defects can be introduced into the oxygen-excess
structure and that the additional bond pairing can be resolved by EXAFS fitting.
From this combined XAS and ab initio study it has been concluded that model
A, in which the oxygen interstitial is located within the centre of the gallium
pentagon is favoured at ambient temperatures. Hence, model B describing the
oxygen defect as being located off-centre in the gallium pentagon can be omit-
ted under ambient conditions. The analysis of experimental XANES spectra has
provided evidence supporting the notion that the gallium centres in these materi-
als are in a tetrahedral state. The computation of XANES data further confirmed
these findings. Furthermore, these results show that the doping process of both
the parent and oxygen-excess materials do not induce charge changes to the Ga**
ions. This is said because no additional pre-edge features, or edge-shifts are ob-
served, which would otherwise suggest for a change in coordination or oxidation
state. Therefore, it can be concluded that no formal oxidation state changes is
introduced by doping at the B-site. The calculations performed in CRYSTAL14
proved to be invaluable in understanding the local structure in this family of ma-
terials.

Furthermore, the effect of B-site doping was explored through the formation
of square-antiprismatic units of CaOs, SrOg and BaOs. Oxygen bond lengths
were shown to vary about these cation sites where they increased as a function
of atomic radii. This finding is important as cationic size is thought to be re-
lated to ionic mobility. The relatively large size of the Ba*" ions imposes two
problems. Firstly, the solid solution limit of oxygen-excess melilite is restricted
to La; 35Bag5GaszOr 5. This structure has less interstitial oxide-ions than the
default oxygen-excess structure of O72;, whereas Ca and Sr doped melilite can
reach hyper-doping of O73,. [142] Secondly, the large atomic size of the bar-
ium cations is understood to impede ionic diffusion because they are less readily
able to stabilise an incoming interstitial oxide-ion. Furthermore, units of square-
antiprismatic LaOg was found to be instrumental in these materials as it was also
shown to undergo reversible coordination changes. These changes oversaw the
molecular geometry change from square-antiprismatic LaOg to tricapped trigonal
prismastic LaOy in order to stabilise the incoming interstitial oxide-ion.

The relationship between dopant size and the effect it has on the Ga-O bond
length is shown in Figure 4.32. A trend can be seen between the tetrahedral Ga-
O bond lengths and atomic radii. As the atomic radii of the dopant species in-
creases, so does the Ga-O bond length such that Ba?* > Sr** > Ca?*. The calcium
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doped system featured the smallest Ga-O bond length is in this series, whereas
the barium doped system was the largest. The size effect of the barium ions is
very important in this family of melilite materials. Not only does it control the
average size of the Ga-O bond lengths, but it also imposes a physical solution
limit to the maximum amount of interstitial oxide-ions that can be doped into the
structure. [142]
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FIGURE 4.32: Average bond Ga-O bond lengths from the fitted EXAFS on the
Ca, Ba and Sr doped oxygen-excess materials.
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Interstitial Oxygen Diffusion In
Melilite-Type La; Sr1_GazO7,( 5«
And La;;Ba;_Ga307. (.5«
Electrolyte

"I can never satisfy myself until I can make a mechanical model of a thing.
If I can make a mechanical model, I can understand it.”
— Lord Kelvin

5.1 Introduction

The aim of this chapter is to understand how the interstitial oxide-ions contribute
to oxygen diffusion in melilite-type structures, when heated to high temperatures
and doped with different alkaline earth cations. This can be achieved by using
the powerful combination of theoretical simulations obtained from molecular dy-
namics calculations and high-temperature conductivity measurements. The phi-
losophy here is that by simulating a given materials diffusion, ionic conductiv-
ity can then be calculated and compared to experimental measurements. Parent
type material LaSrGa3O- is understood to behave as an insulator, but upon dop-
ing to afford an oxygen-excess, La; 5051 50GazO7 25, exhibits ionic conductivity at
elevated temperatures. This study will explore how the property of conduction
varies as a function of temperature and dopant.

The advantageous property of melilite-type electrolytes is that they exhibit
competitive ionic conductivities at lower temperatures than other leading ce-
ramic electrolytes used in SOFCs. [22] Lower operating temperatures confer
bonuses to energetic efficiency whilst also reducing the acceleration of material

degradation and eventual failure that is common at such high temperatures. As a

123
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result, material optimisation needs to reduce the operating temperature of these
devices to temperatures around or less than 600°C.

Several experimental measurements on melilite-type and related materials,
e.g. langasite and apatites have been reported in the literature. Regarding the
melilite-type structures, it was found that the size and valence of the dopant
played an important role when controlling the interstitial oxide-ion diffusion
properties. [143] However, this experimental study was not able to explain
the oxygen mechanism. Instead, a molecular dynamics study proposed con-
certed oxygen motion around the gallium tetrahedra in the oxygen-excess ma-
terial La; 50Sr050GasOr.05. [72] However, the latter study did not give details of
diffusion coefficients and activation energies, which is important when optimis-
ing these materials for applications in SOFCs.

This study has examined ionic diffusion in melilite-type systems by running
molecular dynamic (MD) simulations at varying temperatures to obtain the dif-
fusion profiles across a range of typical operating temperatures in SOFCs. By
running MD simulations we can probe the local atomic motion, and hence the
mobility of ions in order to further our understanding of why and how these
materials are conductive. Of additional interest, this study will attempt to deter-
mine whether or not a certain activation point exists where the ionic conductivity

of these oxygen-excess materials increases as a function of temperature.

5.2 Derivation of ionic conductivity from molecular

dynamics

Molecular dynamics can not directly measure ionic conductivity. However,
the mean-square displacement (MSD) of ions, which can be tracked throughout
simulation, can be obtained from which the diffusion coefficients can be calcu-
lated. This measurement of diffusion can be parameterised further to obtain ionic
conductivity at variable temperatures. From the latter property, the energy of ac-
tivation (E,) can also be obtained.

5.2.1 Production of molecular dynamics

Given that initial benchmarking of these melilite systems demonstrated them
to be stable from room temperature up to 1,273 K, the size of the calculation was

increased to create a 2x2x6 super cell containing 1,176 atoms.



5. Interstitial Oxygen Diffusion In Melilite-Type La;«Sri_xGazO74¢.5x And
LajixBa;_xGazOr.40.5x Electrolyte 125

These simulations were systematically heated from room temperature up to
1,273 K for a total of 32,000 ps with a time-step of 1 fs. A canonical NVT ensem-
ble was employed for this work with periodic boundary conditions in place. All
systems were equilibrated for 120 ps prior to the production of statistics to ensure
systems were in a steady state of equilibria. This ensemble will not consider vol-
ume expansion as the temperatures are increasing in the simulation. Attempts to
use other ensembles, such as NPT, gave rise to stability issues leading the simu-
lations to fail. A classical Born-type description of the particle interactions was
employed using partial charges (see 2.7.2 for details). [161]

5.2.2 Calculation of oxygen transport properties

To research oxygen ion transport mechanisms, molecular dynamic simula-
tions were ran. Each of the different species (e.g. La*", Sr**, Ga**, O?") present
within the simulated system will contribute a quantitative amount of random
motion that can be perceptibly assessed. These contributions can then be sepa-
rated into their individual ionic contributions on an atom by atom basis.

From molecular dynamics calculations, the mean-square displacement (MSD)
was plotted and the diffusion calculated by linear interpolation to obtain conduc-
tivity plots at varying temperature, which allowed for the calculation of activa-
tion energy (E,). To ensure that the system was in a steady state post-equilibrium,
the first couple of data points were routinely discarded. In order to measure the
linear response, long simulation durations of 32,000 ps were employed.

Based on Eq. (2.61), two approximations are introduced to simplify the calcu-
lation. The first assumption of the diffusion coefficients is that the sum of the ionic
contributions from La®**, Sr** and Ga** ions in this system are statistically of zero
value and, therefore, not contributing to the overall conductivity. This assump-
tion is introduced as experimental tracer diffusion measurements have shown
that this family of materials are ionically conductive due to the oxide-ions. [162]
[158]

This implies that the La®**, Sr*" and Ga®" ions are vibrating around their
atomic positions and do not move from their respective lattice sites.

The introduction of this first assumption allows the ionic conductivity of the
system to be calculated solely from the ionic contributions of O?~ as this is the
only ionic species that is mobile, and therefore, able to conduct. This concept is

summarised in the Kohlrausch law, Eq. (5.1).

ALaSTGagO7 = )\20_ (51)
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To demonstrate that this assumption is valid, the mean square displacements
of the La®**, Sr** and Ga®* ions have been plotted, see Figure 5.1. The data in this
figure is from a molecular dynamics simulation on La; 50Sro 50GasOr7.25 at 1,073 K,
showing that the mean-square displacement profiles are all greater than zero due
to the effect of random atomic vibrations about a central point. However, only
the MSD of all oxide-ions are found to be the increasing through the calculation,
and, are therefore the driving force of conduction. Hence, the ionic contributions
from the oxide-ions is not due to random transport taking place about a fixed
position. Instead, what we are seeing here is macro scale diffusion. The mean
square displacement of the oxide-ions follows a positive and linear trend, wholly

independent to the motion of other ions.

Sr La Ga =0

MSD (A2)

0 2000 16000 24000 32000
Time (ps)

FIGURE 5.1: Mean-square displacement plot for the La®**, Sr?*, Ga3* and O?~
ions in La1,508r0.50Ga307.25 at 1,073 K.

This is also true for the barium doped material (see Figure 5.2).
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FIGURE 5.2: Mean square displacement plot for the La", Ba?T, Ga?" and O?~
ions in La1,50BaO,50Ga307,g5 at 1,073 K.

Finally, Kohlrausch’s law is only applicable for dilute systems so it is neces-
sary to prove that the sum of ionic contributions from A} to the total conductivity
of La; 505r0.50GazO7.25 can be regarded as a dilute system.

As previously discussed, all other species present within the lattice are static
and do not move, therefore contribute zero value to the sum of conduction.
Hence, O%" is the only species that is ionically mobile. However, at face value
this presents a problem because the stoichiometric amount of O?~ present in a
formula unit of La; 5051 50GasOz7.25 is 59% by atom percentage, which is far from
dilute.

These oxygen-excess systems are in fact dilute with respect to the stoichio-
metric amount of O~ (59%), the majority of the oxygen atoms are static in space
and bound to their local units of GaO, tetrahedra. These lattice bound oxygen
atoms are unable to move until a conduction event takes place within its local
environment.

A single unit cell of La; 5051 50GazO7.25 contains 49 atoms. Therefore, in a
2x2x6 supercell there will be a total of 1,176 atoms, which contains 24 of these mo-
bile oxide-ion defects, which are considered as an independent ionic species. This
sum of defects represents the total amount of mobile species as every other atom
is static in place, therefore, the concentration in the system is low, corresponding
to 2% of mobile oxide-ion defects. This allows the use of the Kohlrausch law.
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5.2.3 Nernst-Einstein relationship

The second and final assumption to introduce into this work is that the usage
of the Nernst-Einstein relationship is applicable. The Nernst-Einstein relation-
ship allows for the calculation of molar conductivity from the property of dif-
fusion. The Nernst-Einstein relationship is shown in Eq. (5.2). It is related to
Kohlrausch’s law of independent migration of ions, but has been adapted to ex-
press molar ionic conductivity AY, as an intrinsic product of diffusion, D. Where 2
is the ionic charge of the diffused species, F is the Faraday constant, R is the ideal
gas constant and T is the system temperature.

F2
A =22D( — 5.2

All of the parameters in this equation are constant other than the value of dif-
fusion, which changes with temperature. This means that the conductivity of a
material composition can be obtained by running a series of molecular dynamic

simulations at varying temperature.

5.3 Parent material

Parent material LaSrGaz;O; and LaBaGa;O7 are understood to behave as poor
ionic conductors lacking competitive electrochemical capabilities of their oxygen-
excess counterparts. However, before introducing the oxygen-excess materials,
the effect of ionic mobility as a function of dopant was investigated by simulating
the strontium and barium structures of the parent materials in LaXGa30O-.

By studying the parent materials it is also of interest to determine if oxygen
interstitials play a role in the ionic conduction of this material when it is heated,
similar to the oxygen-excess materials.

In this section the diffusion coefficients will be computed for the different

compositions.

5.3.1 Interstitial diffusion in Sr-doped melilite

Two of the molecular dynamic simulations performed on LaSrGaz;O; at 293
Kand 1,073 K have had their atomic trajectories plotted, see Figure 5.3 and Fig-
ure 5.4. The molecular dynamics simulation obtained from LaSrGas;O; at 293 K
indicates that none of the atomic species are moving away from their respective

lattice positions, other than some small vibrational movement.
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This result is in good agreement with what would be observed in a poor ionic
conductor. Conduction at room temperature is energetically unfeasible for mate-
rials in solid oxide fuel cells as they generally require higher temperatures (circa
600-1,000°C) to achieve thermal activation of diffusion. In addition to this, the
material composition of melilite parent structures (e.g. LaSrGa3Or) lacks the ad-

dition of an interstitial oxygen.

- ¢ J - . :
RN

FIGURE 5.3: Molecular dynamics simulation of LaSrGazO7 at 293 K. Colour
scheme: lanthanum (cyan), strontium (yellow), gallium (brown), oxygen (red).

By investigating the oxygen distribution around the different Ga-positions at
1,073 K (Figure 5.4) it can be noted that oxide-ions are exchanged throughout
the a-b plane, leading to a small amount of mobile oxygen ions in the parent
material. The oxygen transport between the GaO, tetrahedra is indicated by the
circle in Figure 5.4. Oxide-ions diffuse into adjacent tetrahedral units of GaO,
where they can be seen to exchange through the plane of the five-fold gallium
tunnels. The oxygen transport mechanism appears to be associated with the Gal
coordination sphere (see label in figure), as opposed to the central position in the
middle of the gallium pentagon, above and below the La** and Sr** cations. The
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off-centre position of the ring has been proposed in the literature as a local energy

minimum. [73] [72]

FIGURE 5.4: Molecular dynamics simulation of LaSrGazO7 at 1,073 K. Colour

scheme: lanthanum (cyan), strontium (yellow), gallium (brown), oxygen (red).

Gallium pentagon overlaid with a green and indigo circle to indicate the centre
and off-centre positions respectively.

This transport mechanism gives rise to a "windmill-like" depiction of atomic
motion taking place around the Gal ions in Figure 5.4. This "windmill-like" mo-
tion can be assigned as a floppy mode. Floppy modes are low-energy structural
deformations occurring in rigid structures that are bound to one another, such as
chains of silica (5i0,) tetrahedra, or in this case, units of GaO,. [163] [164]

These GaO, floppy modes can drive diffusion without having to perform
excessive structural reconfigurations because the flexible nature of the melilite
structure allows it to undergo local distortions. These distortions allow for the
propagation of interstitial oxide-ions throughout the network of GaO, units. This
would not be possible if the melilite structure adopted an isostatic or stressed-
rigid type of lattice as floppy modes can only take place in structures that are
flexible. An example of these different types are shown in Figure 5.5. Similar
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findings have been studied computationally in silica materials where up to 30
individual units of SiO, tetrahedra were observed to distort and undergo local
reorientations. These floppy modes may play an absolutely vital role in thermal
conductivity as it is these low-energy modes which may be a key targeting point
in achieving lower temperature for the thermal activation of diffusion in solid
oxide fuel cells. [165]

Flexible

Isostatic

Stressed-rigid

FIGURE 5.5: "A depiction of flexible, isostatic, and stressed-rigid type lattices."
Reproduced from ref [166]

5.3.2 Comparison of Sr and Ba doped parent material

These MD simulations were repeated for melilite parent material LaBaGasO-
at293 Kand 1,073 K, see Figures 5.6 and 5.7 and Appendix A9.7 for a side by side
comparison of the Sr and Ba doped parent material at 1,073 K.

Similar to the Sr-doped melilite material, no diffusion is observed at 293 K
for the Ba-doped composition as the requirement of thermal activation has not
been satisfied. Even after raising the system temperature to 1,073 K, no diffusion
is observed in this composition which signals a difference between these two
materials.

Both LaSrGa;O7 and LaBaGa3;O7 have demonstrated poor ionic conductivi-
ties at the lower temperature range, however, LaSrGa;O; shows an extraordinary
standalone result when heated to 1, 073 K. It is well understood that melilite-type
electrolytes are ionically conductive, due to the presence of the mobile intersti-
tial oxide-ions. However, what is not understood is whether or not the parent

material can gain access to these defects by increasing the temperature.
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FIGURE 5.6: Mean square displacement plot for LaBaGazO7 at 293 K. Colour
scheme: lanthanum (cyan), barium (green), gallium (brown), oxygen (red).
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FIGURE 5.7: Mean square displacement plot for LaBaGa3O7 at 1,073 K. Colour
scheme: lanthanum (cyan), barium (green), gallium (brown), oxygen (red).
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5.3.3 Diffusion coefficients

The quantity of atomic diffusion can be obtained by extracting the mean
square displacement variable out from the data and plotting it against time. These
values have been plotted for LaSrGas;O; at 293 K and 1,073 K, see Figure 5.8 and
5.9 respectively. The simulation at room temperature shows no real measurable
amount of diffusion as can be seen from both the plotted trajectory image as well
as the raw data.
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FIGURE 5.8: Mean square displacement plot for LaSrGaszO7 at 293 K.
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FIGURE 5.9: Mean square displacement plot for LaSrGazO7 at 1073 K.
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In contrast to this, the simulation ran at 1,073 K shows some quantity of dif-
fusion taking place as can be seen from the trajectory image and the beginning of
a trend in the raw data. Note is made of the increasing MSD value for La*", but
Figure 5.4 shows that the La*" ions are not moving into different sites so this is
vibrational movement about a fixed point, whereas the oxide-ions are diffusing
into other sites. Therefore, the quantity of diffusion present for the simulation at
room temperature is said to be of zero value, however, the simulation at 1,073 K
has a measurable quantity of diffusion that is independent from random lattice
vibration.

The quantity of diffusion can be measured using the three-dimensional equa-
tion for diffusion (Eq. 5.3), which is in the form of a linear relationship. The value
of C' is the random vibrational fluctuations of "static" ions. This value of 6Dt is
what we are most interested in as it contains the property of diffusion, D. Hence,
to obtain the quantity of diffusion it is Dt/6, which gives us a numerical value
with units A2/ ps.

<r?>=6Dt+C (5.3)

Hence, if the gradient is taken from MSD data, a linear trend is obtained. The
data recorded for the simulation on LaSrGas;O; at 1,073 K (Figure 5.10) shows
a small amount of diffusion taking place. As a result, a trendline is tentatively
assigned despite the trend not being perfectly linear.
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FIGURE 5.10: Mean-square displacement plot for LaSrGaz O~ at 1,073 K. High-
lighted region shows the area where diffusion data has been extracted from
simulation.
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In contrast to this, LaBaGa;O7 did not seem to exhibit any measurable amount
of oxygen diffusion when simulated at 1,073 K. This can be seen in both Figure
5.7, as well as the MSD data shown in Figure 5.11. Hence, it can be said that there
is no oxygen diffusion present in this material as there are no positive gradients
trailing off to signify that any of the ions have an increasing value of MSD as
time increases throughout the simulation. Therefore, no value of diffusion can be
extracted from this dataset.
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FIGURE 5.11: Mean square displacement plot for LaBaGazOy7 at 1,073 K.

The implications of these findings is that Sr** has been found to be a better
dopant than Ba?* with respect to conduction, although the amounts are of course
very small. This is because the parent materials lacks the addition of an interstitial
oxide-ion, which is the main component of the conduction phenomena.

Parent compositions of LaSrGa;O7 and LaBaGa;O7 have had their diffusion
properties tabulated where possible due to the limitations of statistics, see Table
5.1 below.

TABLE 5.1: Molecular dynamic simulations performed on 2x2x6 supercells of
melilite featuring the parent compounds LaSrGazO7 and LaBaGazOy.

System Temperature (K) D (A%?/ps) D (m?/s) D (cm?/s)
LaSrGas;O; 293 n/a n/a n/a
LaSrGaz;O; 1,073 1.64x107%  1.64x107* 1.64x10719
LaBaGas;O; 293 n/a n/a n/a

LaBaGa;0O; 1,073 n/a n/a n/a
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5.4 Oxygen-excess electrolyte

Oxygen-excess electrolyte systems Laj 5051 50GazO7.25 and Lay 50Bag 50GazOr 25
contain the addition of interstitial oxide-ions that are understood to play a key
role in the facilitation of ionic conduction at elevated temperatures. These two
systems were examined across a range of temperatures from room temperature
up to 1,273 K. There is little purpose in scoping out temperatures beyond this
point as these devices are intended to work below 1,273 K. The aim of this re-
search topic is to explore intermediate-temperature SOFCs, which by definition

should be operating at lower than normal temperatures.

5.4.1 Projecting oxide-ion transport through heatmaps

Heatmaps can be used in illustrating ionic transport by identifying specific
atomic trajectories. For this reason heatmaps can be used as an powerful analyti-
cal tool. A heatmap is generated by using the binary trajectory data (this holds all
the information regarding atomic trajectories) output from molecular dynamics
simulations. This binary data can be transformed into a map, which differenti-
ates numerical values by colour. This process of differentiating numerical weight
by colour to create a graphical image allows for the quantitative visualisation of
data. The atomic trajectories output from simulation are encoded with a colour
scale where colour can represent the density of events taking place.

Figure 5.12 represents a heatmap generated from the summation of the 1,176
atomic trajectories present in the simulation. This method of data visualisation
provides an overview of the system. An alternating pattern of colours repre-
sented as a layered green to yellow structure. This repeating sequence is in fact
a perfect replication of the layered structure described in the 2x2x6 supercell of
La; 50Sr9.50GasOr7.25. Therefore, it is no surprise to see alternating blocks of mo-
bile and immobile species in the heat map. The green bands represent the static
species, these are of course the La**, Sr* and Ga*" ions, which as previously
shown in Figure 5.1, these ions are for the most part static throughout the simu-
lation (except some small vibrational fluctuations). The yellow bands shows the
next iteration of the structure, these bands are representative of the oxide-ions
that are being transported throughout the structure.
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Mean-square displacement (A) colour key

Atomic index

FIGURE 5.12: Mean-square displacement data processed into a heatmap from
a 2x2x6 supercell of Laj 50Srg.50GazO7.25 at 1,073 K. Red arrows indicate the
atomic indexes with the highest MSD values.
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All 1,176 of the atomic indexes were scanned and four of the most mobile
ions were carried forward for further analysis and plotting. The oxide-ions with
the largest MSD values are shown as bands of black. The most transport active
species were all found to be oxide-ions.

Six of the oxide-ions with the highest numerical value of mean-square dis-
placement value have been plotted and have had their diffusion profiles shown
from the c-axis, see Figure 5.13. The mobility of the oxide-ions are seen as they
diffuse throughout the structure to systematically locate from one tetrahedral gal-
lium environment to another, giving rise to oxide-ion conduction. Figure 5.13
shows the oxide-ions with the largest value of mean-square displacement, that
is to say they are the ions with the most energetically feasible route of diffusion.
This figure highlights details about conduction in this system, which would be
difficult to observable experimentally.

Firstly, a definite preference for the oxide-ions to conduct through the off-
centre position (see Figure 5.4 for naming) of the gallium pentagon can be seen
as these areas show the greatest amount of atomic density. Secondly, there is an
indication that the oxide-ions find it energetically less favourable to perform in-
terplane conduction through the pentagon centres that contain La®* ions. This
is said because the density of oxide-ions is considerably lower at the centre of
the Ga®" pentagons that feature La®" at the centre of it, as opposed to, rings con-
taining Sr**. This suggests that diffusion through the off-centre position is more
favourable. Thirdly, comparison can be made with the pentagons in which Sr**
is at the centre where more interstitial oxide-ion density is seen, which indicates
that rings containing Sr** cations provide the lowest energy mechanism for oxy-
gen transport. The physical understanding of this is that it is more energetically
favourable for a negatively charged oxide-ion to conduct past an ion of lesser

opposing charge (Sr*" instead of La®") as it will feel less attraction.
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FIGURE 5.13: Molecular dynamics simulation on La; 50Srg 50GaszOr .25 at 1,073

K. Oxide-ions with the largest MSD values have been coloured in red, blue,

fuchsia, orange and green. The framework of the lanthanum (cyan), strontium
(yellow) and gallium (brown) ions are included. Viewed down the c-axis.

To further understand the macroscopic model of diffusion, every atomic in-
dex has been plotted in Figure 5.14. Previously, in Figure 5.13 it was thought that
oxide-ions had a preference to diffuse through the rings containing Sr?*. This
finding can now be understood in greater detail as Figure 5.14 shows a signif-
icantly larger amount of oxide-ion density is seen at the centre position of the
gallium rings containing Sr*", whereas, the position is mostly absent in rings
that feature La*" cations. This demonstrates that interstitial oxide-ion transport
favours the Sr** ions over La**. The centre and off-centre positions are seen to be

accessed in varying amounts as oxygen diffusion takes place.
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FIGURE 5.14: Molecular dynamics simulation of La; 50Sro.50GasO7.25 viewed
down the c-axis at 1,073 K

Lastly, Figure 5.15 demonstrates the oxide-ion with the greatest value of dif-
fusion in a different colour (blue). A repeating "sinusoidal-like" wave function
can be seen to ripple throughout each of the layers of Ga;O3 as the interstitial
oxide-ions are transported throughout the 4-b plane. In addition to this, a small
amount of conduction can be seen to be taking place in the ¢ plane which agrees
with experimental measurements. [145]

Visually similar mechanisms were found in related work on apatite materials,
which observed the presence of a fan-like mechanism giving rise to a "sinusoidal-
like" wave of transport throughout the structure. [1]
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FIGURE 5.15: Molecular dynamics simulation of Laj 50Sro.50GasO7.25 at 1,073
K viewed down the b-axis. Oxide-ion with the highest MSD is shaded in blue.
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5.4.2 Oxygen diffusion mechanism

From the trajectory plots presented previously in section (5.4), it is possible to
establish the oxygen diffusion mechanism in the excess material. For these events
to occur, the tetrahedral gallium environments twist in order to accommodate
an additional oxide-ion (Figure 5.16). This turning motion affords some amount
of local lattice relaxation to allow for the temporary bonding of an oxide-ion;
along with the subsequent decoupling to diffuse into another adjacent tetrahedra,
where a central gallium tetrahedra twists to transfer an oxygen interstitial into an
adjacent GaO, environment and so forth. This behaviour of active tetrahedral
moieties has been observed elsewhere in FeO, abundant materials. [167]

FIGURE 5.16: Tetrahedral gallium environments in La; 50Sr¢ 50GagO7.25 from a
molecular dynamics simulation showing the environments before (left) during
(middle) and after (right) a conduction event.

The tetrahedral gallium sites have been proposed to act as the driving force of
the conduction phenomena observed in this family of highly conductive melilite-
type electrolytes in agreement with other studies. [22] This is due to the unique
ability of Ga®*t ions being able to undergo reversible in-plane transitions. [1]
The GaO, tetrahedra will twist and change from its four-coordinate (4N) state
to temporarily become a meta-stable five-coordinate (5N) state. The additional
coordination comes from the interstitial oxide-ion temporarily binding to the gal-
lium ion, and then decoupling into an adjacent tetrahedral site. The gallium
ions possess the unique ability of being able to reversibly break and reform its
tetrahedral units of Ga-O. Without this, these materials would not be conduc-
tive as it is this mechanism that is responsible for the transfer of oxide-ions. Ac-
tive tetrahedral moities have also been documented in other materials, such as,
La9.33+xGe6026+3:t/2/ La4Ga2—xTix09+x/2 and Lal—xBal-i-xGaoélfx/Q- [168]
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5.4.3 Oxygen diffusion in Sr and Ba doped melilite

The mean square displacement of strontium and barium doped oxygen-excess
electrolyte were calculated at various temperatures. From these simulations the

diffusion coefficients have been determined as a function of temperature (Figures
5.17 and 5.18).
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FIGURE 5.17: Mean square displacement plot of oxide-ion diffusion for
Lai.50Sr0.50Gaz Oz 25 at variable temperature

—1273K 803 K
6 1 —1173K 703K
—1073K —603K

L
1

903K =—273K

MSD (A2)

[ ]

o i P

28000 16000 24000 32000
Time (ps)

<1

FIGURE 5.18: Mean square displacement plot of oxide-ion diffusion for
Lai 50Bag.50GaszOz7.25 at variable temperature.
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It is clear that a positive correlation exists between the MSD and temperature.
Significantly larger displacements take place in systems heated to higher temper-
atures. In contrast to this, under ambient conditions, only small amounts of dif-
fusion is seen. This is true for both the Sr and Ba doped oxygen-excess materials.
The MSD of these systems was extracted by taking the gradient, which represents
the property of diffusion, see Figure 5.19. Diffusion was extracted from the same
range (8,000-32,000 ps) across all systems. These values are presented in Table
5.2.

= 0Oxygen 1,073 K =——Trend ——DLinear (Trend)

v =120E-04x + 2.01E+00
1=0.9957
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[ ]
1
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FIGURE 5.19: Mean-square displacement plot of La; 50Srg.50GasOr.25 at 1,073
K. Highlighted region shows the area where diffusion has been extracted.

A linear trend was not obtained for the Ba?* doped electrolyte at 273 K and 603
K (see Appendix for A9.8 and A9.9) In addition to this, the trend obtained for the
Sr?* electrolyte is only tentatively assigned as the diffusion is two magnitudes
smaller, although this is expected at such a low temperature (see Appendix for
A9.10 and A9.11).
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TABLE 5.2: Molecular dynamic simulations performed on a 2x2x6 supercell of
oxygen-excess Lai 50Bag 50GazO7.25.

System Temperature (K) D (A?/ps) D (m?/s) D (cm?/s)
La1,508r0,50Ga307.25 273 1.03x10~® 1.03x10~'6  1.03x10~!2
603 1.47x107%  1.47x1071 1.47x1071°
703 3.29x107%  3.29x10~* 3.29x101°
803 4.55x107¢ 4.55x10~* 4.55x101°
903 9.18x10°% 9.18x10~!* 9.18x10~
1,073 2.00x107%  2.00x10~'3  2.00x10~*
1,173 2.56x107° 2.56x10~ 2.56x107?
1,273 3.01x107%  3.01x10~'% 3.01x10~*

La; 50Bag 50GazOr7 o5 703 1.78x107% 1.78x10~'* 1.78x10~'°
803 3.32x107%  3.32x10~'* 3.32x10°1°

903 4.89x107% 4.89x10~'*4 4.89x10~ 10

1,073 9.88x107% 9.88x10~!* 9.88x10~1°

1,173 1.40x107° 1.40x107'% 1.40x107°

1,273 1.92x107°  1.92x107'%  1.92x107°

5.4.4 Thermal conductivity and the effect of cationic-size

From the diffusion coefficients the molar conductivities have been calculated
(Table 5.3) at variable temperature using Eq. (5.2). The property of diffusion, and
hence the conductivity is clearly shown to be temperature dependant.

These molecular dynamics calculations have demonstrated two important re-
sults. Firstly, Sr** doped melilite electrolytes exhibit diffusion in greater amounts
than that of the Ba** doped electrolyte. Not only does the Sr** doped electrolyte
exhibit greater amounts of diffusion and ionic conductivity, but we are also able to
resolve this physical property at lower temperatures than the electrolyte doped
with Ba*". The implication of this is that the Sr** based electrolyte is a better

oxide-ion conductor than the Ba?T material.

The calculated conductivity of Sr and Ba doped electrolytes at variable tem-
peratures are shown in Figure 5.20. It is seen that as the temperature is raised
from 803 K to 903 K, a change in the conductivity takes place in the Sr-doped
composition, rapidly increasing from 2.09x10~7 S m? mol™' to 4.55x10~" S m?
mol~!. A similar, but lesser increase is observed for the Ba-doped material, but
this increase occurs at higher temperatures of 903 K to 1,073 K (Table 5.3). It is
clear that the Sr-doped electrolyte exhibits higher ionic conductivities.

Density functional theory calculations have concluded that the differences in
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TABLE 5.3: Diffusion coefficients for a series of melilite-type systems featuring
both the parent and oxygen-excess material at varying temperature.

System Temperature (K) A) (Sm?mol™) AY (S cm? mol™?)
La1,5OSr0,5OGagO7,25 603 1.09X10_7 1.09X10_3

703 2.09x1077 2.09x1073
803 2.54x1077 2.54x1073
903 4.55x10~7 4.55x1073
1073 8.34x10~7 8.34x1073
1,173 9.77x10~7 9.77x1073
1,273 1.06x107° 1.06x102
La1,5OBa0,50Ga3O7,Q5 703 1.14X10_7 1.14X10_3
803 1.85x10~7 1.85x1073
903 2.42x1077 2.42x1073
1073 4.12x1077 4.12x1073
1,173 5.34x10~7 5.34x1073
1,273 6.76x10~7 6.76x1073

conductivity is due to cationic radius. [26] This observation can be linked to

variations in the formation energy of the interstitial defect. As cationic radius

increases, the formation energy required to form the interstitial defect also in-

creases, which means that larger cations are less favourable such that Ca?* (0.87
eV) > Sr** (1.77 eV) > Ba*"(2.58 eV). [142] The Ba®" has a much larger ionic ra-
dius, which causes stabilisation problems for the interstitial oxide-ion (see Chap-

ter (4) 4.8.3). The same trend exists for the ionic conductivity in that the cations of

lesser size exhibited better conduction and, henceforth, a lower activation energy.
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FIGURE 5.20: Conductivity plot from the molecular dynamics simulations on
La 50Sr0.50GaszO7.25 and Laj 50Bag.50GaszO7 25 at variable temperature.

5.4.5 Activation energy

One of the main problems to overcome in designing next-generation SOFCs is
to lower the operating temperature, thereby improving efficiency.

With the knowledge of the conductivity as a function of temperature, the ac-
tivation energies can be determined using the Arrhenius relationship Eq. (5.4).
Where ¢ is the conductivity (S m?), T is the temperature, K is the Boltzmann’s

constant and E,, is the activation energy.

Eq
o)

The experimental set-up for ionic conductivity measurements are given

ol = ogexp ( — (5.4)

in Chapter (3) 3.6.1. Ionic conductivity measurements collected on
Lay 50510.50Ga3O7 25 are compared with those calculated from MD, see Figure 5.21
and Table 5.4.
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FIGURE 5.21: Conductivity plot on Laj 50Sro.50GazOz7.25 featuring both experi-
mental and computational (MD) measurements at variable temperature.
TABLE 5.4: Comparison of experimental and theoretically calculated activa-
tion energies in oxygen-excess Lai 50510 50GazO7.25 and
La; 50Bag.50GazO7.25.
System Temperature (K) Experiment E, (eV) Other works E, (eV)
Lay 5051050GasO7.25  High-T (773 - 1,073) 0.64(731) 0.62 [144], 0.75 [145]
Average-T (573-1,073)  0.70(892) —
Intermediate-T (573 - 723)  0.73(478) 0.96 [144], 0.85 [22]
La1,5oBao_50GagO7,25 Intermediate-T (373 - 873) — 091(96)[142]
System Temperature (K) Calculated E, (eV)
La1,508r0,50Ga307,25 603 - 1,273 0308(17) -

La1,5OBa0,50Ga307,25 703 - 1,273 0318(05) —
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The experimental data collected on Laj; 505r)50GaszOr7.25 shows three differ-
ent trendlines (Figure 5.21) at high temperature (red), intermediate temperature
(green) as well as an average temperature (purple). The interesting finding here
is that all three trendlines give differing activation energies. If a material was
to exhibit a non-linear change to its activation energy, the most common observa-
tion would be that a phase change has occurred. This is seen in double perovskite
SroMgMoOg 5 which undergoes a phase change at about 275°C, beyond this tem-
perature its activation energy changes from 0.52 eV to 1.43 eV. [169] Therefore,
it is unusual to see differences in activation energy for this oxygen-excess sys-
tem as later discussed in Chapter (6), high-temperature XRD measurements were
made on the parent material LaSrGa;O7, showing for no phase changes to occur.
Instead, the oxygen-excess material was found to exhibit non-linear thermal ex-
pansion along the c-axis when heated above 400°C. The thermal expansion value
changes from 3.5x10% A °C~! t0 5.1x10~° A °C~! when above this point. [22]

The molecular dynamic simulations yielded lower activation energies than
the experimental values (Table 5.4). Firstly, the computational model represents
a perfectly crystalline system that is free from impurities, this is not a realistic de-
piction of an experimental model. In addition, an NVT ensemble was used which
prevents the c-axis from expanding with temperature. Therefore, keeping the cell
volume constant may contribute towards a lower activation energy as doping
with different caitons showed a relationship between diffusion and length of the
c-axis. Lastly, we believe that the interatomic potentials have significantly under-
estimated the interaction energy, giving rise to lower activation energies. Oxygen
diffusion was studied in tetrahedral environments of silica (SiO,), which is struc-
turally similar to GaO,4. The diffusion coefficient computed in these tetrahedral
silica systems were found to underestimate experimental values by -40% [170],

and the corresponding activation energies were found to differ by a factor of 2.
[171]

5.4.6 Thermal activation of diffusion

From Figure 5.20, it is seen that one of the data-points for the Sr*" doped elec-
trolyte fails to follow the linear trend. This peculiarity coincides with the experi-
mental temperature region where the activation energy is seen to change (Figure
5.21). To establish if this was a true observation, two additional simulations were
ran (Appendix A9.12) to investigate this region of interest about 803 to 903 K. A
very sudden and sharp rise in conductivity is seen among the two new simula-
tions, which were ran at 828 K and 853 K. Evidently, some property of the system
has changed.
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In order to understand why a change in activation energy occurs, the system
was further investigated by examining its atomic densities as a function of tem-
perature (Figure 5.22). Particular interest is drawn towards the simulations ran at
803, 828 and 853 K as it is these three simulation demonstrating a rapid increase
in conductivity.

A minimal amount of diffusion is observed at 273 K, as expected. However,
once the simulation environment had its temperature raised to 603 K the mobil-
ity of the particles are increased. A greater amount of oxide-ion density is seen
to pass through rings containing the Sr** cations. The oxide-ions are seen to pass
through channel A (see Figure 5.22 at 273 K for labelling), which presents itself as
the most favourable channel of conduction. This preference of the oxide-ions to
diffuse through channel A is seen for both cationic sites, whether they are occu-
pied by Sr?* or La*" ions.

At 803 K a change in the oxide-ion transport mechanism is seen to occur,
which may be key in understanding and further explaining why this change in
activation occurs around this temperature. Atomic density from the previous
simulations showed for conduction to take place predominantly through chan-
nel A. However, at 803 K observation is made that both the A channel, and small
amounts of the B channel have become occupied. Small amounts of ionic den-
sity are seen to gather within the B channel containing Sr** cations. In contrast to
this, the planes that contain La*" cations continue to transport oxide-ions through
channel A, but in greater amounts as the temperature has increased.

Furthermore, the simulation performed at 828 K shows both channels A and B
to become occupied in greater amounts. The significance of this is that oxide-ion
transport phenomena through the A and B channels are symmetrically inequiv-
alent. Therefore, a new mechanistic pathway of conduction is realised through
channel B when the system is exposed to a temperature of 828 K. The following
simulation at 853 K showed a greater amount of conduction to occur through
channels A and B. Likewise, the occupation of channel C is seen to take place for
temperatures exceeding 903 K, giving rise to a "starfish" shape within the pen-
tagon of gallium. It is clear that oxide-ion transport predominantly takes place
through channels A and B, whereas, pathway C is less favourable. These observa-
tions are understood to be due to the length required for the oxide-ion to migrate
before becoming bound to another local site, highlighting further agreement be-

tween experiment and theoretical molecular dynamics simulation. [22]
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FIGURE 5.22: Depiction of local atomic transport for the oxide-ion at vary-

ing temperature in supercell of La; 50519 50GazO7.25. Viewed down the c-axis.

Conduction pathways are indicated as A, B or C in the first figure at 273 K.

Colour scheme: lanthanum (cyan), strontium (yellow), gallium (brown) and
oxygen (red).
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Consequently, the non-linear change to the activation energy observed in
Lay 50Sro.50GasO7 o5 is attributed to the thermal-activation of an additional trans-
portation mechanism that is accessed around 803-853 K as this region has shown
conduction to suddenly increase. Similar changes are found in apatite material
where non-linear changes take place to the activation energies as additional in-
terstitial oxygen transportation mechanisms become accessible at higher temper-
atures. [172]

Further evidence to support this theory is found in Figure 5.23 which shows
the Fourier refinement of La; 5451 46GaszO7 27 at 5 K from neutron powder diffrac-
tion data. [115] Additionally, Fourier maps from neutron diffraction data have
proposed similar mechanisms of diffusion. [145] Agreement can be seen between
experiment and theoretical MD calculations in describing the location of the in-
terstitial oxide-ions. Both techniques indicate for an increase in nuclear density at
the centre of the pentagonal gallium ring. Similarly, an increase in nuclear den-
sity is seen from the centre position towards Ga;, which is in direct agreement
with that predicted computationally. Finally, the Ga; site is shown to look very
different to Ga, in that the former has this "windmill-like" motion, whereas, the
Gay, sites appear to be relatively static and in place. It is now clear that site Ga; is
the central hotspot where the conduction phenomena takes place.
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FIGURE 5.23: "Calculated difference Fourier map at z=0 section for

Laj 54Sr0.46GaszOr7.27. The positive scattering density was plotted in solid line

and filled with red, while the negative scattering density plotted in dotted line

and filled with green. The filled mauve circle denotes the calculated ener-

getically favourable position (0.42, 0.28, —0.09) from the atomistic simulation

[72] and pair-distribution function analysis." [73] Reproduced with permission
from Ref [115].



5. Interstitial Oxygen Diffusion In Melilite-Type La;«Sri_xGazO74¢.5x And
Lajy«Ba;_xGasOr70.5x Electrolyte 153

5.5 Conclusions

This chapter has presented and discussed diffusion mechanisms and ionic
conductivity from molecular dynamic measurements on La; 505ty 50GazOr.25 and
La; 50Bag 50GasOr.25. These properties have been directly compared with exper-
iments and shown to exhibit similar findings and further build on the knowl-
edge of how diffusion operates as a function of temperature. Atomic transport
phenomena of the interstitial oxide-ions has successfully been envisioned by the
production of molecular dynamics data. From this, proof has been shown that
the oxide-ions are the species performing diffusion, as opposed to the La®*, Sr**
or Ga** ions. Furthermore, the unique importance of the Ga®* environment has
been documented whereby these environments undergo reversible coordination
changes as the GaO, tetrahedra physically rotate in order to accommodate the
diffusion mechanism of interstitial oxide-ions into adjacent units of GaO,.

It was found that the Sr** and La** distribution is crucial as these cations take
an active part in the transport mechanism. The Sr*" cation was found to act as
an oxygen distributor, whereas the La*" cations were instead found to inhibit the
flow of oxygen transport as it stabilised the incoming interstitials.

In addition to this, the transport mechanism of the interstitial oxide-ions was
found to change with temperature. Diffusion was found to occur through three
unique channels, A, B and C (Figure 5.22). Channels A and B take place through
the Gal environment and become accessed first, whereas, channel C which is
less favourable, is mediated by the Ga2 environment and only becomes occu-
pied at high temperatures. This shows evidence which explains why the activa-
tion energies in La; 50Sro50GasOr .25 are seen to change with temperature because
more than one mechanism of oxygen transport exists. Therefore, it can be un-
derstood that as the temperature is increased, additional oxygen transportation
mechanisms become accessible. This explains why the activation energy is seen
to change as a function of temperature.
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High-Temperature XAS
Measurements Of Interstitial
Oxide-Ion Defects In LaSrGa3;0O7; And
C-Site Doped Melilite-Type
Electrolytes

" A person who never made a mistake never tried anything new.”
— Albert Einstein,

6.1 Introduction

In this chapter melilite-type electrolyte LaSrGasO; has been investigated by com-
bination of high-temperature XAS measurements alongside computer calcula-
tions to determine its local atomic structure as the electrolyte is cycled in an
oxygen-rich atmosphere. The first aim of this chapter is to ascertain whether
or not an onset temperature exists whereby the local structure changes as a re-
sult of diffusion. Melilite systems LaSrGas 75My 2507 where M = Ge and Al were
explored to examine the effect of doping at the C-site.

Collection of high-temperature XAS data was performed in-situ using a cus-
tom built high-temperature furnace. [173] Previous discussion on XAS measure-
ments was made in Chapter (4), however, these measurements were performed
under ambient conditions. In order to understand the nature of high-temperature
XAS measurements and what can be gained from them, discussion is first made
on the relationship between disorder and temperature.

The C-site was doped by substituting out Ga*" for AI** and Ge*" ions as they

are of similar atomic radii. [141] The material composition LaSrGas 75Aly 2507

154
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was investigated at the Ga K-edge, whereas, LaSrGa, 75Ge 250715 was explored
at both the Ga and Ge K-edge.

6.2 Synthetic procedure

Stoichiometric amounts of metal oxides and carbonates were mixed and syn-
thesised following the solid state synthesis method described in Chapter (3) 3.2.1.
In this chapter La;Os (99.999%, Alfa Aesar), SrCO; (99.995%, Sigma Aldrich),
Gas03 (99.999%, Alfa Aesar), Al,O5 (99.9%, Sigma Aldrich) and GeO, (99.999%,
Sigma Aldrich) were used as the starting reagents for synthesis. The synthesised
materials were characterised using by XRD following the same procedure shown

in Chapter (4) 4.3.5 to ensure phase pure materials were obtained.

6.2.1 XAS measurement

Crystalline materials of interest were pressed into 13 mm pellets, which could
be directly used in the in-situ high-temperature (RT-1000°C) "Sankar" furnace
available at B18, Diamond Light Source (DLS).

High-temperature XAS data were collected in transmission mode at the Ga k-
edge and fluorescence mode at the Ge K-edge from room temperature up to 900°C
over a timespan of approximately four hours for each sample. The Ga edge was
calibrated with Pt-foil as well as a 3-Ga,O; reference standard. A single crystal
of Si (111) was used as the monochromator, along with a Si-detector. Calibration
of the Ge K-edge was done using a Pt-foil as well as well as a quartz-like GeO, (4
coordinate) reference standard. All samples were prepared as pellets by mixing
the compound of interest with Boron Nitride to make a total pellet weight of
approximately 200 mg. The amount of sample used in each pellet was calculated
using Absorbix software. [131] Boron Nitride was chosen as the pellet binder due
to its exceedingly high melting point, which made it suitable for this experiment.

The samples were cycled in an oxygen rich environment. For more details

about the beamline set-up, see Chapter (3) 3.7.5.

6.2.2 High-temperature XAS measurements

XAS measurements obtained at high temperature will significantly differ to
those obtained under ambient conditions as XAS measurements are highly sen-
sitive to structural and vibrational disorder. Therefore, as system temperature
increases, so does the property of disorder. The significance of this is that the
amplitude of the detected XAS waves will decrease due to this disorder. Thereby,
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in-situ thermal heating will systematically dampen the amplitude of the detected
waves as the temperature increases. [174]

The increase in disorder oversees the average distance of inter-atomic bond vi-
brations to increase with temperature. This disorder is parametrised in the form
of the Debye-Waller factor (o2). For a harmonic oscillator at elevated tempera-
tures the mean-square amplitude of vibrations can be approximated and shown
to vary linearly with temperature as shown in Eq. (6.1). [175]

(on) = —5 (6.1)

Where <O’Z> denotes the average ensemble of system coordinates (n=1,.., 3N), T is
the system temperature, wn is the frequency of the n'* normal mode and kp is the
Boltzmann’s constant. Therefore, this allows an approximate relationship to be
obtained between the Debye-Waller factor and temperature in the form of a linear
relationship. A deviation from a linear function could be indicative of increasing
disorder, associated with ionic conductivity by mobile interstitial oxide-ions. For
interstitial oxide-ion conductors, it would be of interest to see if this Debye-Waller
factor could be linked to oxygen ion conduction and changes in activation ener-
gies.

Statistical noise encountered during high-temperature XAS experiments is rel-
atively high, making the modelling of outer-shells considerably more difficult, or
even, impossible. As a result, it is important to not over-fit the data. Instead, XAS
spectra has been cut off prematurely to prevent the inclusion of poor statistics
into the fit.

High-temperature XAS experiments can be performed to model certain de-
fects, such as, the interstitial oxide-ions that are understood to diffuse through
the tetrahedral moieties of GaO, environments, thereby allowing us to measure
the effect different dopants may have on the local structure as a function of tem-

perature.

6.3 X-ray diffraction

6.3.1 Characterisation of high-temperature LaSrGa;0O-

In order to establish whether or not phase changes occur within the tempera-
ture region the electrolyte is intended to operate within (RT-800°C), XRD patterns
were collected on a sample of LaSrGasO;. The experimental set conditions were
detailed previously in Chapter (3) 3.3.3.



6. High-Temperature XAS Measurements Of Interstitial Oxide-lon Defects In
LaSrGazO7 And C-Site Doped Melilite-Type Electrolytes 157

This study was also undertaken to ensure that gallium volatilisation is min-
imised at typical working temperatures of IT-SOFC devices as this volatilisation
will lead to material decomposition and mechanical failure. The absence of any
phase changes is important for material stability as continuous thermal cycling
from low to high temperature may cause material degradation and eventual ma-
terial failure.

The high-temperature XRD profile of LaSrGa;Oy is presented in Figure 6.1.
This sample was gradually heated up to 800°C in steps of 50°C. Both the peak
positions and associated intensities are seen to remain unchanged throughout the
experiment, indicating that LaSrGa;O; does not undergo any phase transitions

within the temperature range used by IT-SOFCs.
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FIGURE 6.1: High-temperature XRD patterns of LaSrGazO7

By using only the XRD study we can not exclude gallium oxide volatilisa-
tion during the heating process, as it was shown that the oxygen-excess mate-
rial (La; 50Sr0.50GasOr.25) presented the same diffraction pattern and intensities
as LaSrGa;0O;. Instead, to establish that the composition of LaSrGa;O; was sta-
ble, thermal gravimetric analysis (TGA), along with the associated differential
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scanning calorimetry (DSC), was done by heating from room temperature up to
1,000°C in a nitrogen atmosphere, Appendix A9.13. This study indicated a small
weight loss of about 2.5% between 200-600°C, corresponding to the residual mass
loss of carbonate starting material. [176] No evidence of gallium oxide volatilisa-
tion was found within this temperature range.

These findings are of importance for material design. If volatilisation of the
Ga*" ions were to continuously take place throughout the high-temperature elec-
trochemical reactions, then material failure would be an inevitable consequence.
This would drastically reduce the functioning lifetime of these ceramic elec-
trolytes until mechanical failure ultimately destroys the fuel cell. Not only this,
but these ceramic electrolytes are already expensive due to the use of high cost
metal oxide and carbonate materials during synthesis. In addition to the afore-
mentioned problems, if volatilisation of the gallium species were to occur then
this would pose problematic health concerns as breathing in fine vapours of gal-
lium would call for immediate medical assistance as it is corrosive and can induce
respiratory problems. [177]

6.3.2 Ambient temperature XRD of C-site doped materials

Parent-type LaSrGa3Or is structurally very similar to C-site doped composi-
tions LaSrGay 75 Al 2507 and LaSrGa, 75Geg 2507, 5. Therefore, the XRD pattern of
LaSrGa3;O; can be used for comparison as its pattern is has already been identi-
fied and is known to be correct.

The XRD patterns of LaSrGas 75Aly 2507 and LaSrGas 75Geg 250745 are shown
in Figure 6.2. The full XRD patterns are shown in Appendix A9.14 and A9.15. An
impurity of LaGaOj; is noted in the spectra. Similar XRD patterns on composi-
tions of LaSrGa;_,Al,O; have been reported in the literature. [178] [179] How-
ever, the LaSrGas 75Gep 25075 composition has not been reported in the literature,
although the Rietveld refinement of Ba;MgGe, O has been reported, showing a
similar pattern. [180] Further comparison is made with the XRD patterns of the
parent material LaSrGazO; and Al-doped phase LaSrGas 75 Al 2507 which shows

consistent peak origins and intensities with our other synthesised materials.
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FIGURE 6.2: Experimental XRD patterns of LaSrGas 75Alj 2507 and
LaSrGa2,75Ge0,25O7+5.

6.4 Radial distribution functions

The RDF of LaSrGa;O7 and La, 5051¢50GasOz.95 at 1,073 K are shown in Fig-
ures 6.3 and 6.4, respectively. Primarily, a very intense signal can be seen centred
around 1.8 A in both the LaSrGa;O; and oxygen-excess La; 5051 50GazO7 25 mate-
rials. This peak is representative of the bonding between the gallium and oxygen
atoms, which form GaO, tetrahedra. The next coordination sphere is described
by the neighbouring Ga-Ga atoms within the pentagon. Finally, the presence of
the La®* and Sr?* cations is observed at about 3.5 and 3.8 A, alongside some addi-
tional oxygen contributions. The La®** and Sr®* ions share equivalent symmetry,
hence, these signals are seen to occur at the same approximate distances. It is
seen that the average bond length of the GaO, tetrahedra increases from 1.79 A
to 1.80 A in the parent material LaSrGasO- (Figure 6.5) and increases from 1.82 A
to 1.85 A (Figure 6.6) in the oxygen-excess material La; 50Sro 50GaszO7.25.
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FIGURE 6.3: Simulated radial distribution function for LaSrGazO7. Data gener-
ated from a molecular dynamics simulation ran at 1,073 K. (a) The bond pairing
shown is selective to gallium and exhibits the sum of all possible interactions,
(b) individual bond pairing shown for Ga-La, Ga-Sr, Ga-O and Ga-Ga from 0-5
A.
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FIGURE 6.4: Simulated radial distribution function for Laj 50Srg.50GazO7.o5.

Data generated from a molecular dynamics simulation ran at 1,073 K. (a) The

bond pairing shown is selective to gallium and exhibits the sum of all possible

interactions, (b) individual bond pairing shown for Ga-La, Ga-Sr, Ga-O and
Ga-Ga from 0-5 A.
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Given that the previous RDFs have shown gallium-oxygen bond pairing to
exist at around 2.0 A, this bond pair will now be examined further. The first
coordination shell of LaSrGasO; and La; 50Sr, 50GaszO7 .25 had its first shell Ga-O
distances examined under ambient conditions (293 K) and at high-temperature
(1,073 K).

Both the parent material and oxygen-excess composition indicate some
amount of bond pairing to exist about 2.0 A. This observation coincides with
the region at 2.0 A where the gallium-oxygen defect was shown to exist. The
spectrum of oxygen-excess La; 50Sry50GasO7.25 could be expected to be observed
as a single peak experimentally, as shown previously in Chapter (4) 4.7 (Figure
4.24) where one peak was recorded at about 2.0 A. To assess this observation in
detail, an arbitrary cut-off region (shaded in yellow) was implemented at 1.90 A
in Figures 6.5 and 6.6 representing the region in which the local bonding about
the gallium environment has become significantly shifted away from the aver-
age GaO, first shell value. This cut-off region is seen to expand in intensity and
range for both LaSrGa;O; and La; 5051 50GazO7 .25 as the system temperature was
increased from 293 K to 1,073 K.

Figure 6.5 shows that the proportion of Ga-O bond distances marked above
1.90 A significantly increased towards 2.10 A upon heating LaSrGazO- to 1,073
K. Whereas, at room temperature, only a minor contribution exists above 1.90
A. Furthermore, Figure 6.6 shows the RDF of La; 5051 50GasO7 .95 which, under
ambient conditions, is seen to already possess a significant distribution of bond
lengths above 1.90 A. When heated to 1,073 K, not only does the oxygen-excess
material show a higher proportion of bonds exceeding 1.90 A, signifying a greater
amount of bond intensity present from interstitial sites, but upon heating the
range of bonding is seen to increase even further to about 2.50 A. These findings
suggest that a larger number of oxygen interstitials are accessible in the oxygen-
excess material. In addition to this, it shows that an even greater amount of these
interstitial oxide-ion positions become occupied as temperature increases. It has
also shown evidence to suggest that parent material LaSrGa;O; may also be able
to show proof of this additional interstitial peak. However, due to the resolution
of the plotting with this software it was not observed as one individual peak.

From these observations it can be proposed that upon heating LaSrGa;Oy, the
interstitial peak will exist around 2 A, separate to the main GaO, tetrahedra. If
so, will it increase in intensity as a function of increasing temperature as these

RDFs generated by molecular dynamics suggested.



6. High-Temperature XAS Measurements Of Interstitial Oxide-lon Defects In

LaSrGaszO7 And C-Site Doped Melilite-Type Electrolytes

163

g(r)

g(r)

1.79A4

—— LaSrGai0s
(Ga-0) 293 K

15

119 21
Bond length (A)

23 25

—— LaSrGaa0-
(Ga-0) 1,073 K

1.5

T
19 21

Bond length (A)

2.3 2.5

FIGURE 6.5: Simulated radial distribution function for LaSrGas;O; at room
temperature (293 K) and high temperature (1,073 K). Arrow inset indicates the
position of maximum intensity, the yellow area represents the relative propor-

tion of bond lengths shifted to higher values during conduction events.
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proportion of bond lengths shifted to higher values during conduction events.
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6.5 LaSrGa;O-

6.5.1 XANES analysis

Previously, it was shown through molecular dynamic calculations that the dif-
fusion process oversees the interstitial oxide-ions to become temporarily bound
to units of GaO, tetrahedra, then, subsequently decouple into other, adjacent
units of GaO,. This diffusion phenomena oversaw the reversible transitions back
and forth between tetrahedral (4N) and trigonal bipyramidal (5N) states. These
transitions will be of low intensity as the interstitial defect concentration in our
materials is relatively low. The hypothesis to explore here is whether or not these
changes can be detected in the XANES.

XANES spectra of a polycrystalline sample of LaSrGazO; that was heated to
850°C is shown in Figure 6.7. An additional figure, included in Appendix A9.16,
offers a different perspective view of the normalised data. The spectra shows the
absence of any distinctive pre-edge features. However, a shift in the Ga K-edge is

seen to take place as the temperature is increased.
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FIGURE 6.7: First derivative of normalised Ga K-edge XANES data for
LaSrGasOr at variable temperature.

The experiment starts off with the absorption edge situated at 10373.6 eV
where it generally remains constant (Table 6.1). Upon reaching 873 K, a sudden
shift in the edge position occurs to 10,374.0 eV, which confers a change of +0.4 eV,
with respect to the first derivative of the edge position. Given that this transition
observed in the XANES takes place somewhere between 873-973 K (600-700°C),
a detailed analysis of the individual XANES spectra in this region is shown in
Appendix A9.17, which suggests a sudden transition took place in the XANES.
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As the temperature increases, a shift in the edge position of +0.4 eV is mea-
sured. This indicates that the local electron distribution around around the Ga**
core is becoming more localised (oxidised) (Table 6.1). This change shown in Fig-
ure 6.7 of +0.4 eV takes place between 873-973 K, potentially showing evidence
for an increase in coordination number, which can be written as [4N] -> [4N;_,]
+ [6No;.] because more of the gallium sites are becoming five coordinate at any
one moment in time to support the conduction mechanism where it adopts the
five coordinate trigonal bipyramidal geometry. This is in agreement with mea-
surements on 3-Ga,O3; showing that the octahedral coordination gave rise to an
energy transition at higher energies than the GaO, tetrahedra.

After cooling, the absorption edge did not return back to its original position.
Instead, it was further up-shifted by an additional +0.4 eV, suggesting further
electron localisation around the Ga®' ion. This can be associated with an oxygen
interstitial trapping mechanism, as discussed in section 6.5.3, leading to higher

coordination numbers.

TABLE 6.1: First derivative k-edge energies (eV) measured at the Ga K-edge

for LaSrGazOy.
Temperature (K) | Edge (eV)
523 10,373.6
659 10,373.5
723 10,373.3
803 10,373.5
873 10,373.6
973 10,374.0
1,023 10,374.0
1,073 10,374.0
1,123 10,374.0
333 10,374.4

6.5.2 Qualitative EXAFS

It is clear from Figure 6.8 that the quality of our experimental EXAFS data
deteriorates as a function of temperature and that cooling back down towards
low temperature vastly improves the signal to noise ratio of the data. Noise was
reduced by recording the same spectra 3 times and averaging it. Noise can also
be improved by increasing the time taken in which a scan is performed, however,

this was not possible in the allotted window of time granted for this experiment.
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FIGURE 6.8: Ga K-edge EXAFS for LaSrGazO7 heated in-situ.
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In order to understand how the oxygen defect structure changes as a function
of temperature, the Fourier Transform of the Ga K-edge EXAFS data is presented
in Figure 6.9. Here three prominent peaks are observed. The first and most in-
tense peak is the tetrahedral GaO, environment, second to this, is the addition of
what we attribute to be an interstitial peak at about 1.9-2.2 A and finally, the third
peak is the Ga-Ga ring bonding about the pentagonal ring.

7 —523K —§5%9K —T23K
6 —3803 K §73K  —973K
LI2Z3 K —I10713 K LI123 K

Lh
1

—Cooled - 333 K

Lad

FT magnitude (a.u.)
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FIGURE 6.9: Fourier transform of the Ga K-edge EXAFS data heated in-situ.
Arrows inserted to indicate trends.

In addition to this, the Ga K-edge data shown in Figure 6.10 had its spectra
vertically shifted for purposes of improving visual clarity. The intensity of the
GaO, tetrahedra and the Ga-Ga contributions are seen to decay as a function of
temperature due to bond smearing. This would suggest that there is no signif-
icant change to the local structure about the first shell of GaO, tetrahedra and
third shell of Ga-Ga interaction as they are still present at the same approximate
distances. However, one peculiarity remains to be addressed whereby the area
in which the interstitial has been proposed to exist is seen to grow in intensity as
temperature increases. This is in agreement with the observations on the K-edge
position, which indicates an increase in coordination number. It is important note
that this occurs simultaneously to the other peaks systematically decaying in in-
tensity as temperature increases.

It is also useful to remember that LaSrGas;O; did not show the additional in-
terstitial peak when measured under ambient conditions (Chapter (4) 4.4.1 Fig-
ure 4.8). In contrast to this, high-temperature measurements in an oxygen atmo-

sphere show an additional peak at around 2.0 A at 523 K, associated with the
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interstitial oxygen (Chapter (4) 4.7.1 Figure 4.24). This shows that electrolyte ma-
terial LaSrGasO; is gaining access to these interstitial sites when heated in an
oxygen rich atmosphere. As temperature increases to 659 K it can be seen that an
additional peak at around 2.2 A appears, increasing the temperature further the
peak again seems to split into a single, well-defined peak at around 2.0 A while
the peak around 2.2 A is no longer resolved as a single peak, but merges with the
Ga-Ga peak around 2.8 A.

5 — 353K —659K —T723K
- —303K 873K —973K
LO23K —1073K 1L123K

FT magnitude {a.u.)

[] T T T T 1

0 1 2 3 4 3
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FIGURE 6.10: Fourier transform of the Ga K-edge EXAFS data for LaSrGaz O~
heated in-situ. Spectra has been vertically shifted to improve clarity.

This shows preliminary evidence suggesting that a higher quantity of inter-
stitial oxide-ions can be detected as temperature increases. Therefore, qualitative
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observation is made towards this material, LaSrGa;O-, to demonstrate thermal
activation of the interstitial oxide-ion species as the peak attributed to the inter-

stitial oxide-ion species is seen to grow in intensity with increasing temperature.

6.5.3 Fitted EXAFS data

By studying the coordination number about the gallium sites as a function
of temperature, the local atomic environments can be understood in great detail.
Theory would suggest for the coordination number of Ga in LaSrGasO- to be 4 as
the Ga environments form tetrahedra of GaO,. Similar to this, La; 50Srg 50GazO7 25
would have a theoretical coordination number of 4.17 as it has the addition of the
interstitial which contributes to this value.

EXAFS data is often seen to become more unreliable as temperature increases.
However, the R-factors (Table 6.2) obtained from the fitting of LaSrGa;O; were
seen to successively decrease from 973 K onwards all the way until the end of
experiment. The theory to put forward here is that the fit was improved upon the
interstitial site successfully being modelled with a separate Debye-Waller path.
The logical sensibility of this statement is accredited to the interstitial being a
mobile non-briding ion, therefore, it is not necessarily correct to model it into the
same coordination shell as the gallium tetrahedra as it is readily diffusing in and
out of these coordination spheres when exposed to high-temperatures.
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TABLE 6.2: Fitted Ga K-edge EXAFS of LaSrGasOr at variable temperature

Fitted Parameters

Temperature (K) Atom N R (A) 202 (A?)
523 Ga-O 3.77 1.822 0.0036
Ga-O 0.35 2.019 0.0036
S3 =1.00+0.32, Eg = -6.17+6.05, R-factor = 2.34%
659 Ga-O 3.60 1.824 0.0039
Ga-O 0.30 2.021 0.0039

S3 =0.994+0.22, Ey = -6.71+4.13, R-factor = 1.10%

723 Ga-O 3.30 1.822 0.0040
Ga-O - - -

S2 =1.00+0.19, E, = -7.07+3.58, R-factor = 0.742%
873 Ga-O 3.83 1.838 0.0041
Ga-O 0.95 2.035 0.0023

SZ =0.93+0.36, E¢ = -1.12+8.77, R-factor = 2.17%
973 Ga-O 3.79 1.844 0.0064
Ga-O 1.08 2.040 0.0053

S3 =1.1140.32, Ey = -4.90+7.17, R-factor = 2.31%
1,023 Ga-O 3.73 1.844 0.0066
Ga-O 0.56 2.040 0.0036

S3 =1.014+0.24, E, = -4.86+5.93, R-factor = 1.47%

1,073 Ga-O 3.00 1.852 0.0030
Ga-O 1.41 2.049 0.0041

SZ =0.97+0.30, E¢ = 0.5546.65, R-factor = 1.59%

1,123 Ga-O 2.95 1.861 0.0047
Ga-O 1.48 2.057 0.0073

SZ =0.99+0.25, E( = 0.784+5.27, R-factor = 1.20%
333 Ga-O 3.98 1.840 0.0051
Ga-O 0.62 2.037 0.0039

S3 =0.9940.36, Ey = -4.91+8.90, R-factor = 1.26%
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With this in mind, Table 6.3 shows the running sum of the coordination num-
ber of the GaO, tetrahedra and the interstitial Ga-O as a function of temperature.
The coordination numbers were fitted with a "guess" parameter as a function of
temperature.

The data indicates for > (N) to decrease from the start of experiment at T =
523 K until T = 723 K. It can be seen that the average coordination number of the
GaOy, tetrahedra decreased as a function of temperature. A sudden drop to the
> (N) occurs from 3.90 to 3.30 between 659-723 K, which is due to the the intersti-
tial peak almost losing the entirety of its presence in the EXAFS. This was shown
previously in Figure 6.10 where the interstitial peak could not be modelled into
the fit. The inclusion of the interstitial path yielded a significantly poorer fit in
R-space as well as unphysical values (negative Debye-Waller factor and degener-
acy) of the interstitial.

However, Table 6.1 previously showed that at 973 K a definitive shift of +0.4
eV occurred in the XANES spectra, but the question remained of what caused
this. In order for this shift to occur, the Ga environments must have increased in
coordination number, or become more electropositive to facilitate a higher oxida-
tion number and, therefore, become shifted in the XANES. The degeneracy values
extracted from the fitted EXAFS data are not exact, instead, they can only be used
to establish a trend. With that in mind, the coordination numbers at 873 K and 973
K significantly increased because the interstitial peak could successfully be mod-
elled once more due to it becoming more intense. Not only that, but for the first
time (and all subsequent fits) it was possible to model the interstitial path with a
separate Debye-Waller factor (See Figure 6.11). Previous fits were performed by
grouping the Debye-Waller factor of the GaO, tetrahedra and interstitial path to-
gether. Separating them apart with unique Debye-Waller factors yielded unphys-
ical values, which significantly degraded the fit. This means that the interstitial
had to be modelled into a separate coordination sphere, whereas, previously, it
was grouped into the shell of the GaO, tetrahedra. Naturally, the Debye-Waller
factor should increase as a function of temperature. However, towards the end
of experiment where the temperature is highest (1,123 K), the Debye-Waller fac-
tor of the interstitial is seen to grow much more rapidly and attain values higher
than all other temperatures. From 873 K onwards the coordination number of
the GaO, tetrahedra systematically decreased as a function of increasing temper-
ature. In contrast to this, the coordination number of the interstitial progressively
increased, although one exception is observed at 1,023 K.

Furthermore, Figure 6.12 shows the relationship between fitted bond lengths
of the GaO, tetrahedra and the interstitial with temperature. The bond length
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TABLE 6.3: Coordination numbers about the Ga environments at variable tem-
perature from the fitted Fourier Transform of the Ga K-edge EXAFS data of

LaSrGaszOr.
Temperature (K) | N(Ga-O) | N(Ga-Oyy) | D (N)
523 3.77 0.35 4.12
659 3.60 0.30 3.90
723 3.30 - 3.30
873 3.83 0.95 4.78
973 3.79 1.08 4.87
1,023 3.73 0.56 4.29
1,073 3.00 1.41 4.41
1,123 2.95 1.48 443
333 3.98 0.62 4.6
0.008 -
= Debye-Waller (Ga04)
0.007
= Debye-Waller (GaOix:)
0.006
2
© 0.005
5
= 0.004 -
= —_
£.0.003 -
a 0.002
0.001
523 639 723 873 973 1,023 1.073 1,123

Temperature (K)

FIGURE 6.11: Fitted EXAFS parameters of LaSrGaz Oy at variable temperature.

is seen to successively increase with temperature, and then decrease upon being
cooled. The interesting finding here is that when cooled to 333 K, both of the
bond lengths were still found to be larger than those recorded at 523 K at the start
of experiment. This indicates that the local structure has not yet entirely reverted
back to its original state, proposing that the interstitial oxide-ions have become
trapped within the structure.

It can be theorised that additional interstitial oxide-ion defects have become
trapped within the structure as a result of thermal cycling. This experiment
was ran in an atmosphere enriched with oxygen to encourage uptake of oxide
species from that atmosphere. Therefore, it can be understood that some ad-

ditional amount of oxide-ions have become trapped in areas in which they are
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typically less favourable to exist. Nevertheless, they have occupied these less
favourable sites, but have now lost this excess of energy upon being cooled down
so they are now trapped in these other defect sites (See Chapter (5) 5.4.6 Figure
5.22 which shows details of these different possible areas in which they can be-
come trapped). Reference is made to neodymium-doped apatite material which
was seen to decrease in conductivity when the material was allowed to cool back
to room temperature in-between thermal cycling. Single crystal XRD showed that
the conductivity of this material decreased due defect trapping in which they de-
scribed as a "thermal history" which can alter the materials future capacity to
perform ionic conduction. [181]

Therefore, the physical reasoning as to why the edge has become shifted even
further post-cooling (Table 6.1) is that coordination numbers have increased.

In addition to this, the coordination number of the GaO, tetrahedra reached
its highest value of 3.98. This is expected as at lower temperatures the EXAFS
signal is less suppressed. However, the coordination number of the interstitial
peak decreased as temperature decreased to a value of 0.62, which is almost twice
the amount originally predicted at the start of experiment (523 K). As a result,
this shows further evidence supporting the theory that some of the interstitial
oxide-ions have become trapped within the structure post-cooling. Finally, the
Debye-Waller factor of the interstitial oxide-ions were successfully modelled in-
dependent to the main GaO, tetrahedra, which further shows evidence for them
existing in a separate coordination sphere, whereas at 523 K, the Debye-Waller
factors were grouped together.

Finally, the Fourier Transform of the Ga K-edge EXAFS data of LaSrGa;Or at
1,123 K (Figures 6.13 and 6.14) highlight the importance of including the inter-
stitial bonding contribution into the fit. When the bonding component between
gallium and the interstitial oxide-ion is not included in the fit, the fit fails to de-
scribe the bonding in this area about 2.1 A.

The counter argument here would be that the fit without the inclusion of the
interstitial path is seen to model the experimental peak of the interstitial, albeit a
small amount. This is expected due to the truncation of overlapping bond ripples
in the EXAFS. These exact same findings were recorded from neutron PDF data
at 13 K (see Chapter (4) for Figure 4.18). [73]
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FIGURE 6.12: Fitted bond lengths of the Ga-O tetrahedra and Ga-O;,; in
LaSrGasOr at variable temperature.
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FIGURE 6.13: Ga K-edge EXAFS Fourier Transform of k? weighted (k) (bot-
tom) for LaSrGaszO7 at 1,123 K. First shell fit including interstitial (Ga-Ojys)
path.

6.6 LaSrGa2,75A10‘25O7

XAS measurements in an oxygen atmosphere at elevated temperatures were
performed at the B18 beamline (DLS) under the same conditions as LaSrGa;Os.

The aim of this study was to understand if the adsorption of oxygen is the
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FIGURE 6.14: Ga K-edge EXAFS Fourier Transform of K3 weighted x(k) (bot-
tom) for LaSrGasOy at 1,123 K. First shell fit excluding interstitial (Ga-Ojnt)
path.

same as previously discussed for LaSrGazO;. Parent type Al-doped material
LaSrGas 75Aly 2507 was investigated at the C-site by substitution of Ga*" ions
with AIP*.

6.6.1 Ga K-edge

Figure 6.15 shows the normalised Ga K-edge energy spectra alongside its first
derivative K-edge energies at variable temperature.

The energies of the first derivative corresponds to the Ga K-edge positions
(Table 6.4). They are seen to remain constant from 316 to 893 K. Upon reaching
a temperature of 1,043 K, the edge changes from 10,373.6 eV to 10,373.7 €V, a
small change of +0.1 eV. Further heating to 1,079 K saw the edge shift by a greater
amount of +0.4 eV to 10,374.0 eV. This gave a positive change of +0.4 eV between
start and finish of the heating cycle. When cooled, the edge position increased
further once more to a value of 10,374.4 eV, gaining an additional +0.4 eV. Similar
observations were made in Table 6.1 on a sample of LaSrGa;O; whereby the edge
energy increased post-cooling. This observation indicates a localisation of the
electron distribution around the Ga** environments post-cooling in an oxygen

rich atmosphere.
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FIGURE 6.15: First derivative of normalised Ga K-edge XANES data for
LaSrGas 75Alg 2507 at variable temperature.

TABLE 6.4: First derivative K-edge energies (eV) measured at the Ga K-edge

for LaSrGa2,75A10.25O7.
Temperature (K) | Edge (eV)
316 10,373.6
493 10,373.6
573 10,373.6
893 10,373.6
1,043 10,373.7
1,079 10,374.0
1,116 10,374.0
357 10,374.4
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To better understand the shift in the Ga K-edge position, the EXAFS spectra
for the Al-doped material LaSrGas 75Al 2507 is plotted (Figure 6.16) as a func-
tion of temperature, indicating suppression of the EXAFS signal with increasing
temperature until about 1,043 K. At the latter temperature, a shift is seen to take
place. This shift in the EXAFS coincides with the values recorded in Table 6.4
whereby these temperatures from 1,043 K onwards indicated a shift took place in
the K-edge positions.

The Fourier Transform of the Ga K-edge data shows the presence of the
GaO; tetrahedra as well as an additional peak situated around 2 A, similar to
LaSrGa3;O; which, showed the same feature upon being heated. Upon being
heated, the signal of the GaO, tetrahedra and Ga-Ga bonding was observed to
decrease once more. However, the interstitial peak at around 2 A stayed con-
stant. A shift then took place at 1,043 K where the interstitial peak was seen to
slightly decrease in terms of bond length. Upon cooling, the signal intensity from
the GaO, tetrahedra and Ga-Ga bonding significantly increased once more. The
intensity of the proposed interstitial peak was still significantly greater than the
amount observed at the start of experiment to provide further evidence that some
of the interstitial oxide-ions have become trapped, despite heat being removed
from the system.
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FIGURE 6.16: Ga K-edge EXAFS for LaSrGas 75 Al 2507 heated in-situ and the
associated Fourier transform at variable temperature.

6.7 LaSrGa2,75Ge0‘25O7+5

Germanium doped parent type material LaSrGa, 75Ge 250745 was investi-
gated. In this material Ga®*" ions occupying the C-site are replaced with Ge**.
By substituting in ions with a higher charge, it may be possible to obtain compo-
sitions of hyper-stoichiometric material such as LaSrGas 75Geg 2507.45.

This germanium doped composition is of particular interest as it contains
tetrahedral units of GeO, that are very similar to GaO,. Germanium polyhedra
was likewise found to exhibit reversible coordination changes between tetrahe-
dral and distorted trigonal bipyramidal states in La;o(GeO,)5-(GeO5)O,. [28] It



6. High-Temperature XAS Measurements Of Interstitial Oxide-lon Defects In
LaSrGazO7 And C-Site Doped Melilite-Type Electrolytes 180

was also found that GeO, tetrahedra could demonstrate rotational flexibility to

facilitate an interstitial oxygen transport mechanism. [24]

6.7.1 Ga K-edge

The normalised Ga K-edge energy spectra of this material suggest that this
material is stable as little difference is observed in the energy spectra as the ma-
terial is heated (Figure 6.17). Although, similar to the LaSrGa3;O; and Al-doped
composition, the first derivative indicates a small shift in the edge position as
temperature increases. From Table 6.5 it can be seen that the change in K-edge
position is stable until the material reaches a temperature of about 1,093 K when
it experiences a shift similar to LaSrGa3;O; and the Al-doped material.

A similar trend is observed, the energy of the first derivative is seen to increase
as the material is heated up. The edge was measured to be 10,373.7 eV at the
start of the experiment and obtained a maximum of 10,374.0 eV at its hottest
temperature. Upon being cooled down, the edge increased even further to a value
of 10,374.6 eV. These observations were previously made in Tables 6.1 and 6.4
from a sample of LaSrGa;O; and LaSrGa, 75Ge 25075, respectively. The edge

energy was shown to increase post-cooling.

TABLE 6.5: First derivative K-edge energies (eV) measured at the Ga K-edge
for LaSrGa2,75Geo,25O7+5.

Temperature (K) | Edge (eV)
330 10,373.7
513 10,373.7
773 10,373.7
896 10,373.7
993 10,373.7
1,093 10,374.0
1,143 10,374.0
1,193 10,374.4
383 10,374.6
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FIGURE 6.17: First derivative of normalised Ga K-edge XANES data for
LaSrGas.75Ge.2507. 5 at variable temperature.

Figure 6.18 shows the Ga K-edge EXAFS for LaSrGays 75Ge 25075. Once again,
the systematic suppression of the EXAFS signal is seen as a function of tempera-
ture where the peaks are seen to decay as the system reaches higher temperatures.
Previously, Table 6.5 showed for a shift to occur at 1,093 K. This temperature co-
incides with the maximum intensity of the interstitial oxide-ion peak at about
2 A, whereas the central GaO, peak as well as the Ga-Ga continues to decay.
In contrast to the previous findings for both the parent material LaSrGa;O; and
LaSrGay 75 Al 2507, the peak attributed to the presence of the interstitial oxide-ion
did not obtain a maximum post-cooling in LaSrGas 75Geg 2507.45.
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FIGURE 6.18: Ga K-edge EXAFS for LaSrGas.75Ge( 25075 heated in-situ and
the associated Fourier transform at variable temperature.

6.7.2 Ge K-edge

The Ge K-edge again shows a stable XAS spectra when heated in an oxygen
rich atmosphere (Figure 6.19). However, the first derivative indicates more vari-
ations at the Ge K-edge than those previously seen at the Ga K-edge. The Ge
K-edge position indicates a shift of +0.4 eV between 308 K and 509 K. Continu-
ing heating to 1,159 K highlights that the Ge K-edge position remains constant,
indicating that the local Ge-environment remained unchanged throughout the re-
mainder of the heating cycle. Again, the edge is shifted by +0.7 eV when cooled
due to a greater amount of electron localisation.
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The data are significantly more noisy than all other spectra as the relative
amount of germanium in LaSrGa, 75Gey 25075 is very low in comparison to gal-
lium. Despite the high amounts of statistical noise, trends can still be established.
The edge was measured to be 11,110.2 eV under ambient conditions, whereas, at
509 K it became shifted to 11,110.6 eV and was observed to remain constant from
here on despite being heated further to a maximum of 1,159 K. Once more, upon
cooling, the K-edge position was up shifted to to 11,111.3 eV to give a change of
+0.7 eV.

TABLE 6.6: First derivative K-edge edge energies (eV) measured at the Ge K-
edge for LaSrGaz 75Geq.25074.

Temperature (K) | Edge (eV)
308 11,110.2
509 11,110.6
696 11,110.6
866 11,110.6
970 11,110.6
1,159 11,110.6
323 11,111.3
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the associated Fourier transform at variable temperature.
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6.7.3 Local defect structure about Ga and Ge

The concept to explore here is whether or not it is possible to ascertain if the in-
terstitial oxide-ions have a preference to bind to the Ga** or Ge'" environments.
This can be understood by examining the EXAFS spectra at the beginning of tem-
perature cycling as well as at the end of thermal cycling, and cooling.

Figure 6.21 shows a comparison of the Ga and Ge K-edge EXAFS spectra. The
Ge data is significantly more noisy than Ga, as such, this figure was made to es-
tablish if any structural trends could be observed. The Ga K-edge EXAFS data
shows the GaO, tetrahedra peak is most intense at the start of experiment be-
fore thermal cycling has taken place. Upon being heated to 1,143 K, the peak is
least intense. When cooled, the intensity of the GaO, tetrahedra increased, as
well as, the proposed Ga-O interstitial peak along with the Ga-Ga contributions.
However, the interstitial peak did not obtain an intensity maximum post-cooling.
Comparison is now made with the Ge K-edge EXAFS, which, likewise showed
the GeO, tetrahedra to be most intense at the start of experiment, then undergo
thermal decay with increasing temperature. However, when being cooled, the
germanium-oxygen interstitial peak is seen to grow in intensity by an amount,
which supersedes those recorded at both the start of experiment and at the max-
imum temperature. This provides tentative evidence to suggest that the oxide-
ion defects display preferential bonding towards the germanium environments,
instead of those containing gallium. This is said because the intensity of the pro-
posed gallium-oxygen interstitial peak was not seen to increase to an all-time
high post-cooling, whereas, the germanium measurements showed it to increase
where it obtained a maximum intensity. This suggests that the trapping of oxide-

ion defects is more localised to the germanium environments.
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FIGURE 6.21: Ge K-edge EXAFS for LaSrGas 75Geg 2507 heated in-situ and the
associated Fourier transform at variable temperature.

To further understand these changes, the edge energies about the Ga and Ge
environments at both maximum temperature and post-cooling in LaSrGasO-,
LaSrGay 75Aly 2507 and LaSrGas 75Geg 250745 are compared with one another in
Table 6.7.

The change in K-edge energies of the Ga environments was +0.8 eV for both
LaSrGaz;O; and LaSrGay 75 Al 2507, whereas, a greater change of +0.9 eV and +1.1
eV occurred in LaSrGas 75Ge( 2507,45 at the Ga and Ge K-edge positions, respec-
tively. This shows evidence to suggest that the interstitial oxide-ions may have
a preference to enter the structure of the Ge-doped material, more readily than
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parent-type LaSrGaszO; and the Al-doped composition, because the Ga K-edge
position in LaSrGas 75Ge( 250745 is seen to be slightly more electropositive (+0.9
eV) than LaSrGas;O, and LaSrGa, 75Aly2507 (+0.8 V).

TABLE 6.7: Comparison of first derivative K-edge edge energies (eV) between
parent-type LaSrGaz Oz, LaSrGag 75Alp.2507 and LaSrGas 75Geg 25075 where
AEdge is the difference between the start and end of experiment.

Material Edge | Temperature (K) | AEdge (eV)
LaSrGazO; Ga | 523 —+1,123 — 333 +0.8
LaSrGa2,75Alo,25O7 Ga 316 — 1,116 — 357 +0.8
LaSrGa2,75Ge0,25O7+5 Ga 330 — 1,143 — 383 +0.9
LaSrGa2_75Ge0,25O7+5 Ge 308 — 1,159 — 323 +1.1

6.8 Conclusions

The analysis of high-temperature XANES spectra has provided evidence
to show that the coordination number about the gallium environments in
LaSrGa3;Oy; increased as a function of temperature. This was said because the
first derivative K-edge energies were seen to increase with temperature. The sub-
sequent fitting of EXAFS data showed for the coordination number to increase as
a function of temperature. These coordination number changes were expressed
as [4N] -> [4N; ] + [5No.].

Furthermore, the coordination number was seen to increase to a value greater
than that which was measured at the start of experiment. As a result, this pro-
vided evidence to suggest that some of the interstitials had become trapped
within the LaSrGasO; structure post-cooling because a greater intensity of bond-
ing was measured in these environments post-cooling. Although material com-
positions LaSrGa, 75Aly 2507 and LaSrGas 75Ge 250745 were not fitted, similar
trends could be seen from the analysis of the XANES spectra where the K-edge
positions were increasing post-cooling. This provided further evidence to indi-
cate that the coordination number was increasing. The future fitting of these sys-
tems is to be undertaken once further computational work is done to understand
the effect of C-site doping as the atomistic modelling of these defect centres has
not yet been performed in these systems.

Furthermore, the modelling of the interstitial oxide-ions was found to change
with temperature. Soon after a shift in the XANES was detected, the interstitial
defect required a separate Debye-Waller factor in order for it to be fitted. This sug-

gested that the coordination shell about the gallium environments had changed
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by a significant enough amount to introduce changes to the EXAFS fit, prevent-
ing inclusion of the interstitial as being part of the Debye-Waller factor associated
with the GaO, tetrahedra. This is thought to be due to the interstitials becoming
"independent” at higher temperatures as they required a separate Debye-Waller
factor in order to adequately describe the larger amounts of atomic movement
of the interstitials. It can be understood that as the temperature of the system
increases, the Debye-Waller factor of the interstitial oxide-ions becomes indepen-
dent to framework oxygen, of which, are rigidly bound about the gallium tetra-
hedra.

To be able to understand if the interstitial oxide-ions preferred the gallium or
germanium environments, the material composition of LaSrGas 75Geg 250715 was
studied at both the Ga and Ge K-edge. The EXAFS from the Ge K-edge showed
that the intensity of the interstitial peak had a maximum post-cooling, whereas,
the Ga K-edge EXAFS did not exhibit any increase in intensity in this peak post-
cooling. The physical significance of this can be concluded that the interstitial
oxide-ions have a preference to become coordination to the germanium environ-
ments, as opposed to, gallium.

To be able to understand if the different dopants (Al, Ge) would have an ef-
fect on the onset temperature of the K-edge shift, the XANES was compared.
From this LaSrGa;O; and LaSrGa, 75Alj 2507 exhibited shifts of +0.4 eV, whereas,
LaSrGas 75Gey 250745 measured a change to the K-edge of 0.6 eV and 0.7 eV for
the Ga and Ge edge respectively. This highlighted two important observations.
Firstly, the Ge K-edge shift was greater than all other shifts, suggesting that the
interstitial oxide-ions had a preference to bind towards the germanium environ-
ments. In addition to this, Ga K-edge shift was greater than the parent material,
as well as, the Al-doped material. Given that the Ga K-edge of this material was
seen to shift by a greater amount than these two materials, this may show evi-
dence to suggest that LaSrGas 75Gey 250745 has obtained a hyper-stoichiometric
state from heating, allowing for a greater amount of interstitial oxide-ions to be
introduced into the structure.
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Cationic Disorder And Mechanical
Properties In La; . Sr;_GasO7. 5«

"Every great advance in science has issued from a new audacity of
imagination.”
—John Dewey

7.1 Introduction

This chapter assesses material optimisation in La;Sri_GazOz. 5« with the aim
of understanding the relationship between oxygen diffusion and cationic disor-
der as well as mechanical properties. This concept will be investigated by review-
ing the architectural design of oxygen-excess melilite-type electrolyte materials.
This knowledge will aid the optimisation of material conductivity and mechani-
cal strength at high-temperatures.

Cationic disorder is an important subject to research in oxygen-excess melilite
because other studies have found cation disorder to play an important role in the
diffusion of oxygen-excess double perovskite GdBaCo0,05, 5. [182]

In this chapter we will explore the effect that cationic disorder may have on
structure stability and oxygen diffusion using molecular dynamics simulations.
Such calculations can also be used in identifying ionic transport mechanisms as
a function of temperature. Another aspect relates to the mechanical stability of
these materials and its dependence on cationic disorder. This information can be
used to optimise the mechanical stability of melilite-type structures at elevated
temperatures.

The concept of building doped atomic structures atom by atom was once
deemed impossible experimentally and was only possible theoretically via com-
puter simulations. However, we are now entering into a new epoch of science

where such limitations are being broken down. Single atoms can be successively

190
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combined together using optical tweezers to build complex structures (e.g. cone,
fullerene-like Cg,, Eiffel tower). [183] [184] As a result, it may be possible to dope
Sr?T cations into specific sites within the melilite structure to improve mechanical
stability and diffusion at high-temperature in the future.

The aim of this chapter is to investigate how cationic disorder in
La;4«Sri_GazOr405¢ controls mechanical stability and the effect on oxide-ion
transport phenomena.

7.2 Building supercell structures

The aim of this section is to build computational models representing differ-
ent cationic distributions in La;Sr;_xGa3zO7.05«x. This can be achieved by us-
ing molecular dynamics simulations within an interatomic potential approach.
By using classical models as opposed to the first principle simulations used in
Chapter (4), larger supercells can be explored allowing a wider range of cation
distributions to be researched. Here the electrolyte layer La;Sr1_xGa3zO7.¢ 5y is
explored with the aim to theoretically assess ways in which the conductivity may
be improved.

7.2.1 Method

To understand if cationic disorder effects oxygen diffusion, and to ensure that
the models used to compare theory with experiment are valid, a set of structural
models were made. Considering a unit cell of La; 50Sry50GasO7.25, which con-
tains 6 La®** and 2 Sr®* ions, both cations occupy the same crystallographic site.
Therefore, the process of making 2x2x6 supercells was done by expanding the
lattice by 2 units in the ab plane and 6 units in the c plane whilst maintaining the
stoichiometric 1:3 ratio of La*":Sr**.

The process of creating this supercell has given rise to a perfectly uniform
lattice with a recurring repeat structure. Figure 7.1 (a) represents a lattice with the
Sr’* ions symmetrically distributed in the cationic layers, corresponding to the
geometry optimised structure from the CRYSTAL14 simulations. To understand
the effect of cationic disorder, the distribution of the Sr?>* and La?* ions shown

in Figure 7.1 was altered, giving rise to a disordered configuration, see Figure 7.1

(b).
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FIGURE 7.1: 2x2x6 supercell of cation-ordered Laj 50Srg.50GasO7.25 (a) and a
randomly generated disordered structure (b).
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To ensure all possible defect structures of Sr** in a 2x2x6 supercell of
Lay 50510.50GazO7 25 were correctly identified the OASIS software was used. [122]
Consequently, this highlighted a problem with this approach as the 2x2x6 su-
percell contains 144 La®*" and 48 Sr** cations. Computing the sum of all unique
combinations across the cationic species produce 4.51x10%® structures to study,
see Eq. (7.1).

144!

La*", Sr*%) = ~ 4.51 x 10* 7.1
CLLa™, 5 = st — gy = 401 10 1)

This proved too many simulations to compute, and so the La®** ions were
fixed in place and only the Sr** ions were allowed to become substituted into
the other sites. Three sets of calculations were computed allowing 1, 2 and 3 of
the Sr** ions to become substituted. This logic was ran through OASIS to yield
144, 10,296 and 487,344 combinations respectively. Energy minimisation calcu-
lations were initially ran on the 144 of the symmetrically inequivalent structures
on a workstation featuring two 8-core Intel Xeon E5530 processors. Energy min-
imisation calculations ran on GULP were ran on 1 CPU core at a time, allowing
for 16 calculations to run in parallel. In general, each simulation took 3 hours to
converge, allowing for the computation of all 144 structures within two days. If
two Sr?* ions were allowed to substitute these calculations would take in excess
of 200 days. Therefore, it was decided to investigate if any general conclusions
could be extracted from the smaller dataset of 144 defect configurations.

These 144 configurations were submitted to energy minimisation under con-
stant pressure using GULP. [119] From these calculations, the ground state energy
of each conformation provided a measure of relative lattice stability, as well as
the lattice volumes and mechanical moduli (bulk and Young’s modulus). These

properties were taken from the optimised structures at the converged minimum.

7.3 Energetics of cationic mixing

By running energy minimisation calculations lattice stability can be assessed
with respect to the ordering of the La3*t and Sr?t cations. Thereby, the lowest
energy model (most stable) will provide theoretical evidence to suggest how the
structure prefers to distribute the La®*" and Sr** cations in Laj 50Sr 50GazO7.25.
This is not yet entirely understood as the differentiation between the La*" and
Sr?* ions is difficult to determine experimentally. Experimental studies, includ-
ing neutron diffraction scattering [22] and DFT with *’ Al NMR [178] [185] on a
range of melilite compounds all predict a random distribution of La®*" and Sr**



7. Cationic Disorder And Mechanical Properties In La;;«Sr1_xGazO7.0.5¢ 194

in the structure. However, it is experimentally difficult to determine the cationic
distribution completely. Therefore, a computational approach may be used to

understand the structural design of these materials.

7.3.1 Ground state structure search

The energy minimisation calculations ran on 144 cationic configurations in a
2x2x6 supercell of La; 5051 50GazOz.25. Of the 144 structures, 132 of them reached
the given convergence criteria. The relative energies of these structures are shown
in Figure 7.2. A difference of 1.54 eV was calculated between the most energeti-

cally favourable and unfavourable structures.
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FIGURE 7.2: Relative energies of the converged structures on a 2x2x6 supercell
of Lai.505r0.50GazO7.25.

The cationic arrangement of the most stable phase is shown in Figure 7.3,
in which the Sr** ions are symmetrically within the La** layers along the c-
direction. Figure 7.3 shows a small part of the supercell to show the cation dis-
tribution within the layer. The most unstable configuration is shown in Figure
7.4.

The finding here is that the lowest energy configuration showed evidence to
suggest that these structures prefer to be layered in ordered sheets of La*" and
Sr?* as shown in Figure 7.3. In fact, all energetically most stable structures indi-
cated that the Sr** distribution is preferably within a layer, even if disordered.

In contrast to this, any deviation away from the ordered layering of the La®"

and Sr** cations caused a greater measure of lattice instability. Lesser amounts of
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lattice stability was encountered when the Sr** ions were substituted within the
same c-plane, thereby, retaining the stoichiometric amount of 4:12 Sr** and La*"
ions respectively. The greatest amounts of instabilities arose from configurations
which substituted Sr*" ions into separate c-planes, thereby, deviating away from
the stoichiometric ordering. This effect is seen in Figure 7.4 which contains an
additional La®*" ion. Such configurations disrupt the natural balance of charge

within each cationic sheet.

b 4

FIGURE 7.3: Lowest energy
structure.

-

FIGURE 7.4: Highest energy
structure.

7.4 Mechanical properties

The mechanical properties of the bulk and Young’s modulus are of great inter-
est given that SOFCs are required to operate at such a high temperature for long
periods of time. Therefore, structural stability is a critical parameter in the future
commercialisation of fuel cell stacks as they must safely and efficiently generate
energy for long periods of time without being prone to structural degradation
induced by material failure. If a fuel cell stack is structurally unstable, then this
will drastically reduce the operating efficiency and lifetime of the stack.

A step forward in potentially solving this problem of mechanical degradation
is for us to assess whether or not cationic disorder affects the mechanical proper-
ties in Lay 50510 50GazOz.95. If so, these effects could be further parameterised in
the building of fuel cell stacks. If the stack is designed with longevity as a key
property for interstellar space missions then durability and safety would be the
utmost concern, whereas experimental material design may not be entirely inter-

ested in safety or longevity in the first instance, but instead interested in finding
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a candidate structure that exhibits superior conducting properties and working
around stabilisation issues later.

7.4.1 Mechanical effects of cation disorder

Sudden electrolyte fracture could be disastrous considering SOFCs operate
at many hundreds of degrees and are fed a continuous supply of fuel and oxi-
diser. Therefore, it is important to investigate the mechanical properties of the
electrolyte layer in oxygen-excess melilite.

The structural stability of each different cationic configuration can be assessed
by looking at the mechanical response from each structure. This response con-
tains two properties of interest, the bulk and Young’s modulus.

The previous list of structures, which had their ground state energies com-
puted can have their mechanical properties obtained from the optimised struc-
ture. [120]. Thereby, cationic disorder can be investigated further to see if it
effects the physical properties of the lattice. From the converged minimums ob-
tained previously in Figure 7.2, the mechanical properties of the bulk and Young’s
modulus have been collected.

Primarily, a distribution is seen to focus around 92-93 GPa for the bulk modu-
lus. The structure with the lowest ground state energy exhibited a bulk modulus

(Figure 7.5) analogous to the majority of other structures.
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FIGURE 7.5: Relative ground state energies compared with the bulk modulus.

The shear modulus of these structures is shown in Figure 7.6. Once more, the
clustering of structures is seen to occur about 42 Gpa and the most favourable
ground state structure shares the same measure of shear modulus with the other

cationic configurations.
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FIGURE 7.6: Relative ground state energies compared with the shear modulus.

Figure 7.7 shows the Young’s modulus for these structures. Again, the align-
ment of these structures is observed with the majority of structures exhibiting

analogous values to the Young’s modulus about 106 Gpa.
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FIGURE 7.7: Relative ground state energies compared with the Young’s mod-
ulus.

Thus that the quantities of the bulk, shear and Young’s modulus can on aver-
age, be seen to correspond across the majority of the structures. However, there is
a distribution in all of the reported properties, with the variation in the calculated
values depending on the cationic distribution. It is found that a spread of about
76-114 GPa is computed when analysing the bulk modulus (Figure 7.5), 37-63
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GPa for the Shear modulus (Figure 7.6) and 92-114 GPa for the Youngs modulus
(Figure 7.7).

The physical significance of these findings is that despite a range of cationic
configurations existing, the majority of them exhibit analogous mechanical prop-
erties to one another. Comparison with experimental values is not possible as

they have not yet been published on this material.

7.4.2 Effect of cation disorder on diffusion

The structures with the highest and lowest measurement of the bulk and
Young’s modulus were examined with molecular dynamics. Thereby, it can be
understood if a link existed between cationic disorder and diffusion by obtaining
the mean-square displacement profiles from these cationic arrangements. Com-
parison is made alongside the structure with the lowest ground state energy.

Figure 7.8 shows the mean-square displacement profiles from the structures
where the bulk modulus is varied. It can be seen that any deviation away from
the standard structure which features alternating layers of ordered La®** and Sr**

ions caused the diffusion to decrease.

Geometry optimised structure
5 —Bma_x struchure

= B min structure
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FIGURE 7.8: Mean-square displacement plot for the structures which returned
the highest and lowest value of bulk modulus.

The mean-square displacement of the structures where the Young’s modulus
was varied as a result of cation disorder is shown in Figure 7.9. Similarly, varia-
tions away from the standard value of Young’s modulus are shown to negatively
affect the property of diffusion.
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FIGURE 7.9: Mean-square displacement plot for the structures which returned
the highest and lowest value of Young’s modulus.

7.5 Conclusion

Firstly, the ordering of the La** and Sr*" cations has been demonstrated as
an energetic favourability exists. Deviating away from the ordered layering of
the La®* and Sr*" cations resulted in higher energy structures, suggesting that it
is not energetically feasible to disrupt the stoichiometric amount of the cationic
layer in each plane.

Furthermore, the diffusion coefficient was shown to decrease among the struc-
tures which deviated away from the average value of the bulk and Young’s mod-
ulus. Therefore, it can be understood that lattice induced stress, brought about by
cationic disorder, does not confer beneficial changes to the property of diffusion
in Lay 50519.50GazO7.25.

The consequence of these findings is that optimisation by analysis of internal
mechanical moduli does not prove to be the best route of optimisation. It does,
however, show that the most favourable ground state structure featured the or-
dered layering of the La®*" and Sr*" cations.
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Conclusions And Future Work

8.1 Conclusions

In this thesis, melilite-type structures LaSrGa;O; and La; 5051 50GasO7.25 have
been synthesised and characterised using XAS in combination with computer
modelling. The local defect environment has been successfully resolved around
the interstitial oxide-ion, allowing us to propose that the the oxygen interstitial
is located at the centre of the gallium ring (model A), as it provided a better de-
scription of the defect structure than the off-centre position (model B).

High-temperature EXAFS measurements on LaSrGazO; exhibited the evolu-
tion of new bonding scenarios, which was associated with the access of alterna-
tive interstitial sites, including model B.

Molecular dynamics highlighted that the oxide-ions preferred to avoid trans-
port through gallium rings containing La®**. In addition to this, the transport
mechanism demonstrated only a single channel becoming occupied, whereas the
Sr?* containing rings exhibited the occupation of all three channels.

B-site doping, studied by molecular dynamic simulations, showed that mate-
rial properties, with respect to diffusion and ionic conductivity, were improved in
the Sr** doped electrolyte compared to Ba*". This was understood to be related
to the ability of the smaller cation to stabilise the incoming interstitial oxide-ion.
This was further demonstrated by first principle calculations, on calcium doped
materials.

Finally, C-site doping indicated for the interstitial oxide-ions to favour Ge't

environments over Ga**.

8.2 Future work

The next step in this research is to run a high-temperature XAS experiment on
La; 50X0.50Ga3Oz.25 and study the effect of B-site doping. The XAS measurements

may show evidence for dopant effects having control over the activation energies

200
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in that the evolution of the interstitial peak may become onset at lower temper-
atures as Ca-doped oxygen-excess melilite is the most conductive. Therefore, it
would be of great interest to see if this new interstitial peak becomes more intense
at lower temperatures in the Ca-doped material.

Furthermore, the exploration of B-site doping in La; 50M.50GasO7.25, where
M = Be*t, Mg?*, Fe?*, Cu?**, Co**, Hg?*, Ni**, Cd**, Ti**, Sn** and Mn*" has
yet to be explored. With respect to B-site doping, oxygen-excess systems with
smaller atomic radii, such as, Ca®* were found to have the highest amount of
ionic conductivity. [143] Whereas, larger ions, such as Sr** and Ba? conferred
higher activation energies and lesser amounts of diffusion. [158] [142] Therefore,
ions of smaller atomic radii than Ca?*, such as, Be*" and Mg?" are the next logical
step forward in designing next-generation IT-SOFCs. However, it is possible that
smaller dopant ions may become substituted into the C-site, or alternatively, fail
to produce phase-pure material. To date, no study has yet been published to
explore this area of possibility.

In contrast to B-site doping, a great deal of work has been done at the A-site
where ionic conduction was found to increase when doped with larger trivalent
lanthanide elements, such that, La*" > Pr** > Nd?* > Eu** > Gd** > Dyt > Y?*
> Yb3*. [157]

In addition to the list presented above, the synthesis of La; 50Eug50GasOr7.25
may present an interesting case. Phase-pure synthesis of this material failed as
Eu®*" were formed. A possible way to avoid this would be to run the experi-
ment again, but in a reducing atmosphere in order to obtain Eu*" ions within
the structure. Furthermore, if this structure is synthesised with Eu®* ions in a
reducing atmosphere, and then, exposed to air, will the Eu ions retain the form
of Eu?" ions or become oxidised to their Eu*" form? If the latter takes place
then the total amount of interstitial oxide-ions will increase, giving rise to hyper-
stoichiometry compositions with an even greater excess of interstitial oxide-ions.
Greater amounts of ionic conductivity may be possible in material compositions,
which have a higher concentration of interstitials. Additional molecular dynam-
ics calculations should be submitted to assess whether or not this is true compu-
tationally.

Furthermore, the concept of doping Bi*" ions into interstitial oxide-ion con-
ductors was thought to be a poor idea as introducing a polarised cation with a
lone pair would negatively impede the mobility of migration (as the lone pair on
the Bi** ion would point towards the centre of the pentagonal tunnels thereby
repelling the negatively charged incoming oxide-ions). However, B site doping
in melilite was very recently achieved (2018) by substituting Bi** ions in place
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of Sr** to obtain LaSr ¢Big 4GazO72. [186] In addition to melilite-type materials,
Bi** doped apatite-type Lajo_,Bi,GesOq7 [187] [188], fluorite [189] and aurivilius-
type material [190] all conferred to higher amounts of conductivity from the in-
troduction of a lone pair into the lattice pointing towards the tunnels in which
oxide-ions migrate. It is clear that further work on the synthesis of oxygen-excess
materials can be done by doping it with bismuth.

Finally, the synthetic procedures used to obtain phase-pure melilite may hold
the key in unlocking highly competitive oxide-ion conductivities. Quenching has
been shown to significantly increase conductivities (2 magnitudes higher) within
the intermediate temperature range and exhibited lower activation energies than
furnace-cooled electrolyte. This is due to the crystal structure staying in an or-
thorhombic state post-quenching during cycling at intermediate temperatures.
However, once heated to above 400°C, the structure reverted back to a tetragonal
symmetry and lost this beneficial conductivity bonus. [158] Therefore, if a new
material were to be synthesised with an exceedingly high conductivity within the
intermediate (or even low) temperature range, then quenching may pave the way
for the next-generation of solid electrolytes as the device will not have to exceed
operating conditions above 400°C, thereby retaining an orthorhombic structure,
which confers a beneficial increase to conductivity.

The XAS experiment at high-temperature still requires the C-site doped ma-
terial to be fitted. However, to further understand the effect of C-site doping,
future fitting of these systems will be performed once additional computational
work has been performed to understand how the local structure changes when
different dopant ions are introduced.
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Appendix

A9.1 CRYSTAL14 input

TABLE A9.1: Typical structure for an input file in CRYSTAL14

Geometry input

System dimensions

Crystallographic information

Space Group

Lattice parameters

Number of non equivalent atoms

Atomic numbers and fractional coordinate
Keyword (e.g. OPTGEOM or FREQCALC)
END

Basis sets
990
END

Hamiltonian and SCF control
DFT
EXCHANGE
PBE
CORRELAT
PBE
HYBRID

40

XLGRID
END
SCFDIR
TOLINTEG
666612
SHRINK

66
FMIXING 40
LEVSHIFT
100
MAXCYCLES
2000

END

203
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A9.2 MD of La1,5osr0‘50G3307'25 at 1,073 K without

smoothing

FIGURE A9.1: Molecular dynamics simulation of La; 50Sro.50GazO7.25 at 1,073
K without trajectory smoothing.
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A9.3 MD of La1‘508r0_50Ga307,25 at 1,073 K with

smoothing

& £ C™

FIGURE A9.2: Molecular dynamics simulation of La; 50Sro.50GazO7.25 at 1,073
K with trajectory smoothing set to 5 frames.
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A9.4 Scanning electron microscopy

Sum Spectrum

FIGURE A9.3: SEM-EDX sum spectra of the metal stub that was used to adhere
samples to.
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A9.5 Elemental ratios from SEM-EDX

TABLE A9.2: Data dump of elemental ratios by relative atomic (%) in a target
composition of LaSrGazOy to yield Lay 00Sr1.01(6)Ga2.98(8)O7.01(3)-

Element distribution in LaSrGaz;O-

La

Sr

Ga

@)

8.86(3926)
7.19(1679)
7.44(8926)
8.64(6321)
9.29(0130)
8.35(7642)
6.87(5109)
9.30(6770)
9.45(0730)
9.61(6085)
8.84(7147)
8.08(0909)
8.64(6737)
7.67(3461)
8.13(0446)
7.58(8410)
8.74(6638)
8.38(8810)
8.45(7096)
6.99(6030)

7.15(5767)
8.77(0285)
7.62(4580)
7.37(3194)
9.97(7930)
7.70(9528)
8.68(2794)
10.6(6165)
9.11(8168)
8.05(9916)
8.51(1887)
7.64(5259)
7.99(5843)
8.42(6610)
7.85(9468)
7.14(8939)
7.11(5418)
11.2(8689)
9.18(4095)
8.92(8760)

24.25(880)
25.67(628)
23.94(143)
24.23(376)
26.44(445)
23.86(187)
24.49(693)
25.73(731)
22.86(481)
26.82(081)
25.32(915)
24.06(692)
25.41(895)
23.07(933)
25.05(561)
25.32(711)
26.79(243)
26.46(688)
22.99(004)
24.87(786)

59.72(150)
58.36(176)
60.98(506)
59.74(673)
54.28(749)
60.07(096)
59.94(516)
54.29(427)
58.56(630)
55.50(319)
57.31(182)
60.20(692)
59.93(847)
60.82(059)
58.95(448)
59.93(554)
57.34(547)
53.85(742)
59.36(877)
59.19(734)

Avg.
Ratio

8.33(0152)
1

8.46(1849)
1.01(6)

24.88(704)
2.98(8)

58.42(096)
7.01(3)
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A9.6 Ga K-edge XANES spectra for LaSrGa3;O;
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FIGURE A9.4: Ga K-edge XANES spectra for LaSrGasO~.
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9. Appendix

A9.7 MD comparison of LaSrGa;O; and LaBaGa;0-

at 1,073 K.
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FIGURE A9.5: A 2x2x6 supercell of LaSrGaszO~ (left) and LaBaGaz O~ (right) at

1,073 K.
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A9.8 MD of La1,50Ba0,50Ga307-25 at 603 K

0.6

— Ny Een

T T T
0 8000 16000 24000 32000
Time (ps)

FIGURE A9.6: Mean square displacement plot for La; 50Bag.50GasOr.25 at 603

K. A linear trend of reasonable accuracy could not be established for this set of

data. The data was rejected from further analysis due to the imprecise nature
of this data.

A9.9 MD of La1,50Ba0,5OGa307.25 at 273 K
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FIGURE A9.7: Mean square displacement plot for La; 50Bag.50GaszO7. 95 at 273

K. A linear trend line can not be fitted to the data due to. Not enough energy

has been supplied to the system for any clear trend of oxide-ion diffusion to be
realised.
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A9.10 MD of La1,508r0,50Ga307-25 at 273 K
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FIGURE A9.8: Mean square displacement plot for La; 505r0.50GasO7.25 at 273
K. A linear trend line is easily fitted to the data.

A9.11 MD of La1_508r0_50Ga307‘25 at 603 K
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FIGURE A9.9: Mean square displacement plot for La; 505r0.50GaszO7.25 at 603
K. A linear trend line be tentatively assigned to this dataset.



9. Appendix

212

A9.12 Conductivity of La; 50Sr, 50Ga3Or o5 at variable
temperature
1.5
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FIGURE A9.10: Conductivity plot from molecular dynamics of
Laj 50510.50GaszOz7 25 at variable temperature.
A9.13 Thermal gravimetric analysis of LaSrGa;O;
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FIGURE A9.11: Thermal gravimetric analysis data on a material composition
of melilite-type LaSrGazO7 showing both the TGA and differential scanning
calorimetry.
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A9.14 LaSrGa2‘75A10_25O7
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FIGURE A9.12: Experimental XRD data of LaSrGas 75Alj 2507.
A9.15 LaSrGa2.75Geo_25O7+5
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FIGURE A9.13: Experimental XRD data of LaSrGas 75Ge.250745.
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A9.16 Ga K-edge XANES for LaSrGa;O; at variable

temperature
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FIGURE A9.14: Ga K-edge XANES data (top) and an enhanced view of the
edge (bottom) for LaSrGas Oy at variable temperature. Arrows inlaid to indi-
cate regions of interest whereby edge and peak shifting is observed.
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A9.17 Full data set of Ga K-edge XAS data on
LaSrGa;0O-
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FIGURE A9.15: Fourier transform of Ga K-edge XAS data on LaSrGasO-. 32
additional sets of data shown from 873-973 K to image the transition in the
XANES which takes place about 930 K.
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A9.18 Best fit parameters using model B
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FIGURE A9.16: Fourier Transform of k® weighted Ga K-edge EXAFS data
X(k) for La1_528r0_48Ga3O7_26 at 298 K
TABLE A9.3: Best fit parameters for Ga K edge EXAFS of La; 52510.48GazO7.26
at 298 K.
Ab initio Fitted Parameters
Atom N R(A) Atom N R(A)  202(A?
Ga-O 2 1.814 Ga-O 2 1.843 0.0001
Ga-O 2 1.872 Ga-O 2 1.901 0.0001

Ga-O 0.34 1.942 Ga-O 0.34 1.971 0.0001
Ga-O 0.17 2.156 Ga-O 0.17 2.127 0.0001
Ga-Ga 4 3.099 Ga-Ga 4 3.128 0.0116
Ga-La 2 3.277 Ga-La 2 3.306 0.0116
S2 =0.65+0.20, Ey = -5.12+5.42, R-factor = 4.52%
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