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“ Two groups of stakeholders that collaborate to develop technology supported

behavioral change interventions are behavioral scientists and computer science

engineers.

...

A fruitful and needed outcome of such interdisciplinary cross-talk should be to

bring 20th-century behavioral theories up to the task of guiding intervention

delivery in the age of mobile technologies and mobile-enabled interventions. ”
— Spring et al. [173]



Abstract

The proliferation of internet and mobile technologies has expanded the means of

detecting and influencing mental health, with this thesis focusing on the affec-

tive phenomena associated with emotional well-being including mood, affect and

emotion. Traditional detection techniques including surveys and self-reports are

grounded in the psychological literature; however, they introduce an inhibiting

burden on the participants. The ability to passively detect psychological state using

technologies including online behavioural tracking and mobile sensors is a preva-

lent focus of the current literature. Traditional positive psychology interventions

commonly involve emotionally expressive writing tasks which can also be tedious

for participants. Augmenting traditional intervention techniques with technologies

such as smartphone applications can be one method to modernise interventions.

The first research study in this thesis aimed to utilise online social network (OSN)

activity to detect mood changes. The study involved collecting the participants’

behavioural activities such as likes, comments and tweets from their Facebook

and Twitter profiles. Machine learning was used to create an algorithm to clas-

sify participants according to their online activity and their self-reported mood as

ground truth. The findings indicated that participants can be grouped into those

who displayed positive, negative or weak correlations with their online activity.

Following the classification, the system used a sliding window of 7 days to track the

participant’s mood changes for those in the positive and negative groups.

The second research study introduced a positive psychology intervention in the form
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of a smartphone application called SnapAppy which promotes positive thinking

by integrating momentary smartphone photography with traditional intervention

methodologies. Participants were required to take photos and write about positive

moments, past events, acts of kindness and gratuitous situations, encouraging

them to think more positively. The results indicated that features such as the num-

ber of photos taken, the effort applied to annotating the photos, the number of

photos revisited and the photos containing people were positively correlated with

an improvement in mood and affect.

The product of this thesis is a novel method of passively tracking mood changes

using online social network activity and an innovative smartphone intervention

utilising photography to influence emotional well-being.

2



Acknowledgements

Firstly, I would like to express my sincere thanks to my supervisor, Dr Christos Efs-

tratiou, for his exemplary guidance, advice, support and encouragement throughout

my PhD journey. His ability to see the light at the end of the tunnel, even during the

toughest obstacles, was invaluable. I would also like to thank my second supervisor,

Dr Jim Ang, for his additional support. Thanks for being so enthusiastic about

everything.

I am grateful to Lu Bai and Panote Siriaraya who provided their expertise for parts

of my analysis, without them I would still be staring blankly at my spreadsheet of

data. I am also very grateful to Professor Roger Giner-Sorolla, Dr Dinkar Sharma, Dr

Ana Carla Crispim and Ben Tappin from the School of Psychology at the University

of Kent for their assistance with all psychology-related matters. Thanks also to the

School of Psychology’s RPS team for providing access to their recruitment system.

A special thanks goes to James Rowe for dedicating his time to design the SnapAppy

logo. Thanks are also due to Boris Otkhmezuri, Chiara Lunerti, Jake Minns, James

Rowe, Jon Baker, Jittrapol Intarasirisawat, Pruet Putjorn, Rina Mashimo and Suzy

Parker for their fantastic feedback while I was developing SnapAppy and during

the user trial. I would also like to express my gratitude to all the participants who

took part in my studies. I hope that those who participated in the SnapAppy study

derived some joy from the app, however small.

I would like to thank my friends and colleagues from the School of Engineering and

Digital Arts at the University of Kent for providing a friendly work environment

3



and for keeping me sane during these four years: Jon Baker, Deogratias Mzurikwao,

Rina Mashimo, Max Tayler, Jittrapol Intarasirisawat, Hamed Alsufyani, Michael

Green, Luma Tabbaa, Boris Otkhmezuri, Chiara Lunerti, Sumita Chauhan, Sara

Choudhrey, Pruet Putjorn, Ben Nicholls and Zoe Mairs.

Finally, for their continued support and belief in me, my profound thanks goes to

Chris Carter, Lee Ward, Darren Horner, Reece Mcilwraith, Matthew Banks, Kelly

Tung, Rebecca Tizzard, Jacob Hammond, Joseph Williams, Theologis Strikos and

to my family: Mum, Dad and all those we have lost.

4



Contents

Abstract 1

Acknowledgements 3

List of Figures 9

List of Tables 13

List of Acronyms 14

1 Introduction 15

1.1 Detecting and Influencing Emotional Well-Being . . . . . . . . . 15

1.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Literature Review 22

2.1 Emotional Well-Being . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.1 Affect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.2 Emotion . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1.3 Mood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1.4 Affective Phenomena . . . . . . . . . . . . . . . . . . . . 25

2.1.5 Wellness & Well-Being . . . . . . . . . . . . . . . . . . . . 26

2.1.6 Mental Conditions . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Psychological Assessment . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 Experience Sampling Methodologies . . . . . . . . . . . . 27

2.2.2 Traditional Psychological Assessments . . . . . . . . . . . 30



2.2.2.1 Assessing Affect . . . . . . . . . . . . . . . . . . 30

2.2.2.2 Assessing Emotion . . . . . . . . . . . . . . . . 33

2.2.2.3 Assessing Mood . . . . . . . . . . . . . . . . . . 34

2.2.2.4 Assessing Wellness & Well-Being . . . . . . . . 35

2.2.3 Digital Psychological Assessments . . . . . . . . . . . . . 35

2.2.3.1 Assessing Affect . . . . . . . . . . . . . . . . . . 36

2.2.3.2 Assessing Emotion . . . . . . . . . . . . . . . . 38

2.2.3.3 Assessing Mood . . . . . . . . . . . . . . . . . . 39

2.2.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.3 Passive Detection of Emotional Well-Being . . . . . . . . . . . . . 42

2.3.1 Smartphone Sensing . . . . . . . . . . . . . . . . . . . . . 42

2.3.2 Wearable Sensing . . . . . . . . . . . . . . . . . . . . . . 44

2.3.3 Challenges with Smartphone and Wearable Sensing . . . 46

2.3.4 Online Behaviour . . . . . . . . . . . . . . . . . . . . . . 47

2.3.4.1 Individualised Models . . . . . . . . . . . . . . 48

2.3.4.2 Population Models . . . . . . . . . . . . . . . . 49

2.3.5 Challenges with Online Behaviour . . . . . . . . . . . . . 50

2.4 Positive Psychology Interventions . . . . . . . . . . . . . . . . . . 52

2.4.1 Life Review Interventions . . . . . . . . . . . . . . . . . . 53

2.4.2 Technology-Enhanced Interventions . . . . . . . . . . . . 54

2.4.3 Intervention Efficacy . . . . . . . . . . . . . . . . . . . . 55

2.5 Real-World Applications: Lifelogging & Affective Computing . . . 57

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3 Detecting Mood Changes using Online Social Network Activity 61

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.2.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.2.1.1 Consultations with Domain Experts . . . . . . . 64

3.2.1.2 Recruitment . . . . . . . . . . . . . . . . . . . . 65



3.2.1.3 Ground Truth Data . . . . . . . . . . . . . . . . 65

3.2.1.4 Online Data . . . . . . . . . . . . . . . . . . . . 67

3.2.1.5 Data Cleaning . . . . . . . . . . . . . . . . . . . 68

3.3 Mood Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.3.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.3.1.1 Sentiment Analysis . . . . . . . . . . . . . . . . 69

3.3.1.2 Statistical Features . . . . . . . . . . . . . . . . 70

3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.4 Discovering Correlation Types . . . . . . . . . . . . . . . . . . . . 74

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4 Influencing Mood and Affect using a Positive Psychology Intervention

Involving Smartphone Photography 82

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2.1 Consultations with Domain Experts . . . . . . . . . . . . 85

4.2.2 The Application . . . . . . . . . . . . . . . . . . . . . . . 86

4.2.2.1 Photo Taking and Annotation . . . . . . . . . . 86

4.2.2.2 Photo Timeline and Review . . . . . . . . . . . . 88

4.2.2.3 Psychological Surveys . . . . . . . . . . . . . . . 88

4.2.2.4 Retention and User Engagement . . . . . . . . . 92

4.2.3 Recruitment & Exclusion Criteria . . . . . . . . . . . . . . 93

4.3 Descriptive Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.4 Inferential Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.4.1 Before–After Analysis . . . . . . . . . . . . . . . . . . . . 97

4.4.2 Analysis per Survey Period . . . . . . . . . . . . . . . . . . 99

4.4.2.1 Results . . . . . . . . . . . . . . . . . . . . . . . 101

4.4.3 Analysis per Day . . . . . . . . . . . . . . . . . . . . . . . 103

4.4.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . 103



4.4.4 Entry Categories . . . . . . . . . . . . . . . . . . . . . . . 104

4.4.5 Image Analysis . . . . . . . . . . . . . . . . . . . . . . . . 105

4.5 Key Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.7 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5 Conclusions 118

5.1 Thesis Summary and Contributions . . . . . . . . . . . . . . . . . 118

5.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 127

Bibliography 129



List of Figures

2.1 Affect grid [152]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 Circumplex model of affect [151]. . . . . . . . . . . . . . . . . . . . . 24

2.3 Plutchik’s wheel of emotions [137]. . . . . . . . . . . . . . . . . . . . . 25

2.4 Alignment of the two measures of affect by Matthews et al. [108]. Key:

MCBL [100], R [149], T [179], WT [194]. . . . . . . . . . . . . . . . . . . 31

2.5 The Self-Assessment Manikin (SAM) used to rate the affective dimen-

sions of valence (top row), arousal (middle row) and dominance (bottom

row) [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.6 Examples of new avatars used in the AniSAM and AniAvatar scales [170]. 32

2.7 The Affective Sliders for valence (bottom) and arousal (top) [13]. . . . 33

2.8 An affect grid to capture the affect of people during virtual meetings [46]. 37

2.9 The AffectAura interface, representing affect using various visual as-

pects of “bubbles” [109]. . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.10 Using an affect grid on an old Android device as part of a study research-

ing emotional self-awareness [115]. . . . . . . . . . . . . . . . . . . . 37

2.11 The Photographic Affect Meter (PAM) [138] that requires participants

to indicate how they feel from a selection of images which are mapped

to the valence and arousal affect scales [192]. . . . . . . . . . . . . . . 37

2.12 The HealthyOffice Android app allowing users to self-report various

emotional states using sliders. [200]. . . . . . . . . . . . . . . . . . . 38

2.13 The Peas Android app allowing users to self-report their emotional state

by selecting an emoji [117]. . . . . . . . . . . . . . . . . . . . . . . . . 38

9



2.14 The Daylio Android app allows users to report their mood on a 5-point

emoji Likert scale [197]. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.15 The iMoodJournal Android app allows users to report their mood on a

10-point textual Likert scale [63]. . . . . . . . . . . . . . . . . . . . . . 39

3.1 The mood tracking system. (i) User’s Facebook and Twitter accounts

are passively tracked. (ii) Identify whether this user’s mood changes

can be predicted through online activity. (iii) Identify whether their

mood is positively or negatively correlated with their online activity. (iv)

Online activity used to passively track mood changes. . . . . . . . . . 64

3.2 Surveying the participant’s mood (left) and affect (right) within the Easy

M application. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.3 The percentage of participants who show significant correlations (p <

0.05) for each feature. . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4 Participants with significant correlations (p < 0.05) between mood

and totalOnlineActivity for different window sizes. . . . . . . . . . . 74

3.5 Positive (top) (r = 0.45, p = 0.03), negative (middle) (r = −0.46,

p = 0.01) and weak (bottom) (r = 0.09, p = 0.60) correlations between

mood and totalOnlineActivity. . . . . . . . . . . . . . . . . . . . . . . 75

3.6 List of 16 participants with the correlation coefficients between mood

and totalOnlineActivity, fActivity and tActivity. Participants on the left

show a positive correlation, in the middle negative correlation, and on

the right weak correlation. . . . . . . . . . . . . . . . . . . . . . . . . 76

3.7 The Feel Better app uses a traditional emoji style to assess the user [112]. 80

3.8 The Emotion Gram app uses more playful, cartoon-style emojis to assess

the user [201]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.1 Entry photos, categories and descriptions can be viewed on the timeline

screen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2 When taking a photo for a new entry, it must be assigned to a category

corresponding to its type of positive experience. . . . . . . . . . . . . 87

10



4.3 After assigning the photo to a category, one can write a description

describing how the event made them feel. . . . . . . . . . . . . . . . 87

4.4 Participants can log in to the app using either Facebook, Google or an

email and password. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.5 During onboarding, participants are instructed to take or choose photos

of positive moments. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.6 Participants are introduced to the five photo categories. . . . . . . . . 89

4.7 Participants are advised that they will need to annotate photos with an

emotional description. . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.8 Finally, the participation instructions for the study are listed. . . . . . 89

4.9 Mood is reported using a 7-point Likert slider ranging from -3 (bad) to

+3 (good). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.10 The survey screen showing one affective state and the various answers

from the PANAS survey. . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.11 Participants could change the time of their mood notification in order

to suit their sleep schedule. . . . . . . . . . . . . . . . . . . . . . . . 90

4.12 This screen shows the participant’s progress through the study and the

number of entries per day. . . . . . . . . . . . . . . . . . . . . . . . . 90

4.13 The progress screen also shows the number of entries per category and

the participant’s mood reports. . . . . . . . . . . . . . . . . . . . . . 90

4.14 Distribution of participants over time. The recommended duration

for participants to engage with the study was 30 days. A number of

participants continued using the smartphone application beyond that

duration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.15 Distribution of mood reports, SWLS and PANAS scores and entry cate-

gories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.16 The raw positive PANAS, negative PANAS and SWLS scores across the

duration of the study. . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.17 A photo classified by IBM Watson as “buildings/places” and “grey”. . . 107

4.18 A photo classified by IBM Watson as “food/drink” and “brown”. . . . . 107

11



4.19 A photo classified by IBM Watson as “nature” and “blue”. . . . . . . . 107

4.20 A photo classified by IBM Watson as “object” and “black”. . . . . . . . 107

4.21 Distribution of photos by their associated standardised mood reports

for each class group. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.22 Distribution of photos by their associated standardised mood reports

for each colour group. . . . . . . . . . . . . . . . . . . . . . . . . . . 110

12



List of Tables

3.1 Sparsity of posts and tweets within a 7-day window. On average, almost

six of the seven days are without posts and tweets from the participants. 70

3.2 Description of features . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.3 Classification results. (i) Discovering users with strong correlations

between their mood changes and their online activity. (ii) Classifying

those with positive / negative correlations. . . . . . . . . . . . . . . . 77

4.1 Description of features. . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.2 Correlation results of survey features. *p < .05, **p < .01 . . . . . . . 101

4.3 Correlation results of daily mood features. *p < .05, ***p < .001 . . . 104

4.4 Correlation results of categories with psychological features. *p < .05,

**p < .01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.5 Correlation results of no. of faces with psychological features. **p < .01 111

13



List of Acronyms

AHI Authentic Happiness Inventory

API Application Programming Interface

CBT Cognitive Behavioural Therapy

DES Differential Emotion Scale

DRM Day Reconstruction Method

ECG Electrocardiogram

EEG Electroencephalogram

EMA Ecological Momentary Assessment

EMG Electromyogram

FSS Fear Survey Schedule

GALC Geneva Affect Label Coder

GPS Global Positioning System

GSR Galvanic Skin Response

LIWC Linguistic Inquiry and Word Count

OSN Online Social Network

PAM Photographic Affect Meter

PANAS Positive and Negative Affect Schedule

POMS Profile of Mood States

PWB Psychological Well-Being

SAM Self-Assessment Manikin

SHS Subjective Happiness Scale

STAS State-Trait Anger Scale

SWB Subjective Well-Being

SWLS Satisfaction with Life Scale

TOSCA Test of Self-Conscious Affect

UI User Interface

14



1

Introduction

1.1 Detecting and Influencing Emotional Well-Being

Mental health problems are one of the main causes of disease burden worldwide [189].

Considering the impact that mental health can have in society and the relatively

high cost of offering appropriate support, significant effort is being made by the

research community to explore new techniques for diagnosis, progress tracking and

intervention to improve various aspects of mental health. As defined in Section 2.1,

emotional well-being is an umbrella term encompassing a variety of interconnected

aspects relating to one’s mental health including well-being, mood, emotion and

affective state. Mood, emotion and affect are affective phenomena which can con-

tribute to mental health problems and will be the focus of this thesis.

The traditional methods of psychological assessment commonly involve surveys,

assessments and diaries in order to log an individual’s affective state during their

day [15, 70, 167]. These methods have been developed to accurately assess one’s affec-

tive state in the majority of cases; however, they are not devoid of limitations. These

types of assessment can induce burden on the participants and can disrupt their

daily activities. The data can also be compromised by falsification, non-compliance,

satisficing and confusion due to linguistic and cultural issues. Thus, research into

the passive detection of affective states may be one solution to these limitations.

Passive detection technologies can include using sensors in smartphones and wear-

ables to infer the psychological state of the user through their physical location [158],

15



social activities [81] and behavioural habits [87]. Online social networks have also

been the focus of research into passive detection of emotional well-being, using

behavioural patterns and sentiment analysis to predict the affective state of their

users and is studied further in Chapter 3. The major limitation of the research in

this field is that the inferred affective states are rarely verified against real-world

ground truth data. Researchers rely on the online behaviours of individuals from a

single social network to be truthful, exhaustive and an accurate representation of

their real-world feelings. This limitation motivated the work in Chapter 3.

Logging, assessing or inferring psychological state provides the data about one’s

emotional well-being; however, without being interpreted and acted upon it does

not have any impact on one’s life. The study in Chapter 3 provides only a case study

method for passively extracting emotional well-being information; the data is not

visualised nor acted upon. People can be supported to consciously think about

their emotional well-being in order to make a positive change. Positive psychology

interventions are defined as “treatment methods or intentional activities aimed at

cultivating positive feelings, positive behaviors, or positive cognitions” [169] with the

goal of making improvements to one’s happiness, subjective well-being, satisfaction

with life, flourishing, mindfulness or positive thinking [163]. Interventions are one

of many methods to make a positive change to one’s life by influencing aspects of

one’s psychological state. Influential methodologies traditionally involved writing

or thought-provoking tasks focused on positive and emotional experiences [18, 128],

reminiscence [24, 27], kindness [120], gratitude [43, 97] and goal setting [72, 102, 165].

The widespread usage of modern smartphones has enabled traditional intervention

methodologies to be applied digitally and remotely. The portability, passive sensing,

notifications and online features are a number of advantages to modern interven-

tions. The use of smartphone and internet technologies for positive psychology

interventions has thus become more pervasive in this field of research and the

focus is on using these technologies to explore new opportunities for technology-
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enhanced interventions. One of the common activities that smartphone users carry

out on a daily basis is momentary photography, especially with the popularity of

apps such as Instagram and Snapchat. Leveraging this common practice of taking

and reviewing photos as a positive psychology intervention is the focus of the study

in Chapter 4.

Understanding one’s emotional well-being, either by manually tracking or passively

detecting their psychological state, is a core aspect of providing support to that

person. Support might come in various forms including counselling, lifelogging

or an intervention. The ability to track and detect psychological state allows the

support to provide the appropriate assistance depending on the specific situation.

For example, it is important to identify vulnerable individuals who may be suffering

from a mental illness or those who are experiencing a depressive episode or a dip in

mood in order to trigger a pertinent intervention at an opportune time. For those

interested in lifelogging, or for patients who are required to log their activities, it

is important that they have the ability and technology to easily track and analyse

their behavioural patterns in order to make informed improvements to their life.

The development of self-awareness of one’s emotional well-being, whether positive

or negative, is an important catalyst for such life changes and can be facilitated by

passive mood detection. Thus the link between psychological assessments, active

tracking, passive detection and interventions form an important relationship where

the methodologies and technologies must work together to provide a pragmatic

system to improve emotional well-being. This thesis explores two novel case studies

focusing on using technologies and methodologies which have not yet been ex-

plored in sufficient depth in the fields of passive detection and positive psychology

intervention.
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1.2 Research Questions

Following the review of literature regarding the passive detection of emotional well-

being, it was evident that researchers often relied upon behavioural data from online

social networks as being a true representation of one’s real-world psychological

state [16, 59, 107, 119, 139]; few would validate their findings against real-world

ground truth data. It was also found that many papers in this field relied on only

a single social network for their data. Some researchers have cautioned over the

reliance on a single data source as social network users tend to gravitate towards

specific social networks for specific purposes [153]. Thus one of the aims of this

thesis is to investigate a novel method of passively detecting affective phenomena

using online behavioural data from multiple social networks where the result is

validated against real-world ground truth. The following research questions are

addressed in Chapter 3:

• RQ1: Which specific behavioural activities on Facebook and Twitter correlate

with real-world mood changes?

• RQ2: Can activity from both Facebook and Twitter be used to infer real-world

mood changes?

Existing literature demonstrates extensive use of smartphones for positive psychol-

ogy interventions to influence emotional well-being. However, there was a large

gap in the integration of photography and positive psychology. There is very little

research into the positive consequences which result from smartphone photography

and the reviewing of photos related to positive experiences. Thus the following

research questions are addressed in Chapter 4:

• RQ3: Do smartphone photography activities correlate with changes in mood,

affect and satisfaction with life?
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• RQ4: Which specific smartphone photography activities show a statistically

significant correlation with change in mood, affect and satisfaction with life?

1.3 Thesis Structure

This thesis contains the following chapters:

Chapter 2 presents a literature review exploring the various aspects of emotional

well-being including affective state, emotion, mood, wellness and mental health

conditions followed by the traditional and digital assessment methodologies for

capturing these affective phenomena. The challenges of these manual assessment

methodologies then motivate the review of the technologies used to passively de-

tect different aspects of emotional well-being. Specifically, smartphone sensing,

wearable sensing and online behavioural tracking methods are discussed. Next, the

research in the positive psychology intervention field is discussed, focusing again

on the traditional and digital forms of intervention in the literature. Finally, the

real-world applications of these passive detection and influential technologies are

summarised, including lifelogging, visualisation and affective computing.

Chapter 3 presents a study exploring the use of online social network activity as

an indicator of mood changes. This research combines online activity from both

Facebook and Twitter in order to passively infer an individual’s real-world mood

changes. This work employs experience sampling to capture the mood of the par-

ticipants as ground truth, rather than relying on an inferred mood state from the

online social network data. The results identify behavioural features which are key

to the relationship between online activity and real-world psychological state. These

features are used to build a classifier which can predict mood changes within a

window of 7 days.

Chapter 4 presents a positive psychology intervention involving momentary smart-

phone photography to influence emotional well-being. The study saw 74 participants
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use a smartphone application called SnapAppy for one month, taking and reviewing

photos related to positive moments, events and experiences. The analysis identifies

key behavioural features within the intervention which show correlations with mood

and affect. The implications of this research for future interventions, emotional

integration with existing photo platforms, passive detection and recommendation

systems are discussed.

Chapter 5 presents a summary of the work in this thesis and conclusions are made

on the research questions and contributions. Finally, the limitations of the studies

and directions for future research are discussed.

1.4 List of Publications

The research in this thesis has been presented, published, or is in the process of

being published, in peer-reviewed journals and conferences. These publications are

as follows:

Chapter 3:

• J. A. Lee, C. Efstratiou, and L. Bai, “OSN Mood Tracking: Exploring the Use of

Online Social Network Activity as an Indicator of Mood Changes,” in Interna-

tional Joint Conference on Pervasive and Ubiquitous Computing: Adjunct.

ACM, 2016, pp. 1171–1179.

• J. A. Lee and C. Efstratiou, “Exploring the Use of Online and Mobile Data to

Passively Track and Analyse Psychological State,” poster presented at the EDA

School Research Conference, 2016.
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Chapter 4:

• J. A. Lee, C. Efstratiou, P. Siriaraya, D. Sharma and C. S. Ang, “SnapAppy:

A Positive Psychology Intervention using Smartphone Photography to Im-

prove Mental Well-Being,” in Pervasive and Mobile Computing. Elsevier, 2019

[under review].

• J. A. Lee and C. Efstratiou, “SnapAppy: A Positive Psychology Intervention

using Smartphone Photography to Improve Mental Well-Being,” poster pre-

sented at the EDA School Research Conference, 2018.
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2

Literature Review

This chapter reviews the existing literature regarding the understanding of emo-

tional well-being, the terms used to describe different affective states and the

methodologies and surveys used for psychological assessments. This is followed by

a review of the existing research focused on tracking and monitoring emotional

well-being along with positive psychology interventions used to influence one’s

emotional state. Lastly, there will be a discussion of the real-world applications of

tracking, monitoring and influencing emotional well-being.

2.1 Emotional Well-Being

Mental, psychological and emotional well-being are umbrella terms encompass-

ing a variety of interconnected aspects relating to one’s mental health, well-being,

mood, emotion and affective state. Terms like “mood” and “emotion” are often used

interchangeably, especially by non-academics, which causes their definitions to

become unclear. Researchers and psychologists have therefore sought to define

clear classifications of these affective phenomena [40, 126]. To begin exploring this

broad area of psychology, the current definitions and distinctions of these terms

will be established.

2.1.1 Affect

Affect, sometimes known as core affect, is the “neurophysiological state consciously ac-

cessible as the simplest nonreflective feelings evident in moods and emotions” [150].

It is also described as the way one’s psychological state is portrayed, known as affect
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display. A person is constantly experiencing affect but the intensity can vary over

time. At any given moment, affect is most commonly defined with a positive and

negative scale or with a combination of two dimensions: valence and arousal. The

valence scale, also known as pleasure, can range from distress to ecstasy. The arousal

scale, also known as activation or energy, can range from sleepy, drowsiness or low

energy to alertness, excitement or high energy. These dimensions are best visu-

alised on Russell’s affect grid [152] (Figure 2.1) and circumplex model of affect [151]

(Figure 2.2). Dominance is a third dimension sometimes associated with affective

state which represents the amount of control the participant has in the situation

being measured and is discussed further in Section 2.2.2.

Figure 2.1: Affect grid [152].

2.1.2 Emotion

An emotion is defined by Ekkekakis [40] as a short, intense episode which is often

triggered by or associated with a real or imagined person, event or thing in the

past, present or future. Due to the short-term nature, one can experience a wide

range of emotions within a short period of time which can influence one’s overall

affect. Ekman [41] argues that the majority of emotional episodes only last a few

seconds each, and longer episodes lasting minutes or more are likely to be caused

by repeated evocation. Emotion classification has been a topic of discussion for
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Figure 2.2: Circumplex model of affect [151].

many years and is still under debate, with psychologists attempting to define a set

of basic, primary emotions from which all others stem. Following research on facial

expressions, Ekman et al. [42] found evidence for six basic emotions: happiness,

surprise, fear, sadness, anger and disgust. However, cultural considerations must

be taken into account as some cultures may not distinguish between particular

emotions both verbally and facially. Later, Plutchik [137] developed the wheel of

emotions which contains eight primary emotions grouped into positive and nega-

tive polar opposites, suggesting that terms such as joy and sadness and interest and

distraction are inversely related (Figure 2.3). The wheel of emotions also helps to

visualise that emotions not only have a distinct classification but that they also vary

on a “continuum of intensity” [54] (e.g. rage is a more intense state of annoyance).

The research behind discovering the set of basic emotions is ongoing and the result

of which will help to provide a succinct set of classifications for researchers to use

when assessing emotional state.
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Figure 2.3: Plutchik’s wheel of emotions [137].

2.1.3 Mood

Mood, in comparison with emotion, is a longer-lasting, less intense psychological

state which is not usually triggered by an obvious, immediate stimulus. For ex-

ample, one can simply wake up in a good mood. Unlike emotional stimuli, which

often immediately precede the emotional response, mood stimuli are usually tem-

porally distant from the response making the cause difficult to identify [116]. As

with emotional episodes, the specific time scale in which mood persists is not fully

understood; however, some researchers have evidence to suggest that a specific

mood state can continue across multiple days [97] and should last for at least several

minutes in order to distinguish it from an emotional response [108].

2.1.4 Affective Phenomena

The definitions of affect, mood and emotion, collectively known as affective phe-

nomena, may still be subject to different interpretations; however, their distinctions
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and connections are clear. Affect is experienced constantly with varying levels of

intensity. Emotions are short, intense episodes with clear triggers and moods are

longer and less intense, sometimes without an obvious trigger. Affect can be a

component of, and influenced by, emotion and mood. In the example by Russell

[150], pride is feeling good about oneself. “Feeling good” is the affect and “pride”

is the emotion. Mood and emotion can also influence one another. For example,

experiencing several positive emotions may help to put us in a good mood; however,

someone in a bad mood may be more likely to experience negative emotions. These

three affective phenomena are experienced collectively to form our emotional state.

2.1.5 Wellness & Well-Being

Psychological wellness, or well-being, is a term to describe a person’s general condi-

tion in addition to their mental health. Several models including Diener’s tripartite

model of subjective well-being (SWB) [35] and Ryff’s six-factor model of psychologi-

cal well-being (PWB) [155] aim to define distinct components which contribute to

a person’s wellness. Diener’s model considers frequent positive affect, infrequent

negative affect and high satisfaction with life as key components of wellness. Ryff’s

model considers six distinct dimensions of wellness including autonomy, environ-

mental mastery, personal growth, positive relations with others, purpose in life

and self-acceptance. The two models describe components which are very different

from one another but both measure aspects of a positive life. Flourishing, coined by

Keyes [71], is another term often used by psychologists to describe a person who is

living “within an optimal range of human functioning, one that connotes goodness,

generativity, growth and resilience” [49]. Further components of wellness include

identity, self-worth, self-control, self-care and emotional awareness. As with the

classification of emotion, no single model can adequately and concisely incorporate

all aspects of well-being, rather all of the aforementioned components unify to

describe one person’s psychological wellness.
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2.1.6 Mental Conditions

Depression, anxiety, bipolar disorder, social withdrawal and suicidal thoughts are

just a few of the many mental conditions which affect people worldwide. Although

this thesis will not focus on tracking, detection or interventions for specific mental

conditions, the work will make contributions to the detection and interventions of

core psychological states which are components of those mental conditions. For

example, high negative affect and low positive affect are contributors to a diagnosis

of depression [195] and being able to detect a sudden drop in affective state may be

used to predict an oncoming depressive episode.

2.2 Psychological Assessment

Recording psychological phenomena is one of the first steps to understanding

and monitoring how a person feels. These assessments are fundamental to the

majority of research in the psychology domain and have been developed and revised

to record many different aspects of a person’s psychological state. In order to obtain

the ground truth of a person’s psychological state, researchers can either rely on self-

reports from the participant or observations of the participant. This section focuses

on self-reports as the method of data collection for the core affective phenomena

discussed in Section 2.1.

2.2.1 Experience Sampling Methodologies

The method in which self-reports are obtained is its own area of research and the

design and limitations must be considered when conducting a study. Collectively

known as “experience sampling”, there are many variations to this data collection

methodology. Ecological momentary assessment (EMA), diary methods and the

day reconstruction method are some of the most prominent in the literature.

“Ecological momentary assessment involves repeated sampling of subjects’ current

behaviors and experiences in real time, in subjects’ natural environments” [167]. The
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seminal papers by Shiffman et al. [167] and Bolger et al. [15] aim to minimise recall

bias and maximise ecological validity by providing detailed guidance on all aspects

of momentary assessment. Both papers on EMA and diary methods discuss three

types of experimental design: event-based, time-based and combination designs.

Research cases where specific events dictate the moment when data should be

collected should follow an event-based design. For example, a participant might be

asked to manually report their emotional state immediately after a social interaction.

A limitation of event-based design is that the knowledge of an impending self-report

may cause the participant to alter their behaviour in order to avoid the assessment

interruption. The frequency of self-report triggers is therefore very important to

maximise compliance and can be remedied by carefully considering the frequency

of events and whether a random or combined sample of those events would be

sufficient for analysis. Falsification is also another constraint to consider, where

participants may not report an event which did occur or may falsely report an event

which did not occur. This could be solved through the automatic detection of such

events using technology; however, this solution poses its own challenges which are

discussed in Section 2.3.

A time-based design involves participants completing self-reports at temporal in-

tervals, for example monitoring mood changes over multiple days, rather than

being triggered by a specific event. Participants are reminded to complete their

assessments via some method of signalling such as an alarm or smartphone noti-

fication. Similar compliance issues may arise with equally spaced intervals, thus

some designs opt to use non-specific intervals (e.g. “end of the day”, which will have

differing interpretations) or randomised times within a set of fixed intervals, known

as stratified random sampling. Assessment times are also sometimes limited to

waking hours depending on the goal of the study [167].

By requiring participants to complete self-reports at the moment an event occurs
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or at various times throughout the day, the ecological validity can be maximised.

This immediacy of the assessments also helps to reduce recall bias which can occur

if participants are asked to submit self-reports in hindsight. Combining event-

based and time-based designs can be useful in situations where researchers want to

understand how assessments during a specific event compare with base-rates. For

example, a study may want to collect data about how participants feel during a panic

attack in comparison with their average psychological state, thus collecting data

when the participant has an attack is equally as important as collecting frequent

data during the rest of their day.

The Day Reconstruction Method (DRM) by Kahneman et al. [70] is “a survey method

for characterizing daily life experiences” by assessing how people experience ac-

tivities throughout their day. The DRM boasts the ability to recover a sequence of

affective experiences from the previous day without significantly increasing recall

bias and participant burden. This method also reduces frequent disruption to daily

activities and ultimately provides a dataset containing a full sequence of events

and assessments rather than a set of individual momentary samples from the day.

Although the sequential nature of the activity recall can help to reduce recall bias,

the participant burden may still remain high depending on the length of the spe-

cific assessments required from the participants. For example, if participants are

asked to answer a single question on a 5-point Likert scale every hour, this may

be considered less burdensome than having to recall a day’s worth of events and

their associated emotional impact in one session. On the contrary, a single session

can be planned for in advance unlike randomised interruptions. This method of

assessment may also not be appropriate for participants with memory conditions

such as Alzheimer’s disease who may not be able to accurately recall prior events.

The asymmetric psychological effect of positive and negative occurrences holding a

higher precedence in memory [178, 190] may also affect recall bias regardless of the

sequencing methodology.
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2.2.2 Traditional Psychological Assessments

An important step in studying changes in emotional well-being is to ensure that

the correct assessment tools are chosen in order to answer the proposed research

questions. There are a vast selection of psychological assessments used for specific

aspects of a participant’s psychological state and this section will cover those which

are most common when assessing affect, emotion, mood and well-being.

2.2.2.1 Assessing Affect

Arguably the most prevalent survey of affect is the Positive and Negative Affect

Schedule (PANAS) [196]. Originally developed in 1988 by Watson et al. [196], the

survey consists of a positive and negative scale each containing 10 items such as

excited, determined, distressed and nervous. The PANAS demonstrates largely un-

correlated scales which are stable at a wide range of time periods (from momentary

to over two months). The survey has since been revised in 1999 by Watson and Clark

[193] with an expanded version called PANAS-X containing 60 items including addi-

tional affective states and positive and negative emotional states. The International

PANAS Short Form (I-PANAS-SF) was later developed by Thompson [181] in 2007

with the goal of reducing the number of items to 10 whilst also ensuring that the

emotional words used for the items are cross-culturally understandable to those

whose native language is not English.

In contrast to the PANAS which measures affect across positive and negative scales,

the affect grid (Figure 2.1) can also be used as a quick way to measure affect across

the valence–arousal dimensions. The participant can mark their affective state

within the affect grid which is divided into four quadrants representing positive

high energy (top-right), positive low energy (bottom-right), negative high energy

(top-left) and negative low energy (bottom-left). The further the mark is placed from

the centre of the grid, the stronger the affective state. It has been argued that these

two different scales (positive–negative and valence–arousal) for assessing affect are

interrelated [108]. The positive and negative affect scales exist in the same factor
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space as valence and arousal, but are rotated approximately 45 degrees meaning

that high positive affect is associated with high valence and arousal and vice versa

(Figure 2.4).

Figure 2.4: Alignment of the two measures of affect by Matthews et al. [108]. Key:
MCBL [100], R [149], T [179], WT [194].

The Self-Assessment Manikin (SAM) [17] and Affective Slider [13] are non-orthogonal

variations of the affect grid. “SAM is a non-verbal pictorial assessment technique

that directly measures the pleasure, arousal, and dominance associated with a per-

son’s affective reaction to a wide variety of stimuli” [17]. Participants are required to

select one of five items from three pictorial scales representing valence, arousal and

dominance (Figure 2.5). SAM boasts a short completion time and cross-language

validity as no written labels or items are used. Although the visual aspect of SAM

has been praised for its age-, culture- and language-free design and causing less

fatigue for repeated measures, it is not without limitations [114]. Due to the diffi-

culty in visually representing affective states, especially arousal and dominance,

the dimensions are not immediately clear without some level of verbal or written
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explanation. The original study assessing the feasibility of SAM included a list

of words at the ends of each scale to help the participants understand what the

scales represent [17]. AniSAM/AniAvatar [170] is a revision of SAM which updated

the scales with more realistic looking avatars which focus more on the facial ex-

pressions to improve recognition of valence and an animated beating heart and

vibrating avatar to better represent arousal (Figure 2.6). Results indicated that both

valence and arousal were reported more accurately compared with the original

scale, however AniSAM/AniAvatar is limited to mediums which are able to display

animated visuals.

Figure 2.5: The Self-Assessment Manikin (SAM) used to rate the affective dimen-
sions of valence (top row), arousal (middle row) and dominance (bottom row) [17].

Figure 2.6: Examples of new avatars used in the AniSAM and AniAvatar scales [170].

The Affective Slider [13] is a digital update to SAM focused on modern design prin-
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ciples which comprises of two continuous slider controls for valence and arousal

(Figure 2.7). The study uses more commonly understood emoticons at the ends of

each slider to represent sleepy and awake (top) and unhappy and happy (bottom).

Although these emoticons are an improvement in comparison with the avatars used

in SAM, they still remain slightly unclear. The sleepy emoticon might be miscon-

strued as disappointment and the awake emoticon as frightened. Regardless of the

potential limitations, the Affective Slider has been validated as equivalent to SAM

in the assessment of valence and arousal without the need for written instructions.

Figure 2.7: The Affective Sliders for valence (bottom) and arousal (top) [13].

2.2.2.2 Assessing Emotion

Emotional states are often used in self-assessments in order to determine a more

general affective state like in PANAS or to diagnose a specific condition using sur-

veys like Beck’s Anxiety and Depression Inventories [10, 11] which assess emotions

including sadness, guilt and fear alongside other factors of anxiety and depression.

These emotions are usually assessed via some form of Likert scale, either with nu-

merical values or written descriptions representing different levels of intensity.

Since emotional states are usually associated with a stimulus, it is difficult to assess

emotions in general without a source. An exception could be an emotion like happi-

ness which could be more easily generalised; however, this would arguably be an

assessment of one’s positive affect or mood rather than the emotion itself if it is not

associated with a stimulus. Researchers therefore use emotional scales to assess

their participant’s reactions to a particular stimulus that they are studying. Izard’s

Differential Emotion Scale (DES-IV) [67] utilises a 5-point Likert scale ranging from

“rarely/never” to “very often” to assess 12 subscales including: interest, joy, surprise,
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sadness, anger, disgust, contempt, fear, guilt, shame, shyness and self-hostility.

Many individual emotional scales have also been developed to thoroughly assess the

intensity of said emotion in response to a stimulus. Observing the literature for just

some of the numerous emotional states, happiness can be assessed using the Subjec-

tive Happiness Scale (SHS) [96] and the Authentic Happiness Inventory (AHI) [129],

anger with the State-Trait Anger Scale (STAS) [172], fear using the Fear Survey

Schedule-II (FSS-II) [50] and guilt and shame with the Test of Self-Conscious Affect

(TOSCA) [177]. In contrast to the DES, the five aforementioned individual emotional

scales rely on the participant rating their response to specific statements such as,

“I consider myself a very happy person” (from SHS) which are then combined to

produce a final score for that emotion.

As suggested by Scherer [162], a problem with assessing emotions in a such a manner

is that of priming the participant, i.e. the participant may respond to the options in

a way that they may not have done if the options were not present. Scherer [162]

suggests that by using his “free response measurement of emotional feeling – the

Geneva Affect Label Coder (GALC)”, one can alleviate the issue of priming. The GALC

functions by taking a free-form emotional written description by the participant

and using a lookup table to search for synonyms or words related with a specific

emotion. Using this method, an emotion can be derived without the need to present

the participant with a set of predefined options.

2.2.2.3 Assessing Mood

Assessing mood as a single scale has less prominence in the literature, as assess-

ments of affect are more commonly used; however, mood can still be easily assessed

independently. Mood is commonly described as ranging from “good/positive” to

“bad/negative”, thus it is common to use a bipolar scale with some form of “positive”

and “negative” labelling. This type of scale is often used by more modern, smart-

phone mood logging systems (discussed further in Section 2.2.3) due to its ability

to be quickly completed.

34



For the sake of completeness, the Profile of Mood States (POMS) [111] should be

discussed to avoid confusion between its name and its assessments. Contrary to

the measure’s title, POMS is a measure of psychological distress rather than that

of general mood. The assessment is conducted with 65 items (or 37 in the short

form) resulting in 7 subscales including tension–anxiety, depression–dejection,

anger–hostility, vigour–activity, fatigue–inertia, confusion–bewilderment and total

mood disturbance. These results are a blend of mood states, emotions and mental

conditions and should therefore be approached with caution when attempting to

assess one of the affective phenomena individually.

2.2.2.4 Assessing Wellness & Well-Being

There are also a variety of measures which can assess other aspects of wellness and

well-being discussed in Section 2.1.5. Diener’s tripartite model of subjective well-

being [35] combines results from PANAS [196] and the Satisfaction with Life Scale

(SWLS) [36] in order to produce a subjective measure of quality of life. An interesting

aspect of this model is how it combines measures across different time scales: the

momentary affective states and the longer lasting state of satisfaction with life.

Compared with the 5-item scale of the SWLS, the Life Satisfaction Index [47] is a

longer-form assessment of quality of life containing 20 items (or 11 items in the

short form). Ryff’s Psychological Well-Being scales are used to directly assess his

six-factor model [155], Diener’s Flourishing Scale [37] can assess human flourishing,

Ryan & Frederick’s Subjective Vitality Scale [154] focuses on the feeling of being

alive and alert and the Measurement of Self-Actualization by Jones and Crandall

[69] is used to assess one’s feelings of potential and fulfilment.

2.2.3 Digital Psychological Assessments

Many of the traditional psychological assessments were developed before comput-

ers and smartphones became widespread and were completed by hand, either by the

researchers or by the participants themselves. The proliferation of digital devices

has caused a rise in psychological experiments being conducted digitally and re-
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motely over the internet rather than in-person with a “pen and paper”. What follows

is a showcase of current literature which makes use of digital ecological momen-

tary assessments in addition to some of the most popular well-being smartphone

applications in distribution.

2.2.3.1 Assessing Affect

The affect grid is widely used in smartphone applications due to its ease of comple-

tion. It is used in a web application called MoodMap by Fessl et al. [46] to capture the

affect of people during virtual meetings and a smartphone application of the same

name to study emotional self-awareness [115]. It should be noted that these papers

used colour in their affect grid designs (Figures 2.8, 2.10). Fessl et al. [46] specifically

mention that the colour wheel design is based on Itten’s colour system [66] (related

with colour contrast) and Morris et al. [115] do not provide any reasoning for their

choice of colours. It has been shown that different colours can influence mood [79]

and can be interpreted differently across cultures [68], thus keeping the colour of

the affect grid neutral may be advised to remove any unwanted side effects.

Some researchers have opted to use non-orthogonal versions of affect scales be-

cause range sliders are a common user interface (UI) design pattern for web and

smartphone interfaces. One paper conducted assessments of affect using a 6-item

scale of range sliders resulting in a three-dimensional model comprising of valence

(positive–negative), calmness (restless–relaxed) and arousal (tired–awake) [44]. Ad-

ditionally, AffectAura [109] attempted to develop a new way of visualising three

dimensions of affect (valence, arousal and engagement) akin to the Self-Assessment

Manikin [17]. The interface displays affective states on a timeline, with each state

represented as a “bubble” (Figure 2.9). The colour represents valence, the “burst”

shape represents arousal (similar to SAM) and the opacity represents engagement.

The size and height of the bubbles were used to represent other aspects of the study.

This visualisation suffers from the same limitations as SAM in that the scales are

not immediately obvious without a description. Lastly, in contrast to the affect
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grids and sliders, there were also studies [192] which chose to use the Photographic

Affect Meter (PAM) [138] that required participants to indicate how they felt from

a selection of images which are mapped to the valence and arousal affect scales

(Figure 2.11). This method has the potential of being easier to understand than affect

grids or scales with confusing or ambiguous labels.

Figure 2.8: An affect grid to cap-
ture the affect of people during
virtual meetings [46].

Figure 2.9: The AffectAura inter-
face, representing affect using
various visual aspects of “bub-
bles” [109].

Figure 2.10: Using an affect grid
on an old Android device as part
of a study researching emotional
self-awareness [115].

Figure 2.11: The Photographic Af-
fect Meter (PAM) [138] that re-
quires participants to indicate
how they feel from a selection
of images which are mapped to
the valence and arousal affect
scales [192].
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2.2.3.2 Assessing Emotion

Emotional states in applications are mostly assessed using different forms of Likert

scales. Sliding scales and multiple choice answers can be used to quickly assess the

state of multiple emotions and conditions (Figure 2.12). These studies involved a

variety of cases such as emotional self-awareness [115], assessing mental health and

academic performance of college students [192], mood recognition at work [200]

and a borderline personality disorder and substance use disorder smartphone ther-

apy [147]. The T2 Mood Tracker app [32] can be used to track a variety of emotional

experiences including general well-being, anxiety and depression and can also be

customised to address any issue in need of assessment. Single emotional scales such

as happiness can also be assessed very quickly as shown in the studies analysing how

happiness changes depending on time and activities [156] and in different locations

across the UK using an app called Mappiness [101].

Figure 2.12: The HealthyOffice
Android app allowing users to
self-report various emotional
states using sliders. [200].

Figure 2.13: The Peas Android app
allowing users to self-report their
emotional state by selecting an
emoji [117].

Aside from Likert scales, non-academic applications (those with no research foun-

dation) such as Mood Runner [64], Feelic [106] and Peas [117] (e.g. Peas, Figure 2.13)
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use emojis to identify different “feelings” that the user may wish to record. The

assessment method used in these examples is limited as users can only choose a

single feeling at a time and there is no way to declare the intensity of the chosen

feeling (e.g. very happy or slightly happy).

2.2.3.3 Assessing Mood

As discussed in Section 2.2.2, mood is widely used in digital psychological assess-

ments due to its quick rate of completion. Many non-academic smartphone ap-

plications use a 5-point Likert scale augmented with emojis, and sometimes la-

bels, to symbolise the positive to negative scale of mood [112, 183, 186, 188, 197, 201]

(e.g. Daylio, Figure 2.14). Other apps do not use emojis and instead implement a

traditional Likert scale ranging from 3 to 10 points, either with numeric or text

labels [14, 55, 63, 113, 122, 182] (e.g. iMoodJournal, Figure 2.15). In general these apps

tend to provide digital diary-style experiences, allowing users to log their daily mood

Figure 2.14: The Daylio Android
app allows users to report their
mood on a 5-point emoji Likert
scale [197].

Figure 2.15: The iMoodJournal An-
droid app allows users to report
their mood on a 10-point textual
Likert scale [63].
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and add extra tags and notes for more detail. They also provide visualisations in the

form of graphs, calendars and timelines to easily observe mood changes over time.

A major concern with app- or web-based mood/emotion trackers is that many are

created by amateur developers and enthusiasts without any medical or psychological

background or research. Mental health is a sensitive subject and non-academic

applications that have the potential to reach thousands of users can have a major

negative impact on their users if not built correctly. Developers should ensure that

they are designing their apps with research guidelines in mind and have sought

guidance from medical professionals.

2.2.4 Challenges

There are many challenges and concerns with the traditional and digital assessment

methodologies which can lead to inaccurate, or loss of, data due to falsification,

compliance issues, satisficing and misunderstanding.

Trust is placed in the participants to complete self-reports accurately and truthfully.

Falsification of data is a concern especially with data involving sensitive subjects

such as mental health; participants may be worried or embarrassed to share their

weaknesses and vulnerabilities with researchers. The participant’s trust and comfort

with the researchers and the study is important to ensure that data is accurate.

Compliance and drop-out rates are further concerns for researchers that must be

considered during the design of the study methodology. Studies which do not

take place in-person, and which have a long duration, are especially vulnerable to

compliance issues as participants experience fatigue with the study. The immediacy

of smartphone applications means that short-form surveys may be more appropriate

and might be why methods like the affect grid and emotional sliders are often used.

Using automated event-triggers coupled with a recommendation system may also

be a potential way to improve compliance rates by ensuring that it is an opportune
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moment for the participant to complete a survey [134]. Event-based designs also

suffer from limitations. Participants must fully understand the definition of the

trigger, which can be problematic in certain scenarios: “If subjects are to make a

record every time they eat, does chewing gum count as eating?” [167]. The effect of

the assessment itself must also be taken into consideration, such that if the purpose

of the study is to monitor stress, but the self-reporting methodology causes more

stress to the participant, the results may become invalid. This particular phenomena

is discussed further in Section 2.4 where it can be used to the researcher’s advantage

via the intervention bias.

It was proposed that, when answering survey questions which would require sub-

stantial cognitive effort, some participants will provide an answer that requires the

minimum amount of thought, known as satisficing [78]. For example, a participant

may log the same mood state every day, perhaps because that value was selected

by default or because it was the easiest to choose from the interface. Krosnick [78]

discussed potential methods to avoid satisficing including randomising the order

of response options, which is especially easy to accomplish for surveys with mul-

tiple subscales. For example, in the PANAS [196], the words for both the positive

and negative scales are shuffled rather than being grouped together. For surveys

containing written statements that must be agreed or disagreed with, the linguistic

polarity of some of the statements are often reversed to ensure that the participant

applies more thought to their answers.

The wording and descriptions used for psychological surveys is another important

factor for researchers to consider. Many common psychological surveys have in-

ternational or child-friendly alternatives with simpler language (e.g. PANAS and

I-PANAS-SF). For self-reports involving recall, it is important that the time period is

made clear, for example: “How do you rate your mood right now?” vs. “How was your

mood today?”. Lastly, one should take care when using terms which may be clear to

psychologists and academics but may be misconstrued by non-academics taking
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part in research studies or using self-help apps. For example, the term “arousal” may

be mistaken for sexual arousal rather than alertness or attentiveness. This has been

found to be the case with the affect grid where researchers tend to use different

labels than the original design [152]. Fessl et al. [46] and Morris et al. [115] used “en-

ergy” and “positive–negative”, Lathia [82] used “alert–sleepy” and “positive–negative”

and the original by Russell et al. [152] used “high arousal–sleepiness” and “pleasant

and unpleasant feelings”. This raises problems because the labels are not congruent;

a low-arousal state of calmness is not synonymous with sleepiness. Further work is

required in order to provide a consistent standard for these labels to ensure that

academics and non-academics alike can derive the same meaning from them.

2.3 Passive Detection of Emotional Well-Being

Although assessments of emotional well-being via self-reports have been prevalent

for many years, it comes with an inherent drawback: it requires active contribu-

tion from the participant. This introduces the issues discussed in Section 2.2.4

such as burden, falsification, compliance, satisficing and linguistic problems. The

advancements in technology have made it possible to passively detect different

aspects of emotional well-being without any, or minimal, user input. For studies

which would normally require ecological momentary assessments, this can greatly

reduce the burden on the participants and solve some of the assessment challenges.

This section aims to outline the research using smartphone and wearable sensing

and online behaviour in order to passively detect different aspects of emotional

well-being.

2.3.1 Smartphone Sensing

The majority of smartphone devices contain a multitude of sensors which can be

used for scientific research. These sensors include the accelerometer, compass, GPS,

gyroscope and proximity as well as the touch screen, microphone and front and

back cameras. Researchers have discovered many innovative and inventive ways to
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use these sensors for assessing different aspects of emotional well-being.

Location is a common feature used in this field to analyse mobility patterns as

they have been closely related to physical and social activity and emotional well-

being. The GPS sensor in smartphones can detect a user’s precise location with

high levels of accuracy and can collect data passively in the background. A study

by Wang et al. [192] used location data to detect mobility patterns and found a

correlation between the distance travelled and loneliness. Sandstrom et al. [158]

published a paper analysing how location can have an impact on one’s affective

state, concluding that users reported more positive affect in social locations, such

as a family or friend’s house, or at a restaurant, café or pub, rather than at home.

Canzian and Musolesi [19] also analysed mobility patterns from GPS location data

in order to predict depressive mood states.

Many researchers combine location with other sensors and behavioural features

that can be passively tracked in order to infer emotional well-being. Wang et al. [192]

used data from the accelerometer, proximity sensor and microphone to assess the

day-to-day impact of the student workload on affect, stress, sleep, physical activity,

sociability and academic performance. Results in a paper by Lee et al. [83] show

that their system can classify seven emotions (happiness, surprise, anger, disgust,

sadness, fear and neutral) using motion, location and ambient light sensors along-

side typing behaviour features via a Twitter client. A similar system by Ma et al. [98]

can classify displeasure, tiredness and tensity dimensions using the accelerometer,

GPS, proximity and microphone alongside SMS and call logs. BeWell, a smartphone

application by Lane et al. [81], monitors the user’s sleep, exercise and social inter-

action using the GPS, accelerometer and microphone to produce three well-being

scores for each behaviour which are used for an intervention. Finally, MoodScope

by Li Kam Wa et al. [87] uses location traces and smartphone usage (app usage, calls,

SMS, email and web browsing) to estimate the user’s valence and arousal.
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Additional work in this field uses sensors such as the microphone and camera for

their inference systems. Rachuri et al. [145] used voice samples recorded from the

microphone to detect individual emotions including happiness, sadness, fear, anger

and neutral. The platform can also infer physical activity from the accelerometer

and perform speaker recognition and co-location using both the microphone and

Bluetooth to detect proximity. A study by McDuff et al. [110] from the emotion

measurement technology company Affectiva demonstrated the use of the smart-

phone camera to recognise emotional facial expressions in real-time including

anger, disgust, fear, joy, sadness, surprise and contempt.

Many, but not all, of these papers combine sensor data with activity and behavioural

data to produce their predictions with varying levels of accuracy. This may suggest

that sensing, activity or behavioural data alone is less sufficient to accurately predict

emotional well-being and that a combination of features may produce more fruitful

results.

2.3.2 Wearable Sensing

In addition to smartphone sensing, using sensors in wearable devices to passively

detect various aspects of emotional well-being is also prevalent in the literature.

Wearable devices such as smartwatches, wristbands and headsets can contain a

variety of sensors including an accelerometer, gyroscope, proximity and micro-

phone as well as sensors for measuring physiological signals such as heart rate,

galvanic skin response (GSR), skin temperature, electrocardiogram (ECG, heart)

and electroencephalogram (EEG, brain). The following research utilises data from

different variations of wearable sensors to train classifiers to automatically detect

different psychological states including emotion, mood and stress. The classes were

labelled using self-reported ground truth or specific elicited emotions depending

on the study design.

A paper by Picard et al. [133] from 2001 used blood pressure, skin conductance,
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respiration and electromyogram (EMG, muscles) sensors to predict eight emotional

states: anger, hate, grief, platonic love, romantic love, joy, reverence and neutral.

Although these sensors were attached to a wearable computer unit, it would not be

considered as convenient as more modern wearables such as a fitness wristband.

Similarly Haag et al. [57] were able to classify affective valence and arousal using

a bulky setup of EMG, ECG, respiratory, skin conductance, skin temperature and

pulse rate sensors. In comparison, Zenonos et al. [200] used a single wearable chest

sensor to predict eight different emotional states (excitement, happiness, calmness,

tiredness, boredom, sadness, stress and anger) by collecting heart rate, pulse rate,

skin temperature and accelerometer data. Lisetti and Nasoz [90] used GSR, skin

temperature, accelerometer, heat-flux and near-body ambient temperature sensors

in a wearable armband to predict six emotional states: sadness, anger, fear, surprise,

frustration and amusement. Sourina and Liu [171] used the Emotiv EEG headset

to propose an arousal–valence recognition model to passively detect the user’s

psychological state regardless of any visible physical behaviours. Exler et al. [44]

used heart rate data from a smartwatch alongside smartphone sensor data to detect

valence, arousal and calmness states. Sas et al. [161] used the GSR sensor in a

SenseWear Pro2 armband to identify peaks of emotional arousal in order to filter

emotionally important photos captured with a wearable camera. Sano and Picard

[159] used accelerometer and skin conductance sensors in a wristband combined

with smartphone sensors and activity to classify levels of stress. de Santos Sierra

et al. [31] also conducted some valuable research on stress detection, concluding that

using only heart rate and galvanic skin response data can be sufficient for accurate

detection. This is important because these are common sensors found in smaller

wearables such as fitness wristbands, thus promoting the idea of less intrusive

passive detection. Additionally, Setz et al. [164] used only skin conductance to

differentiate between stress and cognitive load in a working environment to ensure

that it is the emotional response being captured rather than a normal level of mental

activity.

45



2.3.3 Challenges with Smartphone and Wearable Sensing

As electronics have miniaturised over the years, smartphones and wearables have

become increasingly relevant in the research for the passive detection of emotional

well-being. Depending on the factor being observed, it may be required that the

participant uses or wears the device for an extended period of time, thus ensur-

ing that it is comfortable and non-intrusive is of utmost importance to ensure

data collection is successful. Devices will inevitably continue to reduce in size and

intrusiveness; however, one of the limitations at the current time is battery life,

especially when running apps with continuous sensing. Without an advancement

in battery technology, wearables will remain inconvenient to users who have to

regularly charge the devices which may not be collecting important data during

that time.

Furthermore, passive sensing is often associated with considerable privacy concerns.

Continuous tracking of location, audio or the camera in the background can be

extremely intrusive regardless of the researcher’s trustworthiness. For example, the

location of a person’s home can very easily be inferred using only their raw location

traces [19]. Even sensors such as the accelerometer, which might not appear to be

as intrusive, can be used for malicious purposes. Owusu et al. [121] were able to

demonstrate that accelerometer readings are sensitive enough to be used to spy on

keystrokes, such as when typing a password on a smartphone.

The demographics of the target audience must also be considered with these types

of technologies. The age and mental capabilities of the participants may influence

their ability to properly interact with the technologies or follow the study guidelines.

The availability of the technologies may also be an issue in certain demographics. For

an online application where the participants need to use their own smartphone, this

may not be appropriate for certain ages or for particular countries or locations where

smartphones and high-speed internet are not as widespread. As the proliferation

of smartphone, wearable and internet technologies become more universal, and
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the population becomes more technology-literate, these demographical challenges

will diminish.

2.3.4 Online Behaviour

Tracking behavioural patterns can reveal a great deal about a person’s mental state.

The popularity of online social networks has given rise to a culture in which it is

normal to share aspects of one’s personal life, sometimes publicly, on the internet.

This grants a vast amount of data for social scientists who wish to passively observe

individuals without the need for any personal interaction. Literature in this area

explores the use of online data to passively track different aspects of emotional

well-being. This data broadly consists of textual posts, media posts (images and

videos) and online behavioural patterns.

The analysis of textual data to extract useful emotional meaning is known as senti-

ment analysis [124]. Understanding the methods and limitations of this process is

fundamental in this field of research where the data is often online textual content.

The high-level process involves inputting a string of text and outputting meaningful

emotional data such as the number of emotional words. One of the most popular

and commonly used tools for sentiment analysis is the Linguistic Inquiry and Word

Count software (LIWC) [92] which uses large labelled dictionaries to classify words

into psychological categories such as positive, negative, anxiety, anger and sad.

The number of words assigned to each category can then be used to determine

the sentiment of the passage as a whole. For example, extracting the number of

positive and negative words can allow us to ascertain the emotional polarity of the

sentence. Performing sentiment analysis on online data comes with several compli-

cations which are the subject of further research in the field. For example, unlike

formally written documents, online text can often contain slang, abbreviations, mis-

spellings, sarcasm, emojis and emoticons. Research is being conducted to be able to

automatically detect and quantify occurrences of such complications [1, 73, 75, 185].

47



Twitter is an attractive platform for social scientists as the majority of the mostly

textual data is publicly accessible. Facebook also has a wealth of data of all different

mediums; however, the platform is less public and requires more stringent pro-

cedures to be granted access to the data. There is also some research into using

text and image analysis on content from photography-focused platforms such as

Instagram and Flickr; however, as of July 2018, Instagram’s public API (Application

Programming Interface) has been deprecated for non-business use [56].

The literature encompassing online behaviour can be loosely grouped into studies

which use online data to model an individual’s emotional well-being and studies of

the general sentiment of a population.

2.3.4.1 Individualised Models

Agarwal et al. [1], Balabantaray et al. [7] and Pak and Paroubek [123] show how pos-

itive, negative and neutral sentiments and individual emotions can be classified

from individual tweets with good accuracy (up to∼73%) when compared with man-

ual annotations as ground-truth. Once extracted, this low-level classification can

be used to determine the positivity or negativity of that individual’s sentiment and

may be used as a feature for other aspects of emotional well-being. As proposed

by Roshanaei et al. [148], additional features to supplement sentiment analysis can

be extracted such as the topic of the tweet, the temporal trends of the user’s post-

ing behaviour and the demographics of the user. De Choudhury et al. [28] used

the sentiment, textual content and temporal aspects of tweets in addition to the

social interaction with other users in order to predict major depression in individu-

als ahead of their reported onset. A paper by Matsumoto and Hoashi [107], citing

our earlier published work presented in Chapter 3, explored a similar approach to

ours by combining data from multiple social networks. By incorporating textual

tweet data with social and physical data from tweets without text (such as men-

tioning a friend alongside a photo using the @ symbol or sharing content from

another social network such as a location from Foursquare) the researchers found
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significant correlations between those features and the mood of the upcoming day.

Ortigosa et al. [119] utilised status updates from Facebook to perform sentiment

analysis to extract the user’s positive, negative or neutral sentiment in addition to

detecting significant emotional changes by calculating their average sentiment and

observing any abnormal deviations. Post-partum depression has been predicted

using online activity, social interactions and linguistic style from Facebook [29]

and De Choudhury et al. [30] attempted to predict transitions from mental health

discussions to suicidal propensity of users of Reddit communities using linguistic

style and social interactions. Data from Instagram has also been used as predictors

for depression. Reece and Danforth [146] used hue, saturation, brightness and the

number of faces from image analysis and photo filters alongside comments, likes

and daily engagement as predictive markers of depression. Lup et al. [93] also show

a marginal positive correlation between the duration of daily Instagram use and

depressive symptoms.

2.3.4.2 Population Models

Online data can also be used to model the general well-being of a population rather

than an individual. Bollen et al. [16] performed sentiment analysis on all tweets

posted to Twitter for six months to observe the impact that social, political, cultural

and economic events have on the population’s emotional state as portrayed in their

tweets. Hasan et al. [59] achieved a similar result through observing emotional

tweets related to specific positive and negative public events. Gross national hap-

piness has also been the subject of some research in this field. The “happiness” of

large populations has been tracked using data from Facebook [76] and Twitter [143].

Kramer [76] compared sentiment analysis results of Facebook status updates with

Diener’s satisfaction with life survey. Quercia et al. [143] used sentiment analysis re-

sults of tweets to find significant correlations with that community’s socio-economic

well-being and Prata et al. [139] used sentiment analysis of tweets to generate mood

maps across the Brazilian territories. Emotional reactions to specific locations, as

opposed to a population’s well-being within a location, can also be extracted from
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online data.

Quercia et al. [144] used crowdsourced emotional responses to Google Street View

images to determine the types of locations people associate with beauty, quiet and

happiness and Hauthal and Burghardt [60] used sentiment extracted from titles,

tags and descriptions of geotagged photos on Flickr and Panoramio to associate

emotion with location. In a similar manner in which companies value public opinion

and engagement towards their products, population-wide emotional data can be

useful for analysing the impact of important public events or for urban planning

for example.

2.3.5 Challenges with Online Behaviour

Using online data for the purpose of passively tracking emotional well-being is not

without limitations. Internet users are not obliged to speak or behave in the same

way in which they would in real life which presents the issues of self-presentation

and self-idealisation. Self-presentation is the way in which a person decides to

exhibit themselves online, be it truthfully, dishonestly or somewhere in between.

For example, one might not lie about their life online, but may only portray the

positive aspects of their life, thus painting a false picture of their life as a whole

for their social network [104]. Self-idealisation is the act of falsifying one’s online

presence to appear as their ideal self rather than their true self. This might involve

displaying a completely different life, one in which they aspire to achieve. Manago

et al. [104] suggested that OSN users, especially emerging adults, might use OSNs to

“try out” ideal selves in a virtual environment before committing to them in real life

once sufficient social validation is acquired. Contrarily, Back et al. [6] found that per-

sonality is an aspect which is portrayed accurately by users on Facebook, suggesting

that there was no evidence of self-idealisation for those users. The decisions behind

how users self-present online may be due to several factors including the type and

purpose of the social network (e.g. Facebook for private posts vs. Twitter for public

posts), the size of their social network [89], or simply down to user preference. This
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filtering of online profiles can lead to mistrust in the accuracy of what users share

and how it realistically relates to their emotional well-being. A validation study by

Wang et al. [191] found that Facebook’s Gross National Happiness metric [76] is in

fact negatively correlated with satisfaction with life, suggesting that users “may try

to disguise their real emotions”. Additionally, a paper by Liu et al. [91] found that

negative Facebook posts were correlated with negative life satisfaction, whereas

positive posts were not. A major issue found in the past literature using OSN data

to predict aspects of emotional well-being was that many authors did not validate

the inferred results against real-world ground truth data. Most papers would take

the output at face value which does not control against these self-presentation and

self-idealisation issues.

Further limitations arise from the OSN itself. Population bias (specific user de-

mographics using specific OSNs), proprietary filtering algorithms, design for be-

havioural manipulation and fake accounts all present difficulties for researchers

working with social networks [153]. If researchers are using OSNs to measure emo-

tional well-being where the variable is an external factor, emotional contagion

may be an unwanted side-effect of using that OSN. As in real-life, human emo-

tions can be influenced by the emotions of others and this has been observed to

occur within online social networks too through empathy [140], clusters of similarly

opinionated or emotionally-congruent users (homophily) [142, 176] and emotional

manipulation of news feeds [77]. Some studies have also found that the social

aspects of OSNs can have negative effects on emotional well-being via negative

social comparison [45, 93, 187]. Snapchat, on the other hand, is more commonly

associated with positive mood, tending to be described as a more humorous and

playful platform [135, 141]. Studies have shown that interactions on Snapchat, usu-

ally performed via back-and-forth sharing of photos with captions, was considered

to be associated with a more positive mood in comparison with texting, email and

Facebook [8].
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2.4 Positive Psychology Interventions

Within the field of clinical psychology, there is a bias towards treating negative

mental health issues rather than enabling, encouraging and preventing mental

health disorders for those who are already flourishing.

As Seligman and Csikszentmihalyi [163] succinctly described: “psychologists have

scant knowledge of what makes life worth living. They have come to understand

quite a bit about how people survive and endure under conditions of adversity.

However, psychologists know very little about how normal people flourish under

more benign conditions. Psychology has, since World War II, become a science

largely about healing. It concentrates on repairing damage within a disease model

of human functioning. This almost exclusive attention to pathology neglects the

fulfilled individual and the thriving community.”

They go on to describe that positive psychology instead focuses on happiness, sub-

jective well-being, satisfaction with life, human flourishing, mindfulness, positive

thinking, gratitude, kindness and many other positive aspects of life. Positive

psychology interventions are defined as “treatment methods or intentional activ-

ities aimed at cultivating positive feelings, positive behaviors, or positive cogni-

tions” [169]. There are parallels between positive psychology interventions and other

forms of intervention such as cognitive behavioural therapy (CBT) and mindfulness.

CBT is a problem-focused and action-oriented form of therapy aimed at treating

specific diagnosed mental health disorders by modifying thoughts, beliefs, atti-

tudes and behaviours [12]. Mindfulness is the psychological process of increasing

attention and awareness of the present moment and has been used to treat various

psychological conditions [26]. This section explores traditional and modern positive

psychology interventions to aid in the improvement of various aspects of emotional

well-being.
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2.4.1 Life Review Interventions

Many traditional interventions for improving emotional well-being rely on the par-

ticipants expressing their experiences and emotions through writing tasks. The

therapeutic effects on mental health by writing about emotional experiences has

been documented in Pennebaker’s 1997 paper [128] in which participants were in-

structed to write down their thoughts and feelings about an influential, emotional

issue experienced during their lives. The paper discusses the positive effects of

disclosure, especially when done so in an anonymised fashion. Another such task

involves focusing on and writing about intensely positive experiences, expressing

as much detail about the feelings, thoughts and emotions that were experienced

during that moment [18]. A different intervention type involved group reminis-

cence sessions in elderly nursing homes producing a significant increase in life

satisfaction by recollecting positive experiences such as holidays, school, marriage

and family. News articles, music and old photos were used to stimulate topics of

discussion [24]. A similar reminiscence-themed study found that individuals who

took part in life review therapy showed lower levels of depression and increased life

satisfaction when compared with a control group [27]. A study in Japan found cor-

relations between kindness and subjective happiness with the happier participants

showing a higher desire to be kind and a higher aptitude for recognising kindness.

They additionally reported a significant increase in happiness after counting their

own acts of kindness [120]. In another study, participants were required to write

down five things that they were grateful for every week for ten weeks. The results

displayed a significant increase in how the participants rated their lives, in addi-

tion to improved optimism and increased joy and happiness in response to being

grateful about receiving aid [43]. Gratuity was the focus of another writing study

where participants were instructed to think about a time when they were grateful

for something that someone did for them and write a letter to that person about that

experience and how it affected them [97]. A relatively less common but interesting

positive intervention task involved the participant thinking about and discussing a
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positive thing or event in their life that might have never occurred had something

in the past happened differently. In these interventions participants were invited

to consider events that they may think were caused by “destiny” or “fate”. A pa-

per by Koo et al. [74] asked participants to write about such surprising events and

compared them with participants who wrote about unsurprising events and found

that those in the first group reported more positive feelings. In addition to writing

tasks, Lichter et al. [88] found that group discussion of beliefs and attitudes about

happiness and daily rehearsal of positive feeling statements showed improvements

in happiness, satisfaction and depression. Furthermore, goal setting is another well

documented form of positive psychology intervention. Writing about life goals has

been shown to be associated with significant improvements in subjective well-being,

specifically focusing on best possible future selves [72] and teaching goal-setting

and planning skills [102, 165].

2.4.2 Technology-Enhanced Interventions

The widespread usage of, and technology inside, modern smartphones allows for

traditional intervention methodologies to be applied digitally and remotely. A small

study used controlled smartphone tasks to elicit affective states, specifically stress

and relaxation [23] and another used a smartphone application called WellWave

to improve psychiatric and physical well-being by promoting physical exercise

using prompts, providing confidential communication with peer staff and access

to motivational articles and videos [99]. A study by Howells et al. [61] compared the

use of an existing mindfulness smartphone app called Headspace with a neutral

control list-making app and found a significant increase in positive affect and

reduced depressive symptoms in the Headspace group in comparison with the

list-making group. There has also been limited research into using photos for

therapeutic purposes. The majority of work focuses on assessing psychological state

from the content of photos [2, 146]; however, there is not much work on how the act

of photography can affect well-being. Phototherapy (not to be confused with the
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physical treatment involving exposure to light) is used in counselling to enhance the

therapy process by using photos by, or of, the patient as a way to evoke memories

and feelings [198]. Photography can function as a visual language for clients who

are particularly anxious about verbalising their thoughts and emotions, by taking

photos of things that represent their feelings. Reflecting upon photographs can also

be a method to recognise and document development during an intervention [52].

Photography interventions outside of counselling have also had positive effects on

mood, emotion, affect and life satisfaction. Participants who were asked to take

three “creative, beautiful and meaningful” photos reported higher mood ratings,

appreciation, energy and motivation than those asked to take photos of specific,

neutral objects [80]. In another experiment, participants were split into three

groups and asked to take a daily photo for three weeks of either a smiling selfie, a

photo of something that makes them happy or a photo of something that would

make someone else happy. When comparing the results with a control period

with no photo taking activity, they found a significant increase in valence for all

conditions [20, 21]. Photo taking and reminiscence was studied by Isaacs et al. [65]

who displayed an increase in subjective happiness, well-being, satisfaction with life

and attentiveness in those who reflected upon previously taken photos. Researchers

have also studied the impact that photography has on tourists’ happiness and found

positive correlations between the frequency of taking photos on holiday and positive

emotions and life satisfaction if they deemed it to be an important and mindful

task rather than a stereotypical duty [51].

2.4.3 Intervention Efficacy

Lyubomirsky and Layous’ positive-activity model discusses the different compo-

nents of an intervention including dosage and variety [95]. It is important that

the frequency of a positive activity is not “watered down” and spread out whilst

also not overdone. The model also incorporates features of the participant which

can influence the efficacy of the intervention. The success of the intervention can
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be affected by the motivation and effort that they dedicate to the task - “we argue

that people need both a ‘will’ and a ‘proper way’ to gain maximal benefits from a

happiness intervention” [97]. Additionally, unlike many psychological studies where

the purpose of the study must be hidden from the participants, positive psychol-

ogy interventions can be more effective when the participant knows and believes

that the intervention will have a positive effect on them [97], which is known as

intervention bias. Lastly proposing a variety of tasks within a single intervention

can help to improve the overall efficacy of the intervention - “variety is the spice

of self-improvement”. This work by Parks et al. [125] concluded that engagement

in a greater variety of tasks, in comparison to a single task, produces a greater

improvement in mood.

Succinctly summarised by Eid and Larsen [39], positive psychology interventions

are most effective when one dedicates time and effort to the cause, finding pos-

itivity within negativity and being mindful and open to disclosure and change.

Technology-enhanced interventions have proven to be beneficial over traditional

interventions in several aspects. A focus group with young adults found that they

value the portability of behaviour change smartphone applications for recording

and tracking behaviour and for acquiring advice and information whilst “on the

go” [33]. Using a device that most people already carry with them on a daily basis is

advantageous over having to carry an extra pen and paper to partake in diary-style

interventions. Smartphone applications can also make use of passive sensing in

order to infer specifics about a person’s behaviours and use that data in order to pro-

vide context-specific intervention tasks. Even without passive sensing, smartphone

notifications can act as basic reminders for participants to complete a particular

action for the intervention [134]. Lastly, online social features can provide users

with easy ways to share positivity, receive social feedback or get urgent access to

professional help when needed [99]. Data collected from applications can also be

stored online and accessed remotely by a psychiatrist or doctor, who can provide

advice quickly over the internet.
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2.5 Real-World Applications:

Lifelogging & Affective Computing

The technologies behind tracking, monitoring and influencing emotional well-being

are vital components of many real-world applications. Both active and passive data

collection have importance for different applications.

The self-help movement and the field of quantified self (a.k.a. lifelogging) rely

heavily on easy ways to track and monitor various aspects of one’s life. Quantified-

selfers are people “who diligently track many kinds of data about themselves” in

order to make changes or improvements to their life upon reflection and analysis

of the data [22, 105]. Widespread examples of lifelogging include fitness tracking,

diet and eating habits and mood tracking; however, there are endless aspects of

one’s life which can be logged. The process of tracking and collecting data could

be done by hand but is more commonly achieved via the use of an application.

Depending on the aspect being tracked, logging could be enhanced with passive

data collection using smartphone sensors, wearables or another form of automatic

data collection. For common lifelogging activities, smartphone applications such

as MyFitnessPal [118], for logging fitness and diet data, can provide simple user

interfaces for inputting data and outputting trends, graphs and reports to help

the user make decisions about what to change. There are also many applications

which allow users to tailor the logging experience for their specific needs, such as

the T2 Mood Tracker app [32]. For those who do not routinely track personal data,

it has been shown to be more difficult to retain usage compliance without the use

of monetary compensation or a prize reward [58]. This, however, was in a research

scenario and those who are interested in lifelogging outside of academia are likely

to be looking for a solution to a specific problem and thus compliance is unlikely to

be problematic.

Similarly to the visualisation of lifelogging data to aid with decision making, visu-
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alising different aspects of mental health can have other real-world applications.

In severe cases where patients are unable to verbalise or signal their emotions,

either due to physical or psychological trauma or due to alexithymia, the inability

to identify and describe one’s own emotions [168], monitoring and sensing tech-

nologies could be extremely beneficial for health care practitioners to determine

or identify the emotional state of their patients [48]. People who find it difficult to

express their emotions or identify the emotions of others may also benefit from

these technologies. For example, people who are affected by autism or Asperger

syndrome might benefit from visual technologies which can teach or assist individ-

uals to help them to identify emotions during communication [136]. The surfacing

of emotional reactions can also be a factor for investigating usability and product

testing to analyse how users or consumers feel about a particular product or de-

sign. Additionally, instant, remote access to lifelogging data can be an easy way for

doctors, psychiatrists and counsellors to keep track of their patient’s progress. The

communication capabilities of a smartphone can also be used to provide real-time

remote communication between the patient and the practitioner and the GPS can

be used to keep track of the location of vulnerable patients [94].

Lastly, affective computing is the field in which computers are able to recognise

and express affect in order to interact with the user on an emotional level, to better

detect the user’s emotions and make better decisions as a consequence [131]. Com-

puters are able to recognise affect in a multitude of ways including facial expression,

body gesture, speech and physiological signals, some of which are discussed in

Section 2.3. The potential applications of affective computing are in e-learning

environments to assess attentiveness, boredom, confusion, engagement and frus-

tration which could be used to customise the learning experience based on the user’s

state [5, 166]. The passive detection of boredom has also been exploited in order to

predict opportune times to trigger an action to engage with, such as suggesting an

interesting video to watch or completing a task on a to-do list [134]. Scenarios where

boredom or fatigue could be dangerous, such as when driving a vehicle, can also be
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an application for affective computing [180]. The ability to detect driver fatigue and

issue a countermeasure can help to prevent fatal accidents. Affective video games is

another field where the player’s affective state can be used to modify the difficulty

of the gameplay, for example. The affective state can be inferred via the gameplay

itself [199] or the peripherals used to play the game, such as a gamepad [175]. Finally,

social robotics, the field concerning robots which interact and communicate with

humans, require technologies from affective computing to be able to appropriately

detect and respond to human emotions [38]. Without these behaviours, the robots

will fail to pass the Turing test, which evaluates the machine’s ability to exhibit

behaviours indistinguishable from that of a human. Emotion is a core aspect of

human psychology and affective computing is a way to form a tighter connection

between psychological state and computer systems, thus making advancements

towards a seamless human computer interaction [132].

2.6 Summary

In this chapter the topic of emotional well-being was discussed, exploring the defi-

nitions of, and differences between, affect, emotion, mood, wellness and well-being.

The existing literature for traditional and digital psychological assessment methods

and surveys were reviewed, followed by the identification of their limitations.

Monitoring emotional well-being is important for many applications; however,

traditional assessment methods are limited by participant burden, falsification,

compliance, satisficing and linguistic and cultural complications. The literature

review continued by describing the existing research into the passive detection

of different aspects of emotional well-being which can help to alleviate some of

these issues. Specifically, passive tracking using smartphone sensing, wearable

sensing and online behavioural data were discussed as they are relatively unexplored

areas of research. This review identified that the majority of literature using online

behavioural data focus on using a single social network as a data source, and little
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is known about the use of data from multiple sources. Additionally, some of the

literature do not take into consideration real-world ground truth data and rely on

online sentiment being an accurate representation of one’s emotional state. The

study carried out in Chapter 3 addresses these gaps in the literature by combining

data from both Facebook and Twitter and ensuring that the inferred psychological

states are verified against real-world ground truth data collected via ecological

momentary assessments.

This chapter then continued to review the existing research in the field of positive

psychology interventions, discussing both traditional and modern interventions

to aid in the improvement of various aspects of emotional well-being. The review

included traditional interventions focused on life review and goal setting tasks

which mostly involved a form of writing or discussion. The technology-enhanced

interventions made use of smartphone features such as multimedia content, com-

munication services and smartphone photography for their interventions. This

review identified the lack of research focused on the amalgamation of traditional

and technology-enhanced interventions. The study described in Chapter 4 imple-

ments the integration of momentary smartphone photography and photo review

with traditional writing intervention tasks to research the relationship that such an

intervention can have on mood and affect.
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3

Detecting Mood Changes using Online

Social Network Activity

Online social networks (OSNs) have become an integral part of our everyday lives,

where we share our thoughts and feelings. Real-world communication between

individuals is a multimodal experience, involving much more than the exchange of

verbal information. Every day social interactions are enriched by our natural ability

to interpret visual or auditory clues that help us understand the emotional state

of our counterpart [4]. In recent decades a significant part of our social lives have

shifted into the digital world, through the use of online social networks such as

Facebook and Twitter. However, compared to real-world social interactions, OSNs

do not facilitate the discovery of emotional or mood changes of the users, unless

they are explicitly declared by the users themselves. Considering the significant

role that OSNs play in the daily lives of individuals, we believe that there is great

value in transforming OSNs into an affective communication medium where mood or

emotional changes can be passively communicated.

In this chapter we explore the feasibility of inferring mood changes of OSN users

by analysing their online activity on Facebook and Twitter. A number of previous

studies have demonstrated that online activity can be a predictor for the detection

of long-term psychological conditions [28] or a means for larger scale analysis of

emotional trends in groups [143]. In this work we aim to identify signals from

both Facebook and Twitter that can be exploited to detect individual user’s mood

changes within a relatively short time frame (7 days). Additionally, the majority of
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previous studies only analyse data from a single OSN, which we believe does not

provide the best representation of real-world mood. To the best of our knowledge,

many previous studies have not compared the online data with experience sampled

ground truth data about their participants’ psychological state. We validate our

results using real-world mood data which we collect through experience sampling

using smartphones.

Affective communication may involve the understanding of the psychological state

of users participating in an interaction. However, considering that OSN commu-

nication is typically asynchronous and sparse, we believe that real-time emotional

detection in the context of OSNs is impractical and possibly unfeasible. Instead our

aim is to capture psychological mood changes that can span over longer periods of

time. In this work we demonstrate that OSN activity of users can contain signals

that can reveal the mood changes of individual users. We do so by exploring the

relationship between online activity and actual mood changes, captured through

experience sampling over a period of one month.

More specifically, we conducted a study involving 16 university students. Using

online activity traces captured from their Facebook and Twitter accounts as well

as self-reported daily logs of mood changes, we demonstrate that it is feasible to

detect changes of mood within a window of 7 days, for 61% of the participants. We

developed a machine learning classifier that can identify which users demonstrate

such correlations, along with the type of correlation (positive / negative). The partic-

ipants fall into three distinct groups: those whose mood correlates positively with

their online activity, those who correlate negatively and those who display a weak

correlation. We trained two classifiers to identify these groups using features from

their online activity, which achieved precision of 95.2% and 84.4% respectively. With

these results we demonstrate the feasibility of an automated technique that can

discover OSN users whose activity is strongly correlated with mood change and

predict the type of mood changes that can be observed, aggregated over a window of
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7 days. To the best of our knowledge this is the first case of exploring links between

activities from multiple OSNs and real-world mood data captured through experi-

ence sampling. This approach allows us to find evidence about correlations between

online activity and real-world mood for particular types of social networking users.

3.1 Motivation

This work aims to explore the feasibility of inferring changes in the mood of individ-

uals through the analysis of their activity on OSNs. Our aim is to develop a system

that can infer mood state signals in order to enhance online social interactions.

Specifically, we envisage a system that can act as a “soft sensor” which can predict

mood changes through online social data. We therefore attempt to address the

following research questions:

• RQ1: Which specific behavioural activities on Facebook and Twitter correlate

with real-world mood changes?

• RQ2: Can activity from both Facebook and Twitter be used to infer real-world

mood changes?

In order to achieve this we aim to develop a multilevel classifier that predicts the

change of mood for OSN users. As seen in Figure 3.1, we consider a system that

consists of: (i) a classifier that can identify OSN users whose mood changes can be

predicted through online activity, (ii) a classifier that can identify how their online

activity is related to their current mood, and (iii) a tracker that maps online activity

to mood changes. We attempt to construct such system experimentally. Specif-

ically, using appropriately collected datasets, we explore whether mood changes

can be correlated with particular features extracted from online activities on social

networking sites. The results of this analysis is then used to train the classifiers that

can identify users whose mood changes can be predicted using online data.
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Figure 3.1: The mood tracking system. (i) User’s Facebook and Twitter accounts are
passively tracked. (ii) Identify whether this user’s mood changes can be predicted
through online activity. (iii) Identify whether their mood is positively or negatively
correlated with their online activity. (iv) Online activity used to passively track mood
changes.

3.2 Data Collection

3.2.1 Methodology

We conducted a study where we collected both online data and ground truth data

about the mood changes of OSN users. Each participant was requested to share

information with the research team about both their OSN activity and to report

mood changes during the study. The study was approved by the ethics committee

at the University of Kent. The literature relating to experience sampling, time- and

event-based design and assessment methodology challenges in Section 2.2 was

closely followed when designing this study to ensure that the best methodology

practices were followed and the limitations were understood.

3.2.1.1 Consultations with Domain Experts

During the design stage, it was also important that we consulted with psychology

experts to ensure that our methodology was appropriate. We held informal con-

sultations with an academic team from the School of Psychology at the University

of Kent, including a professor of social psychology and their research team. The

discussion included guidance for methods of mood assessment, linguistics for the

questions and assessment labels and methods to reduce participant burden. Specif-

ically we discussed the scale, divisions, questions and labels for assessing mood, the

length of the study and the time and frequency of the momentary assessments in
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order to keep burden and fatigue to a minimum while maintaining a good quality

dataset. The following methodology was the result of these consultations.

3.2.1.2 Recruitment

The study was aimed at OSN users who maintain a relatively frequent interaction

with Facebook and Twitter. Considering the general statistics about daily use of

OSNs [130] we targeted younger adults between 18-25 years old who are considered

more active online users. Specifically we targeted students at the University of Kent.

The study was advertised through a range of University forums and each interested

student was asked to submit a short survey about how often they post on Facebook

and Twitter. Of the 73 people who initially registered their interest, 36 were chosen

to participate in the study and 16 remained after post-study data cleaning. Those

participants declared that they use Facebook and Twitter approximately once a

week or more, with several answering “a few times a week”, “around once a day” or

“several times a day”.

We ran the study during the end of the academic year (spring 2015) and over the

subsequent summer break. Our intention was to ensure that students who partici-

pated would be part of the study during their exam period as well as the summer

break. With this approach we anticipated that participants would demonstrate a

wider variability of mood changes, possibly due to exam pressure and the relaxed

summer break period that followed. Each participant was expected to be part of the

study for approximately one month including part of their exam period and at least

two weeks after the end of their exams. The average duration of participation was

28 days.

3.2.1.3 Ground Truth Data

The ground truth data collection required participants to install the smartphone ap-

plication Easy M for Android [82] or PACO for iOS [53]. Both applications prompted

the participants at 10pm every day to answer two questions: “How was your mood
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today, for the whole day in general?” and “How do you currently feel right now?”. Par-

ticipants could respond to Q1 on a 7-point Likert scale with clearly marked extremes:

-3 (bad) - +3 (good) (Figure 3.2 (left)). The one dimensional input was selected to

match with the commonly used Positive and Negative Affect Schedule (PANAS) to

detect mood states [196]. Q2 was answered using an affect grid, initially proposed by

Russell [152], in which the participant can easily record their affect on a two dimen-

sional grid: valence (x) and arousal (y) (Figure 3.2 (right)). Through the guidance

of psychology academics, the two questions were carefully worded to ensure the

participants understood and could differentiate between the two answers that were

required. By including questions about both their general mood throughout the

day, and their affective state at the time of question, our intention was to ensure

that participants would not erroneously report their current affective state as their

daily mood.

Figure 3.2: Surveying the participant’s mood (left) and affect (right) within the Easy
M application.

In order to maximise the response rate for the ground truth collection we tried to

keep the required interaction to the absolute minimum (one notification per day).

10pm was chosen for the notification time which is before most participants are
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likely to be asleep. At the end of the study, the overall response rate for the ground

truth was 88%.

Self-reported mood changes are considered subjective. Particular people may tend

to be more positive or negative in general about their mood. To accommodate

for such bias we followed the same methodology as in [76]; we standardised the

reported mood using the z-score [174] as an objective metric of mood change:

zit =
xit − µi

σi
(3.1)

where xit is the mood reported by the participant i on date t, µi and σi are the

average and standard deviation of mood for that participant over the duration of

the study.

3.2.1.4 Online Data

The online data included information about the participants’ activities on Facebook

and Twitter. First we set up Facebook and Twitter applications through their devel-

oper platforms. Participants were then guided to our website which prompted them

to sign into our Facebook and Twitter applications with their personal accounts and

grant permission to access their data. Two PHP scripts were called upon by a cron

job every hour which would download activity data from each social network. For

Facebook, we used their Graph API to collect data about the participant’s activity

from their personal timeline and home feed. These included their own posts along

with likes and comments on other people’s posts. It is important to note that we

were able to collect personal posts regardless of the privacy settings (i.e. public,

friends only) due to the API permissions provided by the participants. The script

also collected select profile information such as the participant’s demographics.

From Twitter, the script collected all of the participant’s tweets, including replies

and retweets, together with their friends and followers using their API. The scripts
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were active for the duration of the study, collecting live data every hour which was

later compiled into a single data feed for the whole duration of the study.

3.2.1.5 Data Cleaning

Following the end of the study, both datasets were cleaned. Specifically, days at the

beginning and end of the study were trimmed where there were no ground truth

reports submitted by the participant. Some participants unnecessarily reported

their mood more than once per day, in which case the later time was used. More-

over, a number of participants were removed from the analysis using the following

heuristics:

• The same mood was reported for every day of the study (straightlining).

• After trimming, the dataset was less than 15 days long.

After cleaning, the dataset consisted of a total of 16 participants including 406

individual days of data (M = 25 days per participant) and 1,760 online actions (posts,

likes, etc.) performed by the participants.

3.3 Mood Detection

It is reasonable to expect that mood detection may not be possible for every OSN

user. For some individuals their online activity can be more revealing of their

psychological state than others. In our analysis, we tested different features, looking

at the percentage of users for whom there was a statistically significant correlation

(p < 0.05) with mood change (mood z-score).

3.3.1 Features

Using the OSN activity dataset, features were generated for each individual partici-

pant for the duration of the study. Values were calculated over a sliding window
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of n days, with n− 1 days overlap. The optimal size of the window was estimated

experimentally as shown in Section 3.3.2.

3.3.1.1 Sentiment Analysis

Sentiment analysis has been applied widely to discover the emotional context of

messages exchanged online, including OSNs [76, 143, 191]. Sentiment analysis is

the evaluation of textual data to extract useful emotional meaning. We employed

sentiment analysis on the statuses and tweets that participants posted on Facebook

and Twitter by using the LIWC software to extract the total number of positive and

negative words from each post. For example, the phrase “Lasagne makes me happy”

would return 1 positive word, 0 negative words and a total of 4 words. Through

the LIWC toolkit we calculated the sentiment score S of each post using a method

similar to [76]:

S =
(npos − nneg)

N
(3.2)

where npos is the number of positive words, nneg is the number of negative words

andN is the total number of words in a post (S ∈ [−1, 1]).

Our null hypothesis was that the sentiment scores of the participant’s posts and

tweets (IV) do not correlate with their mood (DV) during the same period. For each

participant we estimated the average sentiment score per post within a window of

7 days and calculated the Pearson correlation with the mood z-score over the same

window. The number of participants that demonstrated statistically significant

correlations (p < 0.05) between their mood and the sentiment score was relatively

low. Specifically for the Facebook posts, 38% of the participants show correlations

between mood and sentiment score, and for Twitter only 6%. An interesting ob-

servation here is the clear difference in participant behaviour on the two OSNs.

The same participants appear to be more revealing of their psychological state on
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Facebook than on Twitter. To some extent this is expected considering that Twitter

is a public medium compared with Facebook which could be argued as being a more

personal experience including friends and family. One possible explanation for

the low performance of the sentiment score is the relatively sparse dataset that can

be used for sentiment analysis. Within a window of 7 days, less than 1.5 days on

average contain users’ posts that can be analysed (Table 3.1). Twitter usage, for our

participants in particular, was especially limited. Overall, we do not reject our null

hypothesis and declare that sentiment score appeared to be a poor metric to iden-

tify real-world mood changes within a relatively short time frame thus we instead

shifted our focus to behavioural features.

FACEBOOK – POSTS
Posts per window (avg.) 1.4
Days without posts per window (avg.) 5.69 days

TWITTER – TWEETS
Tweets per window (avg.) 11.2
Days without tweets per window (avg.) 6.39 days

Table 3.1: Sparsity of posts and tweets within a 7-day window. On average, almost
six of the seven days are without posts and tweets from the participants.

3.3.1.2 Statistical Features

Using the datasets from Facebook and Twitter we calculated the most significant

actions that a user can perform on the specific OSNs. These included counts of the

following actions: Facebook status updates, likes, comments, posted links / photos /

videos, Twitter posts, retweets, hashtag counts and mention counts. We consider

these values as a reflection of the overall behaviour of each user on these OSNs.

One important point is that the complete set of these features is significantly more

dense than the raw textual posts / tweets that were considered for the sentiment

analysis. This enabled us to work with denser datasets aggregated over a similar

time window.

We expanded the feature set with a number of calculated / aggregate features that

were derived from the raw features. Specifically, we calculated the total activity on
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FEATURE DESCRIPTION
f/tSentiment Average sentiment score for posts and tweets
f/tAverageStringLength Average length of post on Facebook / tweet

fActivity No. of posts, likes, comments, posts to friends
tActivity No. of tweets
activeActivity No. of posts, comments, tweets and replies
passiveActivity No. of likes and retweets
fLikes No. of likes on Facebook
fComments No. of comments on Facebook
fPostCount No. of posts on Facebook
fPostsToFriends No. of posts on friend’s timelines

fTypeStatus/Link/
Photos/Video No. of posts per type on Facebook

tHashtagCount No. of hashtags in tweets
tMentionCount No. of mentions in tweets
tMentionCountUnique No. of unique mentions in tweets
tPostCount No. of tweets
tTypeStatus/Reply/Retweet No. of tweet per type

totalOnlineActivity fActivity + tActivity

f/tTimeA_B No. of posts on Facebook / tweets within a time
period (e.g. fTime6_11: No. posts at 6:00–11:00)

f/tDaysSinceLastActivity No. days since the participant was last active on
Facebook and Twitter

Table 3.2: Description of features

each OSN (fActivity and tActivity for Facebook and Twitter), as a sum of all the

counts of online actions that the user performs (e.g. posts, likes, comments, etc. on

Facebook). We also calculated their overall online activity totalOnlineActivity =

fActivity+ tActivity. This is a reflection of how active each participant was online

irrespective of the type of activity they performed. This was a very dense metric

with values for almost every day of the study for every participant.

Motivated by the results from the work by De Choudhury et al [28] we enriched

our set with features that captured the time of day that participants were active.

Specifically, features fT ime0_5, fT ime6_11, etc. contain the average count of

actions performed within the corresponding time windows: 00:00–05:00, 06:00–
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11:00 and so forth.

Finally, we wanted to capture the level of engagement of each participant with each

OSN. Based on common experience with Facebook and Twitter, we classified the

different types of online actions as “active” or “passive” [34]. We classified active

actions as submitting an original post or commenting on somebody else’s post,

while passive actions were likes or retweets. Generally, any action that required

the user to type original text was deemed as “active” and all other actions were

classified as “passive”. The features activeActivity and passiveActivity contained

the number of activities of these two classes. The aim behind these features was

to explore whether more or less engaged interaction online is correlated with the

mood of the user. The full featureset can be found in Table 3.2.

3.3.2 Results

We calculated Pearson’s correlation for each participant between their mood changes

(DV) and each feature in our set (IV). We calculated the number of participants that

demonstrated statistically significant results (p < 0.05) for each feature. Figure 3.3

shows the results for all these experiments. We can see that the totalOnlineActivity

is the feature where 61% of the participants demonstrate statistically significant

correlation. These particular results were calculated over a sliding window of 7 days

with 6 days overlap.

The optimal time window for the calculation of the features was estimated em-

pirically. We ran multiple correlation tests using the percentage of users with

statistically significant correlations between each feature and their mood as a

metric. Increasing the size of the time window improves the performance of the

totalOnlineActivity feature with a plateau at the 7-day window and peak at the 15-

day window (Figure 3.4). The number of statistically significant correlations is likely

to increase with the window size due to the increased amount of data being included

in each window; however, as our aim is to predict mood changes as accurately as
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Figure 3.3: The percentage of participants who show significant correlations (p <
0.05) for each feature.

possible, using a 15-day window would not provide us with the desired outcome.

We instead find a balance between window size and correlation performance by

selecting a 7-day window for the analysis.

Based on our correlation results, we consider the totalOnlineActivity aggregate

feature as a good indicator of mood changes online. Participants in our study

showed positive or negative correlation between their daily mood changes and their

overall activity online (Figure 3.5), demonstrating that when some participants were

experiencing a negative mood they were more active online, while for others a posi-

tive mood was related to high online activity instead. Through informal interaction

with some of our participants we received anecdotal confirmation that these results

indeed match with their own perception of their online habits. Hypothetically, the

causation of this phenomenon could be that people turn to online social networks
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Figure 3.4: Participants with significant correlations (p < 0.05) between mood and
totalOnlineActivity for different window sizes.

because of their mood. For example, because they are experiencing a negative mood,

one may turn to OSNs to look up positive content or as an outlet to help improve

their mood. In contrast, the effect could also be caused by the OSN itself. For ex-

ample, one’s mood may be influenced from interacting with the OSN, regardless

of their initial intention. The specific causality is not studied in this research but

could be a topic for future work.

As seen in Figure 3.6, the correlation coefficients of different users can vary signifi-

cantly. However, in order to develop a practical technique to detect mood changes,

it is enough to identify the signage of the coefficient of each user, relying on online

activity features. Indeed, knowing that a user has a negative correlation between

totalOnlineActivity and mood for example, can allow the tracking of mood change

(whether it increases or decreases) using OSN activity data alone.

3.4 Discovering Correlation Types

In order to automate the tracking of mood changes through OSN activity, we need a

mechanism to firstly discover which users have strong or weak correlation between

online activity and mood; and secondly, for those with strong correlation, discover

the signage of the coefficient between their online activity and mood changes. For
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Figure 3.5: Positive (top) (r = 0.45, p = 0.03), negative (middle) (r = −0.46,
p = 0.01) and weak (bottom) (r = 0.09, p = 0.60) correlations between mood and
totalOnlineActivity.

this purpose we developed two machine learning classifiers to detect the different

types of OSN users. We relied on the feature set that is shown in Table 3.2 and we

used the correlation results to define the relevant classes: strong vs weak with respect

to statistical significance, and positive vs negative with respect to coefficient signage.

Firstly, we aimed to develop a binary classifier that will identify users who may
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Figure 3.6: List of 16 participants with the correlation coefficients between mood and
totalOnlineActivity, fActivity and tActivity. Participants on the left show a positive
correlation, in the middle negative correlation, and on the right weak correlation.

show statistically significant correlation against those with weak correlations be-

tween mood and online activity. We tried to select a minimum set of features that

maximised the performance of the classifiers. We followed a hill climbing iterative

approach, where we started with the full set of features shown in Table 3.2 and

then eliminated features progressively. Each step involved eliminating one feature,

running the 10-fold cross validation and measuring the impact of each change to

check for a positive improvement. This process is repeated for each feature until no

further improvements are found. This eventually established a minimal feature set

with the best performance that consists of the following features:

• lengthFAvg: Average length of the Facebook posts

• lengthTAvg: Average length of the Twitter posts

• activePassiveRatio: Ratio of “active” actions (e.g. new posts) over “passive”

actions (e.g. likes)

• twitterFacebookRatio: The ratio of Twitter actions over the Facebook ac-

tions of the user.

Conceptually this feature set captures the level of commitment of different users

when interacting with OSNs. Users who actively interact with OSNs by posting are

inherently more engaged than those who simply observe, like or repost content.
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The length of their posts and the ratio of active vs passive actions were positively

correlated with how predictable their mood is according to their online activity.

Using this minimal feature set we trained two classifiers. A “Strong vs Weak” classi-

fier allows us to discover whose online activity reflects their mood changes, and a

“Positive vs Negative” classifier which identifies the type of correlation. As shown in

Table 3.3 the “Strong vs Weak” classifier demonstrates 95.2% precision and 94.7%

recall, while the “Positive vs Negative” classifier demonstrates 84.4% precision and

80.0% recall. We acknowledge that the design of these classifiers is based on a rela-

tively small dataset but the high accuracy demonstrates its feasibility to be applied

on a larger scale.

STRONG vs WEAK POS. vs NEG.
CLASSIFIER Random Forest Voted Perceptron
PRECISION 95.2% 84.4%
RECALL 94.7% 80.0%
F1 SCORE 0.947 0.763

Table 3.3: Classification results. (i) Discovering users with strong correlations
between their mood changes and their online activity. (ii) Classifying those with
positive / negative correlations.

The combination of these two classifiers along with the use of the totalOnlineActivity

feature allows the design of the OSN mood tracking system (Figure 3.1). Using up to

one month’s online data, the two classifiers can identify with high accuracy the users

who can be tracked and whether they demonstrate a positive/negative correlation

between their online activity and mood. When the classification is achieved, the

system uses the correlation of the totalOnlineActivity feature across a sliding window

of one week to track the mood of the user.

3.5 Discussion

The design of a system for the passive detection of mood changes can raise signifi-

cant concerns for OSN users. The design of the OSN tracker was based on online

data from Facebook and Twitter that the participants willingly offered and allowed
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to be analysed for this particular purpose. However, the main features that are used

by the OSN mood tracker, can potentially be retrieved by any social contact who has

sufficient access to their Facebook and Twitter streams. This implies that contacts

within particular OSNs may have access to enough data to passively, and without

consent, track the mood changes of their online contacts. This is a scenario that

can raise significant privacy concerns and would require further exploration.

Conducting experiments with private social networks is becoming increasingly

difficult, especially now after the Facebook–Cambridge Analytica scandal [9] which

unveiled the malicious uses of personal data acquired by Facebook apps. Specifically,

Facebook has revised their API and app review process, deprecating endpoints which

they deem to be at risk and ensuring that every app is meticulously reviewed before

allowing access to their users’ data. The guidelines for the API also make it clear

that their data must be used to provide a beneficial experience to the user, which

proves to be a hindrance for researchers where collecting data is often the first step

in their research. Additionally, the general public are now hyperaware of to whom

they allow access to their data as a result of the news and media coverage of the

Facebook–Cambridge Analytica scandal and the general consensus that people need

to be more aware of their data privacy. Other online social network platforms such

as Twitter still provide “open” access to their API; however, participants may still

be weary of providing access to their private data. Ensuring that participants are

comfortable with the research, the researchers and the privacy policy may need to

be of a higher priority when conducting recruitment for data collection to ensure

compliance rates are satisfactory.

The academic literature regarding methods to measure mood is not extensive, thus

we consulted psychologists and used similarities from related literature in order to

assess mood in an appropriate manner. As discussed in Section 2.2.2.3, mood is a

single scale ranging from positive to negative and thus a Likert scale was chosen

for assessment. After observing the mood tracking apps in Section 2.2.3.3, it was
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found that the Likert scales commonly range from 3 to 10 points. Providing too

many divisions may cause too much cognitive load on the participants and lead

to satisficing and too few divisions does not provide the participant with enough

choice. A 7-point scale from -3 to +3 was chosen to provide a good balance of choice.

The neutral zero point is important as it communicates to the participant that this

is a bipolar scale. The labels at either end were chosen as “good” and “bad” to reduce

the literacy requirement and to be more consistent with the casual usage of the

term (e.g. “I’m in a good mood”). As discussed in Section 2.2.3, many smartphone

applications assess mood using an emoji Likert scale. A purist could argue that the

emojis used in those apps represent emotions rather than mood, and thus using an

emoji Likert scale for mood is improper. However, a compromise must be made

between forcing the correct understanding of affective phenomena and allowing

users to quickly understand the meaning of the scale. I would, however, suggest the

use of the basic emoji style as seen in the Feel Better app (Figure 3.7) rather than the

more playful emojis used in Emotion Gram (Figure 3.8) in order to avoid ambiguity

or confusion. The layout of the emojis in the Feel Better app also demonstrates the

linearity of the scale, unlike in Emotion Gram.

Future work in this field might aim to use our mood tracking system in order to

develop a passive lifelogging system which can automatically infer and track one’s

mood using their online data. This information could be kept private for personal

improvement purposes or shared with a wider audience. Sharing affective state

with close friends and family or with medical professionals can be especially useful

for vulnerable individuals with mental health issues as an early warning system or

for psychiatrists handling counselling sessions to be able to easily review a patient’s

state over a specific duration. Further work in the social science field might explore

how sharing affective state as online content may influence behaviour towards the

sharer, progressing the literature regarding online empathy. In order to realise

these applications, the limitation of the sliding window size must first be addressed

to ensure that mood can be tracked with more temporal precision.
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Figure 3.7: The Feel Better app
uses a traditional emoji style to
assess the user [112].

Figure 3.8: The Emotion Gram
app uses more playful, cartoon-
style emojis to assess the
user [201].

However, the sharing of personal affective data raises many privacy and ethical

concerns. A review by Sanches et al. [157] analysed the ethical approaches of existing

human-computer interaction and affective health literature and presented guidance

for future research directions. Specifically regarding the sharing of affective data,

the authors discussed the possibility of negative behaviour towards the sharer,

including the risk of discrimination due to the surfacing of a mental condition or

affective state and sustaining the stigma associated with that problem. In order

to maintain the positive outcomes of sharing affective data for the purpose of

receiving social support, some good practices involved protecting the anonymity of

the sharer’s identify through de-identification or paraphrasing. For those who are

particularly at risk of mental ill-health, the automated feedback provided by tracking

systems may have a detrimental effect, especially when the system is likely to report

frequent negative affective states. Recommended research directions involved

reframing negative data in order to retain the motivation to improve their well-
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being and the emphasis on positive thinking and reflection upon the affective data.

Lastly, relating more towards mental health conditions than affective phenomena,

it is important to avoid the claim of diagnosis without the inclusion of medical

expertise. Instead, the suggested approach is that of educating the participants

to make sense of the data themselves and to proceed with the most appropriate

actions.

3.6 Conclusions

In this chapter we have demonstrated the feasibility of detecting real-world mood

changes of people through their online activity on social networks such as Facebook

and Twitter. As discussed in Section 2.3.4, the majority of the state-of-the-art litera-

ture in this field focuses on using a single social network as their data source and

rely on the output of their emotional inference algorithms as being the truth without

making comparisons to real-world, experience sampled data. The challenges and

implications of these issues are discussed in Section 2.3.5. Self-idealisation and self-

presentation can skew the appearance of an online social network user, reducing

the emotional congruence of their online and offline behaviours and feelings. The

impact of population bias on determining how users use specific OSNs and how

that can skew the reliability of data from a single social network is also discussed.

Thus, trusting emotional data from a single social network without comparing it

with real-world data may not yield the most accurate results. To the best of our

knowledge this is the first case of exploring correlations between activities over

multiple OSNs and real-world mood data captured through experience sampling.

We conclude that using sentiment analysis on the written posts to detect mood is

not viable due to the lack of daily posts by an average person. However, it is feasible

to identify OSN users who portray their mood through their online behaviours

and then monitor their mood changes using their overall online activity. We be-

lieve that these results show how OSNs can act as a medium to facilitate affective

communication online and demonstrates practical ways that this can be realised.
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4

Influencing Mood and Affect using a

Positive Psychology Intervention

Involving Smartphone Photography

Logging, assessing or inferring psychological state provides the information about

one’s emotional well-being; however, on its own it does not have any impact on

one’s life. Traditional psychological interventions involve a range of techniques

and practical tasks that can influence the general mood and overall emotional well-

being of a person. A common way of helping individuals improve their daily mood

and satisfaction with life involves interventions where participants express their

experiences and emotions through writing tasks [128]. Keeping a log of positive

events in their lives, expressions of kindness and reflection on happy memories are

common techniques that have shown positive results in improving overall mood

and feelings of happiness.

Motivated by these techniques, we developed SnapAppy, a smartphone application

to integrate momentary photography with traditional intervention methodologies

to conduct a month-long positive psychology intervention. The study investigated

the feasibility of using smartphone photography as an intervention to help improve

the emotional well-being of individuals, specifically their mood, affect and satisfac-

tion with life. We aimed to explore the effect of using smartphone photography as

a method for capturing happy memories and positive events in the daily lives of

participants, and enabling the review and reflection of such events through photos.
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With the wide use of smartphone devices, photography has become a prominent

activity for users. The popularity of photo sharing applications like Instagram and

Snapchat has created a wide community of primarily younger smartphone users

where smartphone photography is a common daily hobby. In this work our motiva-

tion is to leverage the familiarity of these user groups with smartphone photography,

in order to develop an easy-to-use intervention that can have a positive effect on

their mood, affect and satisfaction with life. Specifically, we developed SnapAppy

to motivate users to take photos of positive events in their daily lives. Through this

smartphone app, users can annotate, review and reflect on the photos they take. We

consider the task of taking and reviewing photos as a translation of the traditional

writing exercises that are applied in typical psychological interventions. Consider-

ing that, with the proliferation of technology, daily writing tasks are becoming less

common for typical users, our objective is to explore a more familiar method for

such positive psychology interventions. Familiarity with the particular technology

can lead to higher adoption and retention of participants.

We deployed the application across a group of 74 participants who used the app

for an average of 35.3 days. As part of the study, participants submitted daily mood

reports and regular surveys of affect and satisfaction with life. Furthermore, the

app was instrumented to allow us to collect detailed activity logs of how the users in-

teracted with the app on a daily basis. Through the analysis of the collected datasets,

we identified correlations between the level of engagement that participants had

with the app and the captured change in their overall psychological state. Moreover,

an analysis on the contents of the photos that were captured showed that particular

combinations of photo content seem to have a more positive effect on the change of

the participant’s mood and affect. The results indicated that features including the

number of photos, the spread of categories, the effort applied to annotating photos,

the number of photos revisited and photos of people were positively correlated with

an improvement in the participant’s mood and positive and negative affect.
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4.1 Motivation

Frequent, spontaneous smartphone photography is a popular activity with most

smartphone users. Photography in general is a form of memory augmentation as

well as a way of expressing a person’s feelings and attitudes. Drawing similarities

with the practice of personal diaries, we consider that smartphone photography

can play a similar role when presented as a form of intervention to help improve

a person’s emotional well-being. In this work we aim to translate the techniques

applied in positive psychology interventions, where the participants are required

to use writing in order to record and recollect positive events in their lives. As

one of the first attempts to explore the practice of smartphone photography as

a potential positive psychology intervention, our primary aim is to see if there is

indeed an association between the practice of smartphone photography and changes

in mood and affect. Our primary objective is twofold: firstly to explore if smartphone

photography is correlated with positive changes in mood, affect and satisfaction

with life and secondly whether there are particular aspects of photographic activities

(i.e. photo taking frequency, contents of photos) that demonstrate a correlation

with the effectiveness of the intervention.

Specifically, in the context of a smartphone photography positive psychology inter-

vention, we attempt to address the following research questions:

• RQ3: Do smartphone photography activities correlate with changes in mood,

affect and satisfaction with life?

• RQ4: Which specific smartphone photography activities show a statistically

significant correlation with change in mood, affect and satisfaction with life?

In attempting to answer these questions we conducted a study involving a smart-

phone application called SnapAppy that was developed to facilitate a photo taking

intervention associated with changes in daily mood and regular changes in affect
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and satisfaction with life. Following a study involving 74 participants for a period of

a month, we explored detailed activity logs to identify possible correlations between

reported psychological states and the participants’ behaviour.

4.2 Methodology

A user study was conducted between summer 2017 and spring 2018 which was ap-

proved by the ethics committee at the University of Kent. A key component of this

study was a smartphone application that was purposely designed to allow us to

explore the effects of smartphone photography as a form of positive psychology

intervention. The literature regarding traditional and digital psychological assess-

ment, experience sampling (Section 2.2), existing positive psychology interventions

and intervention efficacy (Section 2.4) were closely followed when designing this

study to ensure that the best methodology and intervention practices were followed

and the limitations were understood.

4.2.1 Consultations with Domain Experts

During the design stage, it was also important that we consulted with psychology

experts to ensure that our methodology was appropriate. Similarly to the study

in Chapter 3, we held informal consultations with an academic team from the

School of Psychology at the University of Kent, including a reader in psychology

with expertise in emotion, addiction and attention and their research team. The

discussion focused on presenting the proposed app and methodology to confirm

that it was a viable intervention and used appropriate methods within the field of

psychology. Specifically the existing traditional intervention literature, linguistics

for the intervention tasks, the chosen psychological surveys and methods for par-

ticipant retention were discussed. The following sections were the result of these

consultations.

In addition to the consultations with psychology experts, we also conducted a
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small, informal user trail with nine people within our faculty in order to identify

functionality, design and user experience issues and programming bugs. This is a

common practice during app development and is often conducted multiple times

during the design and development process. We conducted this trial on a prototype

app once the majority of the features were functional. The users were instructed to

download and use the app for a few days before being asked to convene to discuss

their feedback. We also passively observed some people using the app in order to

identify usability problems. Following the feedback, the identified functionality,

design and usability issues and programming bugs were fixed before running the

intervention. Co-participatory design methods were not used because the main

objective was to design the app to meet the guidelines from the domain experts and

for it to be used as an instrument to address the research questions.

4.2.2 The Application

A smartphone application called SnapAppy was developed for Android [84] and

iOS [85] smartphones using Apache Cordova [3]. Using Cordova, SnapAppy was

developed as a hybrid app using web technologies and compiled for both platforms,

saving time and resources. The main functionality of the app was to support photo

taking and annotation and the reviewing of those photos. To allow the app to

function as a form of positive psychology intervention, additional features were

added allowing participants to categorise photos into different types of positive

moments or actions that the photos may represent. In general, the app offers the

following main functions:

4.2.2.1 Photo Taking and Annotation

Participants can use the app to take photos using the smartphone camera or upload

a photo from the device. For each photo the participant can assign a category that

corresponds to the type of positive situation the photo represents. These categories

help to guide the participant, providing inspiration for adding a variety of photos

into the app. The category definitions are displayed when selecting a category to
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Figure 4.1: Entry photos,
categories and descrip-
tions can be viewed on the
timeline screen.

Figure 4.2: When taking
a photo for a new entry,
it must be assigned to a
category corresponding to
its type of positive experi-
ence.

Figure 4.3: After assign-
ing the photo to a category,
one can write a description
describing how the event
made them feel.

ensure each participant has a consistent understanding, as shown in Figure 4.2. The

possible categories that participants can assign to their photos are based on the types

of activities used in traditional psychological interventions such as writing about

emotional experiences, reminiscing and recollecting positive memories, counting

kindnesses, expressing gratitude and writing about events considered to be caused

by destiny or fate (Section 2.4). They were selected from a broader list of traditional

concepts which also included goal setting [165], planning skills [102], unresolved

conflict [127] and pent-up emotion [72]. These concepts were excluded due to the

incompatibility of integration into the photo taking and annotation design. Finally,

the five categories that were provided were:

• Positivity: A positive moment, event or experience that is happening right

now. [18, 128]

• Reminiscence: A positive moment, event or experience that happened in the

past. [24]
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• Kindness: An act of kindness, performed by yourself or someone else, or that

you have received. [120]

• Gratitude: An entity that you are grateful or thankful for (e.g. family, friend,

pet, job). [43, 97]

• Destiny: A positive moment, event or experience that might never have oc-

curred if something in the past had happened differently (e.g. never meeting

a particular friend if a particular job wasn’t taken). [74]

For each photo, participants had the option to write a description about what the

positive moment, event or experience was and how it made them feel. Participants

were encouraged to freely express their feelings, emotions and thoughts that they

experienced during that time or associated with that moment (Figure 4.3). No other

photos were captured outside those taken in, or uploaded to, the app.

Immediately after logging in (Figure 4.4), the participants were familiarised with

the study through the use of multiple onboarding screens explaining what was

required of them (Figures 4.5 – 4.8). These screens were also accessible at any time

during the study via the “Help” button within the menu.

4.2.2.2 Photo Timeline and Review

The main entry screen of the app is a timeline containing the photos the participant

has taken (Figure 4.1). The participant was free to scroll through their timeline at any

time to revisit entries that they had previously logged. Tapping on an entry’s photo

would maximise it to be viewed fullscreen. Photo reviewing also allowed participants

to change both the category assigned to that photo and the text description.

4.2.2.3 Psychological Surveys

In addition to logging daily entries, participants were notified to log their mood

at the end of each day. Due to the difference in everyone’s circadian rhythm, the
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Figure 4.4: Participants
can log in to the app using
either Facebook, Google or
an email and password.

Figure 4.5: During on-
boarding, participants
are instructed to take or
choose photos of positive
moments.

Figure 4.6: Participants
are introduced to the five
photo categories.

Figure 4.7: Participants are advised that
they will need to annotate photos with an
emotional description.

Figure 4.8: Finally, the participation in-
structions for the study are listed.
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Figure 4.9: Mood is reported using a 7-
point Likert slider ranging from -3 (bad)
to +3 (good).

Figure 4.10: The survey screen showing
one affective state and the various an-
swers from the PANAS survey.

Figure 4.11: Participants
could change the time of
their mood notification in
order to suit their sleep
schedule.

Figure 4.12: This screen
shows the participant’s
progress through the
study and the number of
entries per day.

Figure 4.13: The progress
screen also shows the num-
ber of entries per category
and the participant’s mood
reports.
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time of the notification was not fixed. Instead, the default was set to 10pm and

we offered the choice to change it between 8pm and midnight, which allowed the

participants to choose an appropriate time according to their sleep schedule (Figure

4.11). This level of freedom will not be appropriate for all study designs and may,

in some cases, introduce an extra variable into the analysis. However, in our case,

it ensured that emotional events occurring late in the day were incorporated into

the daily mood reports. Participants were asked “How was your mood today, for

the whole day in general?” and could respond on a 7-point Likert scale with clearly

marked extremes: -3 (Bad) to +3 (Good) [86] (Figure 4.9).

Furthermore, in order to capture more longer-term effects of the intervention, the

app invited participants to submit formal surveys approximately every 10 days.

We incorporated commonly used measures to assess the psychological state of

participants before, during and after the intervention. Specifically, we chose the

Positive and Negative Affect Schedule (PANAS) [196] and the Satisfaction with Life

Scale (SWLS) [36] to be most appropriate for this study. Both metrics offer objective,

normalised values about the psychological state of each participant and are favoured

by traditional psychological studies instead of more subjective assessment methods

such as self-efficacy and the perceived effectiveness of an intervention. These two

metrics are the most commonly used measures in both Sin and Lyubomirsky’s meta-

analysis of positive psychology interventions [169] and our own literature review.

The PANAS comprises of two affect scales, one that measures positive affect and

the other that measures negative affect. The positive and negative scales consist of

ten emotionally descriptive words such as “excited”, “scared” and “inspired”. The

extent to which the participant feels each word must be responded to using a 5-

point Likert scale ranging from “extremely” to “very slightly/not at all” resulting in

scores ranging between 10–50. For the positive scale a higher value indicates a more

positive affect; for the negative scale a higher value indicates a more negative affect.

The SWLS metric consists of five statements in which the participant must respond

to on a 7-point Likert scale ranging from “strongly agree” to “strongly disagree”. The
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answers produce a single value between 5–35 where a higher value demonstrates a

higher satisfaction with life. PANAS and SWLS were also chosen for their relatively

quick completion times as the in-the-wild nature of this study would not have been

conducive for longer surveys. Furthermore, using shorter surveys meant that we

could conduct psychological assessments during the study, rather than merely pre-

test and post-test as was common in past literature. Therefore every 10 days during

the study, participants were notified to complete PANAS and SWLS surveys (Figure

4.10). From herein we will refer to these collectively as “surveys”. On day 0 they also

provided information about any other strategies or practices for influencing mental

health in which they were participating. None of the participants reported that

they were engaging in any strategies which might interfere with the study, thus

no exclusions were deemed necessary. The participants were not screened for pre-

existing mental health conditions and no major real-world events were recorded

that may have caused an emotional effect on the whole population of participants.

4.2.2.4 Retention and User Engagement

Although not strictly part of the main intervention, the app was instrumented with

a few screens that allowed participants to observe their level of participation in

the study. A “Progress” screen in the app allowed users to track their start and

end dates for the study and view graphs showing information about their entries,

categories and mood reports (Figure 4.12). The graphs were designed as a form of

feedback for the participants in order to increase engagement; in particular the bar

graph comparing the number of entries belonging to each category was designed to

encourage the participants to experiment with the different entry categories [125]

(Figure 4.13).

Finally, the app was instrumented with a detailed logging system that captured

all interactions within the app. This included every “tap” and “scroll” gesture the

participants performed, the time they spent performing specific actions, the amount

of text they entered, all the photos they took and how they interacted with them.
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4.2.3 Recruitment & Exclusion Criteria

Recruitment was aimed at smartphone users who could read and write in English.

The study was advertised publicly on social media platforms including mental health

related Facebook groups and Subreddits and also within the University of Kent

via forums and well-being events. The study was aimed at a general population

rather than a specific clinical population because, as stated in the literature, positive

psychology is not focused on providing solutions to negative mental health issues.

The advertisement campaign invited participants to download the smartphone app

from the App/Play Store onto their personal smartphone. Enrolment in the study

was performed through the smartphone app. Every participant was compensated

with course credits if they were a student or entry into a prize draw of £50.

The recruitment campaign resulted in 201 people who downloaded the app and

87 people who started the study (by taking at least one photo, completing the first

survey period and logging at least one mood report). Each participant was expected

to engage with the study for a minimum of one month; however, they were en-

couraged to continue using the application if they so desired. Participants were

asked to log at least one entry (photo) per day about a positive moment, event or

experience. In addition to logging daily entries, participants were notified to log

the two different types of psychological ground truth outlined in Section 4.2.2.3.

The dropout rate for the study participants was fairly low. Figure 4.14 shows the

initial 87 participants who remained engaged across the duration of the study. 33

participants continued using the application beyond the 30 days of the study and

only 6 participants engaged for less than half of the required duration. Due to the

“in-the-wild” distribution of the app, users will often install an app out of curiosity

rather than having a genuine intention to participate in the study, which could

explain some of the early drop-outs from the study.

After the completion of the study, the cohort of participants were further assessed

in terms of the quality of the submitted data. In order to be able to analyse the
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Figure 4.14: Distribution of participants over time. The recommended duration
for participants to engage with the study was 30 days. A number of participants
continued using the smartphone application beyond that duration.

collected datasets it was necessary for each participant to have submitted sufficient

ground truth data. A set of exclusion criteria were used to remove participants who

did not submit enough data. Participants or survey periods were excluded from the

analysis using the following criteria:

• Participants who only completed 1 or 2 surveys.

• Participants who reported <7 daily mood reports in total (approx. 1
4

of the 30

day study duration).

• Participants who reported exactly the same mood every day (straightlining).

• Periods which were <5 or >20 days between surveys (this occurred when

participants missed a survey or due to an error).

• Days where no mood was reported.

• If the participant reported their mood more than once per day, the later time

was used.

The resulting dataset included a total of 74 participants who were aged between

18-52 and 63 were female. The average age was 21 alluding to the fact that this form

of intervention may be more popular for younger users who are more adept with

the use of smartphones and spontaneous smartphone photography.
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4.3 Descriptive Statistics

The average duration of participation was 35.3 days. During that time a total of

2,178 photos were taken, with an average of 29.4 photos per participant across the

study (per day: min = 0,M = 0.83,max = 8). 52% of the photos were assigned to the

positivity category, 16% were reminiscence, 13% gratitude, 7% kindness, 4% destiny

and 8% remained unassigned (Figure 4.15). Descriptions had an average length of

93.3 characters (min = 0, Mdn = 57, max = 973) (approx. 18 words), participants

spent a median of 32.7 seconds writing them and 190 photos had no descriptions.

On average, participants revisited their old photos 1.1 times per day with a range of

0–32 times. Participants logged a total of 2,535 mood reports with an average of 34.3

per participant and 240 surveys with an average of 3.2 per participant. These results

show significant variation in the levels of engagement across our participants. This

variation enabled us to explore how different levels of engagement may demonstrate

potentially different associations with mood or affect as reported by the participants.

The distribution of mood reported by all participants during the study is shown

in Figure 4.15. The majority of moods reported were >0 (M = 1.18) indicating that

participants reported to be feeling positive more often than negative. SWLS scores

range from 5–35 and the distribution shows that the scores have an average of

22 which is within the average range (20–24) for this metric. PANAS scores are

calculated separately for positive and negative affect and scores range from 10–50.

The distribution of positive PANAS scores are relatively spread, with an average of

26 which is slightly lower than the mean score of 31.3 found by Crawford and Henry

[25] who reported average scores for the general adult population. The negative

PANAS scores have an average of 19 which is slightly higher than the mean score

of 16. These scores demonstrate that the participants overall followed a similar

distribution of affect that can be expected by the general population. The relatively

lower than average scores for the positive PANAS could indicate a possible selection

bias for our participants where people with lower positive affect might be more
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interested in joining a positive psychology intervention. However, as our objective

is to discover the possible relation that a photo taking intervention may have on

their affective state, we need to explore whether their level of engagement with the

intervention is related to their change of psychological state during the study.

4.4 Inferential Statistics

In our analysis, we attempt to address the main research questions by analysing

the datasets collected during the study. Our main approach is to explore how the

participants’ activities using the smartphone application may be related with the

observed changes in their daily mood and affective state throughout the study.

4.4.1 Before–After Analysis

We began our analysis by looking at the overall effect of the intervention, attempting

to see if there was a common pattern of change across the whole cohort. The null

hypothesis was defined as no significant change in the participant’s survey scores

(DV) between the start and end of the study. Ignoring any details about what the

participants did during the study, we tried to see if the overall affective state of

the participants changed after their participation by using the formal surveys that

they completed at the beginning and end of the study. To explore if there was a

statistically significant change, we performed a Wilcoxon signed-rank test on the

survey scores. With respect to the PANAS results, the test showed that simply par-

ticipating in the study did not lead to a significant difference in the positive PANAS

scores (beforeMdn = 25, afterMdn = 24, r = .032, p = .609, T = 181.5, where T is the

test statistic). Similarly, no significant change was found for the negative PANAS

scores (beforeMdn = 19, afterMdn = 18, r = -.011, p = .855, T = 132). When analysing

the SWLS results, we did find a statistically significant change in the participants’

satisfaction with life scores, with a 10% median increase out of the maximum range

of scores (beforeMdn = 20, afterMdn = 23, r = .192, p = .002, T = 257.5). Addition-

ally, the box plots in Figure 4.16 show the raw scores for positive PANAS, negative
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Figure 4.16: The raw positive PANAS, negative PANAS and SWLS scores across the
duration of the study.
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PANAS and SWLS across the duration of the study. Although the average survey

results showed improvements over time, we may observe a slight plateau of the

average PANAS scores between days 20 and 30. This appears to approximately align

with the data in Figure 4.14 and may suggest a “sweet spot” for this type of inter-

vention, perhaps due to participant burden, fatigue or dropouts which can often

be experienced with longitudinal studies. There were also a significant range of

scores across the intervention for all surveys. This demonstrates that simply joining

the study would not necessarily lead to a clear improvement in the participants’

positive and negative affect or satisfaction with life and we therefore do not reject

the null hypothesis. However, these results gave us the opportunity to investigate

differences in behaviours between our participants and identify particular patterns

that could potentially lead to either a better or worse outcome.

4.4.2 Analysis per Survey Period

In our study we had two different types of ground truth. Participants were required

to complete surveys every 10 days during the study, which allowed us to see signif-

icant changes within such periods. Moreover, participants submitted short daily

mood reports, which gave us an indication of how mood changed on a daily basis.

The regular survey reports formed a natural split over our dataset into periods

where we can study changes across a number of days. Although the app notified

participants every 10 days to submit a survey, participants did not always submit

their surveys when they were notified, thus participants who submitted too few

surveys were ignored. Following the exclusion criteria discussed in Section 4.2.3,

we were left with a total of 134 periods across 53 participants (out of the total 74

participants who completed the study). Each participant generated an average of

∼3 periods of data (encompassed by 4 submitted surveys) and the average period

duration was 10.9 days (SD = 2.7).

In our analysis we tried to explore how the engagement of the participants with

the smartphone application could be related to the changes of psychological state
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during each period. The null hypothesis was that specific behavioural features (IV)

will not correlate with the change in psychological state (DV) during that period.

Using the logs generated by the application we extracted a number of features as

the independent variables which represent how users engaged with the application.

These included the number of photos taken per day, how often they scrolled on their

timeline or viewed particular photos in full screen, and the sentiment score of the

photo descriptions. Table 4.1 describes the full list of extracted features. These fea-

tures are translations or interpretations of existing research discussed in Section 2.4

such as writing tasks, intervention efficacy and photo-related interventions. This

therefore reduces the likelihood of a type I error and we expect the null hypothesis

to be rejected for the majority of these features.

FEATURE DESCRIPTION
Photos taken Average number of photo entries per day.

Photo entry
consistency

The spread (low standard deviation) of photo entry
counts across the days during the period.

Category spread The spread (low standard deviation) of photo entries
across the five categories.

Avg. desc. length Average character length of the photo descriptions.

Avg. desc. duration Average number of seconds spent writing the
descriptions.

Desc. edits Average number of times the descriptions were edited
per day.

Avg. desc. positivity
Average sentiment score of the entry descriptions
calculated using LIWC [92].
(No. of positive words - No. of negative words) / All affect words

Photos viewed Average number of times photos are tapped on to be
viewed fullscreen per day.

Timeline explored

Average number of times the user scrolls up or down the
timeline (where the scroll length is more than the height
of three entries and with an interval of >10 seconds) per
day.

Table 4.1: Description of features.

With respect to the ground truth, the psychological features were extracted by

calculating the change in positive PANAS scores (∆Ppos), negative PANAS scores

(∆Pneg) and SWLS scores (∆S) between the survey responses encompassing the
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period. The average mood during that period was also calculated and defined as

M̄ . Mood reports were standardised within participants using z-score so that the

value represents the deviation from the participant’s average mood across the whole

study:

zit =
xit − µi

σi
(4.1)

where xit is the mood reported by the participant i on date t, µi and σi are the

average and standard deviation of mood for that participant over the duration of

the study. These values form the dependent variables.

4.4.2.1 Results

We explored potential correlations using Pearson’s correlation coefficient between

each feature and our ground truth for the 134 periods. The results are shown in

Table 4.2.

We observe that the average description length has positive and significant correlation

with ∆Ppos (rp(133) = .2063, p = .0168) showing that there is a relationship between

the length of the entry descriptions and an improvement in positive affect. These

correlations fall in line with past literature which describes that the more effort the

FEATURE ∆Ppos ∆Pneg ∆S M̄

Photos taken 0.0083 -0.1128 0.0070 0.2418**
Photo entry consistency 0.0868 -0.1698* 0.0292 0.1619
Category spread -0.0699 -0.0848 0.0327 0.2353**
Avg. desc. length 0.2063* -0.0023 0.0480 0.1005
Avg. desc. duration 0.0669 -0.1305 0.1165 0.1199
Desc. edits 0.1089 -0.1462 0.0352 0.1481
Avg. desc. positivity -0.0638 0.0006 -0.0368 0.0959
Photos viewed -0.0032 -0.1770* 0.0723 0.2048*
Timeline explored -0.0570 -0.1630 0.0032 0.1075

Table 4.2: Correlation results of survey features. *p < .05, **p < .01
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participant puts into the intervention, the more effect it has [97].

∆Pneg shows a significant, negative correlation with photo entry consistency (rp(133)

= -.1698, p = .0499). Past literature has shown that a consistent, distributed use

of an intervention is key to its success [95] which reflects this correlation. The

number of photos viewed is also negatively correlated with ∆Pneg (rp(133) = -.1770, p

= .0408) showing that revisiting old photos is related to a lower negative affect. The

correlation with timeline explored is also close to p < 0.05 which is logical considering

reviewing old photos requires scrolling through the timeline.

∆S does not show any significant correlations with any of the features. This could

be due to the fact that SWLS is a more long-term assessment of the participant’s

state, thus attempting to observe changes over shorter periods is not appropriate.

This result also suggests that the significant improvements in SWLS found from the

Wilcoxon signed-rank test (Section 4.4.1) may not be related to the way participants

engaged with the intervention.

M̄ shows significant, positive correlations with photos taken (rp(133) = .2418, p =

.0049), category spread (rp(133) = .2353, p = .0062) and viewing photos (rp(133) = .2048, p

= .0176) demonstrating that taking more positive photos, varying the categories in

which they belong and viewing more old photos are associated with positive mood.

Additionally, a more extended study could reveal a possible correlation with photo

entry consistency as it is close to p < 0.05.

From these results we can conclude that the consistent usage of, and engagement

with, this photo taking and annotation intervention is closely related with a positive

change of the participant’s psychological state. We can also conclude that the act of

revisiting photographic content that participants generated to document positive

events is significantly related with positive mood and affective change. However,

we cannot reject the null hypothesis for the average description duration, description
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edits, average description positivity and timeline explored features as they did not display

any significant correlations with the psychological scores.

4.4.3 Analysis per Day

The mood reports submitted by participants allowed us to explore potential cor-

relations between the engagement of participants within the app and their daily

mood. Participants were required to report their mood once at the end of each day

and were cleaned using the mood-related exclusion criteria in Section 4.2.3. The

reported mood values were standardised using z-score.

Following cleaning, the dataset consisted of 1812 individual days of mood reports

across 70 participants (out of the 74 who completed the study). Our aim was to

explore correlations between daily mood and the participant’s activities. For each

day we extracted features which represented the participant’s activity within the

application for that day. The features that were extracted are similar to those

calculated for the survey period analysis, but in this case they were calculated per

day. Therefore, the null hypothesis was that specific behavioural features (IV) will

not correlate with the participant’s mood (DV) during that day.

4.4.3.1 Results

We used Spearman’s correlation coefficient to calculate the relationship between

the mood reports and each feature. Spearman was chosen to minimise the effects

of the outliers present in some of the data. The results are shown in Table 4.3.

The photos taken (rs(1811) = .0832, p = .0004) and category spread (rs(1811) = .0903, p =

.0001) features display weak but significant correlations with mood, showing that

logging more entries per day and spreading the categories in which they belong

are correlated with a more positive mood. A participant who logs more entries is

displaying a higher engagement with the intervention which has been shown to

improve the effectiveness of such interventions [97]. Category spread is a feature
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FEATURE Daily mood

Photos taken 0.0832***
Category spread 0.0903***
Avg. desc. length 0.0696***
Avg. desc. duration 0.0516*
Avg. desc. positivity 0.0780*
Photos viewed 0.0460
Timeline explored -0.0111

Table 4.3: Correlation results of daily mood features. *p < .05, ***p < .001

we wanted to explore after the work by Parks et al. [125] discussed the positive

impact of completing an assortment of tasks within a single intervention. Description

length (rs(1811) = .0696, p = .0031), duration (rs(1811) = .0516, p = .0282) and positivity

(rs(1811) = .0780, p = .0146) show that the time and dedication one applies to the

entry descriptions are also significantly correlated with mood. The photos viewed

feature is also close to p < 0.05 and might show a significant correlation with

more data considering that survey correlations with the same feature were found

in Section 4.4.2. We can therefore conclude that taking more photos, engaging in a

variety of different categories of positive experiences and writing longer and more

positive descriptions are activities which are related to positive mood. However, we

cannot reject the null hypothesis for the photos viewed and timeline explored features

as they did not display significant correlations. Compared to the results from the

survey periods, the correlation coefficients are relatively weaker. However, this is

somewhat expected as the daily analysis considers short-term relationships within

a single day.

4.4.4 Entry Categories

Correlating the number of entries belonging to the five different categories allowed

us to observe whether any specific category was more positively correlated with

psychological state.

As shown in Table 4.4, the positivity category shows significant correlations with
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∆Pneg (rp(133) = -.2017, p = .0195) and M̄ (rp(1811) = .2149, p = .0126) and the reminis-

cence category shows significant correlations with M̄ (rp(1811) = .2338, p = .0066).

None of the categories show significant correlations with ∆Ppos or ∆S and kindness,

gratitude and destiny show no significant correlations with any of the psychological

features. The reason for the correlations with positivity and reminiscence might be

due to the unequal distribution of the number of entries in each category, shown

in Figure 4.15. It might also be due to satisficing because those categories are at

the top of the category selection screen (Figure 4.2) and require the least amount

of cognitive effort to complete. Considering the lack of a distinct influential cate-

gory across psychological features, we cannot conclude that any specific category

has a larger impact on the intervention’s efficacy. This might be a focus for future

intervention research.

CATEGORY ∆Ppos ∆Pneg ∆S M̄ Daily mood

Positivity -0.0727 -0.0808 -0.0047 0.2149* 0.0303
Reminiscence -0.0121 -0.2017* 0.0698 0.2338** -0.0440
Kindness 0.1225 -0.0668 -0.0040 0.0677 0.0310
Gratitude -0.0130 -0.0162 -0.0145 0.0849 0.0144
Destiny -0.0925 0.0395 -0.0136 0.0047 0.0284

Table 4.4: Correlation results of categories with psychological features. *p < .05,
**p < .01

4.4.5 Image Analysis

During the study participants submitted 2178 photos with a range of content. As part

of the analysis we wanted to explore if the type of content that participants generated

is correlated with their change of psychological state. We utilised the IBM Watson’s

Visual Recognition deep learning service [62] to automatically extract information

about the content of the photos. Watson extracted a range of descriptors about

the content of each photo, including types of objects, number of faces and the

dominant colour in each photo. Watson returned an array of classes, each with a

score representing the service’s confidence in the recognised class. Results could

contain a class hierarchy like “/drink/beverage/alcoholic beverage/liquor/whiskey”

representing different levels of detail for the recognised content.
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Following the retrieval of results from Watson, we further cleaned up the image

recognition dataset. We extracted the class with the highest confidence score which

generally resulted in the least specific class in the hierarchy being extracted (“drink”

in the previous example). Classes with a confidence score below 70% were discarded.

Watson detected a total of 221 unique classes across our dataset, of which the top

10 most common included: food (11%), indoors (10%), person (7%), building (6%),

machine (5%), electronic device (3%), animal (3%), nature (3%), people (2%) and plant

(2%). 23% of the photos were not classified, either due to a score below the threshold

or Watson being unable to determine the contents of the photo. After extracting

the classes we were left with many which were too specific, therefore we manually

re-categorised them into 6 distinct groups: buildings/places (26%), objects (19%),

food/drink (12%), people (10%), nature (7%) and other (4%). The number of faces in

each photo was also extracted, with 20% of photos containing a single face and 17%

containing two or more faces.

Watson also extracted the dominant colour in each photo. 50 unique colour classes

were extracted by choosing the colour with the highest confidence score in each

photo. These were then grouped into standard colours: red (16%), green (15%), black

(15%), grey (15%), brown (11%), blue (8%), yellow (4%), pink (3%), orange (3%), purple

(3%), white (2%) and unclassified (5%).

Figures 4.17 through 4.20 display some examples of the variety of photos taken by

participants (cropped to fit). The photo in Figure 4.17 was first classified by IBM

Watson as a “building” (90% accuracy) of “gray color” (77% accuracy) which was then

manually grouped into “buildings/places” and “grey”. This entry was categorised by

the participant as “gratitude” who wrote about feeling angry but that going to church

and praying and crying brought them relief. Figure 4.18 was first classified as “food”

(96%) and “beige” (97%) which was then grouped into “food/drink” and “brown”.

This entry was also categorised as “gratitude” and described being grateful towards
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Figure 4.17: A photo classified by IBM
Watson as “buildings/places” and “grey”.

Figure 4.18: A photo classified by IBM
Watson as “food/drink” and “brown”.

Figure 4.19: A photo classified by IBM
Watson as “nature” and “blue”.

Figure 4.20: A photo classified by IBM
Watson as “object” and “black”.

an acquaintance who bought them coffee and offered career advice. Figure 4.19

was first classified as “nature” (87%) of “blue color” (99%) which was then grouped

into “nature” and “blue”. This participant was reminiscing about a prior holiday

and aptly placed the entry into the “reminiscence” category. Lastly, Figure 4.20 was

first classified as “keyboard” (79%) and “coal black” (97%) which was then grouped

into “objects” and “black”. The participant categorised this entry as “positivity” and

wrote about finally playing their keyboard.

First, we tried to see how the different classes and colours of content were related
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to the reported mood on the particular date they were captured. Each photo was

annotated with the standardised mood (range = -1–1) on that particular date. We

then explored the distribution of mood reports for each class (Figure 4.21) and colour

(Figure 4.22) of photo content. We can observe that for most classes and colours

the distributions have averages close to 0 with negative skews. The distribution

of photos classified as containing people showed a slightly more positive mood

average of 0.04 (Mdn = 0.07) compared with the other classes, thus appearing to

have a weak, positive relationship with mood.

A similar observation can be made for photos with a dominant colour of red (M =

0.04,Mdn = 0.07), orange (M = 0.03,Mdn = 0.06), brown (M = 0.02,Mdn = 0.08),

black (M = 0.02,Mdn= 0.07) and grey (M = 0.01,Mdn= 0.07). This is an unexpected

finding considering black, grey and brown are not usually regarded as “positive”

colours [103]. Red and orange can have various cross-cultural meanings including

warning and danger but also vibrant, emotional and pleasant [103] which might

explain these relationships. These colours are then followed by blue, pink, white,

yellow and green which are generally thought of as brighter colours. Interestingly

the green photos, which could perhaps be associated with nature, also do not seem to

have a very strong relationship with mood. There have been past papers conducting

further analysis of an image’s colours by extracting values for hue, saturation and

brightness [146]; however, this work was specifically interested in Instagram filters.

Because SnapAppy does not include any editing tools or filters for the photos, and

participants were not specifically instructed to consider colour when taking photos,

these findings would require a further, more targeted, study in order to determine

whether there is a strong relationship between the colour of photos and mood.
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Figure 4.21: Distribution of photos by their associated standardised mood reports for each class group.
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Figure 4.22: Distribution of photos by their associated standardised mood reports for each colour group.110



Following these observations, we considered that the number of people present in

a given photo could be a significant feature to explore. The correlations between

the number of faces in the photos and the psychological changes over a survey

period and the daily mood were calculated. Although the results from the survey

period analysis did not show any significant correlations, we did observe a weak

but significant correlation (rs(1811) = .0684, p = .0034) between the number of faces

appearing in photos and the daily mood reports (Table 4.5).

FEATURE ∆Ppos ∆Pneg ∆S M̄ Daily mood

Avg. number of faces -0.0075 -0.0119 0.0572 0.0418 0.0684**

Table 4.5: Correlation results of no. of faces with psychological features. **p < .01

4.5 Key Findings

Following the analysis of the intervention’s datasets, we are in a position to answer

the research questions outlined in Section 4.1.

RQ3: Do smartphone photography activities correlate with changes in mood, affect

and satisfaction with life?

Analysing the overall affect of the intervention, the Wilcoxon signed-rank test

revealed a significant improvement in satisfaction with life between the start and

end of the study. However, after observing the raw scores in Figure 4.16 it was

clear that, although the average SWLS scores increased over the duration of the

study, there were a wide range of scores across the intervention. This demonstrated

that simply joining the study would not necessarily lead to a clear improvement

in the participant which motivated the analysis of specific photography activities.

Based on the analysis of results we can see significant correlations between the

level of engagement of participants with smartphone photography as a form of

intervention and their positive change of affective state over∼10 day periods and

mood changes on a daily basis.
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RQ4: Which specific smartphone photography activities show a statistically signifi-

cant correlation with change in mood, affect and satisfaction with life?

In our analysis we have identified a number of photo taking activity patterns that

are related to positive change in mood and affect. The length of photo annotations

is associated with a positive change in PANAS scores. Frequent and consistent

photo taking over the duration of the study, spread across multiple categories is

significantly correlated with negative affect and positive mood. Reviewing past

photos is related to a reduction in negative PANAS scores and positively correlated

with reported mood. Finally, with respect to the photo content, the number of faces

in the photos shows a weak, positive correlation with mood reports.

It is important to emphasise the significance and limitations of the “intervention

bias” and “selection bias” that are commonly observed in such studies. These refer

to the fact that the participants are aware that they are involved in a positive psy-

chology intervention, and that those who chose to participate may have done so

because they experience negative emotional well-being and want to improve it. The

intervention bias is a key aspect of most psychological interventions and in many

cases it is a desirable effect that is part of the intervention mechanism itself. In

most interventions, the desired effects can be achieved only when the participants

are fully aware of the purpose of the intervention. We did not specifically study this

phenomenon in this chapter but it was incorporated into the study and app design.

Regarding selection bias, our data showed that there was such effect in our study as

well. The average PANAS scores when participants joined the study were slightly

lower than the average scores for the general population. Our results show that

for such individuals, engaging with smartphone photography as a form of positive

psychological intervention can be associated with positive changes in their mood

and affective state.
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4.6 Discussion

Photo taking and viewing has always played an emotional role in people’s lives.

Traditional photos and tangible photo albums were always objects with significant

emotional effect, either as ways of capturing happy (or unhappy) memories or by

invoking positive feelings when we revisit them. The proliferation of smartphone

photography has offered new opportunities for people to easily capture a range of

moments in their lives that would have been significantly more difficult in the past.

However, the relative ease of smartphone photography has also enabled a more

“relaxed” attitude towards photo taking and reviewing. Users may take photos at

a significantly higher rate than before with less consideration about the meaning

or importance of the subject of the photos. This random nature of spontaneous

smartphone photography can lead to a more disorganised photo taking practice

and possibly a lower rate of revisiting older photos mainly due to the significantly

increased quantity.

Based on the findings of this study, we believe that there is an opportunity for ama-

teur smartphone photography to play a more active role in people’s affective state, if

applied in an appropriate manner. For smartphone photography to act as a positive

intervention there is a need for a more disciplined and structured engagement with

photo taking. In this study, participants were expected to take photos that had a

particular meaning which was directly related to their psychological state. Regular

taking of such photos and reviewing is shown to be related to positive changes in

mood and affect. Considering existing photo taking systems, either stand-alone

photo galleries, or social network integrated applications (e.g. Instagram or Face-

book), the explicit indication of purpose related to mood or emotion would be key.

The possible integration of “emotional purpose” annotation on photos (possibly

related to the categories used in this study) can play that role. This technique would

enable users to consider the emotional content of their photos and the role they may

play in helping them re-experience particular emotions. Furthermore, such explicit
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annotation can instil a more focused and engaged attitude towards emotionally

meaningful photo taking.

Regarding reviewing of photos with potential emotional impact, there have already

been examples developed by online services, such as Facebook’s “Memories” fea-

ture (previously called “On This Day”), which prompts users to view their activity

and posts from previous years. Such features can take a form of a more explicit

intervention if they can be activated when the target user is in need of an emotional

boost. As shown in the observations, lower PANAS scores were more prevalent

suggesting a potential selection bias of participants who are more willing to engage

with an intervention that can potentially improve their psychological state. The

work in Chapter 3 demonstrated techniques to passively detect changes in mood by

analysing the user’s online activity [86] which could then trigger appropriate photo

viewing opportunities when mood is low.

Our results display the potential to infer the emotional state of a user by analysing

their photo taking behaviour. As shown in our study, certain behaviours of partici-

pants regarding photo taking and viewing are shown to be significantly correlated

with their mood and affective state. This implies that a typical photo management

application can potentially infer the emotional state of the user by analysing their

photo taking and viewing patterns. Such a technique can act as a contextual input

for a recommendation system, adapting a system’s functionality according to the

user’s affective state.

Lastly, we must acknowledge the privacy concerns and ethical grey area around

taking photos of others for this study. Participants were not instructed to take

photos of any particular subject matter; however, many did take photos of their

friends and family. Participants were fully aware and informed in detail of how

their photos would be handled during the study. In particular, they were aware that

their photos would only be available to the research team. The grey area applies
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to the app’s design and the legality of photography. Outside of the research study,

SnapAppy is of a similar nature to a private diary, such that photographed subjects

may be more comfortable with their photos being kept within the app, compared

to being shared on an online social network feed, for example. The legality of

photography of people on public and private property varies by jurisdiction, location,

subject, context and behaviour and the laws can often be vague or unclear. It is the

responsibility of the photographer to understand their rights and to ensure that

they are abiding by the law.

4.7 Future Work

The research in this study can be expanded in the future in terms of thematic and

qualitative analysis.

In our analysis, we performed sentiment analysis on the photo descriptions in order

to extract the positive or negative sentiment of the text using the LIWC software.

A deeper analysis using the remaining linguistic, social, emotional and topical

variables extracted by LIWC might be used to draw some additional conclusions

about how the participants annotated their photos. In addition, thematic analysis

might also be used to identify themes of discussion in the descriptions and to

correlate those themes with changes in the participants’ emotional well-being. This

knowledge could be used to tailor future interventions involving writing tasks.

A post-study interview or questionnaire may have also provided extra insight into

the participants’ experiences with the study and the usability of the app, how their

photo taking habits changed during the study, how their subjective well-being

changed and how engaged they felt throughout the study, for example. Interview an-

swers may able to able to provide some further insight into the 20-day intervention

“sweet spot” discussed in Section 4.4.1. Personality and photography-proficiency

questionnaires may have also revealed some interesting differences between par-
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ticular participants and their behaviours in the study. Additionally, as with other

positive psychology interventions, the positive effects of the study can subside over

time. Conducting longitudinal emotional well-being surveys post-study might allow

researchers to estimate how long the effect lasts.

Lastly, in addition to the discussion regarding a more structured engagement with

photo taking, a contrasting study tracking participants’ everyday photo taking

behaviour without an explicit intervention, categories or guidance may yield in-

teresting results when coupled with ecological momentary assessments to track

emotional well-being. This may help to provide a better understanding of how

non-therapeutic photography affects people in a real-world setting.

4.8 Conclusions

In this chapter we report on the results of a positive psychology intervention based

on smartphone photography as a method to improve mood and affect. As discussed

in Section 2.4.2, the limited state-of-the-art literature in this field focuses on the use

of photography in counselling (phototherapy) [52], mindful and creative photo tak-

ing [80], a guided photo taking intervention including selfies and photos to induce

happiness [20] and technology mediated reflection utilising photos [65]. This novel

study focuses on the integration of smartphone photography and positive psychol-

ogy practices. The methodology design is highly motivated by the well established

positive psychology intervention literature, aiming to translate the techniques re-

volving around writing tasks into a photography-based intervention. Participants

were encouraged to take photos about positive moments, events and experiences

and revisit those photos using the SnapAppy app on their smartphone. The tradi-

tional psychological interventions were translated into the five photo categories

which were used to guide the participants to take positive photos. We evaluated

the effectiveness of the method through common psychological surveys including

PANAS, SWLS and daily mood reports. Our analysis also displays novelty when
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compared with many other positive psychology intervention studies. Whereas

commonly only pre-test and post-test scores are compared, our design follows the

ecological momentary assessment methodology by assessing participants through-

out the study in order to observe the changes on a more granular level. Our results

show that regular taking of positive photos, frequent reviewing of photos and taking

pictures of people, have positive correlations with the change of the participant’s

mood and affective state. We hope that the positive results of this study will moti-

vate a wider exploration of smartphone photography as a potential instrument to

improve people’s emotional well-being.
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5

Conclusions

5.1 Thesis Summary and Contributions

In the preceding chapters I have demonstrated and discussed the results of my

research, presenting two novel case studies exploring the passive detection of mood

using behavioural data from online social networks and utilising smartphone pho-

tography as a form of positive psychology intervention. These results and contribu-

tions build upon the existing literature discussed in Chapter 2 and are summarised

below.

The literature review in Chapter 2 explored the various aspects of emotional well-

being including affective state, emotion, mood, wellness and mental health condi-

tions. Next, different forms of experience sampling methodologies were discussed,

followed by the traditional and digital assessments for capturing these affective

phenomena. The challenges and limitations of manual assessment methodologies

motivated the review of literature regarding the passive detection of different as-

pects of emotional well-being. Specifically, smartphone sensing, wearable sensing

and online behavioural tracking methods were discussed. This was followed by a dis-

cussion of different types of positive psychology intervention, specifically traditional

life review interventions and more modern technology-enhanced interventions,

which were used to improve the participants’ emotional well-being. The challenges

associated with positive psychology interventions are then outlined. Lastly, the liter-

ature review covers real-world applications of tracking and influencing emotional

well-being, including lifelogging, visualisation and affective computing.
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Chapter 3 presented a study exploring the use of online social network activity as

an indicator of mood changes. During a month-long study, online behavioural data

from Facebook and Twitter was captured and real-world mood reports as ground

truth were collected via experience sampling using a smartphone application. The

collection of data from multiple social networks and the use of experience sampled

mood reports was a novel approach in comparison to past literature which would rely

on data from a single social network providing an accurate, truthful representation

of one’s emotional well-being. The data was used in order to build a machine

learning classifier to passively infer the participants’ real-world mood changes. The

results contributed to the following research questions:

RQ1: Which specific behavioural activities on Facebook and Twitter correlate with

real-world mood changes?

During analysis we extracted a set of features which represented the participant’s

online behaviour across both social networks including the number of likes, com-

ments, tweets, mentions and retweets and the time of each post. We also extracted

some calculated features such as text sentiment, the total activity across the social

networks and active (posts, comments, tweets, replies) and passive (likes, retweets)

activities. Calculating the Pearson’s correlation for each feature and the participant’s

mood changes across a 7-day sliding window allowed us to observe the features

which showed statistically significant results for the most participants. As shown in

Figure 3.3, the total, combined activity across both Facebook and Twitter is the top

correlated feature, followed closely by Facebook activity alone, the number of days

the participant was last active on Facebook and their passive and active activities.

This result emphasises the motivation of this paper, which discussed how relying on

a single online social network as an accurate representation of one’s psychological

state may not be reliable. The features combining data from both Facebook and

Twitter show a higher number of participants with significant correlations. These

results are not only valuable to future research specifically focusing on Facebook
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and Twitter; the extracted features are also transferable to research into additional

social networks.

RQ2: Can activity from both Facebook and Twitter be used to infer real-world mood

changes?

As shown in Figures 3.5 and 3.6, it was found that the correlation between online

activity and mood changes was positive for some participants and negative for

others. This may be due to the reasons why certain people use online social networks

and the type of content they are observing and posting. Although there is anecdotal

evidence that links particular moods with online behaviour, the aim of this work is

not to identify an explicit causal relationship. Instead we attempted to classify users

into two groups: strong and weak correlations. Then those who portrayed strong

correlations would be classified into positive or negative groups (see Figure 3.1). A

set of features for use in the classifier were identified including the length of the

textual posts, the ratio of active and passive activities and the ratio of Facebook and

Twitter activities. These features conceptually captured the level of commitment by

the participants when interacting with the OSNs. As shown in Table 3.3, the “Strong

vs Weak” classifier demonstrated 95.2% precision and 94.7% recall and the “Positive

vs Negative” classifier demonstrated 84.4% precision and 80.0% recall. This result

shows that online social network activity data from Facebook and Twitter can be

used to infer mood changes over a 7-day sliding window with relatively high accuracy.

This contribution furthers the existing approaches to enable the passive tracking of

emotional well-being without participant input or burden, improving many real-

world applications including life-logging, affective computing, counselling and

mental health care. This research will also contribute to the awareness of verifying

inferred emotional states with real-world data.

Chapter 4 presented a positive psychology intervention involving momentary smart-

phone photography as a method of improving emotional well-being. This novel
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research fills the gap in the integration of smartphone photography and positive

psychology by analysing the positive consequences of taking and reviewing photos

related to positive experiences. The study saw 74 participants use a smartphone

application called SnapAppy for one month, taking and reviewing photos related

to positive moments, events and experiences. Participants completed daily mood

reports alongside PANAS and SWLS surveys every 10 days. The analysis identified

the results to the following research questions:

RQ3: Do smartphone photography activities correlate with changes in mood, affect

and satisfaction with life?

The initial stage of the analysis was to observe any overall changes from partici-

pating in the study. A Wilcoxon signed-rank test was used to explore if there were

any significant changes between the participant’s surveys at the beginning and

end of the study. The results did not show any significant changes in the positive

and negative PANAS scores but did show a significant change in the SWLS scores.

However, after observing the scores more closely in Figure 4.16, it was clear that

there was a significant range of scores across the intervention, which demonstrated

that participating in the study would not necessarily lead to a clear improvement in

positive and negative affect or satisfaction with life. These results then lead into the

following research question which aims to analyse each activity within the inter-

vention more deeply in order to discover specific correlations between smartphone

photography and improvements in mood, affect and satisfaction with life.

RQ4: Which specific smartphone photography activities show a statistically signifi-

cant correlation with change in mood, affect and satisfaction with life?

The SnapAppy app contained a comprehensive logging system which tracked every

action the participants performed within the app when taking part in the study.

From this data we were able to extract a set of features which are described in
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Table 4.1. Surveys were completed approximately every 10 days and thus formed

a convenient period in which to divide the data. The activity within each period

was correlated with the change in PANAS and SWLS scores across the period and

the average mood during the period to observe any improvements to mood, affect

and satisfaction with life. A similar analysis methodology was also performed for

the daily mood reports. The correlation results showed that the length of photo

annotations was associated with a positive change in PANAS scores. Frequent

and consistent photo taking over the duration of the study, spread across multi-

ple categories was significantly correlated with negative affect and positive mood.

Reviewing past photos was correlated with a reduction in negative PANAS scores

and positively correlated with mood. In addition to the contribution of a novel

method of positive psychology intervention, the extracted features representing the

participants’ behaviours are transferable to future interventions involving photo

taking and reviewing and also to existing photo taking systems as discussed in

Section 4.6.

In addition to the analysis of behavioural features, we also examined the effect

of the different entry categories and image features extracted from the photos

taken by the participants. The goal was to observe whether any of the five entry

categories was more influential to the participants’ psychological state. Although

some significant correlations were present for the positivity and reminiscence

categories, it was concluded that the lack of a distinct influential category across

psychological features meant that we could not define any specific category as

having a larger impact on the intervention’s efficacy. Secondly, IBM Watson’s

Visual Recognition deep learning service was used to extract the objects, faces

and dominant colours in each photo. After grouping the object classifications and

colours, we attempted to observe how they were related to the reported moods on

dates the photos were captured. We observed that for most classes and colours

the distributions had averages close to 0 with negative skews. Photos containing

people, red and orange showed slightly more positive mood averages. This result
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prompted us to calculate the correlations of the number of faces in each photo with

the psychological features which revealed a weak but significant positive correlation

with daily mood.

Together, the methodologies and technologies presented in these studies can work

together to provide a pragmatic system to improve emotional well-being. Psycho-

logical assessments, active tracking, passive detection and interventions form an

important relationship to first develop the awareness of one’s emotional well-being,

either through self-awareness or passively via machine learning. Secondly, that

information can then be used as motivation or an input for an intervention to make

positive changes to one’s life. Without the intervention to make changes, collecting

and analysing the data would be meaningless. Without the data as input, the inter-

vention can be ungrounded and unguided. Thus our contributions provide novel

advancements to the system as a whole.

5.2 Limitations

In addition to the challenges and limitations discussed in the previous chapters,

there were a set of general limitations that were experienced across the work pre-

sented in this thesis.

As with any research study, we strive to collect as much data as possible in order to

improve the reliability of our findings. As previously discussed, participant compli-

ance and dropout rates have the tendency to worsen for longitudinal research as

participants experience fatigue towards the study. When designing the one-month

long studies presented in this thesis, we aimed to ensure the tasks required of the

participants were as easy to complete as possible in order to retain compliance. The

final datasets used for analysis consisted of 16 participants for Chapter 3 and 74

for Chapter 4. Although 16 participants may be considered too few, the dataset for

each participant consisted of one-month’s worth of data, thus ensuring that the
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quantity of data was sufficient to draw interesting and novel conclusions. Never-

theless, running a large scale study with more participants may have resulted in

even stronger or more interesting findings. A larger dataset would also provide a

greater spread of ages and genders which would allow for a deeper analysis into

how different demographics might display differing behaviours.

As discussed in the methodology sections, the psychological assessment methods

were chosen with careful deliberation after consultations with psychologists and

reviewing the relevant literature to ensure that they were suited for each study’s

purpose. As is the case with many longitudinal studies, participant fatigue can be-

come problematic if not managed correctly. We specifically identified assessments

which were both commonly used in the literature and short in completion time to

aid in the reduction of burden and fatigue of our participants. This also allowed us

to conduct assessments throughout the studies rather than only before and after.

The limitation of this decision was that we were unable to conduct any long-form

assessments such as personality tests or assessments for several specific emotions

which may have revealed some interesting findings.

Also in relation to participants, the selection bias phenomenon has the potential

to have an impact on the type of research covered in this thesis. In Chapter 3, the

inclusion criteria required participants who were active users of both Facebook and

Twitter. This criteria can limit the demographics of participants to those who are

active social network users and to cultures, countries and communities where Face-

book and Twitter are popular. However, the highly correlated features discovered

in the analysis could be transferable to research with other social networks. The

selection and intervention bias is also likely to have had an impact on the work in

Chapter 4. People with mental health issues may be actively searching for self-help

solutions and may be more likely to enrol in a positive psychology intervention

study. Although this is not necessarily a negative result, it ensures that the dataset

will not be a well-rounded representation of the population. With a large scale study,
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a component of the recruitment process could be to pre-screen participants in order

to ensure a well-rounded sample.

Finally, any application which actively or passively tracks and logs user activity and

behaviour raises privacy concerns. This can impact recruitment for research studies;

participants may not feel comfortable sharing their personal data even when the

institution is trusted and incentives are provided. For those who do participate, the

lingering privacy concerns may cause participants to alter their behaviour from

their norm, which might impact the validity of the results. Ideally the studies could

be conducted without the participants’ prior knowledge of being tracked in order to

obtain their true normal behaviour; however, this is ethically questionable, especially

when the data involves personal social networks and mental health.

5.3 Future Work

The research and results presented in this thesis raise some compelling directions

for future work in the area of tracking and influencing emotional well-being.

The work in Chapter 3 reveals that activity across both Facebook and Twitter is

a good indicator of mood changes; however, this was discussed to be limited to

those who are active users of both social networks. Future research across different

sets of social networks, other than Facebook and Twitter, would ensure that the

methodology and extracted features are transferable across to different OSNs. It

would also ensure this research is more globally applicable in countries and commu-

nities where Facebook and Twitter are not as popular. The features are pertinent to

social networks which are focused on textual posts, social reactions and comments;

however, other platform specific features could also be included such as tags or

social ties.

The results in this work were achieved by analysing mood changes over a 7-day

sliding window. Reducing the window duration will allow for a system which can

125



predict mood changes more accurately over a shorter time period. A future study

collecting data from more participants with more frequent mood reports during a

day, or different types of psychological assessments, may help to achieve this goal.

These suggestions for future work will contribute to a more accurate passive mood

tracking system which could be applied to many academic and real-world scenarios.

Future research into the psychological effects of social networks would be able to

passively infer mood changes without inducing burden to the participants. Addi-

tionally, research utilising lifelogging or experience sampling of mood would only

require passive access to the participants’ social networks. Passive logging of mood

would also have benefits in the self-help community and in mental health therapy,

again reducing the required active participation by the subjects. Passive detection

of negative changes in mood might also be used as a trigger in positive psychology

interventions.

During the intervention presented in Chapter 4, participants could take photos and

assign them to one of five categories: positivity, reminiscence, kindness, gratitude

and destiny. In the analysis, we observed the correlations of the five categories with

the participant’s change in mood and affect. Replicating the results from previous

literature, the spread of categories showed correlations with mood [125]; however,

we did not come to any strong conclusions about the efficacy of each category. The

implications of these specific tasks and the optimal number of different tasks might

be considered for future research.

Research into the conscious and subconscious relationship between colour and

psychological state is an interesting area which could be contributed to through

a future study involving momentary smartphone photography. Existing litera-

ture already analyses the subconscious use of Instagram filters to predict markers

of depression [146]; however, a more controlled focus could be placed on the use

of colours to add conscious emotional meaning to photos taken by participants.
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Although this process is often utilised by professional photographers in order to

portray or induce certain emotions in their photos, this could be used in amateur

photography situations such as phototherapy, allowing patients to easily convey

their emotions through photographs.

Lastly, the correlation between a positive change in mood and affect and the num-

ber of times the participants viewed old photos was displayed in the results. This

behaviour is encouraged in applications like Timehop [184], Facebook’s “Memo-

ries” feature (previously called “On This Day”) and the “Rediscover this day” feature

within Google Photos. These are modern-day, technological versions of revisiting

old printed photo albums with the purpose of inducing positive emotions in the

viewer. For many, one of the purposes of sharing content online is to receive recog-

nition from one’s peers, usually in the form of likes, comments and reposts. This

behaviour was defined as the “capitalization of positive emotions” where the process

of publicly sharing positive experiences on OSNs enriches the derived emotional

benefit beyond the original experience [160]. A compelling direction for future work

could be to examine the psychological effect of revisiting posts with high amounts

of recognition. For example, exploring whether revisiting photos with many likes

and comments has a stronger effect compared to revisiting photos with fewer re-

sponses. If this is indeed the case, this phenomenon could be exploited as a positive

psychology intervention to promote positive feelings.

5.4 Concluding Remarks

Positive emotional well-being is one of the fundamental components of a good

quality of life and human flourishing. A decrease in emotional well-being can lead

to serious mental and physical health conditions, which much of the literature

discussed in this thesis aims to combat. The work in this thesis presented two

novel case studies focused on exploring the use of online social network activity

to passively track mood and smartphone photography as a positive psychology
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intervention to influence mood and affect. I hope that these contributions will

influence and inspire future research into tracking and influencing emotional

well-being. Contributing to the happiness and positivity of even a single person is

considered a success.
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