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Abstract

This thesis studies algebras contained in a large class of iterated Ore extensions, as well as
their quotient algebras by completely prime ideals, and develops methods for computing
their polynomial identity (PI) degree and constructing irreducible representations of maximal
dimension. This class contains quantum nilpotent algebras, including many examples
of quantised coordinate rings and quantised enveloping algebras. When the deformation
parameters are allowed to be roots of unity these algebras often become PI algebras. We
focus our attention on such algebras in this work.

By extending Cauchon’s deleting derivations algorithm in the generic setting [Cau03a]
we are able, given a suitable PI algebra A and completely prime ideal P▹A, to construct a
quantum affine space A′ and completely prime ideal Q▹A′, such that the quotient algebras
A/P and A′/Q share the same PI degree. This extends a result of Haynal [Hay08], where
existence of Q was proved but no method of construction was provided. The PI degree of
several small examples are then calculated.

For completely prime quotients of quantum matrices the PI degree is shown to be closely
related to properties of Cauchon-Le diagrams. We prove that given any Cauchon-Le diagram,
the invariant factors of its associated matrix are all powers of 2. Furthermore, we compute the
toric permutation of Cauchon-Le diagrams corresponding to quantum determinantal rings,
which then allows us to state an explicit formula for the PI degree of a quantum determinantal
ring at a root of unity.

Finally, we show how certain irreducible representations of the quotient A′/Q may be
passed through the deleting derivations algorithm to give an irreducible representation of
A/P, and we construct an irreducible representation of a general quantum determinantal ring.
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Chapter 1

Introduction

The study of quantum algebras, or equivalently quantum groups, has been an active area of
research since they first arose in the 1980s in the fields of theoretical physics and statistical
mechanics. There is no axiomatic definition of a quantum algebra, instead, this class
of algebras is made up of examples which share “quantum-like” properties. These are
typically deformations of coordinate rings of algebraic groups or varieties, and deformations
of enveloping algebras of semisimple Lie algebras, which are then labelled as quantised
versions of the classical algebras.

Arguably the simplest example to work with, thanks to the results of Goodearl and
Letzter [GL98], is a quantum affine space, denoted by OΛ(KN), or by KΛ[T1, . . . ,TN ] when
the generators are known, for some multiplicatively antisymmetric matrix Λ := (λi, j)i, j with
nonzero entries in the base field, K∗. This is a free algebra over K with generators T1, . . . ,TN

subject to commutation relations determined by the matrix Λ:

TiTj = λi, jTjTi ∀ 1≤ i, j ≤ N.

This can be viewed as a deformation of the classical coordinate ring of affine N-space,
the commutative polynomial ring O(KN) =K[T1, . . . ,TN ]. Properties of OΛ(KN) can vary
depending on the choice of entries in Λ. For example, take N = 2 to obtain the quantum
affine plane Kλ [T1,T2] such that T1T2 = λT2T1, and take K to be algebraically closed. If
λ ∈ K∗ is not a root of unity then all the prime ideals of Kλ [T1,T2] are completely prime,
however, this is not the case if λ is a primitive ℓth root of unity since ⟨T ℓ

1 −1,T ℓ
2 −1⟩ provides

a counterexample to this statement [BG02, II.6.8].
The choice of parameters in quantised coordinate rings and quantised enveloping algebras

crudely splits their research into two main areas, each requiring different techniques to study
them: the generic case, where suitable deformation parameters are taken to be non-roots
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of unity, and the root of unity case, where suitable deformation parameters are taken to be
roots of unity. The generic case comprises algebras with much more rigid structures [BG02,
II.1-II.9] than that of those in the root of unity case, whose algebras are typically finite
modules over their centres and to which the theory of polynomial identities may be applied.
It is this latter setting that we explore in thesis.

In the generic setting much progress has been made in uncovering the structures of the
prime and primitive spectra of some quantum algebras. An important advancement is the
H -stratification theory of Goodearl and Letzter [GL98], which applies to certain algebras
supporting a rational action of a torus, H . It allows for the study of the prime and primitive
spectra of the algebra through the study of the so-called H -primes; prime ideals which are
invariant under the torus action and which parametrise a finite partition of the prime spectrum.
Another advancement is Cauchon’s deleting derivations algorithm [Cau03a], which provides
an embedding from the prime spectrum of a suitable algebra into the prime spectrum of a
quantum affine space via a process which allows properties from the quantum affine space to
be transferred back to the original algebra. This embedding respects certain rational torus
actions that may be supported on the algebra, hence Cauchon’s procedure is compatible with
the H -stratification theory.

Quantum algebras, specifically iterated Ore extensions (Section 2.3) that allow the
application of both Cauchon’s deleting derivations algorithm and Goodearl and Letzter’s H -
stratification theory, are called quantum nilpotent algebras and originally appeared under the
name Cauchon-Goodearl-Letzter extensions [LLR06]. The precise definition can be found in
[GY15, Definition 2.3] and requires certain parameters to be generic. If, instead, we choose
these parameters to be roots of unity then we obtain what we call quantum nilpotent algebras
at roots of unity and these fall within the class of algebras studied in this thesis. Examples
include quantum Schubert cell algebras, quantised Weyl algebras, quantised coordinate rings
of affine, symplectic, and euclidean spaces, and quantum matrices.

Aim of Thesis

Many quantised coordinate rings and quantised enveloping algebras at roots of unity become
polynomial identity (PI) algebras. When this is the case, the PI degree is a useful invariant
for deducing various properties of the algebra (see Section 2.2 for definitions, basic results,
and references to further literature on PI theory). For example, recently Brown and Yakimov
[BY17] showed that, under some mild conditions on a prime PI algebra, knowing its Azumaya
locus (an invariant which is linked to the PI degree of the algebra and the PI degree of
quotients by maximal ideals) provides valuable information about its discriminant ideal
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(another invariant with applications in the study of automorphism groups of PI algebras
([CPWZ16] and [CPWZ15])). The PI degree also plays an important role in the representation
theory of prime affine PI algebras, giving an upper bound on the dimension of irreducible
representations (Theorem 2.17). The representations of an algebra shed light on its structure
and, as such, they are worth investigating. For these reasons we require a method of
calculating the PI degree of quantum algebras and their quotients.

This thesis focusses on extending Cauchon’s deleting derivations algorithm in the generic
setting [Cau03a] to include the root of unity case by utilising an adapted version, provided
by Haynal [Hay08, Section 3], of the homomorphism which lies at the heart of the procedure.
This allows, under certain conditions, for the computation of the PI degree of completely
prime quotients of a large class of quantum algebras, including quantum nilpotent algebras.
The algorithm associates to each suitable quantum PI algebra, A, a corresponding quantum
affine space, A′, with the same PI degree, and to each completely prime ideal, P▹A, it
associates a completely prime ideal, Q▹A′, such that PI-deg(A/P) = PI-deg(A′/Q). The
algorithm also allows for an irreducible representation of A′/Q, satisfying certain conditions,
to induce an irreducible representation of A/P of the same dimension. In the case where A/P
is a quantum determinantal ring we calculate the PI degree explicitly, given a mild restriction
on the deformation parameter q, and we construct an irreducible representation of A/P with
dimension equal to the PI degree.

Deleting Derivations Algorithm and its Motivation

In the first part of this thesis (Chapters 3 and 4) we extend Cauchon’s deleting derivations
algorithm [Cau03a, Section 3] to make it applicable to all iterated Ore extensions of the form

A =K[X1][X2;σ2,δ2] · · · [XN ;σN ,δN ]

satisfying certain conditions (see Hypothesis 1) and whose maps (σi, δi) satisfy a qi-skew
relation, where the parameters qi are allowed to be roots of unity. Cauchon requires these qi

to be non-roots of unity, however, we prove that many of the results in [Cau03a] still hold in
this more general setting. In particular, we construct a corresponding quantum affine space
A′ = OΛ(KN) such that certain localisations of A and A′ are equal in Frac(A), the total ring
of fractions of A, and therefore

Frac(A) = Frac(A′) (1.1)
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(Theorem 3.10). Furthermore, we produce an analogous canonical embedding to [Cau03a,
Section 4] by defining an injective algebra homomorphism

ψ : C.Spec(A)−→ C.Spec(A′),

where C.Spec(R) denotes the completely prime spectrum of an algebra, R (Definition 4.7).
From this we deduce that, given a completely prime ideal P ∈ C.Spec(A) and Q := ψ(P) ∈
C.Spec(A′), certain localisations of A/P and A′/Q are equal in Frac(A/P), and hence

Frac(A/P) = Frac(A′/Q) (1.2)

(Theorem 4.25). Similarly to [Cau03a, Proposition 4.4.1], we also recover a partition (Lemma
4.9) of the completely prime spectrum of A indexed by so-called Cauchon diagrams, W ′; a
subset of the power set of J1,NK.

The existence of Q and isomorphisms between the localisations in (1.1) and (1.2) are
proved in [Hay08, Theorem 4.6 and Theorem 6.2] and, indeed, Haynal’s modified deleting
derivations homomorphism is an integral part of our algorithm. However, following Cau-
chon’s construction, which we do closely, allows us to obtain, for each specific example, an
explicit description of the generators of A′ as elements in Frac(A), as well as of the ideal
Q, in a way that the results of [Hay08] do not allow. The advantages of this procedure are
outlined next as we discuss the motivations for extending Cauchon’s algorithm.

Cauchon’s deleting derivations algorithm has been applied by various authors to gain a
better understanding of structure of quantum algebras in the generic case. Tauvel’s height
formula, for example, is given by

GKdim(R/P)+ht(P) = GKdim(R)

and provides a useful connection between two invariants for a prime ideal P of certain
algebras R; these are its height, ht(P), and the Gel’fand-Kirillov dimension of the quotient
algebra, GKdim(R/P). Tauvel’s height formula was shown to hold for (generic) quantum
nilpotent algebras by Goodearl, Lenagan, and Launois [GLL18] and their proof relied on the
use of Cauchon’s deleting derivations algorithm.

Casteels also invoked said algorithm when he proved that the quantum minors in any
torus-invariant prime ideal in the generic quantum matrices, Oq(Mm,n(K)), form a Gröbner
basis [Cas14]. This proves a conjecture of Goodearl and Lenagan [GL02], that all torus-
invariant prime ideals of Oq(Mm,n(K)) for q a non-root of unity are generated by quantum
minors, previously shown to hold for K of characteristic zero and q transcendental over Q by
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Launois [Lau04b, Lau04a] and Goodearl, Launois, and Lenagan [GLL11], and independently
by Yakimov [Yak10, Yak13].

Cauchon himself used the algorithm to give a positive answer to the quantum Gel’fand-
Kirillov conjecture on prime quotients of a large class of quantum algebras in the generic
setting [Cau03a, Théorème 6.1.1], covering examples such as quantum euclidean spaces,
quantum symplectic spaces, quantum matrices, and quantum Weyl algebras, all at non-roots
of unity. The general conjecture asserts that, if A is a K-algebra which is either a quantised
coordinate ring or a quantised enveloping algebra, and P is any prime ideal of A, then
Frac(A/P) must be isomorphic to Frac(OΛ(Kt)) for some t and some field extension K of
K (see [BG02, I.2.11-14, II.10.4] for further discussion). Through developing a Poisson
deleting derivations algorithm for Poisson K-algebras, based on Cauchon’s construction,
Launois and Lecoutre [LL17] verify (under certain technical assumptions) that the Poisson
version of the Gel’fand-Kirillov conjecture holds for a large class of quotients by Poisson
prime torus-invariant ideals. A similar result had previously been proved by Goodearl and
Launois for quotients by any Poisson prime ideals, when K has characteristic zero [GL07].
Extending the deleting derivations algorithm, as we do in this thesis, is therefore a step
towards answering this conjecture for quantum nilpotent algebras at roots of unity.

These applications of Cauchon’s algorithm rely on the explicit changes of indeterminates
in the total ring of fractions to transfer certain, more easily obtainable information, from the
quantum affine space back to information about the quantum algebra. One motivation for
setting up an analogous deleting derivations algorithm in the root of unity case is, therefore,
to obtain a similar tool which we might be able to wield to deduce analogous results to the
aforementioned. These problems will not be covered any further in this thesis, except for the
mention of Casteels’ paper in Section 5.4 in our discussion of some open problems.

A second motivation, and the one that this thesis will focus on, comes from the utility
of the PI degree in deducing various properties of PI algebras, as mentioned earlier in the
introduction. Haynal proves PI parity between A and A′ [Hay08, Corollary 4.7], that is, A is
a PI algebra if and only if A′ is a PI algebra and, in this case, both algebras share the same
PI degree; a result which may be recovered from (1.1). Leroy and Matzcuk also recover
this result in a slightly more general setting [LM11, Theorems 6 and 7]. Moreover, if A is
a PI algebra then from (1.2) we deduce that PI-deg(A/P) = PI-deg(A′/Q), thus recovering
[Hay08, Corollary 6.4]. These equalities may simplify the computation of the PI degree
of A and A/P thanks to a result by De Concini and Procesi [CP93, Proposition 7.1] which
provides a method for computing the PI degree of a quantum affine space at a root of unity
(we recap their result in Theorem 2.30). Hence, if A′/Q is a known quantum affine space
then PI-deg(A/P) is calculable using [CP93, Proposition 7.1].
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Although Haynal’s methods are successfully employed in [Hay08, Section 5] to compute
the PI degree of some quantum algebras, A, they are not sufficient to deduce the PI degree of
the completely prime quotients, A/P. The reason for this being that although A′ is known,
the completely prime ideal Q in A′ corresponding to the completely prime ideal P in A cannot
be computed using Haynal’s methods alone. The process of deleting derivations presented in
this thesis partially overcomes this issue by providing a method of constructing Q from P so
that A′/Q can be calculated explicitly, given a specific example.

Applying the Deleting Derivations Algorithm

In Chapter 5 we work in the root of unity setting, where suitable parameters of A are given
by powers of some primitive ℓth root of unity, 1 ̸= q ∈K∗. We bring together the technical
results of Chapters 3 and 4, outlining how they can be applied in practice to compute the
PI degree of A/P for specific examples. Of particular interest to us is when A′/Q becomes
a quantum affine space, which happens, for example, when Q = Jw = ⟨Ti | i ∈ w⟩, where
T1, . . . ,TN generate A′ and w⊆ J1,NK. In this case,

PI-deg(A/P) = PI-deg(OqM(Kn)), (1.3)

for some additively skew-symmetric matrix M ∈Mn(K) (Remark 5.2), where, if we know
to which subset w the ideal P corresponds, then we also know the matrix M. Applying the
result of De Concini and Procesi we deduce (Lemma 5.7) the following formula for the PI
degree of A/P which depends only on properties of the matrix M, namely the dimension of
its kernel and its invariant factors, as well as the values of N and ℓ:

PI-deg(A/P) =

N−dim(ker(M))
2

∏
i=1

ℓ

gcd(hi, ℓ)
.

Using this formula we compute the PI degree of two examples of completely prime
quotients A/P. The first example takes A = U+

q (so5), the positive part of the quantised
enveloping algebra of so5, and computes the PI degree of a completely prime quotient
U+

q (so5)/⟨z′⟩ (Example 5.3.1). The second example (Example 5.3.2) computes the PI degree
of the quantum Schubert variety Oq((G2,4(K){1,3}) by exploiting the link to a class of
quotients of quantum matrices called quantum determinantal rings, discovered by Lenagan
and Rigal in [LR08]. We also use this link to provide a formula for computing the PI degree
of a general quantum Schubert variety, satisfying certain conditions (Corollary 5.13).
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The method described in this chapter has some weaknesses in efficiency as it is not
known what the set W ′ looks like for a general algebra A, or to which Q ∈ C.Spec(A′) the
ideal P is sent. These open questions are discussed in Section 5.4. The formulae obtained in
this chapter require the knowledge of properties of the matrix M from (1.3), which may be
calculated for individual examples but for which we do not have a general closed form. The
next chapter shows that for quantum determinantal rings we can improve on this to obtain
an explicit formula for the PI degree, given that the deformation parameter is a primitive ℓth

root of unity with ℓ odd.

Computing the PI degree using De Concini and Procesi’s
Result

Chapter 6 focusses on the application of the result of De Concini and Procesi in computing
the PI degree of the quantum affine space on the right hand side of equation (1.3) in the case
when A = Oq(Mm,n(K)), the single parameter quantum matrices at a root of unity q. It does
this by using combinatorial arguments on certain types of diagrams to deduce the relevant
properties of the matrix M.

In Theorem 4.37 we show that the set W ′ is in bijective correspondence with the set
of m×n grids with each square coloured black or white adhering to a rule, which is stated
in Section 4.5.1. These go by the name of Cauchon-Le diagrams (or sometimes Cauchon
diagrams or Le-diagrams depending on the author), and were discovered independently by
Postnikov [Pos06], in relation to the totally nonnegative Grassmannian, and by Cauchon
[Cau03b]. For each w ∈W ′ there exists a corresponding Cauchon-Le diagram Cw to which
we can associate a matrix M(Cw). If ψ(P) = Jw then the matrix M(Cw) replaces M in (1.3).

The main result in this chapter states that the invariant factors of the matrix M(Cw)

associated to a Cauchon-Le diagram Cw are all powers of 2 (Theorem 6.3). Furthermore,
results of Bell, Casteels, and Launois [BCL12, Theorem 4.6 and Lemma 4.3] show that
the dimension of ker(M(Cw)) is contained within the properties of a combinatorial object
associated to the diagram Cw called the toric permutation, which can be read off Cw using
so-called pipe dreams. Combining these results we obtain a formula for the PI degree of
A′/Jw using the corresponding Cauchon-Le diagram (Remark 6.4). We illustrate this with a
small example. Work is still needed to trace the ideal Jw back through the deleting derivations
algorithm in each example in order to find out to which P ∈ C.Spec(A) it corresponds, so we
don’t get a closed formula for PI-deg(A/P) in general.
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The situation improves when we take A = Oq(Mn(K)) and P to be the ideal generated by
all (t+1)×(t+1) quantum minors of A. In this case, A/P becomes a quantum determinantal
ring, denoted Rt(Mn). Thanks to the results of Lenagan and Rigal [LR08, Lemma 4.4], the
PI degree of Rt(Mn) is equal to the PI degree of OqM(K2nt−t2

) where the matrix M = M(C)

corresponds to an n×n Cauchon-Le diagram C consisting of an (n− t)× (n− t) block of
black boxes in the top left corner. We calculate the toric permutation of C (Proposition 6.10)
and deduce from this that dim(ker(M(C))) = t. This allows us to state the following explicit
formula (Theorem 6.11), given that q is a primitive ℓth root of unity with ℓ odd:

PI-deg(Rt(Mn)) = ℓ
2nt−t2−t

2 .

Chapter 6 ends with some open questions related to the work above.

Irreducible Representations

In Chapter 7 (written in collaboration with Samuel Lopes) we show that, in the root of unity
setting, an irreducible representation of A′/ψ(P) may be passed back through the deleting
derivations algorithm to give an irreducible representation of A/P of the same dimension
(Corollary 7.9). This is illustrated in Section 7.3.2 on the example U+

q (so5)/⟨z′⟩ from Chapter
5. We specialise to the quantum determintantal ring Rt(Mn) in Section 7.4, which we show
sits between a quantum affine space and its corresponding quantum torus (Lemma 7.15).
By first building an irreducible representation of this quantum affine space of dimension
PI-deg(Rt(Mn)) (Proposition 7.7), we construct an irreducible representation of Rt(Mn) of
the same dimension in the case when the deformation parameter q is a primitive ℓth root of
unity with ℓ odd (Proposition 7.16).
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Notation

We adopt the following conventions and notation throughout this thesis:

• N denotes the set of non-negative integers (i.e. 0 ∈ N);

• K is an arbitrary field unless stated otherwise;

• K∗ :=K\{0};

• Ja,bK denotes the set {a, . . . ,b}, for integers a < b;

• all algebras (often labelled A) are taken to be unital, associative K-algebras unless
stated otherwise;

• all ideals are two-sided ideals unless stated otherwise;

• ā := a+ I denotes the image of a ∈ A in the quotient algebra A/I;

• P/I denotes the image of the ideal P▹A in the quotient algebra A/I;

• Spec(A) denotes the set of all prime ideals of A and C.Spec(A) denotes the set of all
completely prime ideals of A;

• Z(A) denotes the centre of A;

• all homomorphisms and (skew) derivations are K-linear;

• if we write A= R[x;σ ,δ ] it is understood that A is a left Ore extension over a K-algebra
R with σ ∈ AutK(R) and δ a σ -derivation on R;

• Frac(A) denotes the total ring of fractions of A, i.e. the (left and right) ring of fractions
with respect to the set of all regular elements in A. By writing Frac(A) we’re implying
that such a construct exists for A;

• by calling a square matrix M = (mi, j) = (mi, j)i, j∈J1,nK skew-symmetric we mean that it
is additively skew-symmetric, i.e. mi,i = 0 and mi, j =−m j,i for all i, j ∈ J1,nK;

• Mm,n(K) denotes the set of m×n matrices with entries in K and if m = n we denote
the resulting set simply as Mn(K);

• if I ⊆ J1,NK then |I| denotes the number of elements in the set I.



Chapter 2

Preliminaries

In this chapter we provide an overview of polynomial identity (PI) ring theory and introduce
the specific algebras which will be studied in this thesis. We denote by K a field of arbitrary
characteristic.

2.1 Rings of Fractions

The following definitions and results concerning rings of fractions of noetherian rings are
well-known and can be found, for example, in [GW04, Chapters 6 and 10].

Definition 2.1. Given a multiplicative set X ⊆ A in a ring A, X is called a right Ore set (or
equivalently, X satisfies the right Ore condition) if, for all a ∈ A and x ∈ X , there exists b ∈ A
and y ∈ X such that ay = xb. A left Ore set is defined symmetrically and a (two-sided) Ore
set is one which satisfies both the left and right Ore condition.

Given a right Ore set of regular elements X ⊂ A in a ring A we call the localisation
AX−1 := {ax−1 | a ∈ A, x ∈ X} the right ring of fractions for A with respect to X . This is
defined to be the overring AX−1 ⊇ A such that every element of X is invertible in AX−1 and
every element of AX−1 can be expressed in the form ax−1, for some a ∈ A and x ∈ X .

The left ring of fractions X−1A is defined symmetrically and if X is both a right and left
Ore set of regular elements we call AX−1 = X−1A a (two-sided) ring of fractions for A with
respect to X .

A right (left, two-sided) Ore domain is any domain A in which the nonzero elements form
a right (left, two-sided) Ore set.

Remark 2.2. If A is a noetherian ring then there exists a ring of fractions AX−1 = X−1A if
and only if X is an Ore set [GW04, Theorem 10.3 and Proposition 10.7]. Furthermore, if A
is a noetherian domain then it is an Ore domain [GW04, Corollary 6.7] where all nonzero
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elements are regular. It therefore has a total ring of fractions which is a division ring [GW04,
Theorem 6.8] and we denote this by Frac(A) (this is the ring of fractions of A with respect to
the set of all nonzero elements of A).

2.2 Polynomial Identity (PI) theory

2.2.1 Polynomial Identity Rings

Extensive background on PI theory can be found in books by Rowen ([Row88a] and
[Row88b]) and Procesi [Pro73]. For a concise overview of more recent results relating
specifically to the types of algebras discussed in this thesis, we turn to [BG02, Appendices
I.13 and I.14].

Definition 2.3. An element f = f (x1, . . . ,xr) of the free algebra Z⟨x1, . . . ,xr⟩ is called a
monic polynomial if at least one monomial in f of highest degree has coefficient 1, where
the degree of the monomial xa1

1 · · ·xar
r is defined to be a1 + · · ·+ar. A ring A is said to satisfy

a monic polynomial f when f (a1, . . . ,ar) = 0, for all a1, . . . ,ar ∈ A. In this case, A is said to
be a polynomial identity (PI) ring (or, equivalently, A is PI). The minimal degree of a PI ring
A is the least degree of all monic polynomial identities for A. We call an algebra a PI algebra
if it satisfies some monic polynomial identity.

PI rings cover a large class of rings. We collect some examples and results below.

Example 2.4. Commutative rings satisfy the polynomial identity x1x2− x2x1 and therefore
have minimal degree 2.

Example 2.5. Nilpotent rings (rings in which there exists some N ∈ N>0 such that every
product of N elements is 0 and there exists a nonzero product of N−1 elements) satisfy the
polynomial identity xN .

Example 2.6. Amitsur and Levitzki proved ([AL50, Theorem 1]) the celebrated result that
the ring of n×n matrices Mn(C) over a commutative ring C satisfies the so-called standard
identity s2n of degree 2n given by

s2n := ∑
π∈S2n

(−1)ℓ(π)xπ(1) · · ·xπ(2n),

where S2n is the symmetric group on 2n elements, and ℓ(π) gives the length of the permutation
π (that is, the number of inversions). In fact, Mn(C) satisfies no monic polynomial of degree
less than 2n, and thus it has minimal degree 2n (see, for example, [MR01, Proposition 13.3.2
and Theorem 13.3.3]).
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Proposition 2.7 (Corollary 13.1.13, [MR01]). Any ring which is finitely generated as a
module over a commutative subring is a PI ring.

Example 2.8. A central simple algebra, A, is defined as a simple Z(A)-algebra which is
finite dimensional over Z(A). Hence all central simple algebras are PI by Proposition 2.7.

Proposition 2.9 (I.13.2.4., [BG02]). If A is a PI ring with minimal degree d, then any subring
or factor ring of A is also PI with minimal degree at most d.

Proposition 2.10 (Proposition 1.7.8, [Row88a]). If A is a PI ring, and S ̸= /0 is a multi-
plicatively closed set of central elements of A, then the localisation AS−1 is also a PI ring.
Suppose further that S contains no zero divisors then

minimal degree of A = minimal degree of AS−1.

2.2.2 PI Degree

In this section we define the PI degree of prime PI algebras. This definition will suffice
because the algebras covered in this thesis are all prime.

As a consequence of the Artin-Wedderburn Theorem, any central simple algebra A is
isomorphic to a matrix ring over a central simple division ring. Hence

dimZ(A)(A) = n2 (2.1)

for some n ∈ N>0. From this, we define the PI degree of A to be n.
We now recall one of the fundamental results from PI theory:

Theorem 2.11 (Posner’s Theorem). Let A be a prime PI ring with centre Z(A) and minimal
degree d. Let S = Z(A)\{0}, Q = AS−1 and F = Z(A)S−1. Then Q is a central simple
algebra with centre F and dimF(Q) = (d/2)2.

Note that the Q in Posner’s theorem is PI and, since Q is a central simple algebra, we can
state its PI degree to be d/2 by the discussion above. Furthermore, Proposition 2.10 tells
us that Q has the same minimal degree as A, namely d. Recognising that the PI degree can
be interpreted as some measure of how close to being commutative a PI algebra is and that
this, in turn, is related to its minimal degree, the definition of PI degree given above can be
extended to all prime PI rings in the following way:

Definition 2.12. The PI degree of a prime PI ring A with minimal degree d is

PI-deg(A) = d/2.



2.2 Polynomial Identity (PI) theory 13

Remark 2.13. The reader is invited to refer to [BG02, I.13.3]) for a more technical motivation
of this definition.

Remark 2.14. With this definition, Proposition 2.9 implies that PI-deg(A/P)≤ PI-deg(A)
for all prime PI rings A and prime ideals P ∈ Spec(A).

As a consequence of Posner’s Theorem, every prime PI ring has a total ring of fractions
Frac(A) obtained by inverting all nonzero central elements of A, and we obtain the following
result [BG02, Corollary I.13.3]:

Corollary 2.15. Let A be a prime PI ring. If B is a subring of Frac(A), with A⊆ B, then B is
also a prime PI ring and PI-deg(B) = PI-deg(A).

The following result (from [BG02, Section I.13.5.]) provides the important link between
the PI degree of a prime affine PI algebra over an algebraically closed field and its irreducible
representations, which will be utilised in Chapter 7. Before presenting this result, we give a
definition:

Definition 2.16. An algebra is called affine if it is finitely generated as an algebra.

Theorem 2.17. Let A be a prime affine PI algebra over the algebraically closed field K, with
PI-deg(A) = n.

(1) If S is a primitive factor of A then

S∼= Mt(K)

for some integer t, where t ≤ n.

(2) Let V be an irreducible A-module. Then V is a K-vector space of dimension t ∈N, where
t ≤ n and A/annA(V )∼= Mt(K).

Remark 2.18. The upper bounds in both parts of the theorem are, in fact, attained [BG02,
Lemma III.1.2(2)].
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2.3 Iterated Ore Extensions and Skew-Laurent Polynomial
Rings

2.3.1 Ore Extensions

Let R be a K-algebra and σ be a K-algebra endomorphism on R. A (left) σ -derivation on R
is defined to be a K-linear additive map δ : R→ R such that, for all r, s ∈ R,

δ (rs) = σ(r)δ (s)+δ (r)s.

It may be easily verified that δ (1) = 0, and that if σ = IdR then δ becomes a derivation in
the classical sense. In general, when we don’t wish to specify σ , we often refer to the map δ

defined above as a skew derivation.
We assume σ to be a K-algebra automorphism on R for the rest of the thesis and denote

this by σ ∈ AutK(R). From now on we will drop the “left” and simply call δ a σ -derivation
whenever it satisfies the property above.

Given some σ ∈ AutK(R) and σ -derivation δ : R→ R we can form the Ore extension of
R (or skew-polynomial ring over R), A = R[x;σ ,δ ], where

(1) A is a K-algebra containing R as a subalgebra;

(2) x ∈ A;

(3) A is a free left R-module with basis {1,x,x2, . . .};

(4) xr = σ(r)x+δ (r) for all r ∈ R.

When δ = 0 we write A = R[x;σ ], and when σ = IdR we write A = R[x;δ ].
We give an example, taken from [GW04, Exercise 1L]:

Example 2.19. Consider the Lie algebra sl2(K) with standard basis {e, f ,h}, where [e, f ] =
h, [h,e] = 2e, and [h, f ] = −2 f . Then the enveloping algebra U(sl2(K)) is the K-algebra
generated by e,h, f subject to the following relations:

e f − f e = h, he− eh = 2e, h f − f h =−2 f .

Let R :=K[h] be the polynomial ring and let A be the subalgebra of U(sl2(K)) generated by
e and h. Then A may be presented as an Ore extension over R, written

A = R[e;σ1,0] = R[e;σ1],
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where σ1 is the K-automorphism on R defined on h as σ1(h) = h−2. It can be checked, using
property (4) of Ore extensions given above, that eh = σ1(h)e+0 = he−2e, as required.

Definition 2.20. R[x;σ ,δ ] is a q-skew Ore extension (or, equivalently, (σ ,δ ) is q-skew) if
the automorphism and skew derivation satisfy the relation δ ◦σ = qσ ◦ δ . Note that this
is the opposite to the relation used in [Cau03a], however it matches [Hay08] and others.
The derivation δ is locally nilpotent if, for every r ∈ R, there is an integer nr ≥ 0 such that
δ nr(r) = 0 and δ m(r) ̸= 0 for any m < nr. We define such an nr as the δ -nilpotence index of
r.

The existence of an Ore extension for any algebra R, K-automorphism σ , and σ -derivation
δ is given, for instance, in [GW04, Proposition 2.3]. Ore extensions satisfy a universal
mapping property [GW04, Proposition 2.4] and are consequently unique up to isomorphism
[GW04, Corollary 2.5]:

Proposition 2.21 (Universal Property of Ore Extensions). Let A = R[x;σ ,δ ] be an Ore
extension. Suppose there exists an algebra B with an algebra homomorphism φ : R→ B and
an element y ∈ B such that yφ(r) = φ ◦σ(r)y+φ ◦ δ (r) for all r ∈ R. Then there exists a
unique algebra homomorphism ψ : A→ B such that ψ(x) = y and ψ|R = φ .

Corollary 2.22. Let R be an algebra, σ ∈ AutK(R), and δ a σ -derivation on R. Set A =

R[x;σ ,δ ] and A′ = R[x′;σ ,δ ]. Then there exists a unique isomorphism φ : A→ A′ such that
φ(x) = x′ and φ |R = IdR.

The following results (see [BG02, Lemma I.1.12 and Theorem I.1.13]) will prove useful:

Theorem 2.23. Let A = R[x;σ ,δ ]. Then the following statements hold:

(a) A is a domain if R is a domain.

(b) A is a prime ring if R is a prime ring.

(c) (Skew Hilbert Basis Theorem) A is right (left) noetherian if R is right (left) noetherian.

2.3.2 Iterated Ore Extensions

Iterated Ore extensions are constructed inductively: Starting with an Ore extension A1 :=
R[x1;σ1,δ1] we construct the algebra A2 to be the Ore extension of A1 by an automor-
phism, σ2 ∈ AutK(A1), and a σ2-derivation, δ2 : A1→ A1. That is, A2 := A1[x2;σ2,δ2] =

R[x1;σ1,δ1][x2;σ2,δ2]. We may continue this process to obtain the iterated Ore extension

A = An := R[x1;σ1,δ1] · · · [xn;σn,δn],
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where σi ∈AutK(Ai−1) and δi is a σi-derivation on Ai−1, for all 1≤ i≤ n. The convention is
to set A0 := R.

Remark 2.24. Theorem 2.23 naturally extends to iterated Ore extensions.

We build upon Example 2.19 with another example taken from [GW04, Exercise 2S]:

Example 2.25. Let A⊆U(sl2(K)) be the subalgebra generated by e and h. Then U(sl2(K))

may be presented as an Ore extension over A or, equivalently, as an iterated Ore extension
over K:

U(sl2(K)) = A[ f ;σ2,δ2] =K[h][e;σ1][ f ;σ2,δ2],

where σ2 is the K-automorphism on A with σ2(e) = e and σ2(h) = h+ 2, δ2 is the σ2-
derivation on A with δ2(e) = −h and δ2(h) = 0, and σ1 is the automorphism defined in
Example 2.19.

2.3.3 Skew-Laurent Extensions

Given some σ ∈ AutK(R) we may write the skew-Laurent extension of R (or skew-Laurent
polynomial ring over R) as B = R[x±1;σ ], where

(1) B is a K-algebra containing R as a subalgebra;

(2) x ∈ B is invertible;

(3) B is a free left R-module with basis {1,x,x−1,x2,x−2, . . .};

(4) xr = σ(r)x for all r ∈ R.

As with Ore extensions, it may be shown that the skew-Laurent extension for σ ∈ AutK(R)
exists and is unique up to isomorphism, by a universal mapping property [GW04, Exercise
1N]. It may also be shown that a skew-Laurent extension is a localisation of an Ore extension;
that is B = AX−1, where A = R[x;σ ] and X = {xi | i ∈ N} is a multiplicatively closed set in
A.

Following an inductive process similar to the one used to get iterated Ore extensions, we
may construct an iterated skew-Laurent extension

B = R[x±1
1 ;σ1] · · · [x±1

n ;σn],

where σi ∈ AutK(Bi−1) for all 1≤ i≤ n.
As a consequence of the Skew Hilbert Basis Theorem, and by extending [GW04, Corol-

lary 1.15] to iterated skew-Laurent extensions, we may state the following:
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Corollary 2.26. Let B = R[x±1
1 ;σ1] · · · [x±1

n ;σn] where σi ∈ AutK(Bi−1) for all 1≤ i≤ n. If
R is right (left) noetherian then so is B.

2.4 Algebras Used in this Thesis

The specific algebras of interest in this thesis arise either as deformations of classical
coordinate rings or as deformations of enveloping algebras, which can be presented in terms
of generators and relations. For example, given n indeterminates x := {x1, . . . ,xn} and t
relations R := {ri(x) = 0 | i = 1, . . . , t}, where ri ∈K⟨x1, . . . ,xn⟩, we write

K⟨x | r1(x) = 0, . . . ,rt(x) = 0⟩

to mean the K-algebra given by generators x satisfying the relations in R.

Example 2.27. The commutative polynomial ring in n indeterminates can be presented by
generators x1, . . . ,xn and relations xix j = x jxi for all 1≤ i, j ≤ n, so

K[x1, . . . ,xn] :=K⟨x1, . . . ,xn | xix j = x jxi ∀ i, j ∈ J1,nK⟩.

Remark 2.28. In this thesis we will use the notation K⟨x1, . . . ,xn⟩ to denote either the free
K-algebra generated by x1, . . . ,xn (where these generators satisfy no relations) or an algebra
with these generators whose relations are known from the context (for example, a subalgebra
of a given algebra, in which case the relations from the larger algebra carry over to the
subalgebra).

2.4.1 Quantum Affine Spaces

Let N be a positive integer and Λ := (λi, j) ∈MN(K∗) be a multiplicatively antisymmetric
matrix (that is, λi, j = λ

−1
j,i and λi,i = 1 for all 1≤ i, j ≤ N). Using Λ we can define relations

on N indeterminates T1, . . . ,TN by setting TiTj = λi, jTjTi for all i, j ∈ J1,NK. The K-algebra
presented by generators T1, . . . ,TN with relations derived from Λ,

K⟨T1, . . . ,TN | TiTj = λi, jTjTi ∀ i, j ∈ J1,NK⟩,

is called the multiparameter quantum affine space corresponding to Λ and is denoted by
OΛ(KN) or KΛ[T1, . . . ,TN ]. In the special case where N = 2 we get the quantum plane which
we denote by Oq(K2) or Kq[T1,T2] for some q ∈K∗, where q = λ1,2 in the notation above.
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If there exists some q ∈ K∗ and an (additively) skew-symmetric matrix M = (mi, j) ∈
MN(Z) such that λi, j = qmi, j for all 1 ≤ i, j ≤ N, then we call OΛ(KN) a uniparameter
quantum affine space corresponding to M with parameter q, and we denote it by OqM(KN) or
KqM [T1, . . . ,TN ].

If all entries of Λ are roots of unity then there exists a root of unity q ∈ K∗ such that
λi, j = qmi, j for some mi, j ∈ Z, for all 1≤ i, j ≤ N. This may be seen by assuming that λi, j

is an rth
i, j root of unity, for all i, j, and setting r := lcm{ri, j | i, j = 1, . . . ,N}. There then

exists an rth root of unity, which we label q, and integers mi, j such that qmi, j = λi, j. Thus,
OΛ(KN) = OqM(KN). We often refer to this as the root of unity case.

We can write the quantum affine space OΛ(KN) as the iterated Ore extension

K[T1][T2;σ2] · · · [TN ;σN ],

where each σi is a K-automorphism on the relevant algebra and σi(Tj) = λi, jTj for all
j < i. Therefore OΛ(KN) is a noetherian domain by Theorem 2.23. It has a PBW K-basis
{T i1

1 · · ·T
iN

N | i1, . . . , iN ∈ N}.

Remark 2.29 (PI setting). In the root of unity case (where all λi, j = qmi, j for a primitive
ℓth root of unity, q ∈K∗), we can easily check that the quantum affine space OqM(KN) has
K[T ℓ

1 , . . . ,T
ℓ

N ] as a central subalgebra. Hence OqM(KN) is a finitely generated module over
its centre, with basis {T i1

1 · · ·T
iN

N | 0 ≤ i1, . . . , iN < ℓ}, and we can use Proposition 2.7 to
conclude that it is a (prime) PI ring. This sufficient condition on the entries λi, j for a quantum
affine space to be PI is, in fact, necessary, as will be seen next.

The theorem that follows ([BG02, Proposition I.14.2] and [CP93, Proposition 7.1])
provides one of the key techniques for calculating the PI degree of the algebras we are
interested in. It provides the motivation for the deleting derivations algorithm and, as such, it
underpins this whole thesis.

Theorem 2.30 (De Concini and Procesi). Let Λ = (λi, j) ∈ MN(K) be a multiplicatively
antisymmetric matrix.

(i) The algebra OΛ(KN) is a PI ring if and only if all the λi, j are roots of unity. In this
case there exists a root of unity q ∈K∗ and integers mi, j such that λi, j = qmi, j for all
i, j ∈ J1,NK.

(ii) Suppose λi, j = qmi, j for all i, j, for some skew-symmetric matrix M = (mi, j) ∈MN(Z),
and suppose q ∈K∗ is a primitive ℓth root of unity. Let h be the cardinality of the image
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of the homomorphism

ZN ZN (Z/ℓZ)N ,M π (2.2)

where π denotes the canonical epimorphism. Then PI-deg(OΛ(KN)) =
√

h.

2.4.2 Quantum Tori

Let N be a positive integer and Λ = (λi, j) ∈MN(K∗) be a multiplicatively antisymmetric
matrix. The K-algebra presented by generators T1,T−1

1 ,T2,T−1
2 , . . . ,TN ,T−1

N with relations
coming from Λ,

K⟨T1,T−1
1 ,T2,T−1

2 , . . . ,TN ,T−1
N | TiTj = λi, jTjTi, TiT−1

i = T−1
i Ti = 1 ∀ i, j ∈ J1,NK⟩,

is called the multiparameter quantum torus corresponding to Λ and is denoted by OΛ((K∗)N)

or KΛ[T±1
1 , . . . ,T±1

N ].
If there exists some q ∈ K∗ and an (additively) skew-symmetric matrix M = (mi, j) ∈

MN(Z), such that λi, j = qmi, j for all 1 ≤ i, j ≤ N, then we call OΛ((K∗)N) a uniparameter
quantum torus corresponding to M with parameter q and we denote it by OqM((K∗)N) or
KqM [T±1

1 , . . . ,T±1
N ].

If all entries in Λ are roots of unity, then there exists a root of unity q ∈ K∗ such that
λi, j = qmi, j , for some mi, j ∈ Z and all 1 ≤ i, j ≤ N. Thus, OΛ((K∗)N) = OqM((K∗)N). We
often refer to this as the root of unity case.

We can write the quantum torus OΛ((K∗)N) as the iterated skew-Laurent extension

K[T±1
1 ][T±1

2 ;σ2] · · · [T±1
N ;σN ]

where each σi is a K-automorphism on the relevant algebra and σi(Tj) = λi, jTj, for all j < i.
Therefore OΛ((K∗)N) is a noetherian domain by Theorem 2.23. It has a PBW K-basis
{T i1

1 · · ·T
iN

N | i1, . . . , iN ∈ Z}.

Remark 2.31 (PI setting). The quantum torus OΛ((K∗)N) is the localisation of the quantum
affine space OΛ(KN) with respect to the multiplicatively closed set S = {T i1

1 , . . . ,T iN
N |

i1, . . . , iN ∈ N}, i.e.,
OΛ((K∗)N) = OΛ(KN)S−1.

From this we arrive at the inclusions

OΛ(KN)⊂OΛ((K∗)N) = OΛ(KN)S−1 ⊂ Frac(OΛ(KN)).
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We saw in Theorem 2.30 that OΛ(KN) is a (prime) PI ring if and only if all the λi, j are roots
of unity. Using Corollary 2.15 with the inclusions above, we deduce that OqM((K∗)N) is a
(prime) PI ring, with PI-deg(OqM((K∗)N)) = PI-deg(OqM(KN)), if and only if all the λi, j are
roots of unity.

2.4.3 Quantum Matrices

The quantised coordinate ring of 2×2 matrices is now presented in terms of its generators
and relations. The interested reader is referred to [BG02, Example I.1.6] for a detailed
construction of this ring with justifications of the relations arising from the classical algebraic
geometry setting.

The K-algebra generated by a,b,c,d with relations

ab = qba, ac = qca, ad = da+(q−q−1)bc, bc = cb, bd = qdb, cd = qdc,
(2.3)

for some q ∈K∗, is called the single parameter quantised coordinate ring of 2×2 matrices
and is denoted by Oq(M2(K)). Its generators can be thought of as lying in a 2×2 matrix,(

a b
c d

)
.

There is an analogue to the classical determinant in Oq(M2(K)), called the quantum
determinant, which is a central element and is defined as

Dq := ad−qbc.

Using the relations in the 2× 2 case we can define the single parameter quantised
coordinate ring of m×n matrices Oq(Mm,n(K)) for any m,n ∈ N>0 as follows: Arrange the
mn generators Xi, j of Oq(Mm,n(K)) in a matrix,

Xq =

X1,1 · · · X1,n
... . . . ...

Xm,1 · · · Xm,n

 ,

which we call the matrix of generators for Oq(Mm,n(K)). Then, for any 2× 2 submatrix(
Xi, j Xi,t
Xs, j Xs,t

)
of Xq, we define the relations between the generators Xi, j,Xi,t ,Xs, j,Xs,t to be

precisely those for a,b,c,d given in (2.3). That is, for (1,1) ≤ (i, j) < (s, t) ≤ (m,n) (in
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lexicographic ordering), we have

Xi, jXs,t =


Xs,tXi, j i < s, j > t;

qXs,tXi, j (i = s, j < t) or (i < s, j = t);

Xs,tXi, j +(q−q−1)Xi,tXs, j i < s, j < t.

Remark 2.32. More often than not we use the terms quantum m×n matrix algebra or m×n
quantum matrices to describe Oq(Mm,n(K)), instead of the more formal quantised coordinate
ring of m×n matrices.

We can also define the multiparameter quantum m×n matrix algebra (or m×n multipa-
rameter quantum matrices), Oλ ,p(Mm,n(K)), where λ ∈K∗ and p = (pi, j) ∈Mm,n(K∗) is a
multiplicatively antisymmetric matrix, as the K-algebra with matrix of generators

Xλ ,p =

X1,1 · · · X1,n
... . . . ...

Xm,1 · · · Xm,n


and relations, for (1,1)≤ (s, t)< (i, j)≤ (m,n),

Xi, jXs,t =


pi,s pt, jXs,tXi, j +(λ −1)pi,sXs, jXi,t i > s, j > t;

λ pi,s pt, jXs,tXi, j i > s, j ≤ t;

pt, jXs,tXi, j i = s, j > t.

Remark 2.33. We can recover the single parameter relations from those of the multiparameter
case by setting λ = q−2 and pi, j = q for all i > j.

Definition 2.34. We can extend the definition of the quantum determinant to arbitrary degree
and use this to define quantum minors on Oq(Mm,n(K)) and Oλ ,p(Mm,n(K)).

1. Single parameter case: The single parameter quantum determinant Dq of Oq(Mn(K))

can be expressed as

Dq = ∑
π∈Sn

(−q)ℓ(π)Xπ(1),1, . . .Xπ(n),n,

where ℓ(π) gives the length of the permutation π .
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2. Multiparameter case: The multiparameter quantum determinant Dλ ,p of Oλ ,p(Mn(K))

can be expressed as

Dλ ,p = ∑
π∈Sn

 ∏
1≤i< j≤n
π(i)>π( j)

(−pπ(i),π( j))

Xπ(1),1, . . .Xπ(n),n.

3. Quantum minors: Let I ⊆ J1,mK and J ⊆ J1,nK, with |I| = |J| = s for some 1 ≤ s ≤
min(m,n). Order the elements in I and J so that I = {i1 < .. . < is} and J = { j1 <
.. . < js} and let XI,J denote the s×s submatrix of Xq (or Xλ ,p) determined by taking
the rows indexed by {i1, . . . , is} and the columns indexed by { j1, . . . , js}. The quantum
minor [I|J] ∈Oq(Mm,n(K)) (respectively [I|J] ∈Oλ ,p(Mm,n(K))) is defined to be the
quantum determinant (respectively the multiparameter quantum determinant) of XI,J .

4. Index pairs: For I and J defined as above, we call the pair (I,J) an index pair and we
denote the set of all index pairs by ∆m,n. Since there is a one-to-one correspondence
between index pairs of J1,mK× J1,nK and quantum minors of Oq(Mm,n(K)) we of-
ten identify these two sets and use ∆m,n to denote the set of all quantum minors of
Oq(Mm,n(K)).

Both the single parameter and multiparameter quantum matrices can be written as iterated
Ore extensions with the generators appearing in lexicographic order. In the multiparameter
case we can write

Oλ ,p(Mm,n(K)) =K[X1,1][X1,2;σ1,2,δ1,2] · · · [Xm,n;σm,n,δm,n],

where

σi, j(Xs,t) =


pi,s pt, jXs,t (i > s, j ̸= t);

λ pi,s pt, jXs,t (i > s, j = t);

pt, jXs,t (i = s, j > t),

δi, j(Xs,t),=

(λ −1)pi,sXs, jXi,t (i > s, j > t);

0 otherwise.

The single parameter case is recovered using Remark 2.33. Oq(Mm,n(K)) and Oλ ,p(Mm,n(K))

are both noetherian domains by Theorem 2.23 and they both have a PBW K-basis given by
monomials in the generators, X i1,1

1,1 X i1,2
1,2 · · ·X

im,n
m,n , where i1,1, i1,2, . . . , im,n ∈ N.
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Remark 2.35 (PI setting). In the single parameter case when q is a primitive ℓth root of
unity, we have that all ℓth powers of the generators are central elements. To see this, consider
the 2× 2 quantum matrices Oq(M2(K)) generated by a,b,c,d (the calculations are then
easily extended to Oq(Mm,n(K))). It is straightforward to see that bℓ,cℓ ∈ Z(Oq(M2(K)))

and that aℓ,dℓ commute with b,c. It remains to check that aℓd = daℓ (and that dℓa = adℓ,
which is shown in a similar way): It can be shown, via induction on 1≤ k ≤ ℓ, that akd =

dak +(q2k−1− q−1)bcak−1. Therefore, when k = ℓ, we get q2ℓ−1− q−1 = q−1− q−1 = 0
and hence aℓd = daℓ.

Define the ℓ-centre of Oq(Mm,n(K)) to be the central subalgebra Z0 ⊆ Z(Oq(Mm,n(K))),
where Z0 :=K[X ℓ

1,1, . . . ,X
ℓ
m,n]. Any monomial X i1,1

1,1 X i1,2
1,2 · · ·X

im,n
m,n ∈ Oq(Mm,n(K)) can be writ-

ten as
X i1,1

1,1 X i1,2
1,2 · · ·X

im,n
m,n = (X ℓ

1,1)
j1,1(X ℓ

1,2)
j1,2 · · ·(X ℓ

m,n)
jm,nXk1,1

1,1 Xk1,2
1,2 · · ·X

km,n
m,n ,

where (X ℓ
1,1)

j1,1(X ℓ
1,2)

j1,2 · · ·(X ℓ
m,n)

jm,n ∈Z0 and 0≤ k1,1, . . . ,km,n≤ ℓ−1. Hence, Oq(Mm,n(K))

is finite dimensional as a module over Z0 and hence, by Proposition 2.7, it is a PI ring.

2.4.4 Quantum Determinantal Rings

For any 0≤ t < min(m,n) let It := ⟨[I|J] ∈ Oq(Mm,n(K)) | |I|= |J|= t +1⟩ be the ideal in
Oq(Mm,n(K)) generated by all (t + 1)× (t + 1) quantum minors. We call such an ideal a
quantum determinantal ideal and we define the quantum determinantal ring as Rt(Mm,n) :=
Oq(Mm,n(K))/It . The algebra Rt(Mm,n) is noetherian (as the quotient ring of a noetherian
ring) and also a domain, so that It is completely prime [GL00, Corollary 2.6]. Furthermore, if
Oq(Mm,n(K)) is PI then so too is Rt(Mm,n). Note that when t = 0, the quantum determinantal
ring R0(Mm,n(K)) is trivial, i.e. it becomes the field, K.

Remark 2.36. From the geometric perspective, the set of m×n matrices of rank at most t,
Vt ⊆Mm,n(K), is an irreducible variety with coordinate ring

O(Vt) = O(Mm,n(K))/Jt ,

where Jt ▹O(Mm,n(K)) is the prime ideal generated by all (t +1)× (t +1) minors. Taking
quantum analogues of the right hand side of this equality gives Oq(Mm,n(K))/It . Therefore
the quantum determinantal ring Rt(Mm,n) can be thought of as the quantum analogue to
O(Vt). (See [GL00] for more details on the motivation coming from determinantal varieties.)



Chapter 3

The Deleting Derivations Algorithm on
Iterated Ore Extensions

3.1 Preliminary Work

In this chapter we lay out the main foundations of the deleting derivations algorithm. First
we set up some definitions and notation of objects that will be used in the work that follows.
For the following definition, see, for example, [Hay08, Definition 2.1]:

Definition 3.1. For an indeterminate t and integers n≥ i≥ 0, we define the following:

(i)t := t i−1 + t i−2 + · · ·+ t +1, (3.1)

(i)!t := (i)t(i−1)t · · ·(1)t , where (0)!t := 1, (3.2)(
n
i

)
t

:=
(n)!t

(i)!t(n− i)!t
. (3.3)

The expressions
(n

i

)
t are called t-binomial coefficients and are polynomials in t over Z with

similar properties to the regular binomial coefficients. We may evaluate the t-binomial
coefficients at t = q, for some q ∈K∗, to give q-binomial coefficients.

The q-binomial coefficients defined above appear in the following q-Leibniz rules. These
enable us to group together terms of the same degree in any q-skew Ore extension, R[x;σ ,δ ].

δ
n(rs) =

n

∑
i=0

(
n
i

)
q
σ

n−i ◦δ
i(r)δ n−i(s) for all r,s ∈ R and n = 0,1,2, . . . (3.4)

xnr =
n

∑
i=0

(
n
i

)
q
σ

n−i ◦δ
i(r)xn−i for all r ∈ R and n = 0,1,2, . . . (3.5)
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In the case where q is a non-root of unity, Cauchon [Cau03a, Définition 2.1] defines a
homomorphism for use in his algorithm which includes the multiplier 1

(n)!q
in a sum from

n = 1 to ∞. If q were a root of unity with qℓ = 1, then this map would be undefined for n≥ ℓ

since (ℓ)!q = 0. In order to derive similar results to those of Cauchon for any 1 ̸= q ∈K∗,
Haynal [Hay08, Section 2] defined a sequence of linear maps which satisfy properties similar
to the q-Leibniz rules but do not involve q-binomial coefficients.

Definition 3.2. [Hay08, Definition 2.2] A higher q-skew σ -derivation (h.q-s.σ -d.) on a
K-algebra R is a sequence d0,d1,d2, . . . of K-linear operators on R such that the following
three conditions are satisfied:

1. d0 is the identity,

2. dn(rs) = ∑
n
i=0 σn−idi(r)dn−i(s) for all r,s ∈ R and all n,

3. dn ◦σ = qnσ ◦dn for all n.

If a sequence of K-linear maps satisfies the first two conditions then we refer to it as a higher
σ -derivation. We often abbreviate the sequence {dn}∞

n=0 as {dn} when it is obvious which
subscript indexes the sequence. A h.q-s.σ -d. is locally nilpotent if, for all r ∈ R, there exists
an integer nr ≥ 0 such that dn(r) = 0 for all n ≥ nr, and dm(r) ̸= 0 for any m < nr. In this
case we call nr the d-nilpotence index of r. A h.q-s.σ -d. is iterative if dndm =

(n+m
m

)
qdn+m

for all n,m. Note that this implies the dn commute with each other. Finally, we say a q-skew
σ -derivation δ extends to a h.q-s.σ -d. {dn} if such a sequence exists with d1 = δ .

We illustrate the definition given above with an example taken from [Hay08]:

Example 3.3. [Hay08, Section 2] The quantised Weyl algebra Aε
1(K) is defined as the K-

algebra generated by x and y subject to the relation xy− εyx = 1, for some ε ∈K∗. It may
be presented as an Ore extension K[y][x;σ ′,δ ′] where σ ′(y) = εy, δ ′(y) = 1, and (σ ′,δ ′) is
ε-skew. Taking 1 ̸= ε to be a non-root of unity, we define the following K-linear maps for all
n≥ 0:

d′n :=
(δ ′)n

(n)!ε

. (3.6)

The sequence {d′n} then defines an iterative higher ε-skew σ ′-derivation on Aε
1(K), as may

be verified using the ε-Leibniz rules ((3.4) & (3.5), replacing q with ε), and by checking that

d′n(y
i) =


( i

n

)
ε
yi−n n≤ i;

0 n > i.
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In the example above, if ε = q, for some primitive ℓth root of unity q ∈ K∗, then (3.6)
is undefined for n ≥ ℓ. In [Hay08, Theorem 2.8] Haynal provides a result which gives a
sufficient condition on a q-skew Ore extension R[x;σ ,δ ] for the σ -derivation, δ , to extend to
a h.q-s.σ -d., {dn}, for any 1 ̸= q ∈K∗. For algebras satisfying the required conditions, it is
shown that {dn} comes from a higher ε-skew derivation {d′n} defined as in (3.6) on some
K[ε±1]-algebra satisfying certain properties. We will see in later chapters that the specific
examples we are interested in for this thesis do indeed satisfy the conditions of the theorem,
thus allowing us to define the higher q-skew derivations in this way.

In [Hay08, Section 3] these higher q-skew σ -derivations were used to define a deleting
derivations homomorphism for any 1 ̸= q ∈ K∗, which, when q is not a root of unity and
under certain assumptions on {dn}, returns the formula presented in [Cau03a, Section 2].
This algebra homomorphism is defined in the following proposition for use later on:

Proposition 3.4 ([Hay08], Proposition 3.4). For a K-algebra R, let A := R[x;σ ,δ ], with
σ ∈AutK(R) and δ an σ -derivation, and set S := {xn | n∈N∪{0}}⊂ A, the multiplicatively
closed set. Suppose δ is locally nilpotent and extends to an iterative, locally nilpotent higher
q-skew σ -derivation {dn} on R with 1 ̸= q ∈K∗. Then there is a unique injective algebra
homomorphism,

f : R[y;σ ] −→ AS−1

y 7−→ x

r 7−→
∞

∑
n=0

q
n(n+1)

2 (q−1)−ndn ◦σ
−n(r)x−n

which we call the deleting derivation homomorphism. The image of f is the subalgebra of
AS−1 generated by x and f (R), and is isomorphic (as an algebra) to R[y;σ ].

Properties of the algebras which we consider in this thesis are listed in the hypothesis
below for us to refer back to throughout this work. Note that these algebras are always
noetherian domains, by Theorem 2.23.

Hypothesis 1.

H1.1: A =K[X1][X2;σ2,δ2] . . . [XN ;σN ,δN ] is an iterated Ore extension, where K is a field,
σi are K-algebra automorphisms, and δi are σi-derivations.

H1.2: σi(Xl) = λi,lXl for all l < i and 2≤ i≤ N, where λi,l ∈K∗.

H1.3: Λ := (λi, j) ∈MN(K∗) is a multiplicatively antisymmetric matrix. That is, λi,l = λ
−1
l,i

for all 1≤ i, l ≤ N.
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H1.4: For 2≤ i≤ N there exists some 1 ̸= qi ∈K∗ such that δi ◦σi = qiσi ◦δi, i.e. (σi,δi)

is qi-skew.

H1.5: A j :=K[X1][X2;σ2,δ2] . . . [X j;σ j,δ j], so that A0 :=K and AN := A.

H1.6: For all 2≤ i≤N each δi extends to a locally nilpotent, iterative h.qi-s.σi-d., {di,n}∞
n=0,

on Ai−1, and σl ◦di,n = λ n
l,idi,n ◦σl on Ai−1 for all n≥ 0 and i+1≤ l ≤ N.

The following result is an inductive corollary to [Hay08, Lemma 4.1] which allows
the reordering of extensions of A. This makes it possible to set up an algorithm to apply
the deleting derivation homomorphism iteratively to successive subalgebras of Frac(A) by
reordering the extensions of the subalgebra at each step so that those containing derivations
come last.

Lemma 3.5. Let

A = A j−1[X j;σ j,δ j][X j+1;σ j+1] . . . [XN ;σN ],

Â = A j−1[X j;σ j,δ j][X±1
j+1;σ j+1] . . . [X±1

N ;σN ],

where the automorphisms and derivations satisfy properties H1.1-H1.5 and δ j ̸= 0.

(I) Then

A = A j−1[X j+1;σ
∗
j+1] . . . [XN ;σ

∗
N ][X j;σ

′
j,δ
′
j],

Â = A j−1[X±1
j+1;σ

∗
j+1] . . . [X

±1
N ;σ

∗
N ][X j;σ

′
j,δ
′
j],

where

(i) σ∗i |A j−1 = σi|A j−1 for all j + 1 ≤ i ≤ N and σ∗i (Xl) = σi(Xl) = λi,lXl for all
j+1≤ l < i;

(ii) σ ′j|A j−1 = σ j and δ ′j|A j−1 = δ j;

(iii) σ ′j(Xl) = λ j,lXl = λ
−1
l, j Xl and δ ′j(Xl) = 0 for all j+1≤ l ≤ N.

(II) (σ ′j,δ
′
j) is q j-skew.

(III) Suppose that property H1.6 is also satisfied. Then δ ′j extends to a locally nilpotent,
iterative h.q j-s.σ ′j-d., {d′j,n}∞

n=0, on A j−1⟨X±1
j+1,X

±1
j+2, . . . ,X

±1
N ⟩, where the d′j,n coincide

with the d j,n on A j−1 and, for all j+ 1 ≤ l ≤ N and n ≥ 1, d′j,n(Xl) = 0. Moreover,
{d′j,n}∞

n=0 restricts to a h.q j-s.σ ′j-d. on A j−1⟨X j+1,X j+2, . . . ,XN⟩ which is also locally
nilpotent and iterative.
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Proof. Fix N ≥ 3. We prove the result by decreasing induction on 2≤ j < N, i.e. the index
2≤ j < N such that δ j ̸= 0 and δi = 0 for all j < i≤ N. The initial case, where j = N−1
and A = AN−2[XN−1;σN−1,δN−1][XN ;σN ], is proved in [Hay08, Lemma 4.1].

Suppose that each part of the lemma holds for some 3 ≤ j+ 1 < N and consider the
following algebras:

A = A j−1[X j;σ j,δ j][X j+1;σ j+1] . . . [XN ;σN ],

Â = A j−1[X j;σ j,δ j][X±1
j+1;σ j+1] . . . [X±1

N ;σN ],

where the automorphisms and derivations satisfy properties H1.1-H1.5 and δ j ̸= 0.
Applying [Hay08, Lemma 4.1] to the subalgebras A j−1[X j;σ j,δ j][X j+1;σ j+1]⊆ A and

A j−1[X j;σ j,δ j][X±1
j+1;σ j+1]⊆ Â we obtain

A j−1[X j;σ j,δ j][X j+1;σ j+1] = A j−1[X j+1;σ
∗
j+1][X j; σ̄ j, δ̄ j], (3.7)

A j−1[X j;σ j,δ j][X±1
j+1;σ j+1] = A j−1[X±1

j+1;σ
∗
j+1][X j; σ̄ j, δ̄ j], (3.8)

where

(a) (σ̄ j, δ̄ j) is q j-skew;

(b) σ∗j+1 = σ j+1|A j−1;

(c) σ̄ j|A j−1 = σ j and δ̄ j|A j−1 = δ j;

(d) σ̄ j(X j+1) = λ
−1
j+1, jX j+1 = λ j, j+1X j+1 and δ̄ j(X j+1) = 0.

Extending both sides of (3.7) by the Ore extensions [X j+2;σ j+2] · · · [XN ;σN ], and doing the
same for (3.8) with the skew-Laurent extensions [X±1

j+2;σ j+2] . . . [X±1
N ;σN ], we obtain

A = A j−1[X j+1;σ
∗
j+1][X j; σ̄ j, δ̄ j][X j+2;σ j+2] . . . [XN ;σN ]

= B[X j; σ̄ j, δ̄ j][X j+2;σ j+2] . . . [XN ;σN ], (3.9)

Â = A j−1[X±1
j+1;σ

∗
j+1][X j; σ̄ j, δ̄ j][X±1

j+2;σ j+2] . . . [X±1
N ;σN ]

= B̂[X j; σ̄ j, δ̄ j][X±1
j+2;σ j+2] . . . [X±1

N ;σN ], (3.10)

where B := A j−1[X j+1;σ∗j+1] and B̂ := A j−1[X±1
j+1;σ∗j+1]. The iterated Ore extension (3.9)

and the iterated skew-Laurent extension (3.10) satisfy the conditions of the lemma and the
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inductive hypothesis, therefore we can apply inductive step to these algebras to obtain

A = B[X j+2;σ
∗
j+2] . . . [XN ;σ

∗
N ][X j;σ

′
j,δ
′
j]

= A j−1[X j+1;σ
∗
j+1][X j+2;σ

∗
j+2] . . . [XN ;σ

∗
N ][X j;σ

′
j,δ
′
j],

Â = B̂[X±1
j+2;σ

∗
j+2] . . . [X

±1
N ;σ

∗
N ][X j;σ

′
j,δ
′
j]

= A j−1[X±1
j+1;σ

∗
j+1][X

±1
j+2;σ

∗
j+2] . . . [X

±1
N ;σ

∗
N ][X j;σ

′
j,δ
′
j].

It is straightforward to verify that (I) and (II) hold for the algebras above by combining
properties (a)-(d) with the properties coming from the inductive hypothesis. This proves (I)
and (II) for all 2≤ j < N.

Suppose now that δ j satisfies H1.6. From [Hay08, Lemma 4.1], δ̄ j in (3.9) satisfies H1.6
so we can apply the inductive hypothesis to deduce that property (III) holds for δ ′j. This
proves (III) for all 2≤ j < N.

3.2 The Deleting Derivations Algorithm

In the results that follow, we abuse notation slightly and use the same notation for maps
defined on isomorphic algebras. We do this in the case where the action of the map on
the generators of the algebra does not change, even though the algebras do. For example,
suppose we have two isomorphic iterated Ore extensions

K[X1][X2;σ2,δ2]∼=K[x1][x2; σ̄2, δ̄2],

where σ2(X1)= λX1 and σ̄2(x1)= λx1 for the same λ ∈K∗. Then, if we let ι :K[X1]→K[x1]

be the isomorphism sending X1 to x1, we see that σ2 = ι−1 ◦ σ̄2 ◦ ι and σ̄2 = ι ◦σ2 ◦ ι−1. In
this case, we simply denote σ̄2 by σ2 (similarly for δ̄2) and write K[x1][x2;σ2,δ2]. It is made
explicit which algebra the map is defined on, if it is not already obvious from the context.

We may also abuse notation in a similar way for restrictions of maps to isomorphic
subalgebras. Let R and S be algebras generated by X1, . . . ,XN and x1, . . . ,xN respectively and
suppose R∼= S. Consider the following iterated Ore extensions where δ1 and δ2 are nonzero:

A = R[Y1;σ1,δ1][Y2;σ2,δ2],

B = S[y1; σ̄1][y2; σ̄2].
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Then, if σ2(Xi) = λiXi and σ̄2(xi) = λixi for all i ∈ J1,NK and some λi ∈ K∗, we write
σ̄2|S = σ2|R.

We can now describe the deleting derivations algorithm for algebras A satisfying Hy-
pothesis 1. It follows the method laid out in [Cau03a, Section 3.2] but utilises Haynal’s
homomorphism (Proposition 3.4).

For each j ∈ J2,N+1K we define a sequence (X ( j)
1 , . . . ,X ( j)

N ) of elements of F := Frac(A)
and set A( j) :=K⟨X ( j)

1 , . . . ,X ( j)
N ⟩ to be the subalgebra of F generated by these elements. For

j = N +1 we set (X (N+1)
1 , . . . ,X (N+1)

N ) := (X1, . . . ,XN) so that we we have that A(N+1) = A.
For ease of notation in the following proofs, for some fixed j ∈ J2,NK we set (x1, . . . ,xN) :=
(X ( j+1)

1 , . . . ,X ( j+1)
N ) and assume that the algebra A( j+1) satisfies the following hypothesis:

Hypothesis 2.

H2.1: A( j+1) ∼= K[X1] . . . [X j;σ j,δ j][X j+1;σ
( j+1)
j+1 ] . . . [XN ,σ

( j+1)
N ] by an isomorphism send-

ing xi 7→ Xi for all i ∈ {1, . . . ,N}.

H2.2: For each i ∈ J j+1,NK, the map σ
( j+1)
i is an automorphism such that σ

( j+1)
i (Xl) =

λi,lXl for all l ∈ J1, i−1K. Furthermore, we have σ
( j+1)
i ◦dl,n = λ n

i,ldl,n ◦σ
( j+1)
i for

all l ∈ J2, jK and n≥ 0.

This allows us to write

A( j+1) =K⟨x1, . . . ,xN⟩ (3.11)

=K[x1] . . . [x j;σ j,δ j][x j+1;σ
( j+1)
j+1 ] . . . [xN ;σ

( j+1)
N ] (3.12)

where, for i ∈ J2, jK, σi and δi satisfy Hypothesis 1 and δi extends to a locally nilpotent,
iterative h.qi-s.σi-d., {di,n}∞

n=0, on Ai−1. Note that the maps in (3.12) are not strictly the same
as those defined in Hypothesis 2 because they are defined on different (albeit isomorphic)
algebras. However, since the maps σ

( j+1)
l act on the generators xi in the same way as they

act on the generators Xi, we perform the slight abuse of notation mentioned at the beginning
of this section.

We define a new sequence of elements in F , (y1, . . . ,yN) := (X ( j)
1 , . . . ,X ( j)

N ), in the
following way:

yl =

xl l ≥ j;

∑
∞
n=0 q

n(n+1)
2

j (q j−1)−nd j,n ◦σ
−n
j (xl)x−n

j l < j.
(3.13)
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Note that the sum stated above is finite, since the sequence {d j,n}∞
n=0 is locally nilpotent: We

see that d j,n commutes with σ
−1
j up to a factor of q j, using property 3 of Definition 3.2:

d j,n ◦σ
−1
j = (σ−1

j ◦σ j)◦d j,n ◦σ
−1
j

= σ
−1
j ◦ (σ j ◦d j,n)◦σ

−1
j

= σ
−1
j ◦ (q

−n
j d j,n ◦σ j)◦σ

−1
j

= q−n
j σ

−1
j ◦d j,n.

Using the above observations, and denoting nl ∈N to be the d-nilpotence index of xl , we can
write the sum in (3.13) as:

∞

∑
n=0

q
n(n+1)

2
j (q j−1)−nd j,n ◦σ

−n
j (xl)x−n

j =
nl−1

∑
n=0

q
n(n+1)

2
j (q j−1)−nd j,n ◦σ

−n
j (xl)x−n

j

+
∞

∑
n=nl

q
n(n+1)

2
j (q j−1)−nd j,n ◦σ

−n
j (xl)x−n

j ,

where

∞

∑
n=nl

q
n(n+1)

2
j (q j−1)−nd j,n ◦σ

−n
j (xl)x−n

j =
∞

∑
n=nl

q
n(n+1)

2
j (q j−1)−nq−n2

j σ
−n
j ◦d j,n(xl)x−n

j

=
∞

∑
n=nl

q
n(n+1)

2
j (q j−1)−nq−n2

j σ
−n
j (0)x−n

j

= 0.

We are therefore left with a finite sum from 0 to nl − 1. With this we define A( j) :=
K⟨y1, . . . ,yN⟩.

Theorem 3.6. Let A be as in Hypothesis 1, with A( j+1) defined as above and satisfying
Hypothesis 2. Then we have the following:

(I) A( j) ∼=K[X1][X2;σ2,δ2] · · · [X j−1;σ j−1,δ j−1][X j;σ
( j)
j ] · · · [XN ;σ

( j)
N ] by an isomorphism

which sends yl to Xl for all 1≤ l ≤ N.

(II) For all j ≤ i≤ N, σ
( j)
i are automorphisms satisfying

(i) σ
( j)
i (Xl) = λi,lXi for all l ∈ J1, i−1K;

(ii) σ
( j)
i ◦dl,n = λ n

i,ldl,n ◦σ
( j)
i for all n≥ 0 and all l ∈ J2, j−1K.
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(III) Let S j := {xn
j | n≥ 0}= {yn

j | n≥ 0}. This is a multiplicatively closed set of regular
elements satisfying the two sided Ore-condition in A( j+1) and A( j) and, furthermore,
A( j)S−1

j = A( j+1)S−1
j .

Proof. By Hypothesis 2, and the discussion thereafter, we can write A( j+1) as

A( j+1) =K[x1] . . . [x j;σ j,δ j][x j+1;σ
( j+1)
j+1 .] . . . [xN ;σ

( j+1)
N ].

Defining
A( j+1)

j−1 :=K[x1][x2;σ2,δ2] . . . [x j−1;σ j−1,δ j−1]

and applying Lemma 3.5 to A( j+1) = A( j+1)
j−1 [x j;σ j,δ j][x j+1;σ

( j+1)
j+1 ] . . . [xN ;σ

( j+1)
N ] gives

A( j+1) = A( j+1)
j−1 [x j+1;σ

( j+1)∗
j+1 ] . . . [xN ;σ

( j+1)∗
N ][x j;σ

′
j,δ
′
j], (3.14)

where

(a) σ
( j+1)∗
i |

A( j+1)
j−1

= σ
( j+1)
i |

A( j+1)
j−1

for all i ∈ J j+1,NK, and σ
( j+1)∗
i (xl) = σ

( j+1)
i (xl) = λi,lxl

for all l ∈ J j+1, i−1K;

(b) σ ′j|A( j+1)
j−1

= σ j and δ ′j|A( j+1)
j−1

= δ j;

(c) σ ′j(xl) = λ j,lxl = λ
−1
l, j xl and δ ′j(xl) = 0 for all l ∈ J j+1,NK.

In particular, δ ′j extends to a h.q j-s.σ ′j-d., {d′j,n}∞
n=0, on A( j+1)

j−1 ⟨x
±1
j+1, . . . ,x

±1
N ⟩ where

d′j,n|A( j+1)
j−1

= d j,n (∀ n≥ 0), (3.15)

d′j,n(xl) = 0 (∀ l ∈ J j+1,NK and n≥ 1). (3.16)

Define
Â( j+1) := A( j+1)

j−1 [x j+1;σ
( j+1)∗
j+1 ] . . . [xN ;σ

( j+1)∗
N ]

so that equation (3.14) becomes

A( j+1) = Â( j+1)[x j;σ
′
j,δ
′
j].
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Applying [Hay08, Theorem 3.7] to A( j+1) yields the isomorphism,

f : Â( j+1)[x±1
j ;σ

′
j] −→ Â( j+1)[x j;σ

′
j,δ
′
j]S
−1
j

Â( j+1) ∋ a 7−→ f (a) =
∞

∑
n=0

q
n(n+1)

2
j (q j−1)−nd′j,n ◦ (σ ′j)−n(a)x−n

j

x j 7−→ x j.

Note that f (xl) = xl for all l ∈ J j+1,NK since, by (3.16), d′j,n(xl) = 0 for all n≥ 1. Therefore
the only nonzero summands in f (xl) occur when n = 0, in which case we get

f (xl) =
∞

∑
n=0

q
n(n+1)

2
j (q j−1)−nd′j,n ◦ (σ ′j)−n(xl)x−n

j

= q
0(0+1)

2
j (q j−1)0d′j,0 ◦ (σ ′j)0(xl)x0

j

= Id(xl)

= xl.

If l ∈ J1, j− 1K, then xl and (σ ′j)
−n(xl) ∈ A( j+1)

j−1 . Thus, by (3.15) and (b) above, we can
replace σ ′j and d′j,n in f (xl) with σ j and d j,n to obtain

f (xl) =
∞

∑
n=0

q
n(n+1)

2
j (q j−1)−nd j,n ◦σ

−n
j (xl)x−n

j = yl,

as defined in (3.13). Therefore, for any l ∈ J1,NK we see that

f (xl) =

xl l ≥ j;

yl l < j,

hence the isomorphism f takes xl to yl for all l ∈ J1,NK.

Using [Hay08, Theorem 3.7] we see that restricting f to Â( j+1)[x j;σ ′j] gives the deleting
derivation homomorphism as defined in Proposition 3.4. Therefore

Im( f )∼= Â( j+1)[x j;σ
′
j], (3.17)

where Im( f ) = f (Â( j+1)[x j;σ ′j]) is the subalgebra of Â( j+1)[x±1
j ;σ ′j,δ

′
j] generated by x j and

f (Â( j+1)). Since f (Â( j+1)) is generated by K and yl for all l ̸= j, and since x j = y j, this
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simply tells us that
Im( f ) =K⟨y1, . . . ,yN⟩= A( j).

Using (3.17) we see that

A( j) = Im( f )∼=K[x1] . . . [x j−1;σ j−1,δ j−1][x j+1;σ
( j+1)∗
j+1 ] . . . [xN ;σ

( j+1)∗
N ][x j;σ

′
j],

and therefore,

A( j) =K[y1] . . . [y j−1;σ j−1,δ j−1][y j+1;σ
( j+1)∗
j+1 ] . . . [yN ;σ

( j+1)∗
N ][y j;σ

′
j]. (3.18)

Finally we apply [Hay08, Proposition 3.6] to conclude that S j is a multiplicatively closed set
of regular elements in both A( j+1) and A( j), satisfying the two-sided Ore condition, and that

Im( f )S−1
j = Â( j+1)[x j;σ

′
j,δ
′
j]S
−1
j ,

A( j)S−1
j = A( j+1)S−1

j .

Thus assertion (III) is proved.
The property yly j = λl, jy jyl , along with the fact that λl, j = λ

−1
j,l , allows us to rearrange

(3.18) to obtain

A( j) =K[y1] . . . [y j−1;σ j−1,δ j−1][y j;σ
( j)
j ][y j+1;σ

( j)
j+1] . . . [yN ;σ

( j)
N ]. (3.19)

Defining
A( j)

j−1 :=K[y1] . . . [y j−1;σ j−1,δ j−1]

we see that A( j)
j−1
∼= A j−1 and there is an isomorphism

A( j) =K[y1] . . . [y j−1;σ j−1,δ j−1][y j;σ
( j)
j ][y j+1;σ

( j)
j+1] . . . [yN ;σ

( j)
N ]

∼=K[X1] . . . [X j−1;σ j−1,δ j−1][X j;σ
( j)
j ][X j+1;σ

( j)
j+1] . . . [XN ;σ

( j)
N ] (3.20)

sending yl to Xl for all l ∈ J1,NK, where the maps (as defined on suitable subalgebras of A( j))
are as follows:

(a′) σ
( j)
j = σ ′j|A( j)

j−1
= σ j;

(b′) σ
( j)
i |A( j)

j−1
= σ

( j+1)∗
i |

A( j)
j−1

= σ
( j+1)
i |

A( j)
j−1

for all i ∈ J j+1,NK;

(c′) σ
( j)
i (yl) = λi,lyl for all i ∈ J j+1,NK and l ∈ J1, i−1K.
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Using the isomorphism in (3.20) along with the observations (a′)-(c′) above we can prove
assertion (II) for all i ∈ J j,NK: Observation (a′) proves both parts of assertion (II) when i = j,
since σ j satisfies assertion (II) by definition (see H.1.2 and H.1.6). When i ∈ J j + 1,NK,
observation (b′) proves (II)(ii), since σ

( j+1)
i satisfies H.2.2, and observation (c′) proves

(II)(i).

If A is an algebra satisfying Hypothesis 1 then Hypothesis 2 is satisfied for j = N +1.
Theorem 3.6 then tells us that Hypothesis 2 is also satisfied for all j ∈ J2,N +1K. We deduce
the following:

Corollary 3.7. The algebra A′ := A(2) is a quantum affine space. More precisely, by setting
Ti := X (2)

i for all i ∈ J1,NK and Λ := (λi, j) ∈MN(K) to be the multiplicatively antisymmetric
matrix, we obtain:

A′ =KΛ[T1, . . . ,TN ].

Remark 3.8. For all j ∈ J1,NK, we say that A( j+1) is the algebra obtained from A after N− j
steps of the deleting derivations algorithm.

3.3 Ring of Fractions

In order to be able to track the completely prime ideals along the deleting derivations
algorithm we need the following two results regarding the total division ring of fractions of
the algebras A( j) at each step of the algorithm. These results were discovered in [Cau03a,
Subsection 3.3] in the generic setting and can be applied directly to our setting given the
results proved above. They are included here, rewritten in the notation used thus far in this
work, for completeness.

Let Σ be the multiplicatively closed set in A′ generated by the elements T1, . . . ,TN . For
j ∈ J2,NK, define the sets Σ j as:

Σ2 := Σ,

Σ j+1 = A( j+1)∩Σ j for 2≤ j ≤ N.

Proposition 3.9. For all j ∈ J2,N +1K the following are true:

(i) Σ j is a multiplicatively closed set of regular elements in A( j) containing X ( j)
j−1, . . . ,X

( j)
N ;

(ii) Σ j satisfies the two-sided Ore condition in A( j);

(iii) The algebras A( j)Σ−1
j ⊂ Frac(A) are all equal.
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Proof. We proceed by induction on j. When j = 2, assertions (i) and (ii) are trivially true
from the definition of Σ and the fact that the generators (and monomials in these generators)
of a quantum affine space are regular and normal.

Let j ∈ J2,NK and suppose assertions (i) and (ii) hold for j. We will show that assertions
(i) and (ii) also hold for j+1 and that A( j)Σ−1

j = A( j+1)Σ−1
j+1.

Recall the notation from the previous section,

(x1, . . . ,xN) := (X ( j+1)
1 , . . . ,X ( j+1)

N ) and (y1, . . . ,yN) := (X ( j)
1 , . . . ,X ( j)

N ).

where xi = yi for all i ≥ j. By the induction hypothesis, Σ j is a multiplicatively closed
set of regular elements in A( j) containing y j−1, . . . ,yN . Therefore Σ j+1 = A( j) ∩ Σ j is a
multiplicatively closed set of regular elements of A( j+1) containing y j = x j, . . . , yN = xN .
This proves assertion (i).

Recall the set S j = {xn
j | n ∈ N}= {yn

j | n ∈ N} ⊂ Σ j∩Σ j+1 and use Theorem 3.6(III) to
obtain the inclusions

A( j+1) ⊂ A( j+1)S−1
j = A( j)S−1

j ⊂ A( j)
Σ
−1
j . (3.21)

Since Σ j+1 ⊂ Σ j then Σ j+1 must be invertible in A( j)Σ−1
j . We use this to show that an element

a ∈ A( j)Σ−1
j can be rewritten as an element in A( j+1)Σ−1

j+1 in the following way: First, write
a = yu−1, where y ∈ A( j) and u ∈ Σ j. Since

Σ j ⊂ A( j) ⊂ A( j)S−1
j = A( j+1)S−1

j ,

we can write u = vs−1
1 and y = xs−1

2 , with v,x ∈ A( j+1) and s1,s2 ∈ S j. Then a becomes

a = xs−1
2 (vs−1

1 )−1 = xs−1
2 s1v−1 = xs1s−1

2 v−1 = xs1(vs2)
−1.

Observe that vs2 =(vs−1
1 )s1s2 = us1s2 ∈Σ j since u∈Σ j and s1,s2 ∈ S j ⊂Σ j. Also, v∈A( j+1)

and s2 ∈ S j ⊂ A( j+1), therefore vs2 ∈ A( j+1)∩Σ j = Σ j+1. Similarly, xs1 ∈ A( j+1) so we can
write

a = bc−1 ∈ A( j+1)
Σ
−1
j+1,

where b = xs1 ∈ A( j+1) and c = vs2 ∈ Σ j+1.
From the inductive hypothesis we know that A( j)Σ−1

j = Σ
−1
j A( j), so if a ∈ A( j)Σ−1

j then it
must also be true that a ∈ Σ

−1
j A( j). We also know from Theorem 3.6(III) that S j is an Ore set

in A( j) and A( j+1), thus A( j)S−1
j = S−1

j A( j) and A( j+1)S−1
j = S−1

j A( j+1). Using these results
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we can follow a similar method to before to rewrite a ∈ A( j)Σ−1
j = Σ

−1
j A( j) as

a = c′−1b′ ∈ Σ
−1
j+1A( j+1),

with c′ ∈ Σ j+1 and b′ ∈ A( j+1).
If we can prove that Σ j+1 is a two-sided Ore set in A( j+1) then the working above implies

that A( j)Σ−1
j ⊆ A( j+1)Σ−1

j+1. Furthermore, A( j+1) ⊂ A( j)Σ−1
j and Σ j+1 ⊂ Σ j so we also have

A( j+1)Σ−1
j+1 ⊆ A( j)Σ−1

j . Hence assertion (iii) is true if we can prove that assertion (ii) holds.
From the inclusion A( j+1)Σ−1

j+1 ⊆ A( j)Σ−1
j we can write any a = bc−1 ∈ A( j+1)Σ−1

j+1 as
a∈A( j)Σ−1

j and, applying the above working, we see that there exist c′ ∈ Σ j+1 and b′ ∈A( j+1)

such that a= c′−1b′ ∈Σ
−1
j+1A( j+1). This verifies the two-sided Ore condition on Σ j+1⊂A( j+1)

necessary for proving assertion (ii) and, by the comment earlier, assertion (iii).

From the above proposition it is clear that:

Theorem 3.10. (i) There exists a multiplicatively closed set of regular elements S ⊆ A
such that AS−1 = A′Σ−1 =KΛ[T±1

1 , . . . ,T±1
N ].

(ii) Frac(A( j)) = Frac(A) for all j ∈ J2,N +1K and, in particular, Frac(A) = Frac(A′).

(iii) A is a PI algebra if and only if λi, j are roots of unity for all 1 ≤ i, j ≤ N and, in this
case, PI-deg(A) =PI-deg(A′).

Proof. Take S = ΣN+1 and apply Proposition 3.9(iii) to show that AS−1 = A′Σ−1. The
second statement follows from all the algebras A( j) having a common localisation (again,
by Proposition 3.9(iii)). Finally, [Hay08, Corollary 4.7] shows that A is PI if and only if λi, j

are roots of unity for all 1≤ i, j ≤ N and, from Theorem 2.30, we see that under the same
conditions A′ is also PI. Therefore, since we have equality of their total rings of fractions, we
conclude that we also have equality of their PI degrees.



Chapter 4

Deleting Derivations Algorithm on
Completely Prime Quotients

The aim of this chapter is to extend Theorem 3.10 to the quotient algebras A/P, for completely
prime ideals P▹A. We first set up the canonical embedding, ψ , from the completely prime
spectrum of A to the completely prime spectrum of A′, which allows us to track properties
of P through the deleting derivations algorithm. Using this, we prove that Frac(A/P) =
Frac(A′/ψ(P)) and therefore that A/P and A′/ψ(P) have the same PI degree provided they
are both PI algebras (for example, if A is a PI algebra). Moreover, in this PI setting, when
ψ(P) is generated by a subset of the generators of A′ then A′/ψ(P) becomes a quantum
affine space to which we can apply Theorem 2.30 and obtain its PI degree. Therefore, out of
the completely prime ideals Q▹A′ we are interested in finding out which are in the image of
the canonical embedding and, additionally, which of these are also generated by a subset of
the generators of A′. To this end, we define criteria for Q▹A′ to lie in Im(ψ) and, in Section
4.5, we specialise to quantum matrices, where we give a combinatorial description of those
Q ∈ Im(ψ) which are generated by a subset of the generators of A′.

Many of the results of this chapter are analogues to those found in the generic setting
[Cau03a, Sections 4 and 5] and their proofs follow in almost the same way, thanks to the
results of the previous chapter.

Let A satisfy Hypothesis 1 and retain the notation of Section 3.2. In particular, for some
fixed j∈ J2,NK, we set (x1, . . . ,xN) :=(X ( j+1)

1 , . . . ,X ( j+1)
N ) and (y1, . . . ,yN) :=(X ( j)

1 , . . . ,X ( j)
N ),

and define subalgebras of F :=Frac(A) generated by these elements as A( j+1) :=K⟨x1, . . . ,xN⟩
and A( j) :=K⟨y1, . . . ,yN⟩. Recall, too, that y j = x j and we have A( j)S−1

j = A( j+1)S−1
j for the

Ore set S j := {xn
j | n ∈ N}= {yn

j | n ∈ N}.
For any ring R, let Spec(R) denote the set of prime ideals in R and C.Spec(R)⊆ Spec(R)

denote the set of completely prime ideals in R.
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4.1 The Canonical Embedding ψ : C.Spec(A)→C.Spec(A′)

4.1.1 The Injection ψ j : C.Spec(A( j+1))→ C.Spec(A( j))

Recall the standard result that if X is a right Ore set in a right noetherian ring R, then extension
and contraction provide inverse bijections between the set of prime ideals of RX−1 and the
set of those prime ideals of R that are disjoint from X (see [GW04, Proposition 10.7 and
Theorem 10.20]). That is: Let I ⊆ R and J ⊆ RX−1 be (two-sided) ideals and define the
extension and contraction of these ideals (Ie and Jc respectively) to be the following:

Ie := IX−1 = {ix−1 ∈ RX−1 | i ∈ I,x ∈ X} ⊆ RX−1,

Jc := J∩R = {a ∈ R | a1−1 ∈ J} ⊆ R.

Define a subset of Spec(R) to be P(R) := {P′ ∈ Spec(R) | P′ ∩X = /0}. Then [GW04,
Theorem 10.20] states that there is a bijection

φ : P(R)−→ Spec(RX−1),

with inverse, φ−1, such that φ(P) = Pe and φ−1(Q) = Qc for all P ∈ P(R) and Q ∈
Spec(RX−1).

Lemma 4.1. The inverse bijections φ and φ−1 defined above send completely prime ideals
to completely prime ideals.

Proof. Take P ∈P(R) to be completely prime and consider φ(P) = Pe = PX−1. Let
a,b ∈ RX−1 and assume ab ∈ PX−1. Since a,b ∈ RX−1 and RX−1 = X−1R then there exist
x,y ∈ X such that xa,by ∈ R and, as PX−1 is a two-sided ideal, x(ab)y ∈ PX−1. From this
we see that x(ab)y = (xa)(by) ∈ R and therefore that (xa)(by) ∈ PX−1 ∩R = P. Since P
is completely prime then either xa ∈ P or by ∈ P, whence we conclude that a ∈ PX−1 or
b ∈ PX−1.

Now take Q ∈ Spec(RX−1) to be completely prime and consider φ−1(Q) = Qc. Let
a,b ∈ R and assume ab ∈ Qc. Note how this implies ab /∈ X so at least one of a and b is not
in X . Certainly the natural map π : R −→ RX−1 taking r ∈ R to r1−1 would take ab ∈ Qc

to (ab)1−1 ∈ Q. By the fact that Q is completely prime this implies a1−1 ∈ Q or b1−1 ∈ Q
(since we cannot have 1−1 ∈ Q because this is an invertible element, which would mean
that Q = RX−1). But then a ∈ Qc or b ∈ Qc by the definition of Qc. Therefore Qc ⊆ R is
completely prime for all Q⊆ RX−1 completely prime.

Lemma 4.2. Let P ∈ C.Spec(A( j+1)). Then x j /∈ P ⇐⇒ P∩S j = /0.
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Proof. “⇐ ” is immediate. To see “⇒ ”, suppose x j /∈ P and assume P∩S j ̸= /0. Then there
exists some n ∈ N such that xn

j ∈ P∩S j. Since P is completely prime, this implies x j ∈ P,
which gives a contradiction. Therefore our assumption that P∩S j ̸= /0 is false.

The observations above justify the following notation:

P0
j (A

( j)) := {P ∈ C.Spec(A( j)) | y j /∈ P},
P1

j (A
( j)) := {P ∈ C.Spec(A( j)) | y j ∈ P},

P0
j (A

( j+1)) := {P ∈ C.Spec(A( j+1)) | x j /∈ P},
P1

j (A
( j+1)) := {P ∈ C.Spec(A( j+1)) | x j ∈ P}.

These sets allow us to define analogous maps to those defined in [Cau03a, Section 4.3], as
we do in the following lemma. By the term increasing we mean that the homeomorphism is
order-preserving with respect to inclusion of ideals. By bi-increasing we mean that both the
homeomorphism and its inverse are increasing homeomorphisms.

Lemma 4.3. There is an increasing homeomorphism ψ0
j : P0

j (A
( j+1))→P0

j (A
( j)) given

by ψ0
j (P) := PS−1

j ∩A( j). Its inverse is defined by (ψ0
j )
−1(Q) := QS−1

j ∩A( j+1) and is also
increasing. Hence ψ0

j is bi-increasing.

Proof. We first endow the set Spec(A( j)S−1
j ) with the Zariski topology in the standard way

and use this to induce the Zariski topology on the subset C.Spec(A( j)S−1
j )⊆ Spec(A( j)S−1

j ),
defining the closed sets to be V (J) := {Q ∈ C.Spec(A( j)S−1

j ) | J ⊆ Q} for all J▹A( j)S−1
j .

Using the inverse bijections in Lemma 4.1, which we label as φ1 and φ
−1
1 respectively,

we endow P0
j (A

( j)) with the Zariski topology, taking the closed sets to be

V (I) := {P ∈P0
j (A

( j)) | I ⊆ P},

for all I ▹A( j). The bijective correspondence between P0
j (A

( j)) and C.Spec(A( j)S−1
j ) en-

sures a homeomorphism between these two topological spaces which is bi-increasing
In the same way as above, using inverse bijections φ2 and φ

−1
2 between P0

j (A
( j+1)) and

C.Spec(A( j+1)S−1
j ), we may also induce the Zariski topology on P0

j (A
( j+1)) and obtain a bi-

increasing homeomorphism between P0
j (A

( j+1)) and C.Spec(A( j+1)S−1
j ). Since A( j)S−1

j =

A( j+1)S−1
j then C.Spec(A( j)S−1

j ) = C.Spec(A( j+1)S−1
j ) as topological spaces. Therefore

ψ0
j := φ

−1
1 ◦φ2 and (ψ0

j )
−1 := φ

−1
2 ◦φ1 are inverse bijections and give rise to a bi-increasing

homeomorphism between P0
j (A

( j+1)) and P0
j (A

( j)).

Now we turn our attention to the sets P1
j (A

( j)) and P1
j (A

( j+1)).
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Lemma 4.4. There is a surjective algebra homomorphism g j : A( j)→ A( j+1)/⟨x j⟩ which
takes yi 7→ xi + ⟨x j⟩, for all 1 ≤ i ≤ N, where xi + ⟨x j⟩ is the canonical image of xi in
A( j+1)/⟨x j⟩.

Proof. By Theorem 3.6 we have

A( j+1) :=K⟨x1, . . . ,xN⟩ ∼=K[X1] · · · [X j;σ j,δ j][X j+1;σ
( j+1)
j+1 ] · · · [XN ;σ

( j+1)
N ],

A( j) :=K⟨y1, . . . ,yN⟩ ∼=K[X1] · · · [X j−1;σ j−1,δ j−1][X j;σ
( j)
j ] · · · [XN ;σ

( j)
N ].

Restricting these algebras to R :=K⟨x1, . . . ,x j−1⟩ and S :=K⟨y1, . . . ,y j−1⟩ we see that there
is an isomorphism S→ R sending yi 7→ xi for all i ∈ J1, j− 1K. Since R ⊆ A( j+1) we can
compose this isomorphism with the natural surjection A( j+1)→ A( j+1)/⟨x j⟩ to obtain the
surjective algebra homomorphism f : S→ A( j+1)/⟨x j⟩, which sends yi 7→ xi + ⟨x j⟩ for all
i ∈ J1, j−1K. Using the commutation rules for A( j+1), as stated in Hypothesis 2, we see that,
for i ∈ J j+1,NK and l ∈ J1, i−1K,

xlxi = λl,ixixl =⇒ (xl + ⟨x j⟩)(xi + ⟨x j⟩) = λl,i(xi + ⟨x j⟩)(xl + ⟨x j⟩),

and, since x j + ⟨x j⟩ = 0, then (x j + ⟨x j⟩)(xi + ⟨x j⟩) = λ j,i(xi + ⟨x j⟩)(x j + ⟨x j⟩) = 0 for
all i ∈ J1, j− 1K. The relations on xi + ⟨x j⟩ ∈ A( j+1)/⟨x j⟩ therefore agree with those on
yi ∈ S[y j;σ

( j)
j ] · · · [yN ;σ

( j)
N ], for all i ∈ J1,NK. This, along with the surjective algebra homo-

morphism S→ A( j+1)/⟨x j⟩ which we defined above, allows us to apply the universal property
of Ore extensions (Proposition 2.21) to conclude that there exists a homomorphism,

g j : A( j) = S[y j;σ
( j)
j ] · · · [yN ;σ

( j)
N ] −→ A( j+1)/⟨x j⟩

yi 7−→ xi + ⟨x j⟩,

and that this homomorphism is surjective.

Lemma 4.5. There is an increasing injective map ψ1
j : P1

j (A
( j+1))→P1

j (A
( j)) taking P 7→

ψ1
j (P) := g−1

j (P/⟨x j⟩), where P/⟨x j⟩ denotes the canonical image of P in A( j+1)/⟨x j⟩, which
induces a bi-increasing homeomorphism between P1

j (A
( j+1)) and the image ψ1

j (P
1
j (A

( j+1))).

Proof. By the First Isomorphism Theorem for algebras we can restrict the map g j from
Lemma 4.4 to the quotient algebra A( j)/ker(g j) to yield an isomorphism g′j : A( j)/ker(g j) ∼−→
A( j+1)/⟨x j⟩. This map, along with the bijective correspondence between ideals in a quotient
algebra R/I (for some algebra R and ideal I▹R) and ideals in R which contain I, induces the
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following bi-increasing homeomorphisms between sets endowed with the Zariski topology:

f1 : P1
j (A

( j+1)) −→ C.Spec(A( j+1)/⟨x j⟩),
f2 : C.Spec(A( j+1)/⟨x j⟩) −→ C.Spec(A( j)/ker(g j)),

f3 : C.Spec(A( j)/ker(g j)) −→ {Q ∈ C.Spec(A( j)) | ker(g j)⊆ Q}.

The composition of these maps gives a bi-increasing homeomorphism

f3 ◦ f2 ◦ f1 : P1
j (A

( j+1)) −→ {Q ∈ C.Spec(A( j)) | ker(g j)⊆ Q}
P 7−→ g−1

j (P/⟨x j⟩).

Note that g j(y j) = x j + ⟨x j⟩= 0 so ⟨y j⟩ ⊆ ker(g j), which leads to the inclusion

{Q ∈ C.Spec(A( j)) | ker(g j)⊆ Q} ⊆ P1
j (A

( j)).

Therefore, from f3 ◦ f2 ◦ f1, we can actually define an increasing injective map

ψ
1
j : P1

j (A
( j+1)) −→ P1

j (A
( j))

P 7−→ g−1
j (P/⟨x j⟩),

which induces a bi-increasing homeomorphism on its image, ψ1
j (P

1
j (A

( j+1))) = {Q ∈
C.Spec(A( j)) | ker(g j)⊆ Q}.

Using the two previous results we now define the map ψ j : C.Spec(A( j+1))→C.Spec(A( j))

where, for P ∈ C.Spec(A( j+1)), we set

ψ j(P) :=

ψ0
j (P) if P ∈P0

j (A
( j+1));

ψ1
j (P) if P ∈P1

j (A
( j+1)).

The next result follows immediately from our previous work.

Proposition 4.6. For j ∈ J2,NK the map ψ j : C.Spec(A( j+1))→ C.Spec(A( j)) is injective.
For ε ∈ {0,1}, ψ j induces (by restriction) a bi-increasing homeomorphism Pε

j (A
( j+1))→

ψ j(Pε
j (A

( j+1))) which is a closed subset of Pε
j (A

( j)).

4.1.2 The Canonical Partition of C.Spec(A)

The maps defined in the previous section allow us to define a partition of the set C.Spec(A)
in a similar way to [Cau03a, Section 4.4].



4.1 The Canonical Embedding ψ : C.Spec(A)→ C.Spec(A′) 43

Definition 4.7. Set ψ := ψ2 ◦· · ·◦ψN to be the injective map ψ : C.Spec(A)−→C.Spec(A′).
We call ψ the canonical embedding of C.Spec(A) into C.Spec(A′).

Let W := P(J1,NK) denote the power set of J1,NK and, for all w ∈W , set

C.Specw(A
′) := {Q ∈ C.Spec(A′) | Q∩{T1, . . .TN}= {Ti | i ∈ w}},

where {Ti}N
i=1 are the generators of the quantum affine space A′.

Lemma 4.8. The sets {C.Specw(A
′)}w∈W provide a partition of C.Spec(A′).

Proof. Let Q ∈ C.Spec(A′). Then, for each Ti, either Ti ∈ Q or Ti /∈ Q. Therefore, for all
w ∈W , either {Ti}i∈w ⊆Q or {Ti}i∈w * Q. This yields the following properties which make
the sets {C.Specw(A

′)}w∈W into a partition of C.Spec(A′):

• for w1,w2 ∈W , C.Specw1
(A′)∩C.Specw2

(A′) = /0;

•
⊔

w∈W C.Specw(A
′) = C.Spec(A′).

For each w ∈W we define

C.Specw(A) := ψ
−1(C.Specw(A

′))

and let W ′ ⊆W denote the set of all w ∈W such that C.Specw(A) ̸= /0. We immediately
obtain a partition of C.Spec(A):

Lemma 4.9. The set C.Spec(A) has a partition indexed by the family W ′ so that,

C.Spec(A) =
⊔

w∈W ′
C.Specw(A), where |W ′| ≤ |W |= 2N .

Definition 4.10. We call the partition {C.Specw(A)}w∈W ′ the canonical partition of C.Spec(A),
and we call each w ∈W ′ a Cauchon diagram of A.

Note that W ′ depends on the expression of the algebra A as an iterated Ore extension, as
we will illustrate in Example 4.38 once we’ve set up some necessary results.

4.1.3 Properties of the Canonical Embedding

In order to use the deleting derivations algorithm for the purpose of calculating the PI degree
of quotient algebras, we need to be able to test whether a completely prime ideal of A′ lies
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in the image of the canonical embedding. In this section we verify that ψ satisfies many of
the same properties as the canonical embedding defined in the generic case and we give a
membership criterion for Im(ψ).

The proofs of the topological properties of ψ follow in a similar manner to those in
[Cau03a, Section 5.1], and the proofs concerning membership criteria for Im(ψ) closely
mirror those in the Poisson setting, which can be found in [Lec14, Sections 5.4.3 and 5.4.4].

Lemma 4.11. Fix some j ∈ J2,NK and let Q ∈ C.Spec(A( j)). Then,

Q ∈ Im(ψ j) ⇐⇒ [Either x j = y j /∈ Q or ker(g j)⊆ Q].

Proof. Let Q∈C.Spec(A( j)). If y j /∈Q then Q∈P0
j (A

( j)), and in Lemma 4.3 we constructed
a bijection between sets P0

j (A
( j+1)) and P0

j (A
( j)). Therefore Q ∈ Im(ψ0

j ) ⇐⇒ y j /∈ Q.
If y j ∈ Q then Q ∈P1

j (A
( j)), and in Lemma 4.5 we constructed a bijection between sets

P1
j (A

( j+1)) and {Q ∈ C.Spec(A( j)) | ker(g j)⊆Q}. Therefore Q ∈ Im(ψ1
j ) ⇐⇒ ker(g j)⊆

Q.

We now define, inductively, injective maps f j : C.Spec(A( j+1))→ C.Spec(A′), for all
j ∈ J1,NK. To do this, we set f1 := idC.Spec(A′) to be the identity map on C.Spec(A′) and, for
all j ∈ J2,NK, we define f j := f j−1 ◦ψ j so that fN = f1 ◦ψ . Using Lemma 4.11 we may
deduce the following result:

Proposition 4.12. Let Q ∈ C.Spec(A′). The following are equivalent:

• Q ∈ Im(ψ).

• For all j ∈ J2,NK we have Q ∈ Im( f j−1) and either X ( j)
j = X ( j+1)

j /∈ f−1
j−1(Q) or

ker(g j)⊆ f−1
j−1(Q).

Proof. Let Q ∈ C.Spec(A′). Suppose Q ∈ Im(ψ), then Q = ψ(P) for some P ∈ C.Spec(A).
Since fN = f1◦ψ2◦· · ·◦ψN then Q= f j−1(Pj) for all j ∈ J2,NK, where Pj =ψ j ◦· · ·◦ψN(P).
Hence Q ∈ Im( f j−1) for all j ∈ J2,NK. From this we see that f−1

j−1(Q) ∈ Im(ψ j), for all
j ∈ J2,NK, and we may therefore apply Lemma 4.11 to f−1

j−1(Q) to conclude that either

X ( j)
j = X ( j+1)

j /∈ f−1
j−1(Q) or ker(g j)⊆ f−1

j−1(Q).
Now suppose the second statement holds. By Lemma 4.11, f−1

j−1(Q) ∈ Im(ψ j) for all j ∈
J2,NK. Let P′ := f−1

N−1(Q) so that P′ ∈ Im(ψN). Then P′ = ψN(P) for some P ∈ C.Spec(A)
and

Q = fN−1(P′) = fN−1(ψN(P)) = ψ(P).

Therefore, Q ∈ Im(ψ).
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In order to utilise Proposition 4.12, we need to know the explicit form that each ker(g j)

takes, for all j ∈ J2,NK. In Section 4.4 we provide a general form for ker(g j) given any
A satisfying Hypothesis 1, and in Section 4.5 we apply this result to the multiparameter
quantum matrices to obtain a combinatorial description of the Cauchon diagrams, W ′.

We now state some properties of ψ which will be used to give a sufficient condition for a
given completely prime ideal in A′ to be in the image of the canonical embedding.

Lemma 4.13. Fix some j ∈ J2,NK and let i ∈ J j,NK and P ∈ C.Spec(A( j+1)). Then,

xi ∈ P ⇐⇒ yi ∈ ψ j(P).

Proof. When i = j the result follows from the bijections constructed in Lemmas 4.3 and 4.5.
Suppose i > j and consider the two following cases:

Case 1: If x j /∈ P then ψ j(P) = PS−1
j ∩A( j) and we see that

xi ∈ P =⇒ xi ·1−1 ∈ PS−1
j =⇒ xi = yi ∈ PS−1

j ∩A( j) = ψ j(P),

yi ∈ ψ j(P) =⇒ yi ·1−1 ∈ ψ j(P)S−1
j =⇒ yi = xi ∈ ψ j(P)S−1

j ∩A( j+1) = P.

Case 2: If x j ∈ P then ψ j(P) = g−1
j (P/⟨x j⟩). Therefore, since yi ∈ g−1

j (g j(yi)), we see that

xi ∈ P ⇐⇒ xi + ⟨x j⟩ ∈ P/⟨x j⟩ ⇐⇒ g j(yi) ∈ P/⟨x j⟩
⇐⇒ g−1

j (g j(yi))⊆ g−1
j (P/⟨x j⟩)

⇐⇒ yi ∈ ψ j(P).

Corollary 4.14. Let i ∈ J1,NK and Q ∈ Im(ψ). We have

Ti := X (2)
i ∈ Q ⇐⇒ X (i+1)

i ∈ f−1
i (Q).

Proof. When i = 1, the result trivially holds since f−1
1 (Q) = Q. Suppose now that i ∈ J2,NK.

For each j ∈ J2, iK we may apply Lemma 4.13 to the ideal P = f−1
j (Q) with ψ j(P) = f−1

j−1(P).
This gives us

X ( j+1)
i ∈ f−1

j (Q) ⇐⇒ X ( j)
i ∈ ψ j( f−1

j (Q)) = f−1
j−1(Q).

From this we easily conclude that

X (2)
i ∈ Q ⇐⇒ X (3)

i ∈ f−1
2 (Q) ⇐⇒ ··· ⇐⇒ X (i+1)

i ∈ f−1
i (Q).
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For the next two results we set up the following notation: Fixing some w ∈ W and
j ∈ J1,NK, we define

Xw := f−1
j (C.Specw(A

′))⊆ C.Spec(A( j+1)). (4.1)

If j = 1 then Xw = C.Specw(A
′), and if j ≥ 2 then we let Xw = ψ

−1
j (Yw), so that

Yw := f−1
j−1(C.Specw(A

′))⊆ C.Spec(A( j)). (4.2)

Lemma 4.15. Let j ∈ J1,NK and w ∈W . For all i ∈ J j,NK we have

(i) i /∈ w =⇒ [X ( j+1)
i /∈ P, ∀P ∈ Xw] =⇒ Xw ⊆P0

j (A
( j+1));

(ii) i ∈ w =⇒ [X ( j+1)
i ∈ P, ∀P ∈ Xw] =⇒ Xw ⊆P1

j (A
( j+1)).

Proof. When j = 1, X ( j+1)
i =Ti and the result follows from the definition of Xw =C.Specw(A

′).
Let j ≥ 2 and assume the lemma is true for j−1. Suppose i /∈ w and consider P ∈ Xw =

f−1
j (C.Specw(A

′))⊆ C.Spec(A( j+1)). If X ( j+1)
i ∈ P then, since i≥ j, we may use Lemma

4.13 to deduce that X ( j)
i ∈ ψ j(P) ∈ Yw. However, this contradicts the inductive hypothesis,

so we conclude that X ( j+1)
i /∈ P for all P ∈ Xw.

Similarly, if i ∈ w then we deduce that X ( j+1)
i ∈ P for all P ∈ Xw.

Lemma 4.16. For each j ∈ J1,NK, the set f j(Xw) is a closed subset of C.Specw(A
′) and f j

induces (by restriction) a bi-increasing homeomorphism from Xw to f j(Xw).

Proof. When j = 1, the result is trivially true since f1 is the identity map on C.Specw(A
′).

Fix some j ∈ J2,NK and define sets Xw and Yw as in (4.1) and (4.2). Assume the statements
hold for j− 1; that is, the subset f j−1(Yw) ⊆ C.Specw(A

′) is closed and f j−1 induces a
bi-increasing homeomorphism from Yw to f j−1(Yw). Applying Lemma 4.15, for the fixed j
and w of this proof and taking i = j, we see that

(i) j /∈ w =⇒ Xw ⊆P0
j (A

( j+1));

(ii) j ∈ w =⇒ Xw ⊆P1
j (A

( j+1)).

We therefore deduce, using Proposition 4.6, that ψε
j (Xw) ⊆ Pε

j (A
( j)), where ε = 0 if

j /∈ w and ε = 1 if j ∈ w. Since ψε
j (Xw) ⊆ Yw for all ε ∈ {0,1} then ψε

j (Xw) = Yw ∩
ψε

j (P
ε
j (A

( j+1))). Furthermore, ψε
j (P

ε
j (A

( j+1))) ⊆Pε
j (A

( j)) is a closed subset, hence
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ψε
j (Xw) is closed in Yw. The result now follows from the induction hypothesis, as we may

write the following inclusions

f j(Xw) = f j−1(ψ
ε
j (Xw))⊆ f j−1(Yw)⊆ C.Specw(A

′),

where f j−1(Yw) is a closed subset of C.Specw(A
′) (by the induction hypothesis) and ψε

j (Xw)

is closed in Yw. Since f j−1|Yw : Yw→ f j−1(Yw) is a bi-increasing homeomorphism (again,
by the induction hypothesis), which sends closed sets of Yw to closed sets of f j−1(Yw), we
see that f j(Xw) = f j−1(ψ

ε
j (Xw)) is closed in f j−1(Yw) and hence in C.Specw(A

′). Finally,
f j|Xw : Xw→ f j(Xw) is the composition of the bi-increasing homeomorphisms ψε

j and f j−1

(restricted to the appropriate subsets), and thus is also bi-increasing.

When j = N, we have f j = fN = ψ and Xw = C.Specw(A), whence we obtain the
following result:

Theorem 4.17. Let ψ : C.Spec(A)→C.Spec(A′) be the canonical embedding and let w∈W ′.
Then ψ(C.Specw(A)) is a (non-empty) closed subset of C.Specw(A

′) and the map ψ induces
(by restriction) a bi-increasing homeomorphism from C.Specw(A) to ψ(C.Specw(A)).

Proposition 4.18. Let w ∈W ′, P ∈ C.Specw(A), and Q ∈ C.Specw(A
′). If ψ(P) ⊆ Q then

Q ∈ Im(ψ).

Proof. We prove, by induction on j ∈ J1,NK, that Q ∈ Im( f j).
When j = 1, f1(Q) = Q and the result is holds trivially. Fix some j ∈ J2,NK and assume

that Q ∈ Im( f j−1). We need to show that f−1
j−1(Q) ∈ Im(ψ j) so that Q ∈ Im( f j) by the

defining property f j = f j−1 ◦ψ j. Note that if ψ(P) ⊆ Q then f−1
j−1(ψ(P)) ⊆ f−1

j−1(Q). We
investigate the following two cases:

Suppose X ( j+1)
j /∈ f−1

j (ψ(P)), then it follows by Corollary 4.14 that Tj /∈ψ(P). Therefore

j /∈ w and, by Lemma 4.15 (with j−1 in place of j and setting i = j), we see that X ( j+1)
j /∈

f−1
j−1(Q). Finally, Lemma 4.11 allows us to conclude that f−1

j−1(Q) ∈ Im(ψ j).

Suppose X ( j+1)
j ∈ f−1

j (ψ(P)), then f−1
j (ψ(P))∈P1

j (A
( j+1)). By Lemma 4.5, we obtain

the bi-increasing homeomorphism ψ j from P1
j (A

( j+1)) to {P′ ∈ C.Spec(A( j)) | ker(g j)⊆
P′}. Applying this map to f−1

j (ψ(P)), we see that ker(g j)⊆ ψ j( f−1
j (ψ(P))) = f−1

j−1(ψ(P)).
Finally, since f−1

j−1(ψ(P))⊆ f−1
j−1(Q), the inclusion above gives ker(g j)⊆ f−1

j−1(Q), and we
may use Lemma 4.11 again to conclude that f−1

j−1(Q) ∈ Im(ψ j).
In both possible cases we conclude that f−1

j−1(Q) ∈ Im(ψ j) as desired and therefore, by
induction, Q ∈ Im( f j) for all j ∈ J1,NK.
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4.2 Completely Prime Quotients of A( j+1) and A( j)

In this section we follow closely the results and proofs found in [Cau03a, Section 5.3],
showing that they also apply to algebras satisfying Hypothesis 1, and their completely prime
quotients.

For some j ∈ J2,NK, let P ∈ C.Spec(A( j+1)) and Q = ψ j(P) ∈ C.Spec(A( j)) be its image
under the canonical embedding. Set

B( j+1) := A( j+1)/P, B( j) := A( j)/Q.

We denote by (x̄1, . . . , x̄N)∈B( j+1) and (ȳ1, . . . , ȳN)∈B( j) the canonical images of (x1, . . . ,xN)

in B( j+1) and (y1, . . . ,yN) in B( j), respectively.

Lemma 4.19. Suppose x̄ j = 0. Then there exists an algebra isomorphism B( j) → B( j+1)

sending ȳi 7→ x̄i for all i ∈ J1,NK.

Proof. Since x j ∈ P then Q = ψ1
j (P) = g−1

j (P/⟨x j⟩), where P/⟨x j⟩ is the canonical image
of P in A( j+1)/⟨x j⟩. Noting that ⟨x j⟩ ⊆ P, we can concatenate the surjective map g j with
the natural surjection π : A( j+1)/⟨x j⟩ → A( j+1)/P to obtain the following surjective algebra
homomorphism:

A( j) g j−→ A( j+1)/⟨x j⟩
π−→ A( j+1)/P

yi 7−→ xi + ⟨x j⟩ 7−→ x̄i,

Clearly ker(π) = P/⟨x j⟩ and ker(π ◦g j) = g−1
j (P/⟨x j⟩) = Q. We therefore get an algebra

isomorphism,

A( j)/ker(π ◦g j) = A( j)/Q −→ A( j+1)/P

ȳi 7−→ x̄i.

Lemma 4.20. Suppose x̄ j ̸= 0 and let Z j := {x̄n
j | n ∈ N}. Then the following hold:

(i) Z j is a multiplicative set of regular elements of B( j+1), which satisfies the two-sided
Ore condition.

(ii) There exists an injective algebra homomorphism γ : B( j)→ B( j+1)Z−1
j defined on the

generators of B( j) in the following way:

γ(ȳi) =

x̄i if i≥ j;

∑
∞
n=0 q

n(n+1)
2

j (q j−1)−nλ
−n
j,i d j,n(xi)x̄−n

j if i < j,
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where d j,n(xi) denotes the canonical image of d j,n(xi) in B( j+1).

(iii) If we identify B( j) with its image γ(B( j))⊆ B( j+1)Z−1
j , then Z j is also a multiplicative

set of regular elements in B( j) satisfying the two-sided Ore condition. Furthermore,
B( j)Z−1

j = B( j+1)Z−1
j .

Proof. Since x j /∈P then Q=ψ0
j (P) =PS−1

j ∩A( j), where S j = {xn
j | n∈N} is the multiplica-

tively closed set of regular elements in A( j+1) and A( j) satisfying the two-sided Ore condition,
as shown in Theorem 3.6(III). We also see that A( j+1)S−1

j = A( j)S−1
j , as subalgebras of F ,

(again, by Theorem 3.6(III)) and we denote this algebra by Ω. It can be easily verified from
the definition of ψ0

j that PS−1
j = QS−1

j ▹Ω, a completely prime ideal (by Lemma 4.1), which
we denote by Θ▹Ω. It has the property that Θ∩A( j+1) = P and Θ∩A( j) = Q.

We may define an algebra homomorphism

γ
′ : B( j+1) −→ Ω/Θ

a+P 7−→ a1−1 +Θ,

for all a ∈ A( j+1), hence all a+P ∈ B( j+1), and this homomorphism is injective. We identify
B( j+1) with its image in Ω/Θ under the map γ ′ (that is, b = a+ P = a1−1 +Θ for all
b = a+P ∈ B( j+1)). Note that, since Z j = {x̄n

j | n ∈ N} = {xn
j +P | n ∈ N} = S j +P, its

image under γ ′ becomes

γ
′(Z j) = Z j1−1 +Θ = (S j +P)1−1 +Θ = S j1−1 +Θ⊆ B( j+1) ⊆Ω/Θ.

Identifying Z j with its image γ ′(Z j), we observe that all elements of the set Z j are invertible
in B( j+1). Since Ω = A( j+1)S−1

j = S−1
j A( j+1) and PS−1

j = S−1
j P = Θ, we can write any

element b ∈Ω/Θ as

b = a1s−1
1 +Θ = s−1

2 a2 +Θ, (4.3)

where a1,a2 ∈ A( j+1) and s1,s2 ∈ S j. Let b1,b2 ∈ B( j+1) and z1,z2 ∈ Z j such that

b1 = a11−1 +Θ, b2 = a21−1 +Θ, z1 = s11−1 +Θ, z2 = s21−1 +Θ.

Then, using (4.3), we see that, for all b ∈Ω/Θ,

b = b1z−1
1 = z−1

2 b2.
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This shows that the set Z j ⊂ B( j+1) satisfies the two-sided Ore condition, thus proving
property (i) of the lemma. The working above also proves the equality B( j+1)Z−1

j = Ω/Θ,
i.e. (A( j+1)/P)Z−1

j = A( j+1)S−1
j /PS−1

j .
We now construct the homomorphism γ : B( j)→ B( j+1)Z−1

j = Ω/Θ defined in part (ii)
of the theorem. Just as for B( j+1) we may use the fact that Θ∩A( j) = Q to define an injective
homomorphism

γ : B( j) −→ Ω/Θ

a+Q 7−→ a1−1 +Θ,

for all a ∈ A( j). Recall,

yi :=

xi if i≥ j;

∑
∞
n=0 q

n(n+1)
2

j (q j−1)−nλ
−n
j,i d j,n(xi)x−n

j if i < j,

for all yi ∈ A( j). Using A( j+1)S−1
j = A( j)S−1

j = Ω and B( j+1)Z−1
j = Ω/Θ, as was shown

earlier in the proof, we observe that, for all i≥ j,

γ(ȳi) = γ(yi +Q) = yi1−1 +Θ = xi1−1 +Θ = xi +P = x̄i.

Similarly, for all i < j,

γ(ȳi) = γ(yi +Q) = yi1−1 +Θ

=
∞

∑
n=0

q
n(n+1)

2
j (q j−1)−n

λ
−n
j,i d j,n(xi)x−n

j +Θ

=
∞

∑
n=0

q
n(n+1)

2
j (q j−1)−n

λ
−n
j,i d j,n(xi)x̄−n

j ,

where d j,n(xi) is the image of d j,n(xi) in B( j+1).
As before, identifying B( j) with its image in Ω/Θ allows us to show that Z j is a mul-

tiplicative set of regular elements satisfying the two-sided Ore condition in B( j), and that
B( j)Z−1

j = Ω/Θ = B( j+1)Z−1
j .

Lemma 4.21. Frac(B( j+1)) = Frac(B( j)).

Proof. If x̄ j = 0 then B( j) = B( j+1) and the result is immediate. If x̄ j ̸= 0 then the result
follows from the preceding lemma; specifically we see that B( j)Z−1

j = B( j+1)Z−1
j , with

B( j+1)Z−1
j ⊆ Frac(B( j+1)) and B( j)Z−1

j ⊆ Frac(B( j)).
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4.3 Completely Prime Quotients of A and A′

We continue to extend Cauchon’s algorithm to algebras satisfying Hypothesis 1 and in this
section we present analogues to the results in [Cau03a, Section 5.4] using the same methods.

Let P ∈ C.Spec(A) and Q = ψ(P) ∈ C.Spec(A′). In this section we prove a similar result
to Lemma 4.21 for Frac(A/P) and Frac(A′/Q) by iterating the method in Section 4.2 and
tracking the ideal P through this process. We begin be setting up some notation which allows
us to do this:

• Let B := A/P and X̄1, . . . , X̄N ∈ B be the canonical images of X1, . . . ,XN ∈ A.

• Let B′ := A′/Q and t1, . . . , tN ∈ B′ be the canonical images of T1, . . . ,TN ∈ A′.

• For j ∈ J2,N + 1K, denote by Pj := ψ j ◦ · · · ◦ψN(P) ∈ C.Spec(A( j)) the image of P
after N− j+1 steps of the deleting derivations algorithm.

• For each j ∈ J2,N+1K, define the algebra B( j) := A( j)/Pj and denote by X̄ ( j)
1 , . . . , X̄ ( j)

N

the canonical images of X ( j)
1 , . . . ,X ( j)

N in B( j). Note that by taking j = N +1 we obtain
B(N+1) = B with (X̄ (N+1)

1 , . . . , X̄ (N+1)
N ) = (X̄1, . . . , X̄N), and by taking j = 2 we obtain

B(2) = B′ with (X̄ (2)
1 , . . . , X̄ (2)

N ) = (t1, . . . , tN).

Proposition 4.22. For each j ∈ J2,N +1K, the following hold:

(i) B( j) is a subalgebra of Frac(B) generated by X̄ ( j)
1 , . . . , X̄ ( j)

N ;

(ii) There is an algebra homomorphism,

f j : A( j) −→ Frac(B)

X ( j)
i 7−→ X̄ ( j)

i

with image B( j) and kernel Pj.

Proof.

(i) Applying Lemma 4.21 to each j ∈ J2,N +1K, we see that Frac(B( j)) = Frac(B). Since
B( j) is (trivially) a subalgebra of Frac(B( j)), generated by X̄ ( j)

1 , . . . , X̄ ( j)
N , then this

observation leads us to deduce that B( j) ⊆ Frac(B).

(ii) Concatenating the natural embedding B( j) ↪→ Frac(B) with the canonical surjection,
π j : A( j) → A( j)/Pj = B( j), gives the homomorphism f j described in the statement
of the proposition. It is clear that π j has kernel Pj and that the natural embedding
B( j) ↪→ Frac(B) has image B( j).
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Lemmas 4.19 and 4.20 combine to give the following:

Proposition 4.23. Let j ∈ J2,N +1K.

(i) If X̄ ( j+1)
j = 0 then X̄ ( j)

i = X̄ ( j+1)
i for all i ∈ J1,NK.

(ii) Suppose X̄ ( j+1)
j ̸= 0 and set (x1, . . . ,xN) := (X ( j+1)

1 , . . . ,X ( j+1)
N ). Then the generators

of B( j) are can be obtained as follows:

X̄ ( j)
i =

X̄ ( j+1)
i if i≥ j;

∑
∞
n=0 q

n(n+1)
2

j (q j−1)−nλ
−n
j,i f j+1 ◦d j,n(xi)(X̄

( j+1)
j )−n if i < j,

where f j+1 is the map defined in Proposition 4.22.

(iii) Suppose X̄ ( j+1)
j ̸= 0 and let Z j = {(X̄ ( j+1)

j )n | n ∈ N} = {(X̄ ( j)
j )n | n ∈ N} be a mul-

tiplicatively closed set of regular elements in B( j) and B( j+1). Then Z j satisfies the
two-sided Ore condition in both B( j) and B( j+1) and we have B( j)Z−1

j = B( j+1)Z−1
j .

Proof. Part (i) follows from the isomorphism given in Lemma 4.19 and the observation
in Lemma 4.21. Part (ii) follows from Lemma 4.20 once one notes that f j+1 ◦ d j,n(xi) =

d j,n(xi) ·1−1 ∈ Frac(B). Part (iii) also follows directly from Lemma 4.20.

Let w ∈ W ′ with P ∈ C.Specw(A) and Q = ψ(P) ∈ C.Specw(A
′). By the definition of

C.Specw(A
′), we have that Ti ∈ Q if and only if i ∈ w or, equivalently, ti = 0 if and only

if i ∈ w. Let i ∈ w̄ := {1, . . . ,N}\w so that ti ̸= 0. Then, since Ti is normal in A′ and Q is
completely prime, ti is normal and regular in B′, hence it is invertible in Frac(B′) = Frac(B).

We denote by Σ the multiplicatively closed set of regular elements in B′ generated by all
ti such that i ∈ w̄. From this set we define, recursively, the sets Σ j ⊂ B( j) for j ∈ J2,N +1K in
the following way:

Σ2 := Σ, Σ j+1 := B( j+1)∩Σ j.

Proposition 4.24. For each j ∈ J2,N +1K the following statements hold:

(i) Σ j is a multiplicatively closed set of regular elements in B( j) which contains, as a subset,
{X̄ ( j)

i | i ∈ J j−1,NK and X̄ ( j)
i ̸= 0};

(ii) Σ j satisfies the two-sided Ore condition in B( j);

(iii) The algebras B( j)Σ−1
j , when considered as subalgebras of Frac(B), are all equal.



4.3 Completely Prime Quotients of A and A′ 53

Proof. When we take j = 2, properties (i) and (ii) are immediately satisfied by the discussion
preceding this proposition.

Fix j ∈ J2,NK and assume properties (i) and (ii) are satisfied. We show that these
properties are also satisfied when replacing j with j+1 and that B( j)Σ−1

j = B( j+1)Σ−1
j+1. We

consider two cases: X̄ ( j+1)
j = 0 and X̄ ( j+1)

j ̸= 0.

When X̄ ( j+1)
j = 0 we may apply Proposition 4.23(i) to obtain X̄ ( j)

i = X̄ ( j+1)
i for all

i∈ J1,NK. Therefore B( j)=B( j+1), and properties (i) and (ii) follow immediately by inductive
hypothesis and the fact that Σ j+1 ⊆ Σ j.

Now suppose X̄ ( j+1)
j ̸= 0. Applying Proposition 4.23(ii) to this case gives that X̄ ( j)

i =

X̄ ( j+1)
i for all i≥ j and by the induction hypothesis we know that

{X̄ ( j)
i | i ∈ J j−1,NK, X̄ ( j)

i ̸= 0} ⊆ Σ j.

Therefore,

Σ j+1 := B( j+1)∩Σ j ⊇ B( j+1)∩{X̄ ( j)
i | i ∈ J j−1,NK, X̄ ( j)

i ̸= 0}

= {X̄ ( j+1)
i | i ∈ J j,NK, X̄ ( j+1)

i ̸= 0}.

The set Σ j+1 is multiplicatively closed by the induction hypothesis, which tells us that Σ j is
multiplicatively closed, and it contains regular elements because Pj+1 is a completely prime
ideal and hence B( j+1) is a domain in which all nonzero elements are regular. This proves
part (i).

Note that Z j ⊂ Σ j+1 and Z j ⊂ Σ j. Applying Proposition 4.23(iii), we see that

B( j+1) ⊂ B( j+1)Z−1
j = B( j)Z−1

j ⊂ B( j)
Σ
−1
j .

These inclusions mirror those found in (3.21), and we may apply the rest of the method used
in the proof of Proposition 3.9 to conclude parts (ii) and (iii) of this proposition.

An immediate consequence of this proposition is that we can now show equivalence of
the total rings of fractions of A/P and A′/ψ(P) in the case where P ∈ C.Specw(A), for some
w ∈W ′:

Theorem 4.25. Let w ∈W ′, P ∈ C.Specw(A), and Q = ψ(P) ∈ C.Specw(A
′). Let Σ be the

multiplicatively closed set of elements in A′/Q which is generated by all the generators ti
such that i ∈ w̄ = {1, . . . ,N}\w, where ti is the canonical image of Ti in A′/Q. Then,

(i) Σ is a multiplicatively closed set of regular, normal elements in A′/Q.
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(ii) There exists a multiplicatively closed set of regular elements, Γ, in A/P which satisfies
the two-sided Ore condition in A/P and is such that (A/P)Γ−1 = (A′/Q)Σ−1.

(iii) Frac(A/P) = Frac(A′/Q). Furthermore, A/P and A′/Q are PI algebras if all λi, j are
roots of unity and, in this case, PI-deg(A/P) = PI-deg(A′/Q).

4.4 Kernel of g j

Proposition 4.12 provides criteria for some Q∈C.Spec(A′) to be in the image of the canonical
embedding. Part of these criteria involves checking if ker(g j)⊆ f−1

j−1(Q) for j ∈ J2,NK. As
such, in order to apply this result effectively it is necessary to know what ker(g j) is for all
j ∈ J2,NK. In this section we compute the form that ker(g j) takes for any algebra satisfying
Hypothesis 1 and, in Section 4.5, we apply this result to multiparameter quantum matrices to
obtain a combinatorial description of the set W ′.

Two-sided ideals in an algebra A will be denoted by ⟨•⟩▹A whereas left ideals will be
denoted by ⟨•⟩L ▹L A. If R⊆ A is a subalgebra then we may need to specify where the ideal
lies. Where clarity is necessary, we distinguish in which algebra the ideal lies by use of a
subscript, i.e. ⟨•⟩LR ▹L R denotes the left ideal in R (similarly, ⟨•⟩R ▹R denotes the two-sided
ideal in R).

Throughout this section we let A =K[X1] · · · [XN ;σN ,δN ] = R[XN ;σN ,δN ] be an iterated
Ore extension satisfying Hypothesis 1 and we denote by ⟨XN⟩▹A the two-sided ideal in A
generated by XN .

Lemma 4.26. For A = K[X1] · · · [XN ;σN ,δN ] = R[XN ;σN ,δN ] satisfying Hypothesis 1, we
have

⟨XN⟩= ∑
t>0

RX t
N + ⟨δN(R)⟩LR.

Proof. Take Y ∈ ⟨XN⟩ and write it as Y = ∑t>0 ZtX t
NWt for some Zt ,Wt ∈ A, where Zt =

∑k≥0 ak,tXk
N and Wt = ∑i≥0 bi,tX i

N , for some ak,t , bi,t ∈ R. That is,

Y = ∑
t>0

i,k≥0

ak,tX t+k
N bi,tX i

N .
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Applying the q-Leibniz rule (3.5) to X t+k
N bi,t , and splitting up the sums, gives,

Y = ∑
t>0

i,k≥0

ak,t

[
t+k

∑
l=0

(
t + k

l

)
qN

σ
t+k−l
N ◦δ

l
N(bi,t)X t+k−l+i

N

]

= ∑
t>0

i,k≥0

ak,t

t+k−1

∑
l=0

(
t + k

l

)
qN

σ
t+k−l
N ◦δ

l
N(bi,t)X t+k−l+i

N

+ ∑
t, i>0
k≥0

ak,t

(
t + k
t + k

)
qN

δ
t+k
N (bi,t)X i

N + ∑
t>0
k≥0

ak,t

(
t + k
t + k

)
qN

δ
t+k
N (b0,t)

= ∑
t>0

αtX t
N + ∑

t>0
βtδ

t
N(bt),

for some bt , αt , βt ∈ R. Thus ⟨XN⟩ ⊆ ∑t>0 RX t
N + ⟨δN(R)⟩LR, since δ

t−1
N (bt) ∈ R.

For the opposite inclusion we use the following identity arising from the definition of an
Ore extension:

δN(r) = XNr−σNXN .

Hence δN(R)⊆ ⟨XN⟩ and we deduce that ∑t>0 RX t
N + ⟨δN(R)⟩LR ⊆ ⟨XN⟩.

Lemma 4.27. For A = K[X1] · · · [XN ;σN ,δN ] = R[XN ;σN ,δN ] satisfying Hypothesis 1, we
have

⟨δN(R)⟩LR = ⟨δ t
N(Xi) | i ∈ J1,N−1K, t > 0⟩R.

Proof. Label the ideals in the statement of the lemma as I := ⟨δN(R)⟩LR ▹L R and J :=
⟨δ t

N(Xi) | i ∈ J1,N−1K, t > 0⟩R ▹R. Using properties of skew-derivations, we obtain

δN(Xi1 · · ·Xik) =
k

∑
l=1

σN(Xi1 · · ·Xil−1)δN(Xil)Xil+1 · · ·Xik ∈ J

for all k ∈ N>0, where i1, . . . , ik ∈ J1,N−1K are not necessarily distinct. Since any element
of R can be written as a linear combination of some Xi1 · · ·Xik , we conclude that δN(R)⊆ J
and thus I ⊆ J.

We prove the opposite inclusion, J ⊆ I, through a series of claims:

Claim 1: For each i ∈ J1,N−1K, δ t
N(Xi)b ∈ I for any b ∈ R and all t > 0.

Let i ∈ J1,N−1K and b ∈ R. We prove by induction on t > 0 that

δ
t
N(Xib) =

t

∑
l=0

αlδ
l
N(Xi)δ

t−l
N (b), (4.4)
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for some αl ∈K with αt = 1. The base case is shown by the identity

δN(Xib) = σN(Xi)δN(b)+δN(Xi)b.

Now assume that for some t− 1 > 1 we have δ
t−1
N (Xib) = ∑

t−1
l=0 αlδ

l
N(Xi)δ

t−1−l
N (b),

with αt−1 = 1. We use this, along with the identity σN ◦ δ l
N(Xi) = q−l

N λN,iδ
l
N(Xi) (a

consequence of H.1.2 and H.1.4), to deduce the following:

δ
t
N(Xib) =

t−1

∑
l=0

αlδN

(
δ

l
N(Xi)δ

t−1−l
N (b)

)
=

t−1

∑
l=0

αl

(
σN ◦δ

l
N(Xi)δ

t−l
N (b)+δ

l+1
N (Xi)δ

t−1−l
N (b)

)
=

t−1

∑
l=0

αlql
NλN,iδ

l
N(Xi)δ

t−l
N (b)+

t

∑
l=1

αl−1δ
l
N(Xi)δ

t−l
N (b)

=
t

∑
l=0

α
′
l δ

l
N(Xi)δ

t−l
N (b),

where α ′l ∈K, for all l ∈ J0, tK, and α ′t = αt−1 = 1, by the induction hypothesis. This
proves the inductive step and therefore the equality in (4.4) holds for all t > 0. To see
more clearly that the claim now follows, we observe that δ t

N(R)⊆ I, for all t > 0, and
thus rewrite (4.4) to obtain

δ
t
N(Xi)b = δ

t
N(Xib)−

t−1

∑
l=0

αlδ
l
N(Xi)δ

t−l
N (b) ∈ I.

Claim 2: J ⊆ I.

Take some x ∈ J and write it as

x = ∑
t∈NN−1\{0}

atδ
t1
N (X1) · · ·δ tN−1

N (XN−1)bt

for some at , bt ∈ R. For each t ∈ NN−1\{0} there exists a largest number k(t) ∈
J1,N− 1K such that tk(t) ̸= 0 and tl = 0 for all l > k(t). Using this, we rewrite the
equation above as

x = ∑
t∈NN−1\{0}

atδ
t1
N (X1) · · ·δ

tk(t)
N (Xk(t))bt .
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By Claim 1 we know that δ
tk(t)
N (Xk(t))bt ∈ I for each t ∈ NN−1\{0}, therefore x ∈ I.

This completes the proof of this claim and thus proves the equality I = J.

Combining Lemmas 4.26 and 4.27 we obtain:

Corollary 4.28. For A =K[X1] · · · [XN ;σN ,δN ] = R[XN ;σN ,δN ] satisfying Hypothesis 1, we
have

⟨XN⟩= ∑
t>0

RX t
N + ⟨δ t

N(Xi) | i ∈ J2,N−1K, t > 0⟩R.

As in Section 3.2, we denote by A(N) the subalgebra of Frac(A) obtained after one step of
the deleting derivation algorithm. Setting (Y1, . . . ,YN) := (X (N)

1 , . . . ,X (N)
N ) allows us to write

this algebra as

A(N) =K⟨Y1, . . . ,YN⟩=K[Y1] · · · [YN−1;σN−1,δN−1][YN ;σ
(N+1)
N ],

where σ
(N+1)
N (Yi) = λN,i ∈K∗, for all i ∈ J1,N−1K, and

Yi :=

Xi i = N;

∑
∞
n=0 q

n(n+1)
2

N (qN−1)−nλ
−n
N,i dN,n(Xi)X−n

N i < N.

Recall from Section 4.1 the surjective algebra homomorphism gN : A(N)→ A/⟨XN⟩, which
takes Yi 7→ Xi + ⟨XN⟩, for all i ∈ J1,NK. Define subalgebras

R :=K⟨X1, . . . ,XN−1⟩ ⊆ A, S :=K⟨Y1, . . . ,YN−1⟩ ⊆ A(N)

and observe, as in the proof of Lemma 4.4, that there exists an isomorphism, f : S→ R,
sending Yi 7→ Xi, for all i ∈ J1,N−1K.

Using the isomorphism, f , we calculate expressions for the generators of the kernel of
the map gN . As a corollary to this result, we obtain expressions for the generators of ker(g j)

for all j ∈ J2,NK.

Proposition 4.29. Keep the notation above. Suppose that A = K[X1] · · · [XN ;σN ,δN ] =

R[XN ;σN ,δN ] satisfies Hypothesis 1 and that f is the algebra isomorphism defined above.
Then we have

ker(gN) = ⟨YN , f−1(δ t
N( f (Yi))) | i ∈ J1,N−1K, t > 0⟩▹A(N).



4.4 Kernel of g j 58

Proof. Consider the following commutative diagram:

S R

A(N) A

A(N)/⟨YN⟩ A/⟨XN⟩

ρ1

f

F2

ρ2

π1 π2

F1 G

ι

(4.5)

where ρ1, ρ2 are the natural embeddings of subalgebras and π1, π2 are the natural surjections.
Using the commutation rule YNYi = λN,iYiYN , for all i ∈ J1,N − 1K, it is straightforward
to verify that π1 ◦ρ1 is an isomorphism taking Yi to Yi + ⟨YN⟩. We label its inverse F1 :=
(π1 ◦ρ1)

−1. The concatenation of the algebra homomorphisms π2 ◦ρ2 is a surjection, taking
Xi to Xi + ⟨XN⟩ for all i ∈ J1,N−1K. We denote this map by F2 := π2 ◦ρ2. With these maps,
we may define the following algebra homomorphisms:

G := f ◦F1 : A(N)/⟨YN⟩ −→ R

Yi + ⟨YN⟩ 7−→ Xi, (4.6)

ι := F2 ◦G : A(N)/⟨YN⟩ −→ A/⟨XN⟩
Yi + ⟨YN⟩ 7−→ Xi + ⟨XN⟩. (4.7)

As the concatenation of two isomorphisms, G, too, is an isomorphism. As the concatenation
of an isomorphism with a surjection, ι is a surjection.

We now consider the following diagram:

A(N) A(N)/⟨YN⟩ R

A/⟨XN⟩

π1

gN
ι

G

F2 (4.8)

This diagram also commutes, since gN = ι ◦π1. We see that

ker(gN) = ker(ι ◦π1) = π
−1
1 (ker(ι)) = π

−1
1 (ker(F2 ◦G)) = π

−1
1 (G−1(ker(F2))), (4.9)
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where ker(F2) = ρ
−1
2 (ker(π2)) = ρ

−1
2 (⟨XN⟩A) = ⟨XN⟩A∩R. We now apply Corollary 4.28

to obtain

ker(F2) = ⟨XN⟩A∩R =

(
∑
t>0

RX t
N + ⟨δ t

N(Xi) | i ∈ J1,N−1K, t > 0⟩R

)
∩R

= ⟨δ t
N(Xi) | i ∈ J1,N−1K, t > 0⟩R,

since XN /∈ R. Substituting this into the expression (4.9) for ker(gN), and defining the inverses
G−1 = F−1

1 ◦ f−1 and F−1
1 = π1 ◦ρ1, we obtain

ker(gN) = π
−1
1 (G−1(ker(F2)))

= π
−1
1 (G−1 (⟨δ t

N(Xi) | i ∈ J1,N−1K, t > 0⟩R
)

= π
−1
1
(
F−1

1 ◦ f−1(⟨δ t
N(Xi) | i ∈ J1,N−1K, t > 0⟩R)

)
= π

−1
1 ◦F−1

1
(
⟨ f−1(δ t

N(Xi)) | i ∈ J1,N−1K, t > 0⟩S
)

= π
−1
1
(
⟨ f−1(δ t

N(Xi)) | i ∈ J1,N−1K, t > 0⟩S/⟨YN⟩
)

= ⟨YN , f−1(δ t
N(Xi)) | i ∈ J1,N−1K, t > 0⟩A(N)

= ⟨YN , f−1(δ t
N( f (Yi))) | i ∈ J1,N−1K, t > 0⟩A(N),

as desired.

Fixing some j ∈ J2,NK, we now consider the algebras A( j+1) :=K⟨X ( j+1)
1 , . . . ,X ( j+1)

N ⟩
and A( j) :=K⟨X ( j)

1 , . . . ,X ( j)
N ⟩, defined in Section 3.2. Define subalgebras of these,

R j :=K⟨X ( j+1)
1 , . . . ,X ( j+1)

j−1 ,X ( j+1)
j+1 , . . . ,X ( j+1)

N ⟩ ⊆ A( j+1),

S j :=K⟨X ( j)
1 , . . . ,X ( j)

j−1,X
( j)
j+1, . . . ,X

( j)
N ⟩ ⊆ A( j),

and let f j : S j → R j be the algebra homomorphism which takes X ( j)
i to X ( j+1)

i , for all
i ∈ J1,NK\{ j}.

Corollary 4.30. For each j ∈ J2,NK the algebra homomorphism f j, defined above, is an
isomorphism, and we have

ker(g j) = ⟨X ( j)
j , f−1

j (δ t
j( f j(X

( j)
i ))) | i ∈ J1, j−1K, t > 0⟩▹A( j).

Proof. The case when j = N is shown in Proposition 4.29.
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Fix some j ∈ J2,N−1K. Presenting A( j+1) and A( j) as iterated Ore extensions gives

A( j+1) =K[X ( j+1)
1 ] · · · [X ( j+1)

j ;σ j,δ j][X
( j+1)
j+1 ;σ

( j+1)
j+1 ] · · · [X ( j+1)

N ;σ
( j+1)
N ],

A( j) =K[X ( j)
1 ] · · · [X ( j)

j−1;σ j−1,δ j−1][X
( j)
j ;σ

( j)
j ] · · · [X ( j)

N ;σ
( j)
N ],

which may be rewritten, using Lemma 3.5, as

A( j+1) =K[X ( j+1)
1 ] · · · [X ( j+1)

j−1 ;σ j−1,δ j−1][X
( j+1)
j+1 ;σ

( j+1)∗
j+1 ] · · · [X ( j+1)

N ;σ
( j+1)∗
N ][X ( j+1)

j ;σ
′
j,δ
′
j]

= R j[X
( j+1)
j ;σ

′
j,δ
′
j],

A( j) =K[X ( j)
1 ] · · · [X ( j)

j−1;σ j−1,δ j−1][X
( j)
j+1;σ

( j)∗
j+1 ] · · · [X

( j)
N ;σ

( j)∗
N ][X ( j)

j ;σ
( j)
j
′
]

= S j[X
( j)
j ;σ

( j)
j
′
, ]

for K-algebras R j, S j. The map f j : S j→ R j is seen to be an isomorphism by noting that we
have K⟨X ( j)

1 , . . . ,X ( j)
j−1⟩ ∼=K⟨X ( j+1)

1 , . . . ,X ( j+1)
j−1 ⟩, from Lemma 4.4, to which we may adjoin

the additional Ore extensions to both sides. An application of the universal property of Ore
extensions then completes the proof that f j is an isomorphism.

Since A( j+1) = R j[X
( j+1)
j ;σ ′j,δ

′
j] is an iterated Ore extension satisfying Hypothesis 1,

and f j is an algebra isomorphism, we may apply Proposition 4.29 to see that

ker(g j) = ⟨X ( j)
j , f−1

j (δ ′tj ( f j(X
( j)
i ))) | i ∈ J1, j−1K, t > 0⟩▹A( j).

Upon noting that δ ′j(X
( j+1)
i ) = δ j(X

( j+1)
i ), for all i ∈ J1, j−1K, the result of the corollary

then follows.

4.5 Special Application: Quantum Matrices

In this section we provide a combinatorial description of the set of Cauchon diagrams W ′

(defined in Section 4.1.2) associated to A = Oλ ,p(Mm,n(K)), the algebra of multiparameter
quantum m×n matrices. We utilise Corollary 4.30 to calculate the kernel of the appropriately
defined map g j for quantum matrices, which allows for Propositions 4.34 and 4.36 to be
proved in much the same way as in the analogous results for matrix Poisson varieties [Lec14,
Propositions 7.3.5 and 7.3.7]. Theorem 4.37 then follows naturally.
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4.5.1 Cauchon-Le diagrams

Before we see the deleting derivations algorithm applied to A, we first set up a correspondence
linking the set W = P({(1,1),(1,2), . . . ,(m,n)}) with m× n diagrams (m× n grids with
each square coloured either black or white). As in Section 4.1.2, we let W ′ ⊆W denote the
elements w ∈W such that C.Specw(A) ̸= /0. We denote by G the set of all m×n diagrams.
There is a bijection

ξ : W −→ G

w 7−→ Cw

where Cw is the m×n diagram whose square in position (i, j) is coloured black if and only
if (i, j) ∈ w. Figure 4.1 shows two examples of 3×4 diagrams, Cw and Cw′ , corresponding
to w = {(1,4),(2,2),(3,1),(3,2),(3,3)} and w′ = {(1,2),(1,4),(2,2),(3,1),(3,2),(3,3)},
respectively. For C ∈ G, we denote by wC the pre-image of C under ξ , i.e. wC := ξ−1(C).
We investigate the effect this map has on the set of Cauchon diagrams W ′. To do this, we
denote by G ⊂ G the subset of m×n diagram which satisfies the Cauchon property; that is,
given a black square in the diagram, either all squares strictly above it are black or all squares
strictly to the left are black. In Figure 4.1, the diagram Cw′ on the right satisfies the Cauchon
property but the one on the left, Cw, does not.

Fig. 4.1 Left diagram: Cw ∈ G\G . Right diagram: Cw′ ∈ G .

Definition 4.31. An m×n diagram satisfying the Cauchon property defined above is called
a Cauchon-Le diagram.

4.5.2 Applying the Deleting Derivations Algorithm

In order to show the bijection W ′ → G , we apply the deleting derivations algorithm to
A := Oλ ,p(Mm,n(K)) and use results in Section 4.1 to determine the set W ′ explicitly.
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First, we set up some notation which will be used in the calculations to come. For some
natural number n, set [n] := {1, . . . ,n}. For (u,v) ∈ ([m]× [n])\{(1,1),(m,n)} we denote by
(u,v)− (respectively (u,v)+) the largest (respectively smallest) element of [m]× [n] which is
smaller (respectively larger) than (u,v) with respect to the lexicographic ordering. We set
(1,1)+ := (1,2), (m,n)− := (m,n−1) and (m,n)+ := (m,n+1). We may sometimes also
write (u,v)− for (u−,v−) (and similarly (u,v)+ for (u+,v+)).

Recall the definition of the algebra of quantum m×n matrices, A, from Chapter 2 and its
formulation as an iterated Ore extension (with generators in lexicographic order),

A :=K[X1,1][X1,2;σ1,2,δ1,2] · · · [Xm,n;σm,n,δm,n],

with maps defined on Xs,t , for all (1,1)≤ (s, t)< (i, j), as

σi, j(Xs,t) =


pi,s pt, jXs,t (i > s, j ̸= t);

λ pi,s pt, jXs,t (i > s, j = t);

pt, jXs,t (i = s, j > t),

δi, j(Xs,t) =

(λ −1)pi,sXs, jXi,t (i > s, j > t);

0 otherwise,

where 1 ̸= λ ∈ K∗ and p = (pi, j) ∈ Mm,n(K∗) is multiplicatively antisymmetric. Define
subalgebras, for all (1,1)≤ (i, j)≤ (m,n), as

A(i, j) :=K[X1,1][X1,2;σ1,2,δ1,2] · · · [Xi, j;σi, j,δi, j].

Haynal shows [Hay08, Example 5.3] that each (σi, j,δi, j) is λ−1-skew and δ 2
i, j = 0 for all

(i, j), and therefore that A satisfies Hypothesis 1. Furthermore, she verifies that each δi, j

extends to an iterative, locally nilpotent h.λ−1-s.σi, j-d., {d(i, j),n}n, on the appropriate K-
subalgebra, A(i, j)− ⊆ A, by showing that the conditions of [Hay08, Theorem 2.8] hold for A.
In particular, there exists a torsion-free K[ε±1]-algebra,

R =K[ε±1][X1,1][X1,2;σ
′
1,2,δ

′
1,2] · · · [Xm,n;σ

′
m,n,δ

′
m,n],

such that R/⟨ε −λ−1⟩ ∼= A, with maps σ ′i, j and δ ′i, j reducing to σi, j and δi, j respectively.
Furthermore, it is shown that (δ ′i, j)

n(R(i, j)−)⊆ (n)!εR(i, j)− , for all (i, j) and n, thus allowing
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a well-defined sequence of maps to be defined on the appropriate subalgebra R(i, j)− ⊆ R as

d′(i, j),n :=
(δ ′i, j)

n

(n)!ε

, (4.10)

for all n≥ 0. The sequence {d′(i, j),n}n forms a h.ε-s.σ ′i, j-d. on R(i, j)− and induces a h.λ−1-
s.σi, j-d., {d(i, j),n}n, on A(i, j)− via the quotient map.

We now take λ to be a primitive ℓth root of unity and all the entries pi, j to be roots of
unity, so that A is a PI-algebra. Then, using (4.10) above, for n < ℓ we obtain

d(i, j),n :=
δ n

i, j

(n)!λ−1
. (4.11)

In fact, we are able to deduce expressions for d(i, j),n(Xs,t), for each (1,1) ≤ (s, t) < (i, j)
and all n ≥ 0, using the property (δ ′i, j)

2 = δ 2
i, j = 0, for all (1,1) ≤ (i, j) ≤ (m,n). More

specifically, this property allows us to write, for all (1,1)≤ (s, t)< (i, j) and n≥ 2,

d′(i, j),n(Xs,t) =
(δ ′i, j)

n

(n)!ε

= 0,

and from this we deduce that d(i, j),n(Xs,t) = 0, for all (1,1) ≤ (s, t) < (i, j) and n ≥ 2.
Moreover,

δi, j(Xs,t) =

(λ −1)pi,sXs, jXi,t i > s and j > t;

0 s = i or t = j.

Thus, if i > s and j > t, we obtain

d(i, j),n(Xs,t) =


Xs,t n = 0;

(λ −1)pi,sXs, jXi,t n = 1;

0 n > 1,

(4.12)

and, if either s = i or t = j, then d(i, j),0(Xs,t) = Xs,t and d(i, j),n(Xs,t) = 0 for all n > 0.
Applying the deleting derivations algorithm to A gives, for each (1,2)≤ (u,v)≤ (m,n)+,

a subalgebra A(u,v) of Frac(A) generated by X (u,v)
1,1 , . . . ,X (u,v)

m,n which, when arranged in a

matrix, gives the matrix of generators for A(u,v), (X (u,v)
s,t )s,t ∈Mm,n(Frac(A)). We may write

A(u,v) as an iterated Ore extension,

A(u,v) =K[X (u,v)
1,1 ] · · · [X (u,v)

u−,v−;σu−,v−,δu−,v−][X
(u,v)
u,v ;σ

(u,v)
u,v ] · · · [X (u,v)

m,n ;σ
(u,v)
m,n ],
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for suitable maps σ
(u,v)
i, j , defined in Theorem 3.6. When the matrix (X (u,v)+

s,t )s,t is known, we

obtain the entries of (X (u,v)
s,t )s,t by setting

X (u,v)
s,t :=


X (u,v)+

s,t (s, t)≥ (u,v);

X (u,v)+
s,t (s, t)< (u,v) and (s = u or t = v);

X (u,v)+
s,t − pu,sX

(u,v)+
s,v X (u,v)+

u,t (X (u,v)+
u,v )−1 s < u and t < v.

(4.13)

This is simply the result of applying one step of the deleting derivations algorithm to A(u,v)+ .
More precisely, we see immediately from (3.13) that if (s, t)≥ (u,v) then X (u,v)

s,t = X (u,v)+
s,t .

When (s, t)< (u,v) then, by (3.13), we write

X (u,v)
s,t =

∞

∑
n=0

λ
−n(n+1)

2 (λ−1−1)−nd(u,v),n ◦σ
−n
(u,v)(X

(u,v)+
s,t )(X (u,v)+

u,v )−n.

Using properties of d(u,v),n defined above we see that, if s = u or t = v, then d(u,v),1(X
(u,v)+
s,t ) =

δu,v(X
(u,v)+
s,t ) = 0 and the identity above reduces to X (u,v)

s,t = X (u,v)+
s,t . If, however, s < u and

t < v then, by (4.12), the identity becomes

X (u,v)
s,t =

∞

∑
n=0

λ
−n(n+1)

2 (λ−1−1)−nd(u,v),n ◦σ
−n
(u,v)(X

(u,v)+
s,t )(X (u,v)+

u,v )−n

= X (u,v)+
s,t − (λ −1)−1[(λ −1)pu,sX

(u,v)+
s,v X (u,v)+

u,t ](X (u,v)+
u,v )−1

= X (u,v)+
s,t − pu,sX

(u,v)+
s,v X (u,v)+

u,t (X (u,v)+
u,v )−1.

This shows that X (u,v)
s,t is as defined in (4.13).

We set A′ := A(1,2), with matrix of generators denoted by (Ti, j)i, j := (X (1,2)
i, j )i, j, and we

observe that A′ is a quantum affine space in mn indeterminates. Finally, for each w ∈W ′ we
associate a completely prime ideal in A′, which we define as

Jw := ⟨Ti, j | (i, j) ∈ w⟩ ∈ C.Specw(A
′).

4.5.3 Combinatorial Description of Cauchon Diagrams, W ′

We now recall the maps defined in Section 4.1, updating the notation for A =Oλ ,p(Mm,n(K)):
Let (1,2) ≤ (u,v) ≤ (m, p). By Proposition 4.6, there exists an injective map ψ(u,v) :
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C.Spec(A(u,v)+)→ C.Spec(A(u,v)), defined on P ∈ C.Spec(A(u,v)+) as

ψ(u,v)(P) =

PS−1
(u,v)∩A(u,v) X (u,v)

u,v /∈ P;

g−1
(u,v)(P/⟨X

(u,v)+
u,v ⟩) X (u,v)

u,v ∈ P,
(4.14)

where S(u,v) ⊂ A(u,v)+ is the multiplicatively closed set generated by X (u,v)+
u,v = X (u,v)

u,v , and
g(u,v) is the surjective algebra homomorphism

g(u,v) : A(u,v) −→ A(u,v)+/⟨X (u,v)+
u,v ⟩

X (u,v)
i, j 7−→ X (u,v)+

i, j + ⟨X (u,v)+
u,v ⟩.

The canonical embedding becomes ψ : C.Spec(A)→ C.Spec(A′) to be ψ := ψ(1,2) ◦ · · · ◦
ψ(m,n). We also define injective maps f(u,v) : C.Spec(A(u,v)+)→ C.Spec(A′), for all (1,1)≤
(u,v) ≤ (m,n), by setting f(1,1) := IdC.Spec(A′) and f(u,v) := f(u,v)− ◦ψ(u,v). Then, for some
Q ∈ Im(ψ) we set P(u,v) := f−1

(u,v)−(Q) ∈ C.Spec(A(u,v)), for all (1,2)≤ (u,v)≤ (m,n)+, and
let P := P(m,n)+ ∈ C.Spec(A).

To aid with notation in the next results, we provide the following definition:

Definition 4.32. Let R be a K-algebra. The matrix M = (mi, j) ∈ Mm,n(R) is a Cauchon
matrix if, for all (i, j) ∈ [m]× [n] we have

(mi, j = 0) ⇐⇒ (mk, j = 0 for all k ≤ i, or mi,l = 0 for all l ≤ j).

Remark 4.33. Each Cauchon matrix M corresponds to a unique Cauchon-Le diagram Cw ∈G

via the rule that the square in position (i, j) is black if and only if mi, j = 0.

Proposition 4.34. Let ξ and G be as defined in Section 4.5.1. Then ξ (W ′)⊆ G .

Proof. Let w ∈W ′ and ξ (w) =Cw ∈ G be the associated diagram. By the definition of W ′,
there must exist some ideal Pw ∈ Im(ψ)∩C.Specw(A

′), so that we have Ti, j ∈ Pw if and only
if (i, j) ∈ w, for each generator Ti, j ∈ A′. Consider the ring of matrices Mm,n(A′/Pw), which
contains all m×n matrices with entries of the form ai, j +Pw ∈ A′/Pw, where ai, j ∈ A′. Note
that Ti, j +Pw = 0 if and only if Ti, j ∈ Pw, which is true if and only if (i, j) ∈ w. Hence,

Cw ∈ G ⇐⇒ (Ti, j +Pw)i, j is a Cauchon matrix.

For each (1,1) ≤ (u,v) ≤ (m,n)+, we set ideals P(u,v) := f−1
(u,v)−(Pw) ∈ C.Spec(A(u,v)), per

the discussion at the beginning of this subsection with Q = Pw. We prove, by decreasing
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induction on (1,2)≤ (u,v)≤ (m,n)+, that the matrix (X (u,v)
i, j +P(u,v))i, j ∈Mm,n(A(u,v)/P(u,v))

is a Cauchon matrix. The result will then follow from the case (u,v) = (1,2).
First, suppose that X (m,n)+

i, j ∈ P(m,n)+ . Then, for all s < i and t < j,

X (m,n)+
i, j X (m,n)+

s,t − pi,s pt, jX
(m,n)+
s,t X (m,n)+

i, j = (λ −1)pi,sX
(m,n)+
s, j X (m,n)+

i,t ∈ P(m,n)+.

Since P(m,n)+ = ψ−1(Pw) is a completely prime ideal, either X (m,n)+
s, j ∈ P(m,n)+ or X (m,n)+

i,t ∈
P(m,n)+ . We may assume, without loss of generality, that X (m,n)+

i,t /∈ P(m,n)+ . Then, for all
r < i,

X (m,n)+
i, j X (m,n)+

r,t − pi,r pt, jX
(m,n)+
r,t X (m,n)+

i, j = (λ −1)pi,rX
(m,n)+
r, j X (m,n)+

i,t ∈ P(u,v)+.

Using the completely prime property of P(u,v)+ again, along with the assumption X (m,n)+
i,t /∈

P(m,n)+ , we conclude that X (m,n)+
r, j ∈ P(u,v)+ for all r < i. Therefore (X (m,n)+

i, j +P(m,n)+)i, j is

a Cauchon matrix. This proves the base case. Note that if we were to assume X (m,n)+
s, j /∈

P(m,n)+ instead then we would conclude that X (m,n)+
i,r ∈ P(u,v)+ , for all r < j, and hence

(X (m,n)+
i, j +P(m,n)+)i, j is still a Cauchon matrix.

For the induction step, assume that (X (u,v)+
i, j +P(u,v)+)i, j ∈Mm,n(A(u,v)+/P(u,v)+) is a Cau-

chon matrix, for some (1,1)< (u,v)≤ (m,n), and consider the matrix (X (u,v)
i, j +P(u,v))i, j ∈

Mm,n(A(u,v)/P(u,v)). Suppose X (u,v)
i, j ∈ P(u,v), for some (1,1)≤ (i, j)≤ (m,n). The proof now

splits into three cases:

Case 1: If (i, j)< (u,v), we observe that

X (u,v)
i, j X (u,v)

s,t − pi,s pt, jX
(u,v)
s,t X (u,v)

i, j = (λ −1)pi,sX
(u,v)
s, j X (u,v)

i,t ∈ P(u,v),

for all s < i and t < j. This allows us to conclude Case 1 using the same method as the
base case.

Case 2: If (i, j) = (u,v) then our supposition becomes X (u,v)
u,v ∈ P(u,v) and, by Lemma 4.13,

this implies that X (u,v)+
u,v ∈P(u,v)+ . We may apply Lemma 4.19 to obtain an isomorphism

A(u,v)/P(u,v) −→ A(u,v)+/P(u,v)+

X (u,v)
s,t +P(u,v) 7−→ X (u,v)+

s,t +P(u,v)+.
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From this we see that X (u,v)
s,t ∈ P(u,v) if and only if X (u,v)+

s,t ∈ P(u,v)+ . The inductive

hypothesis can now be applied, which states that either X (u,v)+
i,t ∈ P(u,v)+ , for all t ≤ j,

or X (u,v)+
s, j ∈ P(u,v)+ , for all s≤ i. This concludes the proof of this case.

Case 3: If (i, j)> (u,v), we need to distinguish between two further cases.

Case 3.1: If X (u,v)+
u,v ∈ P(u,v)+ then we may apply Lemma 4.19 and proceed with the same

method as used in Case 2.

Case 3.2: If X (u,v)+
u,v /∈ P(u,v)+ then, since (i, j) > (u,v), we have X (u,v)+

i, j = X (u,v)
i, j . Further-

more, by Lemma 4.3, ψ(u,v)(P(u,v)+) = P(u,v)S
−1
(u,v)∩A(u,v). Therefore,

X (u,v)+
i, j = X (u,v)

i, j ∈ P(u,v)∩A(u,v)+ ⊆ P(u,v)S
−1
(u,v)∩A(u,v)+

= P(u,v)+S−1
(u,v)∩A(u,v)+

= P(u,v)+.

The inductive hypothesis states that either X (u,v)+
s, j ∈ P(u,v)+ , for all s≤ i, or X (u,v)+

i,t ∈
P(u,v)+ , for all t ≤ j. We use this to state the same result for X (u,v)

s, j , X (u,v)
i,t ∈ P(u,v).

Note that, since (i, j)> (u,v), we have i≥ u but not necessarily j ≥ v, which means
that (i, t)≥ (u,v) but we cannot say the same for (s, j). Thus these two cases are not
symmetric and need to be checked separately.

Case 3.2.1: Suppose X (u,v)+
i,t ∈ P(u,v)+ for all t ∈ J1, jK. Then, either (i, t)≥ (u,v), or (i, t)<

(u,v) and i = u. In both cases we use (4.13) and the inductive hypothesis to deduce
that

X (u,v)
i,t = X (u,v)+

i,t ∈ P(u,v)+ ∩A(u,v) ⊆ P(u,v).

Case 3.2.2: Suppose X (u,v)+
s, j ∈ P(u,v)+ for all s ∈ J1, iK. Then, by (4.13),

X (u,v)
s, j =

X (u,v)+
s, j for s≥ u or j ≥ v;

X (u,v)+
s, j − pu,sX

(u,v)+
s,v X (u,v)+

u, j (X (u,v)+
u,v )−1 for s < u and j < v.

If s ≥ u or j ≥ u then X (u,v)
s, j ∈ P(u,v) and we conclude as in Case 3.2.1. Otherwise,

if s < u and j < v then X (u,v)+
s, j and X (u,v)+

u, j both belong to P(u,v)+ because s, u ≤ i.
Therefore, we conclude by observing that

X (u,v)
s, j = X (u,v)+

s, j − pu,sX
(u,v)+
s,v X (u,v)+

u, j (X (u,v)+
u,v )−1 ∈ P(u,v)+S−1

(u,v)∩A(u,v) = P(u,v).
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All three cases have been proved and thus the induction is complete.

In order to show the converse statement, ξ−1(G ) ⊆W ′, we need to know the explicit
form for the kernel of g(u,v). This arises as a consequence of Corollary 4.30.

Lemma 4.35. Let A := Oλ ,p(Mm,n(K)) and (1,2)≤ (u,v)≤ (m,n). Then,

ker(g(u,v)) = ⟨X
(u,v)
u,v , X (u,v)

s,v X (u,v)
u,t | s ∈ J1,u−1K and t ∈ J1,v−1K⟩.

Proof. Using Lemma 3.5, we may rewrite the algebras A(u,v)+ and A(u,v) as

A(u,v)+ =K[X (u,v)+

1,1 ] · · · [X (u,v)+
u,v ;σ(u,v),δ(u,v)][X

(u,v)+

u+,v+ ;σ
(u,v)+

(u,v)+ ] · · · [X
(u,v)+
m,n ;σ

(u,v)+

(m,n) ]

= R[X (u,v)+
u,v ;σ

′
(u,v),δ

′
(u,v)],

A(u,v) =K[X (u,v)
1,1 ] · · · [X (u,v)

u−,v−;σ(u,v)−,δ(u,v)−][X
(u,v)
u,v ;σ

(u,v)
(u,v) ] · · · [X

(u,v)
m,n ;σ

(u,v)
(m,n)]

= S[X (u,v)
u,v ;σ

(u,v)
(u,v)

′
],

where

R =K⟨X (u,v)+

1,1 , . . . ,X (u,v)+

u−,v− ,X
(u,v)+

u+,v+ , . . . ,X (u,v)+
m,n ⟩ ⊆ A(u,v)+,

S =K⟨X (u,v)
1,1 , . . . ,X (u,v)

u−,v−,X
(u,v)
u+,v+, . . . ,X

(u,v)
m,n ⟩ ⊆ A(u,v),

and, for all (s, t)< (u,v),

• σ ′(u,v)(X
(u,v)+
s,t ) = σ(u,v)(X

(u,v)+
s,t ) and δ ′(u,v)(X

(u,v)+
s,t ) = δ(u,v)(X

(u,v)+
s,t );

• σ
(u,v)
(u,v)

′
(X (u,v)

s,t ) = σ
(u,v)
(u,v) (X

(u,v)
s,t );

and, for all (s, t)> (u,v),

• σ ′(u,v)(X
(u,v)+
s,t ) = σ

−1
(s,t)(X

(u,v)+
u,v ) and δ ′(u,v)(X

(u,v)+
s,t ) = 0;

• σ
(u,v)
(u,v)

′
(X (u,v)

s,t ) = σ
(u,v)
(s,t)

−1
(X (u,v)

u,v ).

By applying Corollary 4.30 to this setting we obtain an algebra isomorphism f : S→ R taking
X (u,v)

i, j 7→ X (u,v)+
i, j , for all (i, j) ∈ ([m]× [n])\{(u,v)}, and

ker(g(u,v)) = ⟨X
(u,v)
u,v , f−1(δ t

(u,v)( f (X (u,v)
s,t ))) | (1,1)≤ (s, t)< (u,v), t > 0⟩.
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The observation δ 2
(u,v) = 0 allows us to simplify this to

ker(g(u,v)) = ⟨X
(u,v)
u,v , f−1(δ(u,v)( f (X (u,v)

s,t ))) | (1,1)≤ (s, t)< (u,v)⟩.

The result then follows from this since, for all (1,1) ≤ (s, t) < (u,v), if s ∈ J1,u− 1K and
t ∈ J1,v−1K then

f−1(δ(u,v)( f (X (u,v)
s,t ))) = f−1((λ −1)pi,sX

(u,v)+
s,v X (u,v)+

u,t ) = (λ −1)pi,sX
(u,v)
s,v X (u,v)

u,t ;

otherwise,
f−1(δ(u,v)( f (X (u,v)

s,t ))) = f−1(0) = 0.

Proposition 4.36. Let ξ and G be as defined in Section 4.5.1. Then ξ−1(G )⊆W ′.

Proof. Let C ∈ G and define wC := ξ−1(C). To show wC ∈W ′ it is sufficient to show that
JwC := ⟨Ti, j | (i, j) ∈ wC⟩ ∈ Im(ψ) since then, by Proposition 4.18, any ideal I ∈ C.Spec(A′)
with JwC ⊆ I will also be in the image of ψ . We prove, by increasing induction on (1,1)≤
(u,v)≤ (m,n), that JwC ∈ Im( f(u,v)). The result then follows from the case (u,v) = (m,n),
since f(m,n) = ψ .

When (u,v) = (1,1), f(1,1) is simply the identity map C.Spec(A′), so the result holds
trivially. This proves the base case.

For the induction step, assume the result holds for (u,v)−, where (1,2)≤ (u,v)≤ (m,n);
i.e. JwC ∈ Im( f(u,v)−). Consider P(u,v) := f−1

(u,v)−(JwC) ∈ C.Spec(A(u,v)). We will show that
P(u,v) ∈ Im(ψ(u,v)). We must consider two cases: Tu,v /∈ JwC and Tu,v ∈ JwC .

Case 1: If Tu,v /∈ JwC then Tu,v = X (u,v)+
u,v = X (u,v)

u,v /∈ P(u,v), and applying Proposition 4.12
allows us to deduce that P(u,v) ∈ Im(ψ(u,v)).

Case 2: If Tu,v ∈ JwC then Tu,v = X (u,v)+
u,v = X (u,v)

u,v ∈ P(u,v). Again we apply Proposition 4.12,
whence we see that P(u,v) ∈ Im(ψ(u,v)) if and only if ker(g(u,v))⊆ P(u,v). We have an
explicit form for ker(g(u,v)), given in Lemma 4.35, therefore we are done if we can

show that either X (u,v)
s,v ∈ P(u,v) for all s∈ J1,uK, or X (u,v)

u,t ∈ P(u,v) for all t ∈ J1,vK. Since
C ∈ G then the matrix (Ti, j + JwC)i, j ∈Mm,n(A′/JwC) is a Cauchon matrix. It follows
from Tu,v ∈ JwC that either Ts,v ∈ JwC for all s ∈ J1,uK, or Tu,t ∈ JwC for all t ∈ J1,vK.
We treat these cases separately:

Case 2.1: Suppose Tu,t ∈ JwC for all t ∈ J1,vK. We prove by induction on l ∈ Jt,vK that
X (u,l)

u,t ∈P(u,l). If l = t then, by Corollary 4.14, X (u,t)+
u,t ∈P(u,t)+ and thus X (u,t)

u,t ∈P(u,t), by
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Lemma 4.13. For the inductive step we assume that X (u,l)
u,t ∈ P(u,l) for some l ∈ Jt,v−1K

and we show that X (u,l)+
u,t ∈ P(u,l)+ . The proof splits into two further cases:

Case 2.1.1: If X (u,l)
u,l /∈ P(u,l) then, by (4.14), P(u,l)+ = P(u,l)S

−1
(u,l)∩A(u,l)+ . Since X (u,l)

u,t is in

the same row as the pivot, X (u,l)
u,l , then X (u,l)

u,t = X (u,l)+
u,t ∈ A(u,l)+ and we obtain

X (u,l)
u,t = X (u,l)+

u,t ∈ P(u,l) ·1−1∩A(u,l)+ ⊆ P(u,l)+.

Case 2.1.2: If X (u,l)
u,l ∈ P(u,l) then, by (4.14),

P(u,l) = g−1
(u,l)

(
P(u,l)+/⟨X

(u,l)+

u,l ⟩
)
.

By the induction hypothesis, we have X (u,l)
u,t ∈ P(u,l) and, applying g(u,l) to both sides

of the equation above, we see that

g(u,l)(X
(u,l)
u,t ) = X (u,l)+

u,t + ⟨X (u,l)+

u,l ⟩ ∈ P(u,l)+/⟨X
(u,l)+

u,l ⟩.

Therefore, X (u,l)+
u,t ∈ P(u,l)+ . This completes the proof for Case 2.1.

Case 2.2: Now suppose that Ts,v ∈ JwC for all s ∈ J1,uK. We induct on (1,2)≤ (i, j)≤ (u,v)
to show that X (i, j)

s,v ∈ P(i, j). The base case, when (i, j) = (1,2), is trivial since P(1,2) =

JwC . For the induction hypothesis, assume that X (i, j)
s,v ∈ P(i, j) for some (1,2)≤ (i, j)<

(u,v). Again, we split the proof into two cases:

Case 2.2.1: If X (i, j)
i, j /∈ P(i, j) then P(i, j)+ = P(i, j)S

−1
(i, j)∩A(i, j)+ , and we have

X (i, j)
s,v =

X (i, j)+
s,v for s≥ i or v≥ j;

X (i, j)+
s,v − pi,sX

(i, j)+
s, j X (i, j)+

i,v (X (i, j)+
i, j )−1 for s < i and v < j.

If s≥ i or v≥ j we can conclude as in Case 2.1.1. Otherwise, if s < i and v < j then
we rearrange the expression for X (i, j)

s,v to obtain

X (i, j)+
s,v = X (i, j)

s,v + pi,sX
(i, j)+
s, j X (i, j)+

i,v (X (i, j)+
i, j )−1. (4.15)

We now use the fact that generators X (i, j)+

a,b remain unchanged under the deleting

derivations algorithm if they lie in the same column or row as the pivot, X (i, j)+
i, j . Thus
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X (i, j)+
s, j = X (i, j)

s, j , X (i, j)+
i,v = X (i, j)

i,v and X (i, j)+
i, j = X (i, j)

i, j . Substituting these into (4.15) gives

X (i, j)+
s,v = X (i, j)

s,v + pi,sX
(i, j)
s, j X (i, j)

i,v (X (i, j)
i, j )−1

and, upon noting that X (i, j)
i,v ∈ P(i, j) (by the induction hypothesis), we deduce that

X (i, j)+
s,v = X (i, j)

s,v + pi,sX
(i, j)
s, j X (i, j)

i,v (X (i, j)
i, j )−1 ∈ P(i, j)S

−1
(i, j)∩A(i, j)+ = P(i, j)+.

Case 2.2.2: If X (i, j)
i, j ∈P(i, j) then we apply Lemma 4.19 to obtain an isomorphism A(i, j)/P(i, j)→

A(i, j)+/P(i, j)+ , which sends X (i, j)
a,b +P(i, j) 7→ X (i, j)+

a,b +P(i, j)+ for all (1,1) ≤ (a,b) ≤
(m,n). Hence, if X (i, j)

s,v ∈ P(i, j) for all s ∈ J1,uK then X (i, j)+
s,v ∈ P(i, j)+ for all s ∈ J1,uK.

This completes the induction for Case 2.2.

These two cases prove the main induction argument.

Propositions 4.34 and 4.36 combine to give the following result:

Theorem 4.37. Let w ∈W . The following are equivalent:

(i) w ∈W ′;

(ii) Jw ∈ Im(ψ);

(iii) Cw ∈ G ;

(iv) ψ−1(C.Specw(A
′)) ̸= /0.

We are now able to present an example which illustrates how the presentation of the
algebra as an iterated Ore extension affects the set of Cauchon diagrams W ′:

Example 4.38. Consider the single parameter quantum matrices Oq(M2(K)) with matrix

of generators
(

X1,1 X1,2
X2,1 X2,2

)
, let q ∈ K∗ be a primitive ℓth root of unity with ℓ > 2, and let

W := P({(1,1),(1,2),(2,1),(2,2)}). We present this algebra as two different iterated Ore
extensions, denoted A and B, by choosing two different orderings for the generators. We then
show that the Cauchon diagrams of Oq(M2(K)) with respect to these different orderings,
denoted W ′

A and W ′
B respectively, are not equal.

• The standard ordering of generators in quantum matrices that is taken in this thesis is
the lexicographic ordering, from which we obtain the following iterated Ore extension:

A :=K[X1,1][X1,2;σ1,2][X2,1;σ2,1][X2,2;σ2,2,δ2,2],
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where

σ2,2(X2,1) = q−1X2,1, δ2,2(X2,1) = 0,

σ2,2(X1,2) = q−1X1,2, δ2,2(X1,2) = 0,

σ2,2(X1,1) = X1,1, δ2,2(X1,1) = (q−1−q)X2,1X1,2.

It can be verified that (σ2,2,δ2,2) is q2-skew. Then, by applying the deleting derivations
algorithm once, we obtain the quantum affine space

A′ =KqM [T1,1,T1,2,T2,1,T2,2],

with M =

( 0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0

)
and generators T2,2 := X2,2, T2,1 := X2,1, T1,2 := X1,2, and

T1,1 := X1,1 +q2(q2−1)−1
δ2,2 ◦σ

−1
2,2 (X1,1)X−1

2,2

= X1,1−qX2,1X1,2X−1
2,2 .

Note that A(2,2)+ = A and after one step of the algorithm we obtain A(2,2) = A′. Let ψA :
C.Spec(A)→ C.Spec(A′) be the canonical embedding defined in Definition 4.7 and
denote by W ′

A ⊆W the set of all w∈W such that C.Specw(A) = ψ
−1
A (C.Specw(A

′)) ̸=
/0. It can be shown (by applying Lemma 4.11 with the pivot generator T2,2 = X2,2 in
place of y j = x j) that the completely prime ideal ⟨T1,1⟩ ∈ C.Spec(A′) lies in the image
of ψA, since T2,2 /∈ ⟨T1,1⟩. Therefore (1,1) ∈W ′

A.

• We may also present the generators in a reverse lexicographic order, giving the follow-
ing iterated Ore extension:

B :=K[X2,2][X2,1; σ̄2,1][X1,2; σ̄1,2][X1,1; σ̄1,1, δ̄1,1],

where

σ̄1,1(X1,2) = qX1,2, δ̄1,1(X1,2) = 0,

σ̄1,1(X2,1) = qX2,1, δ̄1,1(X2,1) = 0,

σ̄1,1(X2,2) = X2,2, δ̄1,1(X2,2) = (q−q−1)X2,1X1,2.
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It can be verified that (σ̄1,1, δ̄1,1) is q−2-skew. Then, by applying the deleting deriva-
tions algorithm once, we obtain the quantum affine space

B′ =KqM′ [T ′2,2,T
′

2,1,T
′

1,2,T
′

1,1],

with M′ =
(0 −1 −1 0

1 0 0 −1
1 0 0 −1
0 1 1 0

)
and generators T ′1,1 := X1,1, T ′1,2 := X1,2, T ′2,1 := X2,1, and

T ′2,2 := X2,2 +q−2(q−2−1)−1
δ̄1,1 ◦ σ̄

−1
1,1 (X2,2)X−1

1,1

= X2,2−q−1X2,1X1,2X−1
1,1 .

Care must be taken when applying the results from previous sections because the
generators were always assumed to be arranged in lexicographic order, so that the
subscripts would be increasing. This is not the case in this example. Instead we
have B(1,1)− = B and after one step of the algorithm we obtain B(1,1) = B′. Let ψB :
C.Spec(B)→ C.Spec(B′) be the canonical embedding defined in Definition 4.7 and
denote by W ′

B ⊆W the set of all w∈W such that C.Specw(B) = ψ
−1
B (C.Specw(B

′)) ̸=
/0. We may now apply Lemma 4.11 to this case, this time using T1,1 = X1,1 as the pivot
generator, instead of T2,2 = X2,2 as in the previous case. This changes the conclusion
because T ′1,1 ∈ ⟨T ′1,1⟩, hence we require ker(g(1,1))⊆ ⟨T ′1,1⟩ if ⟨T ′1,1⟩ is to be contained
in the image of ψB. However, by applying Proposition 4.29 to this example it can
be shown that ker(g(1,1)) = ⟨T ′1,1,T ′1,2T ′2,1⟩, and hence we see that ker(g(1,1))* ⟨T ′1,1⟩.
Therefore, ⟨T ′1,1⟩ /∈ Im(ψB) and (1,1) /∈W ′

B.

The above working shows that (1,1) ∈W ′
A but (1,1) /∈W ′

B, hence W ′
A ̸= W ′

B.



Chapter 5

Method for Computing the PI Degree of
A/P

Throughout this chapter we take A to be a K-algebra satisfying Hypothesis 1, A′ to be
the quantum affine space obtained by deleting all derivations from A, P ∈ C.Spec(A), and
ψ : C.Spec(A)→C.Spec(A′) to be the canonical embedding. We assume that each λi, j (from
H.1.3) is a root of unity so that λi, j = qmi, j for some skew-symmetric matrix M = (mi, j) ∈
MN(Z) and primitive ℓth root of unity, 1 ̸= q ∈K∗. In particular, A and A/P are PI algebras
for all P∈C.Spec(A), by Theorem 3.10. Finally, set W := P(J1,NK) and let W ′ ⊆W denote
the set of Cauchon diagrams of A.

We set out the steps required to compute the PI degree of A/P. Provided the quotient
A′/ψ(P) is a quantum affine space, OqM′ (Kn), for some n ∈ N and M′ ∈Mn(Z), the last step
in the method is an application of the result by De Concini and Procesi (Theorem 2.30),
which provides a method for calculating the PI degree of a quantum affine space using the
matrix M′. As such, we first present a result which uses Theorem 2.30 to obtain a formula
for the PI degree of OqM′ (Kn) in terms of the properties of M′.

To illustrate how the above method is applied in practice, we compute the PI degree on
two small examples. The second of these examples introduces two new classes of algebras
that are closely linked (in a way which will be explained): quantum Schubert varieties and
generalised quantum determinantal rings. Finally, we see at the end of the chapter how this
link may be exploited to provide a general strategy for computing the PI degree of specific
examples of quantum Schubert varieties satisfying certain criteria.
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5.1 General Method for Calculating PI-deg(A/P)

Given A and P as above, it was shown in Theorem 4.25 that PI-deg(A/P) = PI-deg(A′/ψ(P)).
To help in our discussion we single out a specific case of interest:

Definition 5.1. Let w ∈W ′. We call P ∈ C.Specw(A) a Cauchon ideal if ψ(P) = Jw = ⟨Ti ∈
A′ | i ∈ w⟩ ∈ C.Specw(A

′).

Remark 5.2. With this definition we see that, if P ∈ C.Specw(A) is a Cauchon ideal, then

A′/ψ(P) = A′/Jw =KqM [T1, . . . ,TN ]/⟨Ti | i ∈ w⟩=K⟨ti | i /∈ w⟩= OqM′ (KN−|w|),

where M′ ∈MN−|w|(Z) is the submatrix of M obtained by deleting the columns and rows
indexed by i ∈ w, and ti := Ti + Jw for all i /∈ w. This allows us to write

PI-deg(A/P) = PI-deg(A′/ψ(P)) = PI-deg(OqM′ (KN−|w|)),

to which we can then apply De Concini and Procesi’s result.

Knowing when P ∈ C.Spec(A) is a Cauchon ideal, and to which w ∈W ′ it is associated
to, is difficult in general. We discuss some open questions relating to these problems in
Section 5.4. For specific examples these details can be worked out by hand, although this is
often arduous for iterated Ore extensions with many derivations. The steps to follow in order
to compute the PI degree of A/P are given below and, in the next section, we apply these
steps to two specific examples.

1. Given an algebra A, verify that it satisfies Hypothesis 1 and that all λi, j are roots of
unity so that A is a PI algebra. Write λi, j = qmi, j for some primitive ℓth root of unity,
1 ̸= q ∈K∗, and some M = (mi, j) ∈MN(Z).

2. Apply the deleting derivations algorithm (Theorem 3.6) to A, noting down the new
indeterminates (X ( j)

1 , . . . ,X ( j)
N ) at each step, to obtain the quantum affine space A′ after

at most N−1 iterations.

3. For P∈C.Spec(A), apply Proposition 4.6, along with Lemmas 4.3 and 4.5, at each step
of the algorithm to obtain ψ(P)∈C.Spec(A′). Then PI-deg(A/P) = PI-deg(A′/ψ(P)).

(a) If ψ(P) = Jw, for some w ∈ W ′, then A′/ψ(P) is the quantum affine space
OqM′ (Kn), for some n≤ N. Proceed to Step 4.
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(b) If ψ(P) ̸= Jw, for all w ∈W ′, then we do not have the techniques to compute its
PI degree.

- Open question: When is P a Cauchon ideal? (See question 1 in Section 5.4.)

4. Apply Theorem 2.30 to OqM′ (Kn) and calculate the cardinality, h, of the image of the ho-
momorphism π ◦M′ :Zn→ (Z/ℓZ)n to conclude that PI-deg(A/P)=PI-deg(A′/ψ(P))=√

h.

Alternatively, Step 3 may be replaced with the following:

3*. For w ∈ W , take the ideal Jw ∈ C.Spec(A′), so that A′/Jw = OqM′ (Kn) for some
M′ ∈ Mn(Z) and n ≤ N. Verify whether Jw lies in the image of ψ by working
backwards through the algorithm, applying Proposition 4.12 at each step to check that
Jw ∈ Im( f j).

(a) If Jw ∈ Im(ψ) then, by setting P :=ψ−1(Jw)∈C.Spec(A), we have PI-deg(A/P)=
PI-deg(A′/Jw) = PI-deg(OqM′ (Kn)). Proceed to Step 4.

(b) If Jw /∈ Im(ψ) then there does not exist any P ∈ C.Spec(A) such that ψ(P) = Jw.

- Open question: what is the set of Cauchon diagrams, W ′, for any algebra A?
(See question 2 in Section 5.4.)

5.2 A Formula for PI-deg(A/ψ−1(Jw))

Before presenting an application of the method described above, we give a result which
simplifies the calculation of h in the statement of De Concini and Procesi’s theorem (Theorem
2.30). Recall that their theorem stated the following: Given the quantum affine space
OqM(KN), for some skew-symmetric matrix M ∈MN(Z), the PI degree of OqM(KN) is given
as
√

h, where h is the cardinality of the image of the following homomorphisms:

ZN ZN (Z/ℓZ)N ,M π (5.1)

where π denotes the canonical epimorphism.
As will be seen in this section, the following definition [New72, Chapters II and IV]

and lemma [Pan94, Corollary] simplifies the computation of h by allowing us to replace the
matrix M in (5.1) with a simpler block diagonal matrix, S (see Remark 5.6).

Definition 5.3. Let M and S be two N×N integral matrices. We say that M is equivalent to
S if there are two invertible matrices U,V ∈MN(Z) (i.e. det(U) =±1, det(V ) =±1) such
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that M =USV . We say that M is congruent to S (denoted M ∼C S) if there is an invertible
matrix U ∈MN(Z) (i.e. det(U) =±1) such that M =UT SU .

Lemma 5.4 (Panov). Let M,S∈MN(Z) be two skew-symmetric matrices and let OqM((K∗)N)

and OqS((K∗)N) be their respective associated quantum tori. Let q ∈K∗ be an element of
the field. If M is congruent to S then OqM((K∗)N)∼= OqS((K∗)N).

Remark 5.5. Please note that in the interest of being consistent with Definition 5.3, the
statement of Lemma 5.4 differs slightly from that of [Pan95, Lemma 2.4]. Panov stated the
above result for equivalent matrices, however, his definition of equivalent matrices [Pan95,
Definition 2.1] is precisely the definition of congruent matrices given in Definition 5.3, which
appears to be more widely used in the literature.

Remark 5.6. It is a well known result that every skew-symmetric integral matrix M ∈MN(Z)
is congruent to its skew-normal form, which we denote by S or Sk(M) if it is not clear to
which matrix M the skew-normal form S is congruent. This is a block diagonal matrix of the
form

S =



0 h1

−h1 0
0 h2

−h2 0
. . .

0 hs

−hs 0
0


,

where 0 is a square matrix of zeros of dimension dim(ker(M)), so that 2s=N−dim(ker(M)),
and hi|hi+1 ∈ Z\{0} for all i ∈ J1,sK. These nonzero h1, h1, h2, h2, . . . , hs, hs are called the
invariant factors of M. As they always come in pairs, from now on we will avoid repetition
and list the invariant factors simply as h1, h2, . . . , hs.

Panov’s result is used in the following lemma, which states that the PI degree of the
quantum affine space OqM(KN) is completely determined by properties of M, namely the
dimension of its kernel along with its invariant factors and the value of ℓ.

Lemma 5.7. Take 1 ̸= q ∈ K∗, a primitive ℓth root of unity. Let M ∈ MN(Z) be a skew-
symmetric integral matrix with invariant factors h1, . . . ,hs. Then the PI degree of OqM(KN)

is given as

PI-deg(OqM(KN)) =

N−dim(ker(M))
2

∏
i=1

ℓ

gcd(hi, ℓ)
.
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Proof. The PI degree of this quantum affine space is
√

h, where h is the cardinality of the
image of the homomorphism

ZN ZN (Z/ℓZ)N ,M π

and π denotes the canonical epimorphism. Let S be the skew-normal form of M. Then S is
congruent to M and, by Lemma 5.4, the two quantum tori OqM((K∗)N) and OqS((K∗)N) are
isomorphic. Therefore, since

PI-deg(OqM(KN)) = PI-deg(OqM((K∗)N) = PI-deg(OqS((K∗)N) = PI-deg(OqS(KN)),

it is enough to compute the cardinality, h, of the image of the homomorphism

ZN ZN (Z/ℓZ)N .
S π (5.2)

Applying this map to a general element z = (z1, . . . ,zN)
T ∈ ZN , we obtain the following:

(π ◦S)(z) = (h1z2,−h1z1,h2z4,−h2z3, . . . ,hsz2s,−hsz2s−1,0)T ,

where hiz j denotes the canonical image of hiz j in Z/ℓZ. Since dim(ker(M)) = dim(ker(S)),
the dimension of the zero matrix 0 in S is equal to dim(ker(M)) and hence 2s = N −
dim(ker(M)).

We now turn our attention to the entries of (π ◦S)(z). Each nonzero entry is of the form
±hiz j for some z j ∈ Z/ℓZ. Consider then, for each invariant factor hi, the map

fi : Z −→ Z/ℓZ

z j 7−→ hiz j.

The image of fi is
Im( fi) = {hiz j | z j ∈ Z/ℓZ} ⊆ Z/ℓZ

and this forms an additive subgroup of (Z/ℓZ,+). Furthermore, the image of fi is the cyclic
subgroup generated by hi and denoted by ⟨hi⟩. Since (Z/ℓZ,+) is the cyclic group generated
by 1 containing ℓ elements then the order of hi ∈ (Z/ℓZ,+) is ℓ/gcd(hi, ℓ). Hence

| Im( fi)|= |⟨hi⟩|=
ℓ

gcd(hi, ℓ)
.



5.3 Examples 79

The image of (π ◦ S) in (Z/ℓZ)N consists of copies of the subgroup Im( fi) ∈ Z/ℓZ in
positions 2i and 2i−1, for each i ∈ J1,sK, and zeros in positions 2s+1, . . . ,N. Therefore, for
each i ∈ J1,sK the image of fi describes two entries in the image of (π ◦S). The cardinality
of the whole image of (π ◦S) is therefore given as

h =
s

∏
i=1
| Im( fi)|2 =

s

∏
i=1
|⟨hi⟩|2 =

s

∏
i=1

(
ℓ

gcd(hi, ℓ)

)2

.

As noted before, 2s = N−dim(ker(M)), so the PI degree of OqM(KN) becomes

√
h =

√√√√N−dim(ker(M))
2

∏
i=1

(
ℓ

gcd(hi, ℓ)

)2

=

N−dim(ker(M))
2

∏
i=1

ℓ

gcd(hi, ℓ)
. (5.3)

5.3 Examples

We use the method described above to calculate examples of the PI degree of A/P for some
Cauchon prime P ∈ C.Spec(A). Let 1 ̸= q ∈ K∗ be a primitive ℓth root of unity for these
examples, where we specify conditions on q for each example.

5.3.1 A Two Step Process: U+
q (so5)/⟨z′⟩

In this example we take ℓ /∈ {2,4} and compute the PI degree of a quotient of U+
q (so5), the

C-algebra generated by two indeterminates E1, E2 subject to the the following relations:

E3
1 E2− (q2 +1+q−2)E2

1 E2E1 +(q2 +1+q−2)E1E2E2
1 −E2E3

1 = 0

E2
2 E1− (q2 +q−2)E2E1E2 +E1E2

2 = 0.

There is a PBW basis of U+
q (so5) formed by monomials Ek1

1 Ek4
4 Ek3

3 Ek2
2 , where k1,k2,k3,k4

are nonnegative integers and E3, E4 are certain root vectors. This result can be found, for
example, in [Lau06, Section 2.4]. The same paper also expresses this algebra as an iterated
Ore extension over C generated by these four indeterminates, with the Ore extensions
appearing in the following order: E1, E4, E3, E2. Because of this ordering, we relabel the
indeterminates as

X1 := E1, X2 := E4, X3 := E3, X4 := E2.
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The relations between E1, E2, E3, E4 in [Lau06] then become

X2X1 = q−2X1X2,

X3X1 = X1X3− (q+q−1)X2, X3X2 = q−2X2X3,

X4X1 = q2X1X4−q2X3, X4X2 = X2X4−
q2−1

q+q−1 X2
3 , X4X3 = q−2X3X4.

This allows us to present A :=U+
q (so5) as the following iterated Ore extension:

U+
q (so5) = C[X1][X2;σ2][X3;σ3,δ3][X4;σ4,δ4]

where, using the notation in H1.5 to denote subalgebras A j := C⟨X1, . . . ,X j⟩ ⊆ A, the auto-
morphisms σi are defined on the generators as:

σ2 : A1 −→ A1; X1 7−→ q−2X1,

σ3 : A2 −→ A2; X1 7−→ X1

X2 7−→ q−2X2,

σ4 : A3 −→ A3; X1 7−→ q2X1

X2 7−→ X2

X3 7−→ q−2X3; (5.4)

and the σi-derivations δi are defined on the generators as:

δ3 : A2 −→ A2; X1 7−→ −(q+q−1)X2

X2 7−→ 0,

δ4 : A3 −→ A3; X1 7−→ −q2X3

X2 7−→ −
q2−1

q+q−1 X2
3

X3 7−→ 0. (5.5)

Verifying U+
q (s05) satisfies Hypothesis 1:

We need to check that this presentation as an iterated Ore extension satisfies Hypothesis 1 in
order to be able to apply the deleting derivations algorithm. Note, for example, that the field
elements λi, j in property H.1.3 are defined as λi, j = qmi, j , where the mi, j are the entries of
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the skew-symmetric matrix

M :=

(
0 2 0 −2
−2 0 2 0
0 −2 0 2
2 0 −2 0

)
∈M4(C∗).

In fact, the only properties that need to be checked are H.1.4 and H.1.6 because the other
properties follow immediately from the definitions above.

Routine computations show that (σ3,δ3) is q2-skew and (σ4,δ4) is q4-skew. So, since
ℓ /∈ {2,4}, A satisfies property H.1.4 with q3 = q2 and q4 = q4. We define the following
C[t±1]-algebra:

R := C[t±1][X1][X2; σ̄2][X3; σ̄3, δ̄3][X4; σ̄4, δ̄4],

where the C[t±1]-automorphisms, σ̄i, and skew-derivations, δ̄i, are defined analogously to
(5.4) and (5.5) on the appropriate subalgebras of R, with t replacing q. We see immediately
that (σ̄3, δ̄3) is t2-skew and (σ̄4, δ̄4) is t4-skew, and that

R/⟨t−q⟩ ∼= A,

with σ̄3, σ̄4, δ̄3, δ̄4 reducing to σ3, σ4, δ3, δ4, respectively. For all j ∈ J1,4K denote by R j ⊆R
the subalgebra generated by X1, . . . ,X j ∈ R. To verify the first part of H.1.6 we need to show
that δ̄ n

3 (R2) ⊆ (n)!t2R2 and δ̄ n
4 (R3) ⊆ (n)!t4R3 for all n ≥ 0, since then the desired result

follows from [Hay08, Theorem 2.8]. By [Hay08, Lemma 5.3] we note that we only need
to show that this property holds on the generators, which we do by using (5.5) to see that
δ̄3(X2) = δ̄4(X3) = 0, and

δ̄
n
4 (X1) =−t2

δ̄
n−1
4 (X3) = 0,

δ̄
n
4 (X2) =−

t2−1
t + t−1 δ̄

n−1
4 (X2

3 ) = 0,

δ̄
n
3 (X1) =−(t + t−1)δ̄ n−1

3 (X2) = 0,

for all n > 1. Therefore, δ3 extends to a h.q2-s.σ3-d., {d3,n}∞
n=0, and δ4 extends to a h.q4-s.σ4-

d., {d4,n}∞
n=0, both of which are locally nilpotent and iterative. Furthermore, d3,n =

δ n
3

(n)!q2

for all n < ℓ3, and d4,n =
δ n

4
(n)!q4

for all n < ℓ4, where q2 is a primitive ℓth
3 of unity and q4 is a
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primitive ℓth
4 root of unity. Note, in particular, that the results above allow us to write

d j,n(Xl) =


Xl n = 0;

δ j(Xl) n = 1;

0 n > 1,

(5.6)

for j ∈ {3,4} and l ∈ J1, j−1K.
Finally, we prove the remaining property of H.1.6, namely that σ4 ◦d3,n = λ n

3,4d3,n ◦σ4

for all n≥ 0. This holds trivially when n = 0, as d3,0 = IdA2 . For n > 0 it is enough to prove
σ4 ◦d3,1(Xi) = λ4,3d3,1 ◦σ4(Xi), for i = 1,2, as then the property holds on the whole of A2,
and for all n, by the following two observations: Firstly, if σ4 ◦d3,1(a) = λ3,4d3,1 ◦σ4(a) and
σ4 ◦d3,1(b) = λ3,4d3,1 ◦σ4(b), for some a,b ∈ A2, then

σ4 ◦d3,1(ab) = σ4 ◦δ3(ab)

= σ4(σ3(a)δ3(b)+δ3(a)b)

= (σ3 ◦σ4)(a)(σ4 ◦δ3)(b)+(σ4 ◦δ3)(a)σ4(b)

= λ3,4(σ3 ◦σ4)(a)(δ3 ◦σ4)(b)+λ3,4(δ3 ◦σ4)(a)σ4(b)

= λ3,4(δ3 ◦σ4)(ab)

= λ3,4d3,1 ◦σ4(ab).

Secondly, assuming the property σ4 ◦d3,n = λ n
3,4d3,n ◦σ4 holds for some n > 0 then, by the

definition of d3,n, we may conclude that it holds for all n > 0, given that

σ4 ◦δ
n+1
3 = (σ4 ◦δ

n
3 )◦δ3 = λ

n
3,4δ

n
3 ◦ (σ4 ◦δ3) = λ

n
3,4λ3,4δ

n
3 ◦ (δ3 ◦σ4) = λ

n+1
3,4 δ

n+1
3 ◦σ4.

The following calculations therefore complete the proof that A satisfies H.1.6:

σ4 ◦d3,1(Xi) = σ4 ◦δ3(Xi) =

−(q+q−1)X2 i = 1;

0 i = 2,

d3,1 ◦σ4(Xi) = δ3(λ4,iXi) =

−q2(q+q−1)X2 i = 1;

0 i = 2,

and hence σ4◦d3,1(Xi) = q−2d3,1◦σ4 = λ4,3d3,1◦σ4(Xi), as required. From this we conclude
that A satisfies Hypothesis 1 and we may apply the techniques developed in Chapters 3 and 4.
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Applying the deleting derivations algorithm:

Consider the ideal ⟨z′⟩▹A, generated by the central element (see [Lau06, Section 2.4])

z′ :=−(q2−q−2)(q+q−1)X2X4 +q2(q2−1)X2
3 .

We show that ⟨z′⟩ is a completely prime Cauchon ideal of A by tracking it through the
deleting derivations algorithm to see that ⟨z′⟩ ∈ Im(ψ), and then by noting that ψ(⟨z′⟩) is a
completely prime ideal in A′.

First Step: Applying Theorem 3.6 to A results in the following subalgebra of Frac(A):

A(4) = C[X (4)
1 ][X (4)

2 ;σ2][X
(4)
3 ;σ3,δ3][X

(4)
4 ;σ

(4)
4 ],

where σ
(4)
4 (X (4)

l )= λ4,lX
(4)
l for l ∈{1,2,3}. The generators X (4)

l ∈ Frac(A) are defined
as in (3.13) and may be written in the following way, upon substituting in values for q4

and σ4(Xl):

X (4)
l :=

Xl l ≥ 4;

∑
∞
n=0 q

4n(n+1)
2 (q4−1)−nλ

−n
4,l d4,n(Xl)X−n

4 l < 4.

The description of d j,n(Xl) in (5.6) reduces the sum above to just two terms, when
n = 0,1, and this gives the following:

X (4)
4 := X4,

X (4)
3 := X3 +q4(q4−1)−1

λ
−1
4,3 δ4(X3)X−1

4

= X3,

X (4)
2 := X2 +q4(q4−1)−1

λ
−1
4,2 δ4(X2)X−1

4

= X2−
q4

(q2 +1)(q+q−1)
X2

3 X−1
4 ,

X (4)
1 := X1 +q4(q4−1)−1

λ
−1
4,1 δ4(X1)X−1

4

= X1−
q4

q4−1
X3X−1

4 .

Second Step: Applying Theorem 3.6 again, to A(4), results in the following algebra:

A(3) = C[X (3)
1 ][X (3)

2 ;σ2][X
(3)
3 ;σ

(3)
3 ][X (3)

4 ;σ
(3)
4 ],
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where σ
(3)
4 (X (3)

l ) = λ4,lX
(3)
l for l ∈ {1,2,3}, and σ

(3)
3 (X (3)

l ) = λ3,lX
(3)
l for l ∈ {1,2}.

Performing similar calculations to before, we arrive at the following expressions for
the generators of A(3):

X (3)
4 := X (4)

4 = X4,

X (3)
3 := X (4)

3 = X3,

X (3)
2 := X (4)

2 +q2(q2−1)−1
λ
−1
3,2 δ3(X

(4)
2 )(X (4)

3 )−1

= X (4)
2

= X2−
q4

(q2 +1)(q+q−1)
X2

3 X−1
4 ,

X (3)
1 := X (4)

1 +q2(q2−1)−1
λ
−1
3,1 δ3(X

(4)
1 )(X (4)

3 )−1

= X (4)
1 −q2(q2−1)−1(q+q−1)X (4)

2 (X (4)
3 )−1

= X1−
q2(q+q−1)

q2−1
X2X−1

3 . (5.7)

As there are no more derivations left in the presentation of A(3) as an iterated Ore
extension, the algorithm stops here. We set Ti := X (3)

i for all i ∈ J1,4K and write A(3) as a
uni-parameter quantum affine space,

A(3) = A′ = CqM [T1,T2,T3,T4].

Finding ψ(⟨z′⟩) ∈ C.Spec(A′):

Recall (Definition 4.7) that ψ := ψ3 ◦ψ4, and set S3 := {T n
3 | n ≥ 0} and S4 := {(X (4)

4 )n |
n≥ 0} to be the multiplicatively closed Ore sets given in Theorem 3.6(III) (for j = 3 and
j = 4, respectively). Note that in the equivalent subalgebras of F , i.e. A′S−1

3 = A(4)S−1
3 =

A(4)S−1
4 = AS−1

4 (Proposition 3.9(iii)), straightforward calculations confirm that

q̂T2T4 = q̂X (4)
2 X (4)

4 = z′, (5.8)

where q̂ = −(q2 − q−2)(q + q−1) ∈ C∗. Using this observation, we consider the ideal
⟨T2⟩ ∈ C.Spec(A′) and track this back through the algorithm to show that ψ−1(⟨T2⟩) =
ψ
−2
4 ◦ψ

−1
3 (⟨T2⟩) = ⟨z′⟩, and hence that ⟨z′⟩ ∈ C.Spec(A).
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We first compute ψ
−1
3 (⟨T2⟩): Since T3 /∈ ⟨T2⟩, then applying Proposition 4.6 and Lemma

4.3, and noting that T2 = X (4)
2 and ⟨T2⟩A′S−1

3 = ⟨T2⟩A′S−1
3

, we may write

ψ
−1
3 (⟨T2⟩A′) = ⟨T2⟩A′S−1

3
∩A(4) = ⟨X (4)

2 ⟩A(4)S−1
3
∩A(4) = ⟨X (4)

2 ⟩A(4). (5.9)

Next we compute ψ
−1
4 (⟨X (4)

2 ⟩): Since X (4)
4 /∈ ⟨X (4)

2 ⟩ then applying Proposition 4.6 and
Lemma 4.3 gives

ψ
−1
4 (⟨X (4)

2 ⟩) = ⟨X
(4)
2 ⟩A(4)S−1

4 ∩A = ⟨X (4)
2 ⟩AS−1

4
∩A. (5.10)

We now show that ⟨z′⟩AS−1
4

= ⟨X (4)
2 ⟩AS−1

4
using the observation in (5.8): Clearly, given any

a ∈ ⟨z′⟩AS−1
4

there exists some b ∈ AS−1
4 such that

a = z′b = q̂X (4)
2 X (4)

4 b = X (4)
2 v ∈ ⟨X (4)

2 ⟩AS−1
4
,

where v = q̂X (4)
4 b ∈ AS−1

4 . Hence ⟨z′⟩AS−1
4
⊆ ⟨X (4)

2 ⟩AS−1
4

. Conversely, for any element a′ ∈

⟨X (4)
2 ⟩AS−1

4
there exists some b1,b2 ∈ AS−1

4 such that

a′ = b1X (4)
2 b2 = b1X (4)

2 X (4)
4 (X (4)

4 )−1b2 = b1q̂−1z′(X (4)
4 )−1b2 = z′w ∈ ⟨z′⟩AS−1

4
,

where w = q̂−1b1(X
(4)
4 )−1b2 ∈ A(4)S−1

4 . Hence ⟨X (4)
2 ⟩AS−1

4
⊆ ⟨z′⟩AS−1

4
and thus equality holds.

The bijective correspondence between {I ∈C.Spec(A) | I∩S4 = /0} and C.Spec(AS−1
4 ) allows

us to deduce that
⟨X (4)

2 ⟩AS−1
4
∩A = ⟨z′⟩AS−1

4
∩A = ⟨z′⟩A.

Combining this with (5.9) and (5.10) we conclude that ψ−1(⟨T2⟩) = ⟨z′⟩, hence ⟨z′⟩ ∈
C.Spec(A) and is a Cauchon ideal. In particular ⟨z′⟩ ∈ C.Spec{2}(A) and therefore {2} ∈W ′.

PI degree of A′/ψ(⟨z′⟩):

We are now in the position to apply Theorem 4.25 to this example, which implies that A′/⟨T2⟩
and A/⟨z′⟩ are PI algebras with PI-deg(A/⟨z′⟩) = PI-deg(A′/⟨T2⟩). The quotient algebra
A′/⟨T2⟩ simplifies to a quantum affine space of lower dimension,

A′/⟨T2⟩= CqM′ [t1, t3, t4],
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where M′ =
(0 0 −2

0 0 2
2 −2 0

)
is obtained from M by deleting the second row and second column,

and ti := Ti + ⟨T2⟩, for all i ∈ {1,3,4}. It is easily verified that the skew normal form
of M′ is S =

( 0 2 0
−2 0 0
0 0 0

)
, hence M′ has a kernel of dimension 1 and one pair of invariant

factors, where h1 = 2. Given that this is such a small example, we can apply Theorem 2.30
directly to CqM′ [t1, t3, t4] to calculate the cardinality h of the image of the homomorphism
π ◦M′ : Z3→ (Z/ℓZ)3. We observe that

π ◦M′


x

y
z


=

 −2z
2z

2x−2y

 , for all

x
y
z

 ∈ Z3.

From this we see that we have 2 free entries in the image (in positions 1 and 3) and each of
these entries has cardinality ℓ if ℓ is odd, and ℓ/2 if ℓ is even. Therefore

h =

ℓ2 ℓ is odd;

(ℓ/2)2 ℓ is even,

and,

PI-deg(A/⟨z′⟩) = PI-deg(A′/⟨T2⟩) = PI-deg(CqM′ [T1,T3,T4]) =
√

h=

ℓ ℓ is odd;

ℓ/2 ℓ > 4 is even.

We would recover the same result if, instead, we applied Lemma 5.7, using the properties of
M′ calculated above, to obtain

PI-deg(A/⟨z′⟩) =
3−1

2

∑
i=1

ℓ

gcd(hi, ℓ)
=

ℓ

gcd(2, ℓ)
=

ℓ ℓ is odd;

ℓ/2 ℓ > 4 is even.

5.3.2 A Quantum Schubert Variety: Oq(G2,4(K))γ for γ = {1,3}

In this example we study the quantum analogue to the coordinate ring of a specific Schubert
variety. Quantum Schubert varieties occur as a family of quotients of the so-called quantum
Grassmannian and they are strongly linked to quantum determinantal rings. We exploit
this strong link and apply the results in Section 4.5 to compute the PI degree of certain
quantum Schubert varieties. The aforementioned link between quantum Schubert varieties
and generalised quantum determinantal rings was shown by Lenagan and Rigal in [LR08].
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Here, we present a summary of some of their results, before showing on a specific example
how they may be used to compute the PI degree of a quantum Schubert variety.

The reader should beware the difference in notation: In their paper, Lenagan and Rigal
define quantum determinantal rings for ideals It , where It is generated by all t× t quantum
minors. In our definition (see Section 2.4.4), which agrees with [GL00], we define quantum
determinantal rings for ideals It , where It is generated by all (t+1)× (t+1) quantum minors.
When calling results from [LR08] we must therefore be careful to replace t with t + 1 in
order to match our definition.

The link to generalised quantum determinantal rings:

We begin by defining the objects mentioned above. For a full exposition of the following
constructs, the reader is referred to [LR08].

Definition 5.8. Let m,n ∈ N>0 with m ≤ n. The quantum Grassmannian, denoted by
Oq(Gm,n(K)), is defined to be the subalgebra of Oq(Mm,n(K)) generated by the m×m
quantum minors (called the maximal quantum minors). It is a deformation of the coordinate
ring of the Grassmannian, Gm,n(K), of m-dimensional subspaces of Kn.

Just as index pairs (I,J) ∈ ∆m,n correspond to quantum minors of Oq(Mm,n(K)), so
too index sets I = {i1 < .. . < im} ⊆ J1,nK correspond to maximal minors [J1,mK|I] of
Oq(Mm,n(K)), and hence to elements in Oq(Gm,n(K)). We denote by Πm,n the set of all index
sets and we identify this with the set of all maximal minors of Oq(Mm,n(K)).

We equip the set ∆m,n with a partial order ≤st where, if (I,J), (K,L) ∈ ∆m,n with I =
{i1 < .. . < iu}, J = { j1 < .. . < ju}, K = {k1 < .. . < kv}, L = {l1 < .. . < lv}, then

(I,J)≤st (K,L) ⇐⇒


u≥ v;

is ≤ ks for s ∈ J1,vK;

js ≤ ls for s ∈ J1,vK.

This partial order restricts to Πm,n ⊂ ∆m,n in the following way: For I,J ∈ Πm,n, with
I = {i1 < .. . < im} and J = { j1 < .. . < jm}, we have

I ≤st J ⇐⇒ is ≤ js for s ∈ J1,mK.

We may now state the main object of interest for this example, as defined in [LR08,
Definition 1.1]:
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Definition 5.9. Let γ ∈Πm,n and define the set Π
γ
m,n = {α ∈Πm,n | α �st γ}. The quantum

Schubert variety associated to γ is

Oq(Gm,n(K))γ := Oq(Gm,n(K))/⟨Πγ
m,n⟩.

This is a deformation of the coordinate ring of a Schubert variety.

Lenagan and Rigal go on to define a class of quotients of Oq(Mm,n(K)), in a similar way
[LR08, Definition 4.1]:

Definition 5.10. Let δ ∈ ∆m,n and set ∆δ
m,n = {α ∈ ∆m,n |α �st δ}. The generalised quantum

determinantal ring associated to δ is

Oq(Mm,n(K))δ := Oq(Mm,n(K))/⟨∆δ
m,n⟩.

Remark 5.11. The quantum determinantal ring Rt(Mm,n) := Oq(Mm,n(K))/It can be ob-
tained from the definition above by taking δ = (J1, t− 1K,J1, t− 1K) (see [LR08, Remark
4.2(iv)]).

In [LR08, Proposition 4.3], an isomorphism is provided which links a localisation
of a quantum Schubert variety with a skew-Laurent extension of a generalised quantum
determinantal ring. This isomorphism is induced by the dehomogenisation map defined
in [LR06, Section 3.5] and is constructed in the following way: For δ ∈ ∆m,n, let T =

{n+1, . . . ,n+m} and γ = δm,n(δ ), where

δm,n : ∆m,n −→Πm,m+n\{T}
(I,J) 7−→ K(I,J) (5.11)

is an isomorphism of partially ordered sets and, for I = {i1 < .. . < it} and J = { j1 < .. . < jt},
we set K(I,J) := { j1, . . . , jt ,n+1, . . . ,n+m}\{n+m+1− i1, . . . ,n+m+1− it}. Then there
is an isomorphism,

Dδ
m,n : Oq(Mm,n(K))δ [y,y

−1;φ ]−→ Oq(Gm,m+n(K))γ [[T ]
−1
], (5.12)

which sends [I|J] to [K(I,J)] [T ]
−1

and y to [T ] (where [I|J] denotes the canonical image of
[I|J] in the quotient algebra Oq(Mm,n(K))δ , and similarly for [K(I,J)] in Oq(Gm,m+n(K))γ ).
The automorphism φ of Oq(Mm,n(K))δ is defined as φ(X̄i, j) = q−1X̄i, j for all generators
X̄i, j ∈ Oq(Mm,n(K))δ .

We now proceed with our example, which is to compute the PI degree of Oq(G2,4(K)){1,3}.
Let m = n = 2 and γ = {1,3} ∈Π2,4. From the maps defined above, we have T = {2,3} and
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δ = δ
−1
2,2 (γ) = ({1},{1}) ∈ ∆2,2. Moreover,

∆
δ
2,2 = {α ∈ ∆2,2 | α �st ({1},{1})}= ({1,2},{1,2}),

Π
γ

2,4 = {α ∈Π2,4 | α �st ({1,3})}= {1,2},

so that ⟨∆δ
2,2⟩= ⟨Dq⟩ and ⟨Πγ

2,4⟩= ⟨[12|12]⟩. The isomorphism in (5.12) then becomes

Dδ
2,2 : Oq(M2(K))/⟨Dq⟩[y,y−1;φ ]−→ Oq(G2,4(K)){1,3}[[1,2|2,3]

−1
]. (5.13)

Since 1 ̸= q ∈ K∗ is a primitive ℓth root of unity, both algebras in the map (5.13) are PI
algebras. By the invariance of the PI degree under localisation (Corollary 2.15), and the
isomorphism in (5.13), we see that

PI-deg(Oq(M2(K))/⟨Dq⟩[y;φ ]) = PI-deg(Oq(G2,4(K))γ). (5.14)

We focus on computing the left hand side of this equality.

PI degree of Oq(M2(K))/⟨Dq⟩[y;φ ]:

Recalling the results from Section 4.5.1 (substituting λ = q−2 and pi, j = q, for all i > j, and
relabelling the generators as a := X1,1, b := X1,2, c := X2,1, d := X2,2 for ease of reading), we
may present Oq(M2(K)) as the iterated Ore extension

Oq(M2(K)) =K[a][b;σb][c;σc][d;σd,δ ],

where the actions of σb, σc, σd on the generators are determined by q ∈ K∗ raised to the
power of the entries of the matrix

M =

( 0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0

)
.

For example, σd(b) = qm4,2b = q−1b and σb(c) = qm2,3c = c, etc. The σd-derivation is
defined as

δ : K⟨a,b,c⟩ −→K⟨a,b,c⟩
a 7−→ (q−1−q)bc

b,c 7−→ 0.
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We don’t need the full force of the deleting derivations algorithm to obtain the re-
sults of Theorem 4.25 because this is such a small example. Instead we observe that,
denoting the images of a, . . . ,d in Oq(M2(K))/⟨Dq⟩ as ā, . . . , d̄, we have ā = qb̄c̄d̄−1 ∈
Oq(M2(K))/⟨Dq⟩[d̄−1]. Hence

Oq(M2(K))/⟨Dq⟩[d̄−1] =KqM′ [b̄, c̄, d̄±1], (5.15)

where M′ is the submatrix of M obtained by deleting the first row and first column.
Recall, from (5.14), that computing the PI degree of Oq(G2,4(K))γ is equivalent to

computing the PI degree of Oq(Mn(K))/⟨Dq⟩[y;φ ], where

φ(ā) = q−1ā, φ(b̄) = q−1b̄, φ(c̄) = q−1c̄, φ(d̄) = q−1d̄.

Since φ is an automorphism, it extends to an automorphism φ ′ on Oq(M2(K))/⟨Dq⟩[d̄−1].
We form Ore extensions over the algebras on either side of the equality in (5.15), using φ ′,
which, as a consequence of the universal property of Ore extensions (Corollary 2.22), allows
us to define an isomorphism

Oq(M2(K))/⟨Dq⟩[d̄−1][y;φ
′]−→KqM′ [b̄, c̄, d̄±1][y′;φ

′]

taking y to y′ and acting as the identity on Oq(M2(K))/⟨Dq⟩[d̄−1]. From this, it is not hard
to verify that

Oq(M2(K))/⟨Dq⟩[y;φ ][d̄−1]∼=KqM [b̄, c̄, d̄,y][d̄−1],

where M is the (still skew-symmetric) matrix obtained from M′ by attaching a column of 1’s
and a row of −1’s as follows:

M =
(

M′ 1
−1T 0

)
=

( 0 0 1 1
0 0 1 1
−1 −1 0 1
−1 −1 −1 0

)
.

Therefore, by applying Corollary 2.15 and Lemma 5.7 we obtain

PI-deg(Oq(M2(K))/⟨Dq⟩[y;φ ]) = PI-deg(KqM [b̄, c̄, d̄,y]) =

4−dim(ker(M))
2

∏
i=1

ℓ

gcd(hi, ℓ)
,

where the hi are the invariant factors of M. The skew-normal form of M can be calculated
easily (for example, using Maple), from which it may be verified that dim(ker(M)) = 2 and
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h1 = 1. This allows us to conclude this example by calculating the PI degree:

PI-deg(Oq(G2,4(K))γ) = PI-deg(Oq(M2(K))/⟨Dq⟩[y;φ ]) = ℓ.

5.3.3 General Method for Quantum Schubert Varieties

In this section we present a more general method for calculating the PI degree of a quantum
Schubert variety, which utilises the deleting derivations algorithm. We take q ∈K∗ to be a
primitive ℓth root of unity, with ℓ > 2, and m, n to be positive integers.

Recall the notation and constructs from the previous section, in particular the sets and
maps which appear in (5.11) and (5.12). Let δ ∈ ∆m,n and γ = δm,n(δ )∈Πm,m+n\{T}, where
T = {n+1, . . . ,n+m}. Recall, too, the automorphism φ ∈ AutK(Oq(Mm,n(K))δ , defined as
φ(X̄i, j) = q−1X̄i, j for all generators X̄i, j ∈ Oq(Mm,n(K))δ .

Since q is a root of unity, the quotient algebra Oq(Mm,n(K))δ is a PI algebra (as a finite
module over a central subalgebra Z0, as discussed in Section 2.4.3). It is clear, from the
definition of φ , that yℓ is a central element and hence that the skew-Laurent extension
Oq(Mm,n(K))δ [y,y−1;φ ] is finite dimensional over the central subalgebra K⟨Z0,yℓ⟩. Thus it
is also a PI algebra. The isomorphism in (5.12) then allows us to deduce that

PI-deg(Oq(Mm,n(K))δ [y;φ ]) = PI-deg(Oq(Gm,m+n(K))γ). (5.16)

We now make use of techniques from previous chapters to provide an expression for the left
hand side of the equality above, thus giving an expression for the PI degree of the quantum
Schubert variety on the right hand side of the equality.

Proposition 5.12. Keep the notation and assumptions above. Let A := Oq(Mm,n(K)) and
denote its set of Cauchon diagrams by W ′.

(i) We have

PI-deg(Oq(Gm,m+n(K))γ) = PI-deg((OqM(Kmn)/ψ(⟨∆δ
m,n⟩))[y′;φ

′]),

where

• OqM(Kmn) is the quantum affine space obtained by applying the deleting deriva-
tions algorithm to Oq(Mm,n(K));

• ψ is the canonical embedding ψ : C.Spec(Oq(Mm,n(K)))→ C.Spec(OqM(Kmn));

• φ ′ ∈AutK(OqM(Kmn)/ψ(⟨∆δ
m,n⟩)) is the automorphism defined as φ ′(tr,s)= q−1tr,s

on the generators t1,1, . . . , tm,n of OqM(Kmn)/ψ(⟨∆δ
m,n⟩).
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(ii) If ⟨∆δ
m,n⟩ ∈ C.Specw(Oq(Mm,n(K))) is a Cauchon ideal, for some w ∈W ′, then

PI-deg(Oq(Gm,m+n(K))γ) = PI-deg(OqM(Kk+1)),

where k = mn−|w| and M ∈Mk+1(Z) is obtained from M by first deleting the columns
and rows indexed by w to obtain M′ ∈Mk(Z), and then extending M′ by a column of
1’s and a row of −1’s to obtain M =

(
M′ 1
−1T 0

)
.

Proof. Applying the deleting derivations algorithm (Theorem 3.6) to A = Oq(Mm,n(K)) we
obtain a quantum affine space

A′ = OqM(Kmn) =KqM [T1,1, . . . ,Tm,n],

for some M ∈Mmn(K), with PI-deg(A) = PI-deg(A′). Recall from [LR08, Proposition 4.3]
that Oq(Mm,n(K))δ = A/⟨∆δ

m,n⟩ is an integral domain, hence ⟨∆δ
m,n⟩ ∈ C.Spec(A). Let P :=

⟨∆δ
m,n⟩, so that Oq(Mm,n(K))δ = A/P, and denote its image under the canonical embedding

by Q = ψ(⟨∆δ
m,n⟩) ∈ C.Spec(A′).

We adapt the notation in Section 4.3 to this example to make the proof more readable.
Let X̄r,s ∈ A/P be the canonical image of Xr,s ∈ A and tr,s ∈ A′/Q be the canonical image
of Tr,s ∈ A′, for all (1,1) ≤ (r,s) ≤ (m,n). Using the maps defined in Proposition 4.6, we
set Pu,v := ψ(u,v) ◦ · · · ◦ψ(m,n)(P) ∈ C.Spec(A(u,v)), for all (1,2)≤ (u,v)≤ (m,n)+. Finally,

for all (1,2)≤ (u,v)≤ (m,n)+, we set B(u,v) := A(u,v)/Pu,v and denote by X̄ (u,v)
r,s ∈ B(u,v) the

canonical image of X (u,v)
r,s ∈ A(u,v), for all (1,1) ≤ (r,s) ≤ (m,n). Note that B(m,n)+ = A/P

with generators X̄ (m,n)+
r,s = X̄r,s, and B(1,2) = A′/Q with generators X̄ (1,2)

r,s = tr,s.

(i) Given the notation above, the statement that we wish to prove becomes

PI-deg(Oq(Gm,m+n(K))γ) = PI-deg((A′/Q)[y′;φ
′]), (5.17)

where φ ′ ∈ AutK(A′/Q) is defined as φ ′(tr,s) = q−1tr,s, for all tr,s ∈ A′/Q. We apply
Theorem 4.25 to A/P = Oq(Mm,n(K))δ to see that there exists multiplicatively closed
Ore sets, Γ⊆ A/P and Σ⊆ A′/Q, such that

(A/P)Γ−1 = (A′/Q)Σ−1 ⊆ Frac(A/P). (5.18)

It is sufficient to show that

(A/P)[y;φ ]Γ−1 ∼= (A′/Q)[y′;φ
′]Σ−1, (5.19)
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as then, the equality in (5.17) will follow from Corollary 2.15 as well as the equality in
(5.16), which, rewritten in the notation above, becomes

PI-deg((A/P)[y;φ ]) = PI-deg(Oq(Gm,m+n(K))γ).

We recall from the discussion at the beginning of this example that φ ∈ AutK(A/P) is
defined as φ(X̄i, j) = q−1X̄i, j, for all generators X̄i, j ∈ A/P. This extends naturally to an
automorphism φ̄ on (A/P)Γ−1 and to an automorphism Φ on Frac(A/P). Restricting Φ

to A/P and (A/P)Γ−1 returns φ and φ̄ , respectively. As a consequence of the universal
property of Ore extensions (Corollary 2.22) and the equality in (5.18), we obtain the
following isomorphism:

(A/P)Γ−1[y; φ̄ ]∼= (A′/Q)Σ−1[y′; φ̄ ]. (5.20)

We now show that φ̄(tr,s) = q−1(tr,s), for all generators tr,s ∈A′/Q, by using an argument
of decreasing induction on (1,2)≤ (u,v)≤ (m,n)+ to show that Φ(X̄ (u,v)

r,s ) = q−1X̄ (u,v)
r,s ,

for all (1,1) ≤ (r,s) ≤ (m,n). Setting (u,v) := (1,2) and noting that φ̄(tr,s) = Φ(tr,s)
will then prove the result.

Let (u,v) = (m,n)+, then X̄ (m,n)+
r,s = X̄r,s and Φ(X̄r,s) = φ(X̄r,s) = q−1X̄r,s, by the defini-

tion of φ . This proves the base case.

Take some (1,2) ≤ (u,v) ≤ (m,n) and assume that Φ(X̄ (u,v)+
r,s ) = q−1X̄ (u,v)+

r,s , for all
(1,1)≤ (r,s)≤ (m,n). Using Proposition 4.23(ii) we may write

X̄ (u,v)
r,s =


X̄ (u,v)+

r,s (r,s)≥ (u,v);

X̄ (u,v)+
r,s (r,s)< (u,v) and (r = u or s = v);

X̄ (u,v)+
r,s −qX̄ (u,v)+

r,v X̄ (u,v)+
u,s (X̄ (u,v)+

u,v )−1 r < u and s < v.

From this we see that if r ≥ u or s≥ v, then

Φ(X̄ (u,v)
r,s ) = Φ(X̄ (u,v)+

r,s ) = q−1X̄ (u,v)+
r,s = q−1X̄ (u,v)

r,s .
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Otherwise, if r < u and s < u, then

Φ(X̄ (u,v)
r,s ) = Φ(X̄ (u,v)+

r,s )−qΦ(X̄ (u,v)+
r,v )Φ(X̄ (u,v)+

u,s )Φ((X̄ (u,v)+
u,v )−1)

= q−1X̄ (u,v)+
r,s −q(q−1X̄ (u,v)+

r,v q−1X̄ (u,v)+
u,s q(X̄ (u,v)+

u,v )−1)

= q−1(X̄ (u,v)+
r,s −qX̄ (u,v)+

r,v X̄ (u,v)+
u,s (X̄ (u,v)+

u,v )−1)

= q−1X̄ (u,v)
u,s .

This proves the inductive step and completes the proof that Φ(X̄ (u,v)
r,s ) = q−1X̄ (u,v)

r,s for all
(1,2)≤ (u,v)≤ (m,n)+ and all (1,1)≤ (r,s)≤ (m,n). Therefore, taking (u,v) = (1,2)
we conclude that φ̄(tr,s) = q−1(tr,s), for all (1,1)≤ (r,s)≤ (m,n).

Using (5.20) we see that φ̄ restricts to both A/P and A′/Q. Restricting φ̄ to A/P returns
the automorphism φ and, denoting the restriction of φ̄ to A′/Q as φ ′, we obtain

(A/P)[y;φ ]Γ−1 ∼= (A′/Q)[y′;φ
′]Σ−1,

where φ ′(tr,s) = φ̄(tr,s) = q−1tr,s, for all (1,1)≤ (r,s)≤ (m,n). This proves the isomor-
phism in (5.19), as required, and thus completes the proof of part (i).

(ii) Suppose ⟨∆δ
m,n⟩ ∈ C.Specw(A) is a Cauchon ideal, for some w ∈W ′. Using Remark

5.2 we write

A′/Q = OqM(Kmn)/ψ(⟨∆δ
m,n⟩) =KqM [T1,1, . . . ,Tm,n]/⟨Ti, j | (i, j) ∈ w⟩= OqM′ (Kk),

(5.21)
where k = mn− |w|, and M′ ∈ Mk(Z) is obtained from M by deleting the columns
and rows indexed by w. Let φ ′ ∈ AutK(OqM′ (Kk)) be such that φ ′(ti) = q−1ti for all
i∈ J1,kK, where t1, . . . , tk are the generators of OqM′ (Kk). Note that this is the same map
as defined in part (i), we have just relabelled the generators of OqM(Kmn)/ψ(⟨∆δ

m,n⟩) =
OqM′ (Kk) from tr,s to ti. Using φ ′ we form an Ore extension over OqM′ (Kk),

OqM′ (Kk)[y′;φ
′] =KqM′ [t1, . . . , tk][y′;φ

′] =KqM [t1, . . . , tk,y′] = OqM(Kk+1), (5.22)
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where M =
(

M′ 1
−1T 0

)
∈Mk+1(Z). Combining the result of part (i) with the equalities in

(5.21) and (5.22), we may conclude:

PI-deg(OqM(Kk+1)) = PI-deg(OqM′ (Kk)[y′;φ
′])

= PI-deg((A′/Q)[y′;φ
′])

= PI-deg(Oq(Gm,m+n(K))γ).

Combining this proposition with Lemma 5.7 gives the following:

Corollary 5.13. Let δ ∈ ∆m,n and γ ∈ Πm,m+n\{T} be as in Proposition 5.12. If ⟨∆δ
m,n⟩ ∈

C.Specw(Oq(Mm,n(K))) is a Cauchon ideal, for some w ∈W ′, then

PI-deg(Oq(Gm,m+n(K))γ) =

k+1−dim(ker(M))
2

∏
i=1

ℓ

gcd(hi, ℓ)
,

where k =mn−|w|, M ∈Mk+1(Z) is the matrix defined in Proposition 5.12(ii), and h1, . . . ,hs

are the invariant factors of M (where 2s = k+1−dim(ker(M))).

The corollary above encourages us to investigate the properties of the matrix M, the
matrix extended from M′. In next chapter we present properties of M′ in the special case of
quantum determinantal rings, and we discuss the potential of using this information to gain
information about the properties of M.

5.4 Open Questions

We now address some of the questions and open problems arising from work in this chapter.
Steps 3(b) and 3*(b) in the general method for calculating PI-deg(A/P) motivate the

following two questions:

1) When is P ∈ C.Spec(A) a Cauchon ideal?

Analogues to this question have been answered in the generic case by Cauchon [Cau03a,
Lemme 5.5.8], and in the Poisson setting by Lecoutre [Lec14, Lemma 5.5.10]. In both
settings, this was achieved by considering a torus action on the starting algebra, with certain
assumptions placed on the torus as well as, possibly, on the base field (see [Cau03a, Hy-
pothèse 4.1.2 and Hypothèse 4.1.2] for these assumptions in the generic case, and [Lec14,
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Section 5.5.2] for these assumptions in the Poisson setting). In particular, the torus-invariant
prime ideals (respectively, Poisson prime ideals) provide the answer to the analogous question
in each setting.

Naturally, then, we investigated the effects of a rational torus action on the completely
prime spectra of A and A′ in the root of unity case. We can show that such an action commutes
with the deleting derivation homomorphism and, therefore, extends to a rational torus action
on A′. Furthermore, the torus-invariant completely prime ideals in A are mapped to torus-
invariant completely prime ideals in A′. In order to conclude in a similar manner to Cauchon
and Lecoutre we require the following statement to be true:

Let T = (A′/Jw)S−1
w be a quantum torus, for some w ∈ W where w ̸= J1,NK, and Sw

the multiplicatively closed set generated by all T̄i ∈ A′/Jw for i ∈ J1,NK\w. Assume
T supports a rational torus action coming from a rational torus action, H , on A. If
I ∈ C.Spec(T ) is an H -invariant completely prime ideal, then I = {0}.

A positive result would imply that the only H -invariant completely prime ideals of A′ are
the ideals Jw, for all w ∈W , and hence every H -invariant ideal P ∈ C.Spec(A) is a Cauchon
ideal. Unfortunately, the methods employed by Cauchon and Lecoutre to prove analogues to
the statement above ([Cau03a, Lemme 5.5.3] and [Lec14, Proposition 3.4.3], respectively)
break down in the root of unity case due to the existence of the so-called ℓ-centre - elements
of the algebra A raised to the ℓth power which commute with everything and may form
monomials which remain unchanged under the torus action.

We have found a counterexample to this statement, when A =Oq(M2(K)), w = /0 and ℓ=

2, which suggests the need for at least some conditions on the primitive ℓth root of unity q; for
example, that ℓ be greater than 2. Indeed, if ℓ > 2 then, working in collaboration with Lewis
Topley, we have been able to confirm that the statement above holds when A = Oq(M2(K))

and w = /0, using an algebraic geometric argument. That is, if T =KqM [a±1,b±1,c±1,d±1]

with M =

( 0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0

)
, and the torus H = (K∗)3 acts on T in the following way:

(α,β ,γ) · (a,b,c,d) = (αa,βb,γc,βγα
−1d),

then T contains no non-trivial H -invariant completely prime ideals. In and of itself, this
result is not sufficient to conclude anything about which H -invariant completely prime
ideals in Oq(Mm,n(K)) are Cauchon ideals, and attempts to induct on this result in order
to prove it for quantum matrices of arbitrary dimension fail, again due to the existence of
an ℓ-centre. For this reason we have omitted these results from the thesis. In light of the
discussion above, it seems that different techniques may be required to investigate the validity
of the statement for any T .
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2) Given Jw ∈ C.Specw(A
′) for some w ∈W ′, what is ψ−1(Jw) ∈ C.Specw(A)?

It is implied in the question that we know the full description of the set of Cauchon diagrams
W ′ for A, although this in itself is still an open problem for general algebras. Since we have
the description of W ′ for quantum matrices (Theorem 4.37), we focus on this question for
A = Oq(Mm,n(K)).

Again, looking to the generic case for inspiration (that is when q is not a root of unity)
we find a paper of Casteels [Cas14], in which he utilises Cauchon’s deleting derivations
algorithm to prove that all torus-invariant prime ideals of Oq(Mm,n(K)) are generated by
quantum minors. We can show that, in the root of unity case, A still supports a rational torus
action which transfers to a rational torus action on A′, and that Jw and ψ−1(Jw) are invariant
under these actions (see the discussion for Question 1 above). Therefore a natural starting
point for resolving this open question in the root of unity setting is to see whether the method
employed in [Cas14] still works when applying the deleting derivations algorithm introduced
in Section 3.2 in place of Cauchon’s algorithm.



Chapter 6

PI Degree of Quotients of Quantum
Matrices

In this chapter we focus on the single parameter quantum matrices, Oq(Mm,n(K)), where
q∈K∗ is some nonzero field element such that q2 ̸= 1, so that the algebra satisfies Hypothesis
1. Let OqM(Kmn), for M ∈Mmn(Z), be the quantum affine space obtained at the end of the
deleting derivations algorithm applied to Oq(Mm,n(K)) with the generators presented in
lexicographic order. Let W := P(J1,mK× J1,nK) and W ′ ⊆W denote the set of Cauchon
diagrams of Oq(Mm,n(K)). Let P ∈ C.Specw(Oq(Mm,n(K))) be a Cauchon ideal, so that
OqM(Kmn)/ψ(P) = OqM′ (Kmn−|w|), by Remark 5.2. When q ∈K∗ is a primitive ℓth root of
unity (with ℓ > 2) we have

PI-deg(Oq(Mm,n(K))/P) = PI-deg(OqM′ (Kmn−|w|)), (6.1)

where M′ ∈Mmn−|w|(Z) is the skew-symmetric matrix obtained from M by deleting the rows
and columns indexed by w.

In Section 6.1 we associate to any m× n Cauchon-Le diagram C a matrix M(C) and
show how properties of M(C), namely the dimension of its kernel and information about its
invariant factors, may be obtained through properties of C. The main result of this chapter
states that the invariant factors of the matrix corresponding to a Cauchon-Le diagram are all
powers of 2. In Section 6.2 we specialise to quantum determinantal rings, where we give an
explicit calculation of the PI degree of Rt(Mn) when q ∈K∗ is a primitive ℓth root of unity
and ℓ is odd.
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6.1 Properties of M′ Using Cauchon-Le Diagrams

Given an m×n Cauchon-Le diagram C we may compute its toric permutation τ , as defined
in [BCL12, Section 4.1], by laying pipes over the squares such that we place a “cross" on
each black square and a “hyperbola" on each white square. We label the sides of the diagram
with the numbers 1, . . . ,m+n such that each pair of opposite sides share the same labels in
the same order. The permutation, τ , may then be read off this diagram by defining τ(i) to be
the label (on the left or top side of C) reached by following the pipe starting at label i (on the
right or bottom side of C).

For each m× n Cauchon-Le diagram, C, with N white squares, we may construct a
skew-symmetric integral matrix, M(C) ∈MN(Z), as follows: Label the white squares from 1
to N in such a way that the labels increase along the rows (from left to right) and down the
columns (from top to bottom). Given such a labelling, we construct M(C) according the rule

M(C)[i, j] =


1 if square i is stricly below or strictly to the right of square j;

−1 if square i is strictly above or strictly to the left of square j;

0 otherwise.

Note that this construction of M(C) is also valid if C is any m×n diagram, i.e. if C does not
satisfy the Cauchon property stated in Section 4.5.1.

Recalling the notation from Section 4.5, Figure 6.1 shows the 3×5 labelled Cauchon-Le
diagram C =Cw associated to w = {(1,2),(1,4),(2,2),(3,1),(3,2),(3,3)} on the left, and
its pipe dream construction showing the toric permutation, τ = (17)(26384), on the right.

1 2 3

4 5 6 7

8 9

←→

1

2

3

1

2

3

4 5 6 7 8

4 5 6 7 8

Fig. 6.1 A labelled Cauchon-Le diagram (left) with pipe dream construction (right) showing
τ = (17)(26384)



6.1 Properties of M′ Using Cauchon-Le Diagrams 100

The matrix associated to the Cauchon-Le diagram Cw in Figure 6.1 is:

M(Cw) =


0 1 1 1 0 0 0 0 0
−1 0 1 0 1 0 0 0 0
−1 −1 0 0 0 0 1 0 1
−1 0 0 0 1 1 1 0 0
0 −1 0 −1 0 1 1 0 0
0 0 0 −1 −1 0 1 1 0
0 0 −1 −1 −1 −1 0 0 1
0 0 0 0 0 −1 0 0 1
0 0 −1 0 0 0 −1 −1 0


Properties of a Cauchon-Le diagram provide information about its associated matrix.

Indeed, combining [BCL12, Theorem 4.6 and Lemma 4.3] gives the following result:

Proposition 6.1 (Bell, Casteels, Launois; [BCL12]). Let C be an m×n diagram and M(C)

be its associated matrix. Then the dimension of the kernel of M(C) is the number of odd
cycles in the disjoint cycle decomposition of its toric permutation τ .

Remark 6.2. A cycle is odd if it can be written as an odd number of inversions. That is, odd
cycles have even length. Given a diagram C with toric permutation τ , let odd(τ) denote the
number of odd cycles in the disjoint cycle decomposition of τ .

The next result provides information about the invariant factors of M(C), which has
powerful consequences for us when ℓ is odd.

Theorem 6.3. Let C be an m×n Cauchon-Le diagram and M(C) be its associated matrix.
Then the invariant factors of M(C) are all powers of 2.

Proof. We prove that all invariant factors of M(C) are powers of 2 using increasing induction
on the dimension, d, of the kernel of M(C).

If d = 0 then the matrix M(C) is invertible and it follows, from [BLL10, Theorem 2.2],
that the determinant of M(C) is a power of 4. Let det(M(C)) = 4a for some a ∈ N. By
Remark 5.2, M(C) is congruent to the block diagonal matrix

Sk(C) :=



0 h1

−h1 0
0 h2

−h2 0
. . .

0 hs

−hs 0


,
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where rank(M(C)) = 2s and hi | hi+1 ∈ Z\{0}, for i ∈ J1,s−1K. The matrix Sk(C) is clearly
equivalent to the Smith normal form of M(C), which we denote by

Sm(C) = diag(h1,h1,h2,h2, . . . ,hs,hs).

We see that det(Sk(C)) = det(Sm(C)) since Sm(C) is obtained from Sk(C) by performing s
distinct row swaps and multiplying s rows by −1, thus changing the determinant of Sk(C)

by a factor of (−1)2s = 1. The congruence relation then implies that

det(M(C)) = det(Sk(C)) = det(Sm(C)).

Since the nonzero entries hi in Sm(C) are the invariant factors of the matrix M(C), we may
use the observations above to deduce that

4a = det(M(C)) = det(Sm(C)) =
s

∏
i=1

h2
i =⇒ 2a =

s

∏
i=1

hi.

Therefore, each hi is a power of 2.
Now let d > 0 and assume the statement of the theorem holds for all Cauchon-Le diagrams

whose associated matrix has kernel of dimension less than d. That is, for all Cauchon-Le
diagrams C′, with dim(ker(M(C′))) < d, the invariant factors of M(C′) are powers of 2.
Consider a Cauchon-Le diagram C whose associated matrix M(C) has kernel of dimension
d, and let N be the number of white squares in C so that M(C) is an N×N matrix. Then, by
[BL10, Proposition 4.6], there exists a Cauchon-Le diagram C′ obtained by adding exactly
one black square to C, with the property

dim(ker(M(C′))) = d′ = d−1.

Label the white squares of C as l1 < .. . < lN and suppose we obtain C′ by colouring the white
square labelled li black, for some i ∈ J1,NK. Then M(C′) is the (N−1)× (N−1) submatrix
of M(C) obtained by removing the row and column indexed by i. Noting that d′ = d−1 < d,
we apply the induction hypothesis to M(C′) to see that all its invariant factors, denoted by
h′1, . . . ,h

′
s′ for some s′ ∈ N, are powers of 2. Let h1, . . . ,hs be the invariant factors of M(C)

and note that
s′ = N−1− (d−1) = N−d = s.
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We may therefore write the Smith normal forms of M(C) and M(C′), respectively, as

Sm(C) = diag(h1,h1, . . . ,hs,hs,0, . . . ,0), (6.2)

Sm(C′) = diag(h′1,h
′
1, . . . ,h

′
s,h
′
s,0, . . . ,0). (6.3)

A well-known result for the Smith normal form (see [New72, Chapter II subsection 16])
applied to M(C′) allows us to write

D2i−1(M(C′)) = h′i ·D2i−2(M(C′)), (6.4)

D2i(M(C′)) = h′i ·D2i−1(M(C′)), (6.5)

where D j(M(C′)) is the greatest common divisor of all j× j minors of the matrix M(C′), for
all j ∈ J1,N−1K, and D0(M(C′)) := 1. Clearly any minor of M(C′) of size j is also a minor
of M(C) of size j, so D j(M(C)) divides D j(M(C′)). Therefore, if D j(M(C′)) is a power of
2, for all j ∈ J1,2sK, then D j(M(C)) is also a power of 2, for all j ∈ J1,2sK. We now apply
an induction argument on i ∈ J1,sK to show that D2i−1(M(C′)) and D2i(M(C′)) are powers
of 2 for all i.

The base case, when i = 1, is easily seen to hold since h′1 is a power of 2, by the inductive
hypothesis on d, and (6.4) and (6.5) give

D1(M(C′)) = h′1 ·D0(M(C′)) = h′1 ·1,
D2(M(C′)) = h′1 ·D1(M(C′)) = h′1 ·h′1.

Assume now that D2i−1(M(C′)) and D2i(M(C′)) are powers of 2, for some i ∈ J1,s−1K, and
consider D2i+1(M(C′)) and D2i+2(M(C′)). Using (6.4) and (6.5), we write these as

D2i+1(M(C′)) = h′i+1 ·D2i(M(C′)),

D2i+2(M(C′)) = h′i+1 ·D2i+1(M(C′)),

where h′i+1 is a power of 2, by the induction hypothesis on d, and D2i(M(C′)) is a power of
2, by the induction hypothesis on i ∈ J1,sK. Hence, using the equations above, we may write

D2i+1(M(C′)) = 2a ·2b = 2a+b,

D2i+2(M(C′)) = 2a ·2a+b = 22a+b,

for some a,b ∈ N. This proves the inductive step for the induction on i and, hence, we
conclude that D j(M(C)) is a power of 2, for all j ∈ J1,2sK.
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Finally, to conclude the main induction on d we apply the identity (6.5) to M(C), and use
the result of the previous induction argument, to show that, for any i ∈ J1,sK,

hi =
D2i(M(C))

D2i−1(M(C))
=

2e

2 f = 2e− f ∈ Z,

for some e, f ∈ N such that e≥ f . This proves that all the invariant factors, hi, of M(C) are
powers of 2, thus completing the main proof by induction.

Remark 6.4. Let w ∈W ′ and take P ∈ C.Specw(Oq(Mmn(K))) to be a Cauchon ideal, with
q ∈K∗ a primitive ℓth root of unity and ℓ > 2. It can be verified, through direct construction
of M(Cw), that the matrix M′ in (6.1) is the one associated to the Cauchon-Le diagram
Cw. Proposition 6.1 implies that dim(ker(M′)) = odd(τ), where τ is the toric permutation
associated to Cw. Therefore, by Lemma 5.7, we may write

PI-deg(OqM′ (Kmn−|w|)) =

mn−|w|−odd(τ)
2

∏
i=1

ℓ

gcd(hi, ℓ)
,

where the hi are the invariant factors of the matrix M′ = M(Cw) ∈Mmn−|w|(Z). These are all
powers of 2, by Theorem 6.3, hence, if ℓ is odd then the PI degree becomes

PI-deg(Oq(Mm,n(K)/P) = ℓ
mn−|w|−odd(τ)

2 .

We now illustrate these results with an example.

Example 6.5. Take q ∈ K∗ to be a primitive ℓth root of unity, with ℓ > 2, and let A =

Oq(M3,5)(K). From Section 4.5 we see that A satisfies Hypothesis 1 and, applying the delet-
ing derivations algorithm, we obtain the quantum affine space A′ =KqM [T1,1, . . . ,T3,5]. Here,
M = M(D) ∈M15(K) is the skew-symmetric matrix corresponding to the 3×5 Cauchon-Le
diagram D containing no black squares.

Taking w = {(1,2),(1,4),(2,2),(3,1),(3,2),(3,3)} we construct the 3×5 diagram Cw,
as seen in Figure 6.1, and confirm that it is a Cauchon-Le diagram. From Theorem 4.37 we
deduce that Jw ∈ C.Specw(A

′)∩ Im(ψ), where Jw := ⟨Ti, j | (i, j) ∈ w⟩ and ψ : C.Spec(A)→
C.Spec(A′) is the canonical embedding. Thus

A′/Jw =KqM′ [T1,1,T1,3,T1,5,T2,1,T2,3,T2,4,T2,5,T3,4,T3,5],
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where M′ ⊆M is the 9×9 submatrix obtained from M by deleting the rows and columns
indexed by (i, j) ∈ w, that is, M′ = M(Cw). Therefore, by Theorem 4.25, we observe,

PI-deg(A/ψ
−1(Jw)) = PI-deg(A′/Jw) = PI-deg(OqM(Cw)(K9)).

By Remark 6.4, we see that in order to compute PI-deg(Oq(M3,5(K))/ψ−1(Jw)) we re-
quire the values of the invariant factors of M(Cw) along with odd(τ), where τ is the toric per-
mutation of Cw. From Figure 6.1 we read off the toric permutation as τ = (17)(26384). This
has 1 odd cycle, namely (17), so odd(τ) = 1 and we are left with (mn−|w|−odd(τ))/2 = 4
pairs of invariant factors of M(Cw). Theorem 6.3 implies that the invariant factors hi are
all powers of 2, so we may write hi = 2ai , for some ai ∈ Z and all i ∈ J1,4K. Therefore, by
Remark 6.4,

PI-deg(A/ψ
−1(Jw)) =

4

∏
i=1

ℓ

gcd(2ai, ℓ)
,

which simplifies to ℓ4 when ℓ is odd.
In this small example we can actually calculate M(Cw) explicitly and reduce it to its

skew-normal form (using, for example, Maple) in order to find its invariant factors. Doing so
confirms that h1 = h2 = h3 = 1 and h4 = 2. We may therefore state the result explicitly:

PI-deg(A/ψ
−1(Jw)) =

ℓ4 if ℓ is odd;

ℓ3m if ℓ= 2m.

It remains to trace Jw back through the deleting derivations algorithm, via the method given
in Chapter 5, in order to calculate P = ψ−1(Jw). We know that such a completely prime ideal
P ∈ C.Specw(A) does exist, by Theorem 4.37.

6.2 Specialising to Quantum Determinantal Rings

In this section we provide a formula for the PI degree of the quantum determinantal ring
Rt(Mn) := Oq(Mn(K))/It , for some t ∈ J1,n−1K, in the case where q is a primitive ℓth root
of unity with ℓ > 2. To do this, we utilise an isomorphism defined in [LR08] to show that
the PI degree of Rt(Mn) is equal to the PI degree of OqM(C)(K2nt−t2

), where C is the n×n
Cauchon-Le diagram whose last t rows and t columns are white. We then calculate odd(τ),
for the toric permutation τ associated to C, and conclude using Remark 6.4.

We take 1 ̸= q ∈K∗ to be any nonzero element of the field for the first subsection (this
level of generality will be useful to us in the next chapter) however, we then specialise to q
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being a root of unity so that we are in the PI setting. We will state explicitly whenever we
require q to be a primitive ℓth root of unity.

6.2.1 PI Parity with a Quantum Affine Space

Let 1 ̸= q ∈K∗ be a nonzero field element. We begin by proving the following lemma, one
isomorphism at a time:

Lemma 6.6. Let δ := [1, . . . , t | 1, . . . , t] be a t× t quantum minor in R = Oq(Mn(K)), for
some q ∈ K∗. Let δ̄ ∈ Rt(Mn) be its canonical image and δt := [n+ t− 1, . . . ,n, | n+ t−
1, . . . ,n] be a t× t quantum minor in Rop. Then

Rt(Mn)[δ̄
−1]∼= At [δ

−1]∼= Bt [δ
−1
t ],

where At and Bt are the following subalgebras:

At := ⟨Xi, j ∈ R | i≤ t or j ≤ t⟩ ⊆ R,

Bt := ⟨Xi, j ∈ Rop | i≥ n− t +1 or j ≥ n− t +1⟩ ⊆ Rop.

Remark 6.7. Lemma 6.6 implies that Frac(Rt(Mn))∼= Frac(Bt).

The first isomorphism in Lemma 6.6 is [LR08, Lemma 4.4], recalled below. Beware
once again the difference in notation, as noted in the previous chapter: Where we use t +1
in defining quantum determinantal rings, Lenagan and Rigal use t. We have made the
appropriate notation changes to the statement of this next lemma.

Lemma 6.8 (Lenagan & Rigal, 2008). Let δ := [1, . . . , t | 1, . . . , t] be a t× t quantum minor
in R and δ̄ ∈ Rt(Mn) be its canonical image. Let At := ⟨Xi, j ∈ R | i ≤ t or j ≤ t⟩ ⊆ R be a
subalgebra. Then δ is normal in At and

Rt(Mn)[δ̄
−1]∼= At [δ

−1].

For the second isomorphism we use the map defined in [PW91, Proposition 3.7.1(3)]:
Let X := {Xi, j | 1 ≤ i, j ≤ n}, then the map X→ X sending Xi, j to Xn− j+1,n−i+1, for all
1≤ i, j ≤ n, may be extended to an anti-automorphism

ρq : R −→ R

Xi, j 7−→ Xn− j+1,n−i+1.
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In particular, ρq defines an isomorphism between (R, ·) and its opposite algebra (Rop,∗),
where · denotes multiplication in R and ∗ denotes multiplication in Rop. Note, in particular,
that ρ−1

q = ρq. From [PW91, Lemma 4.3.1] we see that ρq(δ ) = δt , where δt := [n− t +
1, . . . ,n | n− t + 1, . . . ,n] is the t × t quantum minor in Rop. The second isomorphism in
Lemma 6.6 then follows by noting that ρq preserves the normality of δ , as is shown in the
following lemma:

Lemma 6.9. δt is normal in Bt and therefore At [δ
−1]∼= Bt [δ

−1
t ].

Proof. To check that δt is normal in Bt we use the fact that δ is normal in At . First note that
ρq(At) = Bt , where ρq is the isomorphism defined above. To see this, let Xi, j ∈ At so that
i≤ t or j ≤ t. Without loss of generality, assume i≤ t so that n− i+1≥ n− t +1. Then

ρq(Xi, j) = Xn− j+1,n−i+1 ∈ Bt

and hence ρq(At) ⊆ Bt . For the opposite inclusion, suppose Xi′, j′ ∈ Bt , for some i′, j′, and
without loss of generality assume that i′ ≥ n− t +1. Then, since n− i′+1≤ t, we see that

ρq(Xi′, j′) = Xn− j′+1,n−i′+1 ∈ At .

It was noted earlier that ρ2
q = IdR, hence, applying ρq to the equation above gives Xi′, j′ ∈

ρq(At). From this we conclude that Bt ⊆ ρq(At) and thus Bt = ρq(At). Therefore, At ∼= Bt .
Since δ is normal in At , we have that δ ·At = At ·δ . This implies that δt is normal in Bt ,

since

δt ∗Bt = ρq(δ )∗ρq(At) = ρq(δ ·At) = ρq(At ·δ ) = ρq(At)∗ρq(δ ) = Bt ∗δt .

Therefore, we conclude that
At [δ

−1]∼= Bt [δ
−1
t ].

Bt may be expressed as an iterated Ore extension over K by taking the nonzero indeter-
minates Xi, j ∈ Bt , for (i, j) ∈ {(1,n− t +1), . . . ,(n,n)}, and adjoining them in lexicographic
order to the base field, K. Let αk be the K-automorphism, and βk be the αk-derivation,
appearing in the kth Ore extension of Bt , and let X(i, j)k

and X(i, j)l
be the indeterminates in the

kth and lth extensions of Bt respectively. That is,

X(i, j)1 = X1,n−t+1, . . . , X(i, j)t = X1,n, X(i, j)t+1 = X2,n−t+1, . . . , X(i, j)2nt−t2
= Xn,n.
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Then,

B =K[X1,n−t+1][X1,n−t+2;α2,δ2] · · · [Xn,n;α2nt−t2,δ2nt−t2]

=K[X(i, j)1][X(i, j)2;α2,δ2] · · · [X(i, j)2nt−t2
;α2nt−t2,δ2nt−t2]

and, for all 1≤ l < k ≤ 2nt− t2, we have

X(i, j)k
∗X(i, j)l

= αk(X(i, j)l
)∗X(i, j)k

+βk(X(i, j)l
)

= qmk,l X(i, j)l
∗X(i, j)k

+βk(X(i, j)l
),

for some mk,l ∈ Z. The fact that αk(X(i, j)l
) = qmk,l X(i, j)l

arises from the commutation rules
of the single parameter quantum matrices, R = Oq(Mn(K)), and the αk-derivations, βk, may
be worked out similarly. These mk,l ∈ Z form a skew-symmetric matrix which we denote by
M ∈M2nt−t2(Z).

It was shown in [Hay08, Example 5.4] that R satisfies the conditions of [Hay08, Theorem
4.6]. As Bt is isomorphic to a subalgebra of R, it too must satisfy these conditions because the
relevant properties of the iterated Ore extension of R are preserved in Bt . We may therefore
apply [Hay08, Corollary 4.7] to Bt to obtain the following:

1. Frac(Bt)∼= Frac(OqM(K2nt−t2
)).

2. If q is a root of unity then Bt is a PI algebra with PI-deg(Bt) = PI-deg(OqM(K2nt−t2
)).

6.2.2 The PI Setting

From now on we take q ∈K∗ to be a primitive ℓth root of unity, with ℓ > 2, so that Rt(Mn)

and Bt are both PI algebras. We are interested in computing the PI degree of the quantum
determinantal ring Rt(Mn).

So far we have reduced the problem to finding the PI degree of a quantum affine space
with associated matrix M. We apply De Concini and Procesi’s result (Theorem 2.30) to this
quantum affine space to obtain

PI-deg(OqM(K2nt−t2
)) =
√

h,

where h is the cardinality of the image of the homomorphism

Z2nt−t2 Z2nt−t2
(Z/ℓZ)2nt−t2

,M π (6.6)

with π denoting the canonical epimorphism.
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The cardinality of this map depends on the dimension of the kernel as well as the invariant
factors of the matrix M (Lemma 5.6). Since these properties do not change upon multiplying
M by −Id, h is also the cardinality of the image of the homomorphism

Z2nt−t2 Z2nt−t2
(Z/ℓZ)2nt−t2

.
−M π (6.7)

That is,
PI-deg(OqM(K2nt−t2

)) = PI-deg(Oq−M(K2nt−t2
)).

The advantage of considering the homomorphism in (6.7), instead of the one in (6.6), is that
the matrix −M corresponds to a Cauchon-Le diagram C (that is, there exists a Cauchon-Le
diagram C such that M(C) = −M) whereas, for M there is no such Cauchon-Le diagram
associated to it. In fact, one may verify that −M is the matrix associated to the n× n
Cauchon-Le diagram whose last t rows and t columns are white. This allows us to use the
combinatorial techniques presented in this chapter to compute the dimension of the kernel
and the invariant factors of M(C). We do this next.

6.2.3 Calculating the Toric Permutation

Proposition 6.10. Fix some n ∈ N>0 and t ∈ J1,n− 1K. Let C be the n× n Cauchon-Le
diagram whose last t rows and t columns are white. Then the associated toric permutation,
τ , is the product of t disjoint odd cycles τ = c1 · · ·ct .

In particular, write n = ut + r, for some u ∈ N and r ∈ J0, t−1K. Then the cycles depend
on n− t and t, and are the following:
• 0 < n− t < t:

ci :=

(i, i+ t,2t + r+ i, t + r+ i), 1≤ i≤ r;

(i, t + r+ i), r < i≤ t.

• n− t = t:

ci := (i, i+ t, i+ t +n, i+n), 1≤ i≤ t.

• t < n− t:

ci :=

(i, i+ t, . . . , i+ut, i+ut +n, i+(u−1)t +n, . . . , i+n), 1≤ i≤ r;

(i, i+ t, . . . , i+(u−1)t, i+(u−1)t +n, i+(u−2)t +n, . . . , i+n), r < i≤ t.
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Proof. We consider three cases: t = n− t, t < n− t, and t > n− t. For each of these cases, we
provide the corresponding Cauchon-Le diagram with pipe dream construction (see Figures
6.2, 6.4, and 6.6), as defined in Section 6.2.3, and we read off the associated toric permutation,
τ . Each diagram is drawn using the following conventions:

• The lines distinguishing the individual squares of the Cauchon-Le diagram are omitted
to make the overall pattern of permutation paths clearer.

• The paths are coloured differently depending on which permutation rule they obey.
These are given below:

– A red path takes label i to i+ t, for i ∈ J1,n− tK;

– A blue path takes label i to i+n, for i ∈ Jn− t +1,nK;

– A pink path takes label i to i−n, for i ∈ Jn+1,n+ tK;

– A green path takes label i to i− t, for i ∈ Jn+ t +1,2nK.

• Only the first and last paths (with respect to source label i) of each permutation type are
included on the Cauchon-Le diagram. It should be understood that all paths bounded
by two paths of the same colour must also share that colour and, therefore, that specific
permutation rule.

Our strategy is to consider only the permutation cycles starting at labels i ∈ J1, tK. This
will give t disjoint odd cycles c1, . . . ,ct and we then show that each of the remaining labels
j ∈ Jt +1,2nK appears in exactly one of these cycles. From this we will be able to conclude
that τ = c1 · · ·ct .

• t < n− t: We start with the least straightforward case as once we’ve set up the notation
and method of proof the other cases will follow easily. See Figure 6.2 for the Cauchon-
Le diagram with pipe dreams corresponding to this case.

Let n = ut + r for some integers u,r, where r < t, and using this, rewrite the labels
i ∈ J1,2nK in terms of u, t, and r. This will allow us to track the permutations more
easily, since τ either permutes a label i by±t or±n each time. We define the following
sets:

ri := {it +1, . . . , it + r}
r′i := {n+ it +1, . . . ,n+ it + r}

}
for i ∈ J0,uK

ti := {it + r+1, . . . ,(i+1)t}
t ′i := {n+ it + r+1, . . . ,n+(i+1)t)}

}
for i ∈ J0,u−1K (6.8)
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. . . . . .

...

...

1

...

t

t +1

...

n− t

n− t +1

...

n

1

...

t

t +1

...

n− t

n− t +1

...

n

n+1 . . . n+ t n+ t +1 . . . 2n− t 2n− t +1 . . . 2n

n+1 . . . n+ t n+ t +1 . . . 2n− t 2n− t +1 . . . 2n

Fig. 6.2 Cauchon-Le diagram with pipe dreams for t < n− t

Note that |ri|= |r′i|= r and |ti|= |t ′i |= t− r. Note, also, the following important sets:

r0 = {1, . . . ,r}, t0 = {r+1, . . . , t},
tu−1 = {n− t +1, . . . ,ut}, ru = {ut +1, . . . ,n},

r′0 = {n+1, . . . ,n+ r}, t ′0 = {n+ r+1, . . . ,n+ t},
r′u = {n+ut +1, . . . ,2n}.

We now redraw the Cauchon-Le diagram from Figure 6.2, labelling the sides ri, r′i, ti, t ′i ,
and adding in grid lines to distinguish these sets of labels (See Figure 6.3).

We begin by considering the set r0. Figure 6.3 shows the paths along which repeated
applications of τ takes the set r0. The colour of the path, again, denotes the permutation
type that results in taking that path. The emboldened labels on the left and upper sides
of the diagram show which sets r0 is permuted through before returning to r0.

We see from the diagram that the set r0 is permuted along u red paths, 1 blue path, u
green paths and 1 pink path. Applying the corresponding permutation type for each of
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...

. . .r0

t0

r1

t1

...

ru−1

tu−1

ru

r0

t0

r1

t1

...

ru−1

tu−1

ru

r′0 t ′0 r′1 . . . t ′u−2 r′u−1 t ′u−1 r′u

r′0 t ′0 r′1 . . . t ′u−2 r′u−1 t ′u−1 r′u

Fig. 6.3 Toric permutation applied to the set r0 for t < n− t

these coloured paths gives us the following permutations:

ci = (i, i+ t, i+2t, . . . , i+ut, i+ut +n, i+(u−1)t +n, i+(u−2t)+n, . . . , i+n)

of length 2(u+1), for all i ∈ r0.

Similarly, we see from Figure 6.3 that the set t0 is permuted along u−1 red paths, 1
blue path, u−1 green paths and 1 pink path. Therefore, for any i ∈ t0, we obtain the
cyclic permutations

ci = (i, i+ t, i+2t, . . . , i+(u−1)t, i+(u−1)t +n, i+(u−2)t +n, . . . , i+n)

of length 2u. Finally, it should be clear from the diagram that all other labels j ∈
Jt +1,2nK appear in exactly one of the cycles ci, for some i ∈ J1, tK. Therefore

ci :=

(i, i+ t, . . . , i+ut, i+ut +n, i+(u−1)t +n, . . . , i+n), 1≤ i≤ r;

(i, i+ t, . . . , i+(u−1)t, i+(u−1)t +n, i+(u−2)t +n, . . . , i+n), r < i≤ t.
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• 0 < n− t < t:

. . . . . .

...

...

1

...

n− t

n− t +1

...

t

t +1

...

n

1

...

n− t

n− t +1

...

t

t +1

...

n

n+1 . . . 2n− t 2n− t +1 . . . n+ t n+ t +1 . . . 2n

n+1 . . . 2n− t 2n− t +1 . . . n+ t n+ t +1 . . . 2n

Fig. 6.4 Cauchon-Le diagram with pipe dreams for 0 < n− t < t

Writing n = ut + r we see that 0 < r < (2−u)t implying that u = 1 since, if u = 0 then
n− t = r− t < 0, which is not possible. We may therefore write n as n = t + r. We
obtain a similar Cauchon-Le diagram with pipe dreams to the previous case (Figure
6.4) and, again, we define sets ri, ti, r′i, and t ′i as in (6.8). Since u = 1 in this case then
there are only 6 sets to consider:

r0 = {1, . . . ,r}, r1 = {t +1, . . . , t + r}, t ′0 = {t +2r+1, . . . ,2t + r},
t0 = {r+1, . . . , t}, r′0 = {t + r+1, . . . , t +2r}, r′0 = {2t + r+1, . . . ,2t +2r}.

Proceeding as in the previous case, and using Figure 6.5, we conclude that we have the
following t permutations of lengths 2 and 4:

ci :=

(i, i+ t,2t + r+ i, t + r+ i), 1≤ i≤ r;

(i, t + r+ i), r < i≤ t.
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r0

t0

r1

r0

t0

r1

r′0 t ′0 r′1

r′0 t ′0 r′1

Fig. 6.5 Toric permutation applied to r0 for 0 < n− t < t

• t = n− t: In this case the diagram is simplified even further since n = 2t (see Figure

. . . . . .

...

...

1

...

t

t +1

...

2t

1

...

t

t +1

...

2t

2t +1 . . . 3t 3t +1 . . . 4t

2t +1 . . . 3t 3t +1 . . . 4t

Fig. 6.6 Cauchon-Le diagram with pipe dreams for t = n− t

6.6) so we just need to consider i ∈ J1, tK. We obtain 4 sets:

t0 = {1, . . . , t}, t1 = {t +1, . . .2t},
t ′0 = {2t +1, . . . ,3t}, t ′1 = {3t +1, . . .4t},

and τ simply permutes these sets between one another.

From Figure 6.7 we see that there are t permutations of length 4, for i ∈ J1, tK, given by

ci := (i, i+ t, i+ t +n, i+n).
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t0

t1

t0

t1

t ′0 t ′1

t′0 t′1

Fig. 6.7 Toric permutation applied to r0 for t = n− t

Theorem 6.11. Let n ∈ N>0 and t ∈ J1,n−1K and take q to be a primitive ℓth root of unity
with ℓ > 2. Then

PI-deg(Rt(Mn)) =

ℓ
2nt−t2−t

2 ℓ is odd;

∏

2nt−t2−t
2

i=1
ℓ

gcd(hi,ℓ)
ℓ is even,

where h1, . . . ,h(2nt−t2−t)/2 ∈ Z are the invariant factors of the matrix M(C) associated to the
n×n Cauchon-Le diagram C whose last t rows and t columns are white.

Proof. Since isomorphic algebras have the same PI degree and the PI degree is invariant
under localisation, Lemma 6.6 allows us to write

PI-deg(Rt(Mn)) = PI-deg(Rt(Mn)[δ̄
−1]) = PI-deg(Bt [δ

−1
t ]) = PI-deg(Bt).

By the second bullet point in Section 6.2.1, we obtain

PI-deg(Rt(Mn)) = PI-deg(Bt) = PI-deg(OqM(K2nt−t2
))

where, by the discussion in Section 6.2.2, M = M(C) for the Cauchon-Le diagram C con-
sisting of white squares in the last t rows and t columns. Let τ be the toric permutation
associated to C. By Proposition 6.10, the number of odd cycles in τ is t and, by Remark 6.4,
we obtain

PI-deg(Rt(Mn)) = PI-deg(OqM(C)(K2nt−t2
)) =

2nt−t2−t
2

∏
i=1

ℓ

gcd(hi, ℓ)
.

We now apply Theorem 6.3 to deduce that each hi is a power of 2, hence, if ℓ is odd then the

PI degree simplifies to PI-deg(Rt(Mn)) = ℓ
2nt−t2−t

2 .
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6.3 Open Questions

There are a number of natural questions which arise from the work in this chapter. We
address these in this section.

In the questions below take q ∈K∗ to be a primitive ℓth root of unity with ℓ > 2 and let
M = M(C) be the matrix associated to some Cauchon-Le diagram C, and M =

(
M 1
−1T 0

)
.

Recall from Corollary 5.13 that knowing the properties of M, for certain Cauchon-Le
diagrams, would allow us to compute the PI degree of quantum Schubert varieties. This
forms the basis of questions 2 and 3 below.

For some n≥ 2 and 1≤ t ≤ n, denote by Mn,t := M(C) ∈MN(Z), the matrix associated
to C, where C is the n×n Cauchon-Le diagram whose last t rows and t columns are white,
and N = 2nt− t2. Recall that the properties of the matrix Mn,t would allow us to compute
the PI degree of quantum determinantal rings for any value of ℓ. That is,

PI-deg(Rt(Mn)) = PI-deg(OqMn,t (K2nt−t2
)).

This motivates the first question:

1) What are the values of the invariant factors of Mn,t?

Fix n≥ 2 and let 1≤ t ≤ n. By Theorem 6.11, dim(ker(Mn,t)) = t, leaving s = 2nt−t2−t
2 pairs

of invariant factors. Denote these invariant factors by h(t)i ∈ Z, for i ∈ J1,sK. By Theorem 6.3
these invariant factors are all powers of 2. Knowing the exact values of each h(t)i would allow
us to state the PI degree of Rt(Mn) for any ℓ > 2.

It is possible to show that h(t)i = 1, for all 1≤ t ≤ n and i ∈ J1,n−1K, using the following
argument: When t = 1, Mn,t takes the form

Mn,1 =

(
An−1 B

−BT An

)
∈M2n−1(Z)

for matrices

An =


0 1 . . . 1
−1 0 1

... . . . ...
−1 −1 . . . 0

 ∈Mn(Z), B =
(

0 1
)
∈Mn−1,n(Z),
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where 0 ∈Mn−1(Z) is the zero square matrix, and 1 ∈Mn−1,1(Z) is the n−1 dimensional
vector with all entries equal to 1. It can be verified that the (2n− 2)× (2n− 2) minor of
Mn,1, obtained by removing the first row and first column, has determinant equal to 1 so that
D2n−2(Mn,1) = 1. Recall that

h(1)i =
D2i−1(Mn,1)

D2i−2(Mn,1)
=

D2i(Mn,1)

D2i−1(Mn,1)

so, in particular, h(1)n−1 = 1. Using the property h(1)i | h
(1)
j for all j > i we deduce that h(1)i = 1

for all i ∈ J1,n−1K.
The following inclusion of submatrices is immediately apparent:

Mn,1 ⊆Mn,2 ⊆ ·· · ⊆Mn,n.

This implies that h( j)
i |h

(l)
i , for all j > l and i ∈ J1,sK, and thus h(t)i = 1, for all t ∈ J1,nK and

i ∈ J1,n−1K. Furthermore, in [Hay08, Section 5.3] it was shown that h(n)n = 2. Therefore,
2|h(t)n for all t ∈ J1,nK and this completes the proof that Mn,t has precisely 2(n−1) invariant
factors equal to 1.

It is left to prove the exact values of h(t)i for i ∈ Jn,sK for all t ∈ J1,nK. By extensive
calculations on the invariant factors of Mn,t using Maple (for all 2≤ n≤ 40 and 1≤ t ≤ n),
we state the following conjecture:

Conjecture 6.12. For n≥ 2 and all t ∈ J1,nK we have

h(t)i =

1 for i ∈ J1,n−1K;

2 for i ∈ Jn,sK,

hence M has 2(n−1) invariant factors equal to 1, 2nt− t2− t−2(n−1) invariant factors
equal to 2, and a kernel of dimension t.

If the conjecture holds then it would allow us to state the PI degree of Rt(Mn) for ℓ= 2m,

for some m ∈ N. This would become PI-deg(Rt(Mn)) = ℓn−1m
2nt−t2−t−2n+2

2 .

2) Given any Cauchon-Le diagram C with corresponding matrix M = M(C), are the
invariant factors of the extended matrix M still all powers of 2?

For general Cauchon-Le diagrams this question doesn’t necessarily have a positive answer,
however the question is still open for Cauchon-Le diagrams with associated matrix M(C) =

Mn,t , as we discuss below.
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Since M and M are skew symmetric, they have even rank (as one sees immediately by
considering their skew-normal forms). Thus, upon extending M to obtain M, as defined
in the introduction to this section, the rank either remains the same or increases by 2. Let
h1, . . . ,hs ∈ Z\{0} be the invariant factors of M and let S̄ denote the skew-normal form of M,
where

S̄ =



0 h̄1

−h̄1 0
. . .

0 h̄s

−h̄s 0
0 h̄s+1

−h̄s+1 0
0


,

for h̄1, . . . , h̄s ∈ Z\{0}, and h̄s+1 ∈ Z (possibly zero). We may apply [Tho79, Theorem 3],
with C = M and A = M, to obtain the following interlacing inequalities for the invariant
factors:

h̄1|h1|h̄2|h2| . . . |h̄s|hs|h̄s+1|0. (6.9)

Note that, in the notation of Thompson’s paper, we have h2i−1(M) = h2i(M) = hi for all
i ∈ J1,sK, and hi(M) = 0 for all i > 2s. Similarly, we have h2i−1(M) = h2i(M) = h̄i for all
i ∈ J1,s+ 1K, and hi(M) = 0 for all i > 2s+ 2. Since each hi is a power of 2, we deduce
from (6.9) that h̄1, . . . , h̄s are also powers of 2. However, we are unable to make any such
conclusion about h̄s+1.

If rank(M) = rank(M) then h̄s+1 = 0 and we may conclude that all invariant factors of
M are powers of 2. If rank(M) = rank(M)+2, however, then h̄s+1 ̸= 0 and is not necessarily
a power of 2.

Indeed, there are examples of Cauchon-Le diagrams C whose corresponding extended
matrix M has an invariant factor which is not a power of 2: Let C be the 5×5 Cauchon-Le
diagram in Figure 6.8. The invariant factors of its associated matrix, M = M(C), consist of
eight 1’s and twelve 2’s, however, its extended matrix M(C) has invariant factors consisting
of ten 1’s and two 6’s.

We may restrict this question to Cauchon-Le diagrams C whose associated matrix is
M(C) = Mn,t . In this case, we have checked (using Maple) that, for 2 ≤ n ≤ 40 and all
1≤ t ≤ n, the invariant factors of M̄n,t are still all powers of 2. The question is therefore still
open for matrices corresponding to quantum determinantal rings.
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Fig. 6.8 Counterexample to question 2

3) Given M = M(C) corresponding to a Cauchon-Le diagram C, and M :=
(

M 1
−1T 0

)
, for

what properties of C does rank(M) = rank(M)?

In the discussion for question 2 we saw that if rank(M) = rank(M) then the invariant factors
of M are all powers of 2. This is what motivates this question.

We focus on Cauchon-Le diagrams C with associated matrix M(C) = Mn,t and extended
matrix M̄n,t =

(
Mn,t 1
−1T 0

)
, for some n≥ 2 and 1≤ t ≤ n. Computations in Maple (for 2≤ n≤

40 and all 1≤ t ≤ n) suggest that we have

rank(M̄n,t) =

rank(Mn,t) n = 2m and t|m;

rank(Mn,t)+2 otherwise.

Recall, from Sections 5.3.2 that Rt(Mn) = Oq(Mn(K))δ , for δ = (J1, t−1K,J1, t−1K). Thus,
if our prediction above is proved to be true then we would be able to calculate the PI degree
of Rt(Mn)[y;φ ] explicitly in the case where n = 2m and t|m, for some m ∈ N>0, when ℓ is
even. By Corollary 5.13 this would then give us the the PI degree of the quantum Schubert
variety Oq(Gn,2n(K)))γ , where γ = δn,n(δ ).



Chapter 7

Irreducible Representations

This chapter focuses on applying the techniques and results of previous chapters to construct
irreducible representations of the algebras we have examined throughout this thesis. The
results are joint work with Samuel Lopes.

Section 7.1 sets up the required standard background information for this chapter. In
Section 7.2 we construct an irreducible representation of a uni-parameter quantum affine
space at a root of unity, satisfying some mild conditions. From this representation we are
able to induce irreducible representations of some completely prime quotient algebras A/P,
where A satisfies Hypothesis 1, and of quantum determinantal rings at roots of unity.

Section 7.3 shows how to track certain irreducible representations of A′/ψ(P) back
through the deleting derivations algorithm to give an irreducible representation of A/P. If A
is a PI algebra in the root of unity setting then this construction is always possible, and we
give an explicit example of this in Section 7.3.2.

Quantum determinantal rings are a particularly nice class of algebras satisfying Hypothe-
sis 1, as we have seen previously. In particular, we know the PI degree explicitly, provided
that the deformation parameter q is a primitive ℓth root of unity and ℓ is odd. In Section 7.4
we show that quantum determinantal rings contain a particularly “nice” quantum affine space
as a subalgebra, which we may use, along with the main result in Section 7.2, to construct an
irreducible representation of the quantum determinantal ring at a root of unity. This section
concludes with an example.

Aside from Section 7.1, throughout this chapter we will take K to be an algebraically
closed field. This is required for several of the standard results we use, including the corollary
to Schur’s Lemma, the Jacobson Density Theorem, and Theorem 2.17, which bounds the
dimension of irreducible representations of a PI algebra above by its PI degree. We take
1 ̸= q ∈K∗ to be a nonzero element of the field and specify when we require it to be a root
of unity.
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7.1 Representation Theory Background

For any field K, let R be a K-algebra and V be a K-vector space. We denote by EndK(V ) the
set of all K-linear maps on V . This forms a ring which may also be viewed as a K-algebra.
A K-algebra homomorphism

ϕ : R −→ EndK(V )

r 7−→ ϕr

defines a representation of R on V , which we denote by (ϕ,V ). We will sometimes use the
notation ϕ(r) instead of ϕr, and write ϕ(r) · v to mean ϕr(v), for all v ∈V . The dimension
of the representation is said to be the dimension of V as a vector space over the field, K.
A nonzero subspace W ⊆ V gives rise to a sub-representation of V if ϕr(W ) ⊆W , for
all r ∈ R. A representation (ϕ,V ) of R is called irreducible if V is nonzero and has no
sub-representations other than 0 and itself.

The algebra homomorphism ϕ is called the structural homomorphism of V as it makes
V into a (left) R-module, with multiplication defined by rv = ϕr(v), for all r ∈ R and v ∈V .
In this chapter we assume all modules to be left modules. A submodule of an R-module, V ,
is a K-subspace W ⊆V such that RW ⊆W . We say that V is simple if it is nonzero and has
no submodules other than 0 and itself. Therefore, simple modules correspond to irreducible
representations. An R-module, V , is semisimple if it can be written as a direct sum of simple
modules. In particular, every simple module is semisimple.

Given two R-modules, V and W , an R-module homomorphism φ : V →W is a K-linear
map satisfying φ(rv) = rφ(v) for all r ∈ R and v ∈ V . We denote by EndR(V ) the ring of
R-module homomorphisms on V .

We recall two well-known results in representation theory. The first of these is Schur’s
Lemma (see, for example, [Lan02, Proposition 1.1]), which has important consequences
when K is algebraically closed and V is finite-dimensional over K. The second is the
Jacobson Density Theorem (see, for example, [Lan02, Theorem 3.2]).

Proposition 7.1 (Schur’s Lemma). Let R be K-algebra and V a simple R-module. Then
EndR(V ) is a division K-algebra. If V and W are simple R-modules, then every nonzero
R-module homomorphism from V to W is an isomorphism.

Corollary 7.2. Let R be a K-algebra, V be a simple R-module, and ϕ : R→ EndK(V ) be the
structural homomorphism. Suppose K is algebraically closed and V has finite dimension
over K. Then

(i) EndR(V ) = {λ IdV | λ ∈K}.
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(ii) If r ∈ Z(R) then ϕr = λ IdV , for some λ ∈K.

Proof. (i) Let ϕr ∈ EndR(V ) be a nonzero R-linear endomorphism. The characteristic
polynomial for ϕr is a polynomial over K and hence, since K is algebraically closed,
all its roots lie in K. Therefore, ϕr has an eigenvalue λ ∈K and an eigenvector v ∈V
such that ϕr(v) = λv. That is, v ∈ ker(ϕr−λ IdV ) and ϕr−λ IdV ∈ EndR(V ) is not
injective. This means that ϕr−λ IdV is not invertible, thus, by Schur’s Lemma, it must
be 0, since EndR(V ) is a division algebra. Hence ϕr = λ IdV .

(ii) If r ∈ Z(R) then, for all a ∈ R and v ∈V , we have

ϕr(av) = ϕra(v) = ϕar(v) = arv = aϕr(v).

Therefore ϕr ∈ EndR(V ) and we may conclude using part (i).

Theorem 7.3 (Jacobson Density Theorem). Let V be semisimple over R and R′ := EndR(V ).
Take some f ∈ EndR′(V ) and x1, . . . ,xn ∈ V . Then there exists an element r ∈ R such that
rxi ∈ f (xi) for all i ∈ J1,nK. Furthermore, if V is finitely generated over R′, the map
ρ : R→ EndR′(V ) taking r 7→ fr, where fr(v) = rv for v ∈V , is surjective.

When working over an algebraically closed field, the Jacobson Density Theorem can be
used to show the following standard result:

Proposition 7.4. Take K to be an algebraically closed field. Let R and S be K-algebras, V a
simple R-module and W a simple S-module. Then V ⊗W is a simple module for the tensor
product algebra R⊗S.

We end this introduction with a definition which provides a way to represent the tensor
product of linear maps between vector spaces with fixed bases as matrices.

Definition 7.5. Let V1,V2,W1,W2 be K-vector spaces and let M = (mi, j) ∈ Ms,t(Z) and
N = (ni, j) ∈ Mu,v(Z) be matrices representing the K-linear maps V1 →W1 and V2 →W2,
respectively. Then the tensor product, also called the Kronecker product, M⊗N, defined as

M⊗N :=

m1,1N · · · m1,tN
... . . . ...

ms,1N · · · ms,tN

 ∈Msu,tv(Z),

represents the tensor product of the two maps, V1⊗W1→V2⊗W2.
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7.2 Irreducible Representations of Quantum Affine Spaces

In this section we take K to be algebraically closed and 1 ̸= q ∈K∗ to be a primitive ℓth root
of unity.

We start by constructing an irreducible representation of a quantum affine space at a root
of unity, with dimension equal to its PI degree. This will be called upon in later sections when
we construct irreducible representations of quantum determinantal rings, and of algebras
which have passed through the deleting derivations algorithm. To do this, we first construct
an irreducible representation of a quantum affine plane at a root of unity which has maximal
dimension. This result is not believed to be new, however, we present a proof of it here to
convince the reader that we do indeed get an irreducible representation, as this is used heavily
in the results that follow.

The notation of the lemma has been chosen to suit its application in the results to come,
in which we will take tensor products of a family of quantum affine planes indexed by i.

Lemma 7.6. Let 1 ̸= q∈K∗ be a primitive ℓth root of unity, for some ℓ∈N>1. Let Kqhi [xi,yi]

denote the quantum affine plane with relations xiyi = qhiyixi, for some hi ∈ Z\{0} satisfying
gcd(hi, ℓ) = 1. Let Vi be an ℓ-dimensional K-vector space with basis {v(i)1 , . . . ,v(i)ℓ } ⊆Vi and
define the map

ϕi : Kqhi [xi,yi] −→ EndK(Vi) (7.1)

xi 7−→ ϕi(xi)

yi 7−→ ϕi(yi),

where the endomorphisms ϕi(xi), ϕi(yi) act on the basis vectors v(i)j ∈ {v
(i)
1 , . . . ,v(i)ℓ } in the

following way:

ϕi(xi) · v(i)j = λiq( j−1)hiv(i)j , (7.2)

ϕi(yi) · v(i)j =

v(i)j+1, if j ∈ J1, ℓ−1K;

v(i)1 , if j = ℓ,
(7.3)

for some λi ∈K∗. In particular, we can write ϕi(xi), ϕi(yi) as matrices in Mℓ(K) with respect
to this basis:

ϕi(xi) =


λi

λiqhi

λiq2hi

. . .
λiq(ℓ−1)hi

 , ϕi(yi) =

0 0 ... 0 1
1 0 ... 0 0
0 1 ... 0 0
... . . . ...

...
0 ... ... 1 0

 . (7.4)
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Then ϕi is a surjective algebra homomorphism which defines an irreducible representation
of Kqhi [xi,yi] on V , of dimension ℓ, and satisfies the property ϕi(xi)

ℓ = λ ℓ
i IdVi and ϕi(yi)

ℓ =

IdVi .

Proof. Using (7.2) and (7.3) it may be verified that ϕi(xi)ϕi(yi) = qhiϕi(yi)ϕi(xi), so that
the relations between generators xi,yi ∈ Kqhi [xi,yi] are preserved in the image of ϕi. By
the universal property of algebras with generators and relations, ϕi then becomes an alge-
bra homomorphism and thus defines a representation of Kqhi [xi,yi] on Vi. This gives Vi a
Kqhi [xi,yi]-module structure with multiplication defined as rv= ϕi(r) ·v, for all r ∈Kqhi [xi,yi]

and v ∈V .
To show that (ϕi,Vi) defines an irreducible representation of the quantum affine space,

we suppose that there exists a nonzero subspace W ⊆Vi which is a sub-representation of Vi

and we argue that W =Vi. Assume (for contradiction) that v(i)j /∈W , for all j ∈ J1, ℓK, and

let w := ∑
ℓ
j=1 α jv

(i)
j ∈W , with α1, . . . ,αℓ ∈K, be a nonzero element of W which is minimal

with respect to the number of nonzero summands. Note that the assumption v(i)j /∈W implies
that at least two coefficients in {α1, . . . ,αℓ} are nonzero. Since W is a sub-representation
then ϕi(yi) ·w ∈W and ϕi(xiyi) ·w ∈W , where

ϕi(yi) ·w =
ℓ−1

∑
j=1

α jv
(i)
j+1 +αℓv

(i)
1 ,

ϕi(xiyi) ·w = ϕi(xi) · (ϕi(yi) ·w) =
ℓ−1

∑
j=1

λiq jhiα jv
(i)
j+1 +λiαℓv

(i)
1 .

We now use these elements of W to arrive at a contradiction. If αℓ ̸= 0 then we consider
ϕi(yi−λ

−1
i xiyi) ·w ∈W , where

ϕi(yi−λ
−1
i xiyi) ·w =

ℓ−1

∑
j=1

α j(1−q jhi)v(i)j+1.

This is nonzero, since ℓ - jhi for all j ∈ J1, ℓ−1K, and it has fewer summands than w, thus
contradicting the minimality of w. If, instead, αℓ = 0 and αk ̸= 0, for some k ∈ J1, ℓ−1K,
then we consider the element ϕi(yi−q−khiλ

−1
i xiyi) ·w and argue in a similar way to show

that this also contradicts the minimality of w. Therefore, our assumption is false and there
must exist some j ∈ J1, ℓK such that v(i)j ∈W . But then W =Vi, since ϕi(yi) permutes all the
basis vectors, as can be seen in (7.3). We deduce from this that (ϕi,Vi) is irreducible.

To verify surjectivity of ϕi, note that Vi is a simple Kqhi [xi,yi]-module, finite-dimensional
over K, and K is algebraically closed. Thus, by Schur’s Lemma, EndK

qhi [xi,yi](Vi)∼=K and
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we can apply the Jacobson Density Theorem to R =Kqhi [xi,yi], with R′ = EndK
qhi [xi,yi](Vi),

to see that the map ρ : Kqhi [xi,yi]→ EndK(Vi), sending r 7→ fr, is surjective. Recall that fr

was defined as fr(v) = rv, for all r ∈Kqhi [xi,yi] and v ∈Vi, and this is precisely the definition
of ϕi(r) as stated earlier. Hence ϕi = ρ is surjective.

Finally, it is easily verified that ϕi(xi)
ℓ = λ ℓ

i IdVi and ϕi(yi)
ℓ = IdVi . This proves the final

property in the statement.

Consider the quantum affine space KqM [T1, . . . ,TN ], where M has a kernel of dimension t,
for some t ∈ J0,N−1K. The skew normal form of M is

S = EMET =



0 h1

−h1 0
0 h2

−h2 0
. . .

0 hs

−hs 0
0


∈MN(Z),

where E = (ei, j)i, j ∈MN(Z) is invertible, 0 is the t× t zero matrix, the hi ∈ Z\{0} are the
invariant factors of M, and 2s = N− t. We define the quantum affine space associated to S as

D :=KqS [x1,y1,x2,y2, . . . ,xs,ys,z1, . . . ,zt ].

If gcd(hi, ℓ) = 1, for all i ∈ J1,sK, then each subalgebra Kqhi [xi,yi]⊆ D is a quantum affine
plane satisfying the conditions of Lemma 7.6, hence it must have an irreducible representation
(ϕi,Vi) of dimension ℓ. Let V := V1⊗·· ·⊗Vs so that the dimension of V is ℓs. Using this
notation we state the following proposition:

Proposition 7.7. Let 1 ̸= q ∈ K∗ be a primitive ℓth root of unity, for some ℓ ∈ N>1, and
M ∈MN(Z) be a skew-symmetric matrix with invariant factors h1, . . . ,hs ∈ Z\{0} satisfying
gcd(hi, ℓ) = 1, for all i ∈ J1,sK. Then the following statements hold:

(i) PI-deg(KqM [T1, . . . ,TN ]) = ℓs.

(ii) There is an algebra homomorphism ϕ : D→ EndK(V ) which defines an irreducible
representation of D on V of dimension ℓs. It is defined using the tensor product of the
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maps ϕi found in Lemma 7.6 and it acts on the generators of D as follows:

ϕ(xi) = IdV1⊗·· ·⊗ IdVi−1⊗ϕi(xi)⊗ IdVi+1⊗·· ·⊗ IdVs,

ϕ(yi) = IdV1⊗·· ·⊗ IdVi−1⊗ϕi(yi)⊗ IdVi+1⊗·· ·⊗ IdVs,

ϕ(z j) = ξ j IdV ,

where ξ j ∈ K∗ for all j ∈ J1, tK, IdVi denotes the identity map on Vi for all i ∈ J1,sK,
and IdV := IdV1⊗·· · ⊗ IdVs denotes the identity map on V . Moreover, ϕ(xi)

−1 =

λ
−ℓ
i ϕ(xi)

ℓ−1 and ϕ(yi)
−1 = ϕ(yi)

ℓ−1, for all i ∈ J1,sK.

(iii) (ϕ,V ) induces an irreducible representation, (φ ,V ), of KqM [T1, . . . ,TN ] where, for all
i ∈ J1,NK, we have

φ(Ti) := ϕ(x1)
e′i,1ϕ(y1)

e′i,2 · · ·ϕ(xs)
e′i,2s−1ϕ(ys)

e′i,2sϕ(z1)
e′i,2s+1 · · ·ϕ(zt)

e′i,2s+t ,

with E−1 := (e′i, j)i, j ∈MN(Z). Moreover, for all i∈ J1,2s+tK there exists some νi ∈K∗

such that φ(Ti)
−1 = ν

−1
i φ(Ti)

ℓ−1.

Proof.

(i) This follows from a straightforward application of Lemma 5.7.

(ii) It is clear from the matrix S that that the elements z1, . . . ,zt ∈ Z(D) generate a poly-
nomial ring K[z1, . . . ,zt ] ⊆ D and that, for each i ∈ J1,sK, the pair xi, yi generates
a quantum affine plane Kqhi [xi,yi] ⊆ D such that xi, yi commute with x j, y j, for all
j ∈ J1,sK\{i}. The generators of D therefore share the same commutation relations
as the generators of

(⊗s
i=1Kqhi [xi,yi]

)
⊗K[z1, . . . ,zt ]. Using the universal property of

Ore extensions we deduce that the following map extends to an algebra homomorphism,
and that this is in fact an isomorphism:

ι : D −→ Kqh1 [x1,y1]⊗ . . .⊗Kqhs [xs,ys]⊗K[z1, . . . ,zt ] (7.5)

xi 7−→ 11⊗·· ·⊗1i−1⊗ xi⊗1i+1⊗·· ·⊗1s⊗1

yi 7−→ 11⊗·· ·⊗1i−1⊗ yi⊗1i+1⊗·· ·⊗1s⊗1

z j 7−→ 11⊗·· ·⊗1s⊗ z j,

where 1i is the identity element in Kqhi [xi,yi], for all i ∈ J1,sK.
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That is, for a general element d = ∑l∈N2s+t αlx
l1
1 yl2

1 · · ·x
l2s−1
s yl2s

s zl2s+1
1 · · ·zl2s+t

t ∈ D,

ι(d) = ∑
l∈N2s+t

αlx
l1
1 yl2

1 ⊗·· ·⊗ xl2s−1
s yl2s

s ⊗ zl2s+1
1 · · ·zl2s+t

t .

We can define an irreducible representation (ϕ ′,V ) of the tensor product algebra on the
right hand side of (7.5) by applying Proposition 7.4 and noting, by Schur’s Lemma,
that the image of K[z1, . . . ,zt ] under ϕ ′ is contained in K. Here, ϕ ′ := ϕ1⊗·· ·ϕs for
the maps ϕi as defined in Lemma 7.6. We then pull this representation back to an
irreducible representation (ϕ,V ) of D via the isomorphism above by setting ϕ := ϕ ′ ◦ ι .
This is defined on the generators of D as

ϕ : D −→ EndK(V )

xi 7−→ IdV1⊗·· ·⊗ IdVi−1⊗ϕi(xi)⊗ IdVi+1⊗·· ·⊗ IdVs

yi 7−→ IdV1⊗·· ·⊗ IdVi−1⊗ϕi(yi)⊗ IdVi+1⊗·· ·⊗ IdVs

z j 7−→ ξ j IdV , (7.6)

where IdVi is the identity map on Vi and IdV := IdV1⊗·· ·⊗ IdVs is the identity map on
V .

We may form a basis {µi1,i2,...,is | 1≤ i1, i2, . . . , is ≤ ℓ} of V in terms of the basis of each
Vi by setting:

µi1,i2,...,is := v(1)i1 ⊗ v(2)i2 ⊗·· ·⊗ v(s)is .

Then, using (7.2) and (7.3), one may verify the following:

ϕ(x j) ·µi1,...,is = v(1)i1 ⊗·· ·⊗ v( j−1)
i j−1

⊗ϕ j(x j) · v( j)
i j
⊗ v( j+1)

i j+1
⊗·· ·⊗ v(s)is

= v(1)i1 ⊗·· ·⊗ v( j−1)
i j−1

⊗λ jq(i j−1)h jv( j)
i j
⊗ v( j+1)

i j+1
⊗·· ·⊗ v(s)is

= λ jq(i j−1)h j µi1,...,is

ϕ(y j) ·µi1,...,is = v(1)i1 ⊗·· ·⊗ v( j−1)
i j−1

⊗ϕ j(y j) · v( j)
i j
⊗ v( j+1)

i j+1
⊗·· ·⊗ v(s)is

=

v(1)i1 ⊗·· ·⊗ v( j−1)
i j−1

⊗ v( j)
1+i j
⊗ v( j+1)

i j+1
⊗·· ·⊗ v(s)is , if i j ̸= ℓ;

v(1)i1 ⊗·· ·⊗ v( j−1)
i j−1

⊗ v( j)
1 ⊗ v( j+1)

i j+1
⊗·· ·⊗ v(s)is , if i j = ℓ,

=

µi1,...,i j−1,1+i j,i j+1,...,is, if i j ̸= ℓ;

µi1,...,i j−1,1,i j+1,...,is, if i j = ℓ,

ϕ(z j) ·µi1,...,is = ξ jµi1,...,is.



7.2 Irreducible Representations of Quantum Affine Spaces 127

Fixing this basis for V allows us to represent the maps ϕ(xi), ϕ(yi), ϕ(z j) ∈ EndK(V )

as matrices in Mℓs(K) by first defining ϕi(xi), ϕi(yi) as the matrices in (7.4), and then
taking the images in (7.6) to be the Kronecker product of these matrices.

(iii) The algebra homomorphism ϕ : D→ EndK(V ) preserves the relations

ϕ(xi)ϕ(yi) = qhiϕ(yi)ϕ(xi),

for all i ∈ J1,sK, and, as was shown in Lemma 7.6, ϕi(xi)
ℓ = λ ℓ

i IdVi and ϕi(yi)
ℓ = IdVi .

Hence we obtain

ϕ(xi)
−1 = λ

−ℓ
i ϕ(xi)

ℓ−1 = ϕ(λ−ℓi xℓ−1
i )

ϕ(yi)
−1 = ϕ(yi)

ℓ−1 = ϕ(yℓ−1
i )

ϕ(z j)
−1 = ξ

−1
j IdV

 ∈ ϕ(D). (7.7)

These identities show that ϕ may be extended to define a representation of the quantum
torus associated to D and hence, any negative powers of the generators xi, yi, z j in the
argument of ϕ may be replaced with positive powers, upon an appropriate multiplication
by a scalar.

From the identity E−1S(E−1)T = M we obtain the equality

mi, j =
s

∑
k=1

hk(e′i,2k−1e′j,2k− e′i,2ke′j,2k−1). (7.8)

Any algebra homomorphism φ : KqM [T1, . . . ,TN ]→ EndK(V ) must preserve the com-
mutation rules between the Ti. That is, for all i, j ∈ J1,NK,

φ(Ti)φ(Tj) = qmi, jφ(Tj)φ(Ti) = q∑
s
k=1 hk(e′i,2k−1e′j,2k−e′i,2ke′j,2k−1)φ(Tj)φ(Ti).

Let E−1
i denote the ith row of E−1, for all i∈ J1,NK, and let d := x1y1 . . .xsysz1 . . .zt ∈D

be the ordered monomial of all the generators of D. We define the following elements
of the quantum torus DΣ−1, where Σ⊂ D is the multiplicatively closed set generated
by the generators of D:

dE−1
i := x

e′i,1
1 y

e′i,2
1 · · ·x

e′i,2s−1
s y

e′i,2s
s z

e′i,2s+1
1 · · ·z

e′i,2s+t
t ∈ DΣ

−1. (7.9)

We may apply ϕ to dE−1
i , using (7.7) to replace any negative powers e′i, j with positive

powers ℓ− e′i, j so that ϕ(dE−1
i ) ∈ ϕ(D), and, using (7.8) and (7.9), it may be verified
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that
ϕ(dE−1

i )ϕ(dE−1
j ) = qmi, jϕ(dE−1

j )ϕ(dE−1
i ),

for all i, j ∈ J1,NK. Therefore, by the universal property of algebras with generators and
relations, the following map extends to an algebra homomorphism and hence defines a
representation of KqM [T1, . . . ,TN ] on V :

φ : KqM [T1, . . . ,TN ]−→ EndK(V )

Ti 7−→ ϕ(dE−1
i ).

Note that Im(φ)⊆ Im(ϕ) and, for all i ∈ J1,NK,

φ(Ti)
ℓ = ϕ(dE−1

i )ℓ = ϕ(x
e′i,1
1 y

e′i,2
1 · · ·x

e′i,2s−1
s y

e′i,2s
s z

e′i,2s+1
1 · · ·z

e′i,2s+t
t )ℓ = νi IdV

for some νi ∈K∗, by properties of ϕ . Thus φ(Ti)
−1 = ν

−1
i φ(Ti)

ℓ−1, which allows us
to deal with negative powers of Ti under φ in a similar manner to how we dealt with
negative powers of xi, yi, z j under ϕ .

We now wish to show that (φ ,V ) is irreducible. In a similar way to above, we may
write each ϕ(xi), ϕ(yi), ϕ(z j) in terms of the φ(Ti). The identity EMET = S allows us
to write the entries si, j ∈ S in terms of the entries mi, j ∈M and ei, j ∈ E as follows:

si, j =
N

∑
l,k=1

ml,kei,le j,k.

Denoting Ei to be the ith row of E, for all i ∈ J1,NK, and T := T1 · · ·TN to be the ordered
monomial of the generators of KqM [T1, . . . ,TN ], we define the following elements of
KqM [T±1

1 , . . . ,T±1
N ]:

T Ei := T ei,1
1 · · ·T ei,N

N . (7.10)

Using this, one may verify, by explicit calculation on T EiT E j , that

φ(T Ei)φ(T E j) = qsi, jφ(T E j)φ(T Ei),

for all i, j ∈ J1,NK. In particular, the elements

φ(T E1), φ(T E2), . . . , φ(T E2s−1), φ(T E2s), φ(T E2s+1), . . . , φ(T EN )
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share the same relations as the elements x1, y1, . . . , xs, ys, z1, . . . , zt . Therefore, again
by the universal property of algebras with generators and relations, the following map
extends to an algebra homomorphism:

τ : D−→ EndK(V )

xi 7−→ φ(T E2i−1)

yi 7−→ φ(T E2i)

z j 7−→ φ(T E2s+ j),

with Im(τ)⊆ Im(φ). Since E−1E = Id, where Id is the identity matrix, we deduce that

∑
N
k=1 e′k,ie j,k = 1 if i = j, and otherwise the sum is zero. Using this, along with the

definition of φ , we obtain

τ(xi) = φ(T E2i−1) = φ(T e2i−1,1
1 · · ·T e2i−1,N

N )

= ϕ(dE−1
1 )e2i−1,1 . . .ϕ(dE−1

N )e2i−1,N

= ϕ(x
e′1,1
1 y

e′1,2
1 · · ·z

e′1,N
t )e2i−1,1 · · ·ϕ(x

e′i,1
1 y

e′i,2
1 · · ·z

e′N,N
t )e2i−1,N

= ϕ(νx
∑

N
k=1 e′k,1e2i−1,k

1 y
∑

N
k=1 e′k,2e2i−1,k

1 · · ·z∑
N
k=1 e′k,Ne2i−1,k

t )

= ϕ(νxi),

where ν ∈K∗ is the scalar resulting from reordering the generators of D. Similarly we
can show that τ(yi) = ϕ(ν ′yi) and τ(z j) = ϕ(ν ′′z j), for some ν ′,ν ′′ ∈K∗. From this
we deduce that Im(τ) = Im(ϕ) and hence Im(ϕ)⊆ Im(φ). It then follows that (φ ,V )

is an irreducible representation of KqM [T1, . . . ,TN ] because (ϕ,V ) is irreducible.

7.3 Irreducible Representations and the Deleting Deriva-
tions Algorithm

Given a PI algebra A/P satisfying certain conditions, the deleting derivations algorithm
provides a way to construct a quotient of a quantum affine space, A′/ψ(P), such that
PI-deg(A/P) = PI-deg(A′/ψ(P)). The importance of the PI degree comes from Theorem
2.17, which states that for a prime affine PI algebra, the PI degree gives an upper bound
on the dimension of its irreducible representations. We show that we may pass certain
irreducible representations of A′/ψ(P) of dimension d := PI-deg(A′/ψ(P)) = PI-deg(A/P)
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back through the deleting derivations algorithm to obtain an irreducible representation of
A/P of degree d. In the case when P ∈ C.Spec(A) is a Cauchon ideal, the quotient A′/ψ(P)
is a quantum affine space at a root of unity and the result from the previous section may, in
the case where its invariant factors are coprime to the order of the root of unity, provide us
with an explicit irreducible representation of A′/ψ(P) of dimension d.

This result is a specific case of a more general result, in which the algebra A/P doesn’t
need to be a PI algebra in order for an irreducible representation of A/P to be constructed
from an irreducible representation of A′/ψ(P). For this broader case, we simply require the
irreducible representation of A′/ψ(P) to satisfy a property on the generators. We prove this
result first and the case where A/P is a PI algebra comes as a corollary. We end this section
by providing an example of the theory.

In this section we continue to take K to be an algebraically closed field but we now let
1 ̸= q ∈K∗ be any element, unless stated otherwise.

7.3.1 The Construction

Recall the notation from Chapters 3 and 4. Specifically, let A be an algebra satisfying
Hypothesis 1, A′ be the quantum affine space obtained from applying Corollary 3.7 to A, and
ψ : C.Spec(A)→ C.Spec(A′) be the canonical embedding.

Denote the power set W := P(J1,NK) and let W ′⊆W be the set of Cauchon diagrams for
A. Then, for some w ∈W ′ and P ∈ C.Specw(A), set Pj := ψ j ◦ · · · ◦ψN(P) ∈ C.Spec(A( j)),
where we recall that ψ := ψ2 ◦ · · · ◦ψN . For each j ∈ J2,N + 1K, let B( j) := A( j)/Pj and,
for all i ∈ J1,NK, denote by X̄ ( j)

i the canonical image of X ( j)
i in B( j), where X ( j)

1 , . . . ,X ( j)
N

generate A( j). In particular, for j = 2 and j = N + 1, we set B := A/P and B′ := A′/ψ(P)
with generators X̄i := Xi +P ∈ B and ti := Ti +ψ(P) ∈ B′, respectively.

Define Σ⊆ B′ to be the multiplicatively closed set generated by ti for all i ∈W \{w} and
let Σ = Σ2. Finally, for all j ∈ J2,NK, set Σ j+1 := B( j+1)∩Σ j.

Proposition 7.8. Let A be a K-algebra satisfying Hypothesis 1. Fix j ∈ J2,NK and suppose
that (φ j,V ) is an irreducible representation of B( j) where, for each e( j) ∈ Σ j, there exists
some ξ ∈K∗ and ℓ ∈ N>1 such that φ j(e( j))ℓ = ξ IdV .

Then, for any k ∈ J2,N +1K and b(k) ∈ B(k), there exists some b( j) ∈ B( j) and e( j) ∈ Σ j

such that
b(k) = b( j)(e( j))−1 ∈ B( j)

Σ
−1
j .



7.3 Irreducible Representations and the Deleting Derivations Algorithm 131

If k ≥ j then φ j induces an irreducible representation of B(k) on V , defined by the algebra
homomorphism

φk : B(k) −→ EndK(V )

b(k) 7−→ ξ
−1

φ j(b( j))φ j(e( j))ℓ−1.

Moreover, for each e(k) ∈ Σk, there exists some ξ ′ ∈K∗ and ℓ′ ∈ N>1 such that φk(e(k))ℓ
′
=

ξ ′ IdV .

Proof. Let (φ j,V ) be an irreducible representation of B( j) satisfying the conditions of the
proposition. We may rewrite the condition on φ j as φ j(e( j))−1 = ξ−1φ j(e( j))ℓ−1. This
induces a representation of B( j)Σ−1

j ,

φ̂ : B( j)
Σ
−1
j −→ EndK(V )

b( j) 7−→ φ j(b( j))

(e( j))−1 7−→ ξ
−1

φ j(e( j))ℓ−1,

from which we observe that φ̂(e( j))−1 = ξ−1φ̂(e( j))ℓ−1, for all e( j) ∈ Σ j. The inclusion
B( j) ⊆ B( j)Σ−1

j ensures that (φ̂ ,V ) is irreducible.
From Proposition 4.24(iii) we see that B( j)Σ−1

j = B(k)Σ−1
k , for all k ∈ J2,N +1K, hence

each element in B(k)Σ−1
k can be written in terms of elements in B( j)Σ−1

j , and vice versa. This
allows us to view φ̂ as an algebra homomorphism φ̂ : B(k)Σ−1

k → EndK(V ), hence (φ̂ ,V )

defines an irreducible representation of B(k)Σ−1
k .

Every element b(k) ∈ B(k) may be written as an element b(k) ·1−1 ∈ B(k)Σ−1
k , which we

write simply as b(k) ∈ B(k)Σ−1
k . By the equality of localisations, b(k) may also be written as

an element in B( j)Σ−1
j , that is b(k) = b( j)(e( j))−1 ∈ B( j)Σ−1

j . Restricting φ̂ to B(k) gives the
following algebra homomorphism:

φk : B(k) −→ EndK(V )

b(k) 7−→ φ̂

(
b( j)(e( j))−1

)
= ξ

−1
φ j(b( j))φ j(e( j))ℓ−1.

This defines a (not necessarily irreducible) representation of B(k) on V . To show that this
representation is irreducible when k≥ j we note that, in this case, Σk ⊆ Σ j. Therefore, for all
e(k) ∈ Σk, there exists some ξ ′ ∈K∗ and ℓ′ ∈ N such that φ̂(e(k))ℓ

′
= ξ ′ IdV , hence

φk(e(k))ℓ
′
= φ̂(e(k))ℓ

′
= ξ

′ IdV .
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Using the identity B(k)Σ−1
k = B( j)Σ−1

j we may write any element b( j) ∈ B( j) as b( j) =

b(k)(e(k))−1 ∈ B(k)Σ−1
k . Thus

φ j(b( j)) = φ̂(b( j)) = φ̂

(
b(k)(e(k))−1

)
= ξ

′−1
φ̂(b(k))φ̂(e(k))ℓ

′−1 = φk(ξ
′−1b(k)(e(k))ℓ

′−1),

which shows that φ j(B( j)) ⊆ φk(B(k)). Therefore, since (φ j,V ) is irreducible, so too is
(φk,V ).

Corollary 7.9. Let A be a K-algebra satisfying Hypothesis 1 and suppose that all the λi, j

in H1.2 are roots of unity. Write these as λi, j = qmi, j , for some skew-symmetric matrix
M = (mi, j)i, j ∈MN(Z) and primitive ℓth root of unity 1 ̸= q ∈K∗, for ℓ ∈ N>1.

Then any irreducible representation (φ ,V ) of B′ satisfies the conditions of Proposition
7.8 and therefore induces an irreducible representation (φ ′,V ) of B.

Proof. A′ is a prime affine PI algebra, by Theorem 3.10(iii). Since quotients of affine PI
algebras are themselves affine PI algebras, and given that ψ(P) ∈ C.Spec(A′), we therefore
deduce that A′/ψ(P) is a prime affine PI algebra. Hence, by Theorem 2.17, B′ has an
irreducible representation (φ ,V ) of dimension PI-deg(B′). Suppose P ∈ C.Specw(A), for
some w ∈ W ′. Then the quotient algebra, B′ = A/ψ(P), is generated by all ti such that
i ∈W \{w}, where ti := Ti +ψ(P). Hence tit j = qmi, jt jti, for all i, j ∈W \{w}. We deduce
from this that tℓi ∈ Z(B′), for all i ∈W \{w}, thus, by Schur’s Lemma, φ(ti)ℓ = ξi IdV , for
some ξi ∈ K∗. Since Σ is defined to be the multiplicatively closed set generated by the
set {ti | i ∈ W \{w}}, then the conditions of Proposition 7.8 are satisfied. Applying this
proposition to A with j = 2 and k = N +1 gives the desired result.

Remark 7.10. A special case of the corollary above arises when P is a Cauchon ideal,
whence B′ is a quantum affine space. Let B′ = OqM(Kn) and suppose the invariant factors of
M = (mi, j) satisfy the conditions of Proposition 7.7. We may then apply said proposition to
obtain an irreducible representation (φ ,V ) of B′ of dimension rank(M)/2. Then, by Corollary
7.9, we may apply Proposition 7.8 to obtain an irreducible representation of B on V .

Remark 7.11. If we let P= {0}▹A, so that B( j)=A( j) for all j∈ J2,N+1K, then Proposition
7.8 and Corollary 7.9 give ways to induce an irreducible representation of A provided that
there exists an irreducible representation (φ ,V ) of A′ satisfying analogous conditions. In
particular, if we define the sets Σ j as in Section 3.3 (that is we take Σ ⊆ A′ to be the
multiplicatively closed set generated by T1, . . . ,TN , we let Σ2 := Σ, and we define Σ j+1 :=
A( j+1) ∩ Σ j, for j ∈ J2,NK) then the equality of localisations A( j)Σ−1

j = A(k)Σ−1
k , for all

j,k ∈ J1,NK, as stated in Proposition 3.9(iii), provides the condition required to transfer an
irreducible representation of A′ to an irreducible representation of A.
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7.3.2 Example: U+
q (so5)/⟨z′⟩

Let K= C and q ∈ C∗ be a primitive ℓth root of unity, with ℓ /∈ {2,4}. Recall Example 5.3.1,
where we showed

PI-deg(U+
q (so5)/⟨z′⟩) = PI-deg(CqM′ [t1, t3, t4]) =

ℓ ℓ is odd;

ℓ/2 ℓ > 4 is even,

for M′ =
(0 0 −2

0 0 2
2 −2 0

)
. In the notation of the previous section we write

B′ := B(3) = CqM′ [t1, t3, t4], B := B(5) =U+
q (so5)/⟨z′⟩, X̄ (5)

i = X̄i, X̄ (3)
i = ti,

for all i ∈ J1,5K, and we denote by Σ := Σ3 ⊆ B′ the multiplicatively closed set generated by
{t1, t3, t4}. Let ℓ be odd, then CqM′ [t1, t3, t4] satisfies the conditions of Proposition 7.7. The
skew-normal form of M′ is

S =

 0 2 0
−2 0 0
0 0 0


and the quantum affine space associated to S is D := CqS [x1,y1,z1]. By Proposition 7.7(ii)
there is an ℓ-dimensional C-vector space, V , and an algebra homomorphism ϕ : D→EndC(V )

whose image on the generators of D, upon fixing a basis v1, . . . ,vℓ ∈V , may be presented as
matrices in the following way:

ϕ(x1) =


λ

λq2

λq4

. . .
λq(ℓ−1)2

 , ϕ(y1) =

0 0 ... 0 1
1 0 ... 0 0
0 1 ... 0 0
... . . . ...

...
0 ... ... 1 0

 , ϕ(z1) = ξ IdV .

That is, ϕ is the map ϕi defined in Lemma 7.6, with λi = λ . The pair (ϕ,V ) defines an
irreducible representation of D.

To define an irreducible representation of CqM′ [t1, t3, t4] we apply Proposition 7.7(iii)

using E−1 =
( 1 0 1
−1 0 0
0 −1 0

)
, where E ∈M3(Z) is the invertible matrix satisfying EMET = S.

The resulting algebra homomorphism φ : CqM′ [t1, t3, t4])→ EndC(V ), defined on t1, t3, t4 as

φ(t1) = ϕ(x1
1y0

1z1
1) = ϕ(x1)ϕ(z1) = ξ ϕ(x1),

φ(t3) = ϕ(x−1
1 y0

1z0
1) = ϕ(x1)

−1 = λ
−ℓ

ϕ(xℓ−1
1 ),

φ(t4) = ϕ(x0
1y−1

1 z0
1) = ϕ(y1)

−1 = ϕ(yℓ−1
1 ), (7.11)
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then defines an irreducible representation of CqM′ [t1, t3, t4]) on V . Using the definition of ϕ ,
we see that

φ(t1)ℓ = ξ
ℓ
ϕ(x1)

ℓ = ξ
ℓ IdV ,

φ(t3)ℓ = λ
−ℓ2

ϕ(x1)
ℓ2−ℓ = λ

−ℓ2
λ
ℓ IdV = λ

−ℓ2+ℓ IdV

φ(t4)ℓ = ϕ(y1)
ℓ2−ℓ = IdV ,

hence the conditions of Proposition 7.8 are satisfied for j = 3. Applying this proposition
allows us to define an irreducible representation of U+

q (so5)/⟨z′⟩ once we know how to write
the generators X̄1, . . . , X̄4 ∈U+

q (so5)/⟨z′⟩ in terms of the generators t1, . . . , t4 ∈ CqM′ [t1, t3, t4].
In Example 5.3.1 we wrote the generators T1, . . . ,T4 ∈ CqM [T1, . . . ,T4] in terms of the

generators X1, . . . ,X4 ∈U+
q (so5) (see (5.7)). Taking the images of the generators Ti and Xi in

the quotient algebras CqM′ [t1, t3, t4] and U+
q (so5)/⟨z′⟩ respectively, gives the following:

t4 := X̄4, t3 = X̄3, t2 = X̄2−
q4

(q2 +1)(q+q−1)
X̄2

3 X̄−1
4 , t1 = X̄1−

q2(q+q−1)

q2−1
X̄2X̄−1

3 .

Rearranging these identities, and noting that t2 = 0, allows us to write

X̄4 = t4, X̄3 = t3, X̄2 =
q4

(q2 +1)(q+q−1)
t2
3 t−1

4 , X̄1 = t1 +
q4

q4−1
t3t−1

4 .

Applying Proposition 7.8, with j = 3, k = 5, and φ j = φ , and using (7.11), we are able to
deduce that there is an algebra homomorphism φ5 : U+

q (so5)/⟨z′⟩ → EndC(V ) defined on its
generators as

φ5(X̄4) = φ(t4) = ϕ(y1)
−1,

φ5(X̄3) = φ(t3) = ϕ(x1)
−1,

φ5(X̄2) = φ

(
q4

(q2 +1)(q+q−1)
t2
3 t−1

4

)
=

q4

(q2 +1)(q+q−1)
ϕ(x1)

−2
ϕ(y1),

φ5(X̄1) = φ

(
t1 +

q4

q4−1
t3t−1

4

)
= ξ ϕ(x1)+

q4

q4−1
ϕ(x1)

−1
ϕ(y1),
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which defines an irreducible representation (φ5,V ) of U+
q (so5)/⟨z′⟩. Substituting in the

matrices for ϕ(x1) and ϕ(y1) and taking ℓ = 5 gives the following explicit form of this
irreducible representation:

φ5(X̄4) =



0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

1 0 0 0 0



φ5(X̄3) =



λ−1 0 0 0 0

0 λ−1q3 0 0 0

0 0 λ−1q 0 0

0 0 0 λ−1q4 0

0 0 0 0 λ−1q2



φ5(X̄2) =



0 0 0 0 1
(q2+1)2λ 2

q
(q2+1)2λ 2 0 0 0 0

0 q2

(q2+1)2λ 2 0 0 0

0 0 q3

(q2+1)2λ 2 0 0

0 0 0 q4

(q2+1)2λ 2 0



φ5(X̄1) =



ξ λ 0 0 0 q4

(q4−1)λ

q2

(q4−1)λ ξ λq2 0 0 0

0 1
(q4−1)λ ξ λq4 0 0

0 0 q3

(q4−1)λ ξ λq 0

0 0 0 q
(q4−1)λ ξ λq3


.
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7.4 Irreducible Representations of Quantum Determinan-
tal Rings

Recall the quantum determinantal ring Rt(Mn) introduced in Chapter 5. We computed its

PI degree to be PI-deg(Rt(Mn)) = ℓ
2nt−t2−t

2 , in the case where the deformation parameter q
is a primitive ℓth root of unity and ℓ is odd (Theorem 6.11). There must therefore exist an
irreducible representation of Rt(Mn) of this dimension, by Theorem 2.17. We will construct
such a representation using the results of this chapter.

In order to apply the results in Section 7.3 to construct an irreducible representation
of Rt(Mn) we would need to know the explicit form of ψ(It). As we do not yet have
the techniques to compute this in general, we develop a different method to construct the
irreducible representation. Our strategy is to first find a quantum affine space A which sits
inside Rt(Mn) as a subalgebra and whose associated quantum torus AΣ−1 contains Rt(Mn) as
a subalgebra. We define an irreducible representation of A of the correct dimension, using
Proposition 7.7, which we then push up to an irreducible representation of AΣ−1. We then
show that the restriction of the representation to Rt(Mn) remains irreducible.

We end this chapter by providing an explicit computation of an irreducible representation
of R2(M3).

In this section we continue to take K to be algebraically closed and 1 ̸= q ∈K∗ to be any
element, unless stated otherwise.

7.4.1 The Construction

First we introduce two dimensional invariants for algebras, which will be used to show
algebraic independence of a set of elements. Definitions and basic results concerning the
Gelfand-Kirillov dimension can be found in [KL00], whilst we use [Zha96] for definitions
and results on the Gelfand-Kirillov transcendence degree.

Definition 7.12. For a K-algebra A, the Gelfand-Kirillov dimension of A is defined to be

GKdim(A) = sup
V

lim
n→∞

logn dim(V n),

and the Gelfand-Kirillov transcendence degree of A is defined to be

Tdeg(A) = sup
V

inf
a

lim
n→∞

logn dim((K+aV )n),
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where V ranges over the finite-dimensional subspaces of A containing 1 (also known as
subframes) of A, and a ranges over the regular elements of A.

Definition 7.13. An algebra A is called Tdeg-stable if the following hold:

(1) Tdeg(A) = GKdim(A);

(2) Tdeg(S−1A) = Tdeg(A) for every Ore set S of regular elements.

Recall from Definition 2.34 that ∆n,n denotes the set of all quantum minors of Oq(Mn(K)),
or equivalently, the set of all index pairs (I,J) ∈ J1,nK× J1,nK. We define the following
elements, which form a subset of ∆n,n:

Definition 7.14. An index pair (I,J) ∈ ∆n,n corresponds to a final quantum minor of
Oq(Mn(K)) of size s ∈ J1,nK if I = Ji, i + (s− 1)K and J = J j, j + (s− 1)K, and either
i+(s−1) = n or j+(s−1) = n.

We denote the set of all final quantum minors of Oq(Mn(K)) by Ωn,n ⊆ ∆n,n, and the
set of all final quantum minors of Oq(Mn(K)) of size less than or equal to t by Ωt

n,n ⊆Ωn,n.
Note that all the quantum minors in Ωt

n,n “survive” in the quotient algebra Rt(Mn) and
generate a subalgebra, which we denote by K⟨Ωt

n,n⟩ ⊆ Rt(Mn). It may also be verified that
|Ωt

n,n|= 2nt− t2.

Lemma 7.15. Take 1 ̸= q ∈K∗ to be a nonzero field element. Let A =K⟨Ωt
n,n⟩ and let Σ⊂ A

be the multiplicative set generated by Ωt
n,n. Then,

(i) The elements of Ωt
n,n commute with each other up to powers of q;

(ii) A⊆ Rt(Mn)⊆ AΣ−1;

(iii) A is the quantum affine space OqM(K2nt−t2
) and AΣ−1 is the quantum torus associated

to A;

(iv) M ∈M2nt−t2(Z) has rank 2nt− t2− t and all its invariant factors are powers of 2.

Proof.

(i) This result follows from an analogous result for initial quantum minors of Oq(Mn(K)):
A quantum minor [I|J] ∈Ωn,n is called initial if I = {i, i+1, . . . , i+ t} and J = { j, j+
1, . . . , j+ t}, for some t ∈ J0,nK, and 1 ∈ I∪ J. Noting that all pairs of initial quantum
minors [I|J], [M|N] satisfying i = m = 1 are weakly separated in the sense of Leclerc
and Zelevinsky [LZ98], we may apply their result [LZ98, Lemma 2.1] to see that the
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[I|J], [M|N] above quasi-commute (that is, commute up to a power of q). Applying the
transpose automorphism τ1

q of [PW91, Proposition 3.7.1(1)] reveals that any pair of
initial quantum minors [I′|J′], [M′|N′] satisfying j′ = n′ = 1 also quasi-commute, as is
shown in [Goo06, (4-13)]. Finally, [Goo06, Corollary 6.5] shows that pairs of initial
quantum minors [I|J], [M′|N′] satisfying i = n′ = 1 quasi-commute and hence all initial
quantum minors of Oq(Mn(K)) quasi-commute with each other. This result passes to
the final quantum minors of Oq(Mn(K)), and hence to all elements of Ωt

n,n, by use of
the anti-automorphism τ2

q of [PW91, Proposition 3.7.1(2)] and the property found in
[PW91, Lemma 4.3.1].

(ii) A⊆ Rt(Mn) is immediate. We deduce from part (i) that the elements of Ωt
n,n are normal

in A. They are also regular, since Rt(Mn) is a noetherian domain. Therefore, Σ⊆ A is
an Ore set at which we can localise. We now show that each generator of Rt(Mn) is
contained in AΣ−1:

Define sets Q1 := Jn− t+1,nK×J1,nK, Q2 := J1,nK×Jn− t+1,nK, and Q := Q1∪Q2.
To prove Rt(Mn)⊆ AΣ−1 we first use decreasing induction on (i, j) ∈ Q to show that
X̄i, j ∈ AΣ−1, where X̄i, j ∈ Rt(Mn) is the canonical image of the generator Xi, j ∈ R. We
then show that X̄i, j ∈ AΣ−1, for all (i, j) ∈ J1,n− tK× J1,n− tK. This will prove the
result for all (i, j) ∈ J1,nK× J1,nK since J1,nK× J1,nK = Q∪ (J1,n− tK× J1,n− tK).

We start with the induction argument. Since X̄i, j ∈ A for all (i, j) ∈ ({n}× J1,nK)∪
(J1,nK×{n}), by definition, the first non-trivial (i, j) ∈ Q to prove in the induction is
when (i, j) = (n−1,n−1). We take this as our base case.

By the definition of quantum minors, we may write

[{n−1,n}|{n−1,n}] = X̄n−1,n−1X̄n,n−qX̄n−1,nX̄n,n−1.

Rearranging this we obtain

X̄n−1,n−1 = ([{n−1,n}|{n−1,n}]+qX̄n−1,nX̄n,n−1)X̄−1
n,n ∈ AΣ

−1.

Since [{n−1,n}|{n−1,n}], X̄n−1,n, X̄n,n−1, X̄n,n ∈ A, and X̄−1
n,n ∈ AΣ−1, this proves the

base case.

For ease of reading we now fix some notation: for some (i, j) ∈Q, denote by [Ii, j|Ji, j] ∈
∆n,n the final quantum minor which has i as its first row index and j as its first column
index; that is,

Ii, j := Ji, i+min{n− i,n− j}K, Ji, j := J j, j+min{n− i,n− j}K.
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Setting si, j := min{n− i,n− j} we see that [Ii, j|Ji, j] has size si, j +1 and si, j +1 ∈ J1, tK
because (i, j) ∈ Q. Therefore, [Ii, j|Ji, j] ∈Ωt

n,n ⊆ A. One may also verify that [Ii, j|Ji, j]

is generated by sums of monomials in X̄l,k, where (l,k)≥ (i, j) and (l,k) ∈ Q.

For the inductive step, fix some (i, j) ∈ Q, with (i, j) < (n− 1,n− 1), and assume
that X̄l,k ∈ AΣ−1, for all (i, j)< (l,k)≤ (n,n) and (l,k) ∈ Q. Consider X̄i, j. With the
notation above we can rewrite [Ii, j|Ji, j] ∈ A, using the quantum Laplace relations from
[NYM93, Proposition 1.1], as

[Ii, j|Ji, j] = X̄i, j[Ii+1, j+1|Ji+1, j+1]+
si, j

∑
r=1

(−q)rX̄i, j+r[Ii, j\{i}|Ji, j\{ j+ r}]. (7.12)

Since (i+1, j+1) ∈ Q then [Ii+1, j+1|Ji+1, j+1] ∈Ωt
n,n and is hence invertible in AΣ−1.

Using the inductive hypothesis we deduce that [Ii, j\{i}|Ji, j\{ j+ r}] ∈ AΣ−1, for all
r ∈ J0,si, jK, as it is the sum of monomials in X̄l,k, where (l,k) > (i, j) and (l,k) ∈ Q.
Similarly, X̄i, j+r ∈ AΣ−1, for all r ∈ J1,si, jK, because (i, j+r)∈Q and (i, j+r)> (i, j).
We may therefore rearrange (7.12) to obtain

X̄i, j =

(
[Ii, j|Ji, j]−

si, j

∑
r=1

(−q)rX̄i, j+r[Ii, j\{i}|Ji, j\{ j+ r}]

)
[Ii+1, j+1|Ji+1, j+1]

−1 ∈ AΣ
−1.

This proves the inductive step and we conclude that X̄i, j ∈ AΣ−1, for all (i, j) ∈ Q.

For any (i, j) ∈ J1,n− tK× J1,n− tK, define

Îi, j := {i,n− t +1,n− t +2, . . . ,n}, Ĵi, j := { j,n− t +1,n− t +2, . . . ,n}

so that |Îi, j|= |Ĵi, j|= t +1. Then [Îi, j|Ĵi, j] = 0 in Rt(Mn) and hence also in A. We may
write this as

0 = X̄i, j[Îi, j\{i}|Ĵi, j\{ j}]+
t

∑
r=1

(−q)rX̄i,n−t+r[Îi, j\{i}|Ĵi, j\{n− t + r}]. (7.13)

Note that, for all r ∈ J1, tK, the quantum minor [Îi, j\{i}|Ĵi, j\{n− t + r}] is a sum of
monomials in X̄l,k, where l ∈ Jn− t+1,nK so that (l,k)∈Q. By the induction above we
deduce that X̄l,k ∈ AΣ−1 and hence [Îi, j\{i}|Ĵi, j\{n− t + r}] ∈ AΣ−1, for all r ∈ J1, tK.
Furthermore, [Îi, j\{i}|Ĵi, j\{ j}] = [In−t+1,n−t+1, In−t+1,n−t+1] ∈ Ωt

n,n and is therefore
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invertible in AΣ−1. Rearranging (7.13) we obtain

X̄i, j =

(
−

t

∑
r=1

(−q)rX̄i,n−t+r[Îi, j\{i}|Ĵi, j\{n− t + r}]

)
[Îi, j\{i}|Ĵi, j\{ j}]−1 ∈ AΣ

−1.

Hence X̄i, j ∈ AΣ−1, for all (i, j)∈ J1,n− tK×J1,n− tK, and, together with the induction
proof above, this proves that Rt(Mn)⊆ AΣ−1.

(iii) It was shown in part (i) that elements of Ωt
n,n commute with each other up to powers

of q as determined by a skew-symmetric matrix, which we denote by M ∈M2nt−t2(Z).
Hence, there is a surjective homomorphism

f : OqM(K2nt−t2
)−→ A. (7.14)

We will use the GK-dimension to show that this surjection is, in fact, an isomorphism.

Claim 1: GKdim(A) = GKdim(Rt(Mn)) = 2nt− t2.

When q is not a root of unity then [GLL18, Corollary 4.8] applied to Rt(Mn), with
Jw = It and w = J1,n− tK× J1,n− tK, shows that Rt(Mn) is Tdeg-stable in the generic
case. When q is a root of unity then Rt(Mn) is a PI algebra which is a noetherian
domain. Thus [Zha96, Theorem 5.3] says that Rt(Mn) is also Tdeg-stable in the root of
unity case. Taking total rings of fractions of the algebras in part (ii) (possible since all
algebras involved are noetherian domains), we obtain

Frac(A)⊆ Frac(Rt(Mn))⊆ Frac(AΣ
−1)= Frac(A) =⇒ Frac(Rt(Mn))= Frac(A).

The algebras A and Rt(Mn) therefore satisfy the conditions of [Zha96, Proposition
3.5(3)], which tells us that GKdim(A)≥GKdim(Rt(Mn)). The equality of GK-dimension
follows from the basic property that A⊆Rt(Mn) implies GKdim(A)≤GKdim(Rt(Mn)).

Finally, we see that GKdim(Rt(Mn)) = 2nt− t2, using [LR08, Remark 4.2 (iii) & (iv)],
replacing the t with t +1 to make the result in the paper compatible with our definition
of Rt(Mn).

Claim 2: The map, f , in (7.14) is an isomorphism.

From (7.14) and the First Isomorphism Theorem, we have OqM(K2nt−t2
)/ker( f )∼= A

and hence

GKdim
(
OqM(K2nt−t2

)/ker( f )
)
= GKdim(A) = 2nt− t2.
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As a consequence of Goldie’s Theorem (see [GW04, Corollary 6.4]), every nonzero
ideal of OqM(K2nt−t2

) contains a regular element. Therefore, if ker( f ) were not trivial
then, by [KL00, Proposition 3.15],

GKdim
(
OqM(K2nt−t2

)/ker( f )
)
+1≤ GKdim

(
OqM(K2nt−t2

)
)
. (7.15)

However, GKdim
(
OqM(K2nt−t2

)
)
= 2nt−t2, by [LMO88, Lemma 2], so the inequality

in (7.15) becomes 2nt− t2+1≤ 2nt− t2, which is clearly false. Therefore ker( f ) must
be trivial and OqM(K2nt−t2

)∼= A.

(iv) In Section 6.2.1 it was shown that Frac(Rt(Mn)) ∼= Frac(OqM′ (K2nt−t2
)), and in The-

orem 6.3 and Proposition 6.10 we deduced properties of M′ ∈ M2nt−t2(Z), namely
that M′ has rank 2nt− t2− t and that all its invariant factors are powers of 2. Parts
(ii) and (iii) of this lemma imply that Frac(Rt(Mn)) = Frac(A)∼= Frac(OqM(K2nt−t2

)),
therefore

Frac(OqM(K2nt−t2
))∼= Frac(OqM′ (K2nt−t2

)).

Taking q to be a non-root of unity allows us to apply [Pan95, Theorem 2.19] to this
isomorphism, which states that

Frac(OqM(K2nt−t2
))∼= Frac(OqM′ (K2nt−t2

)) ⇐⇒ M ∼C M′,

where ∼C denotes the congruence relation of Definition 5.3. Therefore, M shares the
same invariant factors and rank as M′, thus proving part (iv) in the case when q is not a
root of unity. Since the matrix M also defines the commutation relations on the quantum
affine space A when q is a root of unity, this also proves part (iv) for any 1 ̸= q ∈K∗.

Proposition 7.16. Take 1 ̸= q ∈ K∗ to be a primitive ℓth root of unity, with ℓ odd. Let
A :=K⟨Ωt

n,n⟩ ⊆ Rt(Mn) be the subalgebra generated by the final quantum minors of size less
than or equal to t, denoted by T1, . . . ,T2s+t ∈ Rt(Mn), where 2s = 2nt− t2− t. Let (φ ,V ) be
the ℓs-dimensional irreducible representation of A defined in Proposition 7.7.

Then, every element r ∈ Rt(Mn) may be written as

r = ∑
i∈Z2s+t

αiT
i1

1 · · ·T
i2s+t

2s+t ∈KqM [T±1
1 , . . . ,T±1

2s+t ]
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where αi ∈K and i j ∈ Z, for all j ∈ J1,2s+ tK, and there is an algebra homomorphism

ρ : Rt(Mn) −→ EndK(V )

r 7−→ ∑
i∈Z2s+t

αiφ(T1)
i1 · · ·φ(T2s+t)

i2s+t

which defines an irreducible representation of Rt(Mn) of dimension ℓs.

Proof. By Lemma 7.15(iii), A is a quantum affine space so, denoting the final quantum
minors in the set Ωt

n,n by T1, . . . ,T2s+t , this allows us to write A =KqM [T1, . . . ,T2s+t ], where
M ∈M2nt−t2(Z) is a skew-symmetric matrix. We saw in Lemma 7.15(iv) that the dimension
of the kernel of M is t and that all its invariant factors, h1, . . . ,hs, are powers of 2. Since ℓ

is odd then gcd(hi, ℓ) = 1, for all i ∈ J1,sK, and we may apply Proposition 7.7 to obtain the
irreducible representation (φ ,V ) of A of dimension ℓs defined therein.

Recall that Σ⊆A is the Ore set generated by all Ti, and let π : A→AΣ−1 be the localisation
map which defines AΣ−1 as a right ring of fractions of A. Recall also, from Proposition
7.7, that φ(Ti) ⊆ EndK(V ) is invertible for all Ti ∈ Σ. Then, by the universal property of
localisations (see [GW04, Proposition 10.4]), there exists a unique ring homomorphism
φ̂ : AΣ−1→ EndK(V ) such that φ = φ̂ ◦π . Since φ is a K-algebra homomorphism then so
too are φ̂ and π . We restrict φ̂ to Rt(Mn) to obtain an algebra homomorphism

ρ : Rt(Mn) −→ EndK(V )

r 7−→ φ̂(r ·1−1),

which defines a representation (ρ,V ) of Rt(Mn). In particular, φ̂(T−1
i ) = φ̂(Ti)

−1 = φ(Ti)
−1,

for all Ti ∈ Σ, because of the observation in Proposition 7.7(iii). Thus, writing r ∈ Rt(Mn) in
terms of T±1

i ∈ AΣ−1, as is possible by the inclusions shown in Lemma 7.15(ii), we obtain

ρ(r) = φ̂(r ·1−1) = φ̂

(
∑

i∈Z2s+t

αiT
i1

1 · · ·T
i2s+t

2s+t

)
= ∑

i∈Z2s+t

αiφ(T1)
i1 · · ·φ(T2s+t)

i2s+t ,

where i j ∈ Z, for all j ∈ J1,2s+ tK, and αi ∈K∗.
To show irreducibility of (ρ,V ) we use the fact that A⊆Rt(Mn) to deduce Im(φ)⊆ Im(ρ).

Therefore, if (ρ,V ) were reducible this would force (φ ,V ) to be reducible, thus contradicting
Proposition 7.7. Hence (ρ,V ) is an irreducible representation of Rt(Mn) of dimension ℓs.
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7.4.2 Example: Oq(M3(K))/⟨Dq⟩

For this example we take 1 ̸= q∈K∗ to be a primitive ℓth root of unity with ℓ odd, and we con-
sider the quantum determinantal ring R2(M3) = Oq(M3(K))/⟨Dq⟩, where Dq ∈ Oq(M3(K))

is the 3× 3 single parameter quantum determinant. We construct an explicit irreducible
representation of R2(M3) of dimension PI-deg(R2(M3)) = ℓ3 using the results of the previous
section.

By Proposition 7.16 we see that we need to first construct an irreducible representation of
the subalgebra A⊆ R2(M3) generated by the final quantum minors of size less than or equal
to 2. There are eight such quantum minors:

T1 := X̄1,3, T2 := X̄2,3, T3 := X̄3,1, T4 := X̄3,2, T5 := X̄3,3,

T6 := [12|23], T7 := [23|12], T8 := [23|23],

hence we set A :=K⟨T1, . . . ,T8⟩ ⊆ R2(M3). It can be verified that the commutation relations
between the Ti correspond to the matrix

M :=



0 1 0 0 1 0 0 1

−1 0 0 0 1 0 −1 0

0 0 0 1 1 0 0 1

0 0 −1 0 1 −1 0 0

−1 −1 −1 −1 0 −1 −1 0

0 0 0 1 1 0 0 1

0 1 0 0 1 0 0 1

−1 0 −1 0 0 −1 −1 0



∈M8(Z).

That is, A =KqM [T1, . . . ,T8]. In order to construct an irreducible representation of A using
Proposition 7.7 we need the skew-normal form, S, of M as well as the explicit matrix, E,
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such that EMET = S. These are given below:

S = EMET =



0 1 0 0 0 0 0 0

−1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 −1 0 0 0 0 0

0 0 0 0 0 2 0 0

0 0 0 0 −2 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0



,

E =



0 −1 0 0 0 0 0 0

1 0 0 0 0 0 0 0

0 0 0 −1 0 0 0 0

0 0 1 0 0 0 0 0

0 1 0 1 0 0 0 −1

1 −2 1 −2 1 0 0 1

0 0 −1 0 0 1 0 0

−1 0 0 0 0 0 1 0



, E−1 =



0 1 0 0 0 0 0 0

−1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 −1 0 0 0 0 0

−1 −1 −1 −1 1 1 0 0

0 0 0 1 0 0 1 0

0 1 0 0 0 0 0 1

−1 0 −1 0 −1 0 0 0



.

From S we observe that M has invariant factors h1 = 1, h2 = 1, h3 = 2, so gcd(hi, ℓ) =

gcd(hi,3) = 1 for all i ∈ J1,3K, thus confirming that A satisfies the conditions of Proposition
7.7.

Applying Proposition 7.7(ii) to this example, we obtain an irreducible representation
(ϕ,V ) of D := KqS [x1,y1,x2,y2,x3,y3,z1,z2]. Here, V is a ℓ3-dimensional K-vector space
defined as V =V1⊗V2⊗V3, for the three ℓ-dimensional K-vector spaces V1,V2,V3, and ϕ

is the homomorphism from Proposition 7.7 defined using the maps ϕi found in Lemma 7.6.
Hence,

ϕ(xi1
1 yi2

1 xi3
2 yi4

2 xi5
3 yi6

3 zi7
1 zi8

2 ) = ξ
i7
1 ξ

i8
2 ϕ1(x

i1
1 yi2

1 )⊗ϕ2(x
i3
2 yi4

2 )⊗ϕ3(x
i5
3 yi6

3 ),

for some ξ1,ξ2 ∈K∗ and i j ∈N, for j ∈ J1,8K. Recall from Proposition 7.7(ii) that ϕ(xi)
−1 =

λ
−ℓ
i ϕ(xi)

ℓ−1 and ϕ(yi)
−1 = ϕ(yi)

ℓ−1, for all i ∈ J1,3K. This allows us to consider negative
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powers, i j, of the generators when used as an argument in ϕ , as ϕ extends to the localisation
KqS [x±1

1 ,y±1
1 ,x±1

2 ,y±1
2 ,x±1

3 ,y±1
3 ,z±1

1 ,z±1
2 ]. From Proposition 7.7(iii) we then construct an

irreducible representation (φ ,V ) of A using the rows of E−1. Explicitly, we obtain

φ(T1) := ϕ(y1)

φ(T2) := ϕ(x1)
−1

φ(T3) := ϕ(y2)

φ(T4) := ϕ(x2)
−1

φ(T5) := ϕ(x−1
1 y−1

1 x−1
2 y−1

2 x3y3)

φ(T6) := ξ1ϕ(y2)

φ(T7) := ξ2ϕ(y1)

φ(T8) := ϕ(x−1
1 x−1

2 x−1
3 ).

Proposition 7.16 states that φ extends to an algebra homomorphism ρ : R2(M3)→
EndK(V ), making (ρ,V ) into an irreducible representation of R2(M3). To find out how ρ acts
on the generators X̄i, j ∈R2(M3) we must write them as elements of AΣ−1 =KqM [T±1

1 , . . . ,T±1
8 ],

where Σ⊆ A is the Ore set generated by Ti, for all i ∈ J1,8K. By the definition of T1, . . . ,T8,

X̄1,3 = T1, X̄2,3 = T2, X̄3,1 = T3, X̄3,2 = T4, X̄3,3 = T5.

Hence, by Proposition 7.16,

ρ(X̄1,3) = φ(T1) = ϕ(y1)

ρ(X̄2,3) = φ(T2) = ϕ(x1)
−1

ρ(X̄3,1) = φ(T3) = ϕ(y2)

ρ(X̄3,2) = φ(T4) = ϕ(x2)
−1

ρ(X̄3,3) = φ(T5) = ϕ(x−1
1 y−1

1 x−1
2 y−1

2 x3y3).

Using the definition of quantum minors, we obtain expressions for X̄1,2, X̄2,1, X̄2,2 in terms of
X̄±1

1,3 , X̄
±1
2,3 , X̄

±1
3,1 , X̄

±1
3,2 , X̄

±1
3,3 ,T

±1
6 ,T±1

7 ,T±1
8 ∈ AΣ−1:

T8 = [23|23] = X̄2,2X̄3,3−qX̄2,3X̄3,2 =⇒ X̄2,2 = (T8 +qX̄2,3X̄3,2)X̄−1
3,3

T7 = [23|12] = X̄2,1X̄3,2−qX̄2,2X̄3,1 =⇒ X̄2,1 = (T7 +qX̄2,2X̄3,1)X̄−1
3,2

T6 = [12|23] = X̄1,2X̄2,3−qX̄1,3X̄2,2 =⇒ X̄1,2 = (T6 +qX̄1,3X̄2,2)X̄−1
2,3 .
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This allows us to deduce the action of ρ on these generators, for example:

ρ(X̄2,2) = (ρ(T8)+qρ(X̄2,3)ρ(X̄3,2))ρ(X̄3,3)
−1

= (φ(T8)+qφ(T2)φ(T4))φ(T5)
−1

= φ(T8)φ(T5)
−1 +qφ(T2)φ(T4)φ(T5)

−1

= ϕ(x−1
1 x−1

2 x−1
3 )ϕ(y1x1y2x2y−1

3 x−1
3 )+qϕ(x1)

−1
ϕ(x2)

−1
ϕ(y1x1y2x2y−1

3 x−1
3 )

= ϕ(y1y2y−1
3 x−2

3 + x−1
1 y1y2y−1

3 x−1
3 ).

Through similar calculations, we obtain

ρ(X̄2,1) = ϕ(ξ2y1x2 +qy1y2
2x2y−1

3 x−2
3 +qx−1

1 y1y2
2x2y−1

3 x−1
3 )

ρ(X̄1,2) = ϕ(ξ x1y2 +qy2
1x1y2y−1

3 x−2
3 + y2

1y2y−1
3 x−1

3 ).

For X̄1,1 we use the fact that the quantum determinant Dq is zero in R2(M3). This gives

0 = Dq = X̄1,1[23|23]−qX̄1,2[23|13]+q2X̄1,3[23|12]

which, upon rearranging, can be written in terms of elements of AΣ−1:

X̄1,1 = (qX̄1,2[23|13]−q2X̄1,3[23|12])[23|23]−1

= (qX̄1,2(X̄2,1X̄3,3−q2X̄2,3X̄3,1)+q2X̄1,3T7)T−1
8 .

From this, we obtain

ρ(X̄1,1) = ϕ(q(ξ1x1y2 +qy2
1x1y2y−1

3 x−1
3 + y2

1y2y−1
3 x−1

3 )

(ξ2q−2x2
1x3

2y−1
2 x2

3y3 +q−7x1x3
2y2 +q−2x1y2x3

2x3−qy2x2x3)−q2
ξ2y2

1x1x2x3).

Using the definition of ϕ we write all ρ(X̄ j,k) in terms of the maps ϕi, for i, j,k ∈ J1,3K:

ρ(X̄1,1) = q(ξ1ϕ1(x1)⊗ϕ2(y2)⊗ IdV3 +qϕ1(y2
1x1)⊗ϕ2(y2)⊗ϕ3(x2

3y3)
−1

+ϕ1(y2
1)⊗ϕ2(y2)⊗ϕ3(x3y3)

−1)(ξ2q−1
ϕ1(x2

1)⊗ϕ2(x2)ϕ2(y2)
−1⊗ϕ3(x2

3y3)

+q−7
ϕ1(x2

1)⊗ϕ2(x3
2y2)⊗ IdV3 +q−2

ϕ1(x1)⊗ϕ2(y2x3
2)⊗ϕ3(x3)

−q IdV1⊗ϕ2(y2x2)⊗ϕ3(x3))−q2
ξ2ϕ1(y2

1x1)⊗ϕ2(x2)⊗ϕ3(x3)

ρ(X̄1,2) = ξ1ϕ1(x1)⊗ϕ2(y2)⊗ IdV3 +qϕ1(y2
1x1)⊗ϕ2(y2)⊗ϕ3(x2

3y3)
−1

+ϕ1(y2
1)⊗ϕ2(y2)⊗ϕ3(x3y3)

−1
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ρ(X̄1,3) = ϕ1(y1)⊗ IdV2⊗ IdV3

ρ(X̄2,1) = ξ2ϕ1(y1)⊗ϕ2(x2)⊗ IdV3 +qϕ1(y1)⊗ϕ2(y2
2x2)⊗ϕ3(x2

3y3)
−1

+qϕ1(x1)
−1

ϕ1(y1)⊗ϕ2(y2
2x2)⊗ϕ3(x3y3)

−1

ρ(X̄2,2) = ϕ1(y1)⊗ϕ2(y2)⊗ϕ3(x2
3y3)

−1 +ϕ1(x1)
−1

ϕ1(y1)⊗ϕ2(y2)⊗ϕ3(x3y3)
−1

ρ(X̄2,3) = ϕ1(x1)
−1⊗ IdV2⊗ IdV3

ρ(X̄3,1) = IdV1⊗ϕ2(y2)⊗ IdV3

ρ(X̄3,2) = IdV1⊗ϕ2(x2)
−1⊗ IdV3

ρ(X̄3,3) = ϕ1(y1x1)
−1⊗ϕ2(y2x2)

−1⊗ϕ3(x3y3). (7.16)

Setting ℓ= 3 and fixing the bases of V1,V2,V3 allows us to present the images of xi and
yi under ϕi as matrices in the following way:

ϕ1(x1) =

(
λ1 0 0
0 λ1q 0
0 0 λ1q2

)
, ϕ2(x2) =

(
λ2 0 0
0 λ2q 0
0 0 λ2q2

)
, ϕ3(x3) =

(
λ3 0 0
0 λ3q2 0
0 0 λ3q

)
,

for some λ1,λ2,λ3 ∈K∗, and ϕ1(y1) = ϕ2(y2) = ϕ3(y3) =
(

0 0 1
1 0 0
0 1 0

)
. The matrix representa-

tions of (7.16) can then be computed using the Kronecker product. For example,

ρ(X̄3,3) =

 0 λ1
−1 0

0 0 λ
−1
1 q2

λ
−1
1 q 0 0

⊗
 0 λ

−1
2 0

0 0 λ
−1
2 q2

λ
−1
2 q 0 0

⊗
 0 0 λ3

λ3q2 0 0
0 λ3q 0

 .

As the matrices in this representation are of dimension 33 = 27, it is impractical to write them
explicitly here, however, they can be easily computed using, for example, Maple. The reader
is invited to turn to Appendix A, where the Maple code required to generate the matrices in
(7.16) for any choice of odd ℓ > 1 is provided.



Appendix A

Irreducible representation of
Oq(M3(K))/⟨Dq⟩

This appendix contains Maple code which calculates the matrix representation of the ir-
reducible representation of Oq(M3(K))/⟨Dq⟩ constructed in Section 7.4.2, where q ∈ K∗

is a primitive ℓth root of unity. The reader may choose ℓ to be any odd positive integer;
the code will then return the matrices of dimension ℓ3 which represent the generators
X̄i, j ∈ Oq(M3)/⟨Dq⟩ in the representation (ρ,V ). The Maple code below relates to the
notation in Section 7.4.2 in the following way:

l= ℓ, R= Oq(M3(K))/⟨Dq⟩, A=KqM [T1, . . . ,T8],

X1= ϕ1(x1), X2= ϕ2(x2), X3= ϕ3(x3),

Y1= ϕ1(y1), Y2= ϕ2(y2), Y3= ϕ3(y3),

a= λ1, b= λ2, c= λ3, d= ξ1, e= ξ2,

T1= φ(T1), T2= φ(T2), T3= φ(T3), T4= φ(T4),

T5= φ(T5), T6= φ(T6), T7= φ(T7), T8= φ(T8),

X11= ρ(X̄1,1), X12= ρ(X̄1,2), X13= ρ(X̄1,3), X21= ρ(X̄2,1), X22= ρ(X̄2,2),

X23= ρ(X̄2,3), X31= ρ(X̄3,1), X32= ρ(X̄3,2), X33= ρ(X̄3,3).

The code is then as follows:

restart: with(LinearAlgebra):

# Set an odd value for l.

l:=3;
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interface(rtablesize = l^3):

# Set the matrix M.

M:=Matrix(8,8,shape='antisymmetric'): M[1,2]:=1: M[1,5]:=1: M[1,8]:=1:

M[2,5]:=1: M[2,7]:=-1: M[3,4]:=1: M[3,5]:=1: M[3,8]:=1:

M[4,5]:=1: M[4,6]:=-1: M[5,6]:=-1: M[5,7]:=-1: M[6,8]:=1: M[7,8]:=1:

'M'=M;

# Set the matrix E and its inverse.

E:= Matrix(8,8): E[1,2]:=-1: E[2,1]:=1: E[3,4]:=-1:

E[4,3]:=1: E[5,2]:=1: E[5,4]:=1: E[5,8]:=-1: E[6,1]:=1:

E[6,2]:=-2: E[6,3]:=1: E[6,4]:=-2: E[6,5]:=1: E[6,8]:=1:

E[7,3]:=-1: E[7,6]:=1: E[8,1]:=-1: E[8,7]:=1:

'E'=E;

'E^{-1}'=MatrixInverse(E);

# Set S to be the skew-normal form of M.

S=E.M.Transpose(E);

# Set the matrices in the representation of the quantum affine planes.

Y1:=Matrix(l): Y2:=Matrix(l): Y3:=Matrix(l):

for i to l-1 do

Y1[i+1,i]:=1: Y2[i+1,i]:= 1: Y3[i+1,i]:=1:

end do:

Y1[1,l]:=1: Y2[1,l]:=1: Y3[1,l]:=1:

'Y1'=Y1, 'Y2'=Y2, 'Y3'=Y3;

X1:=Matrix(l):

X2:=Matrix(l):

X3:=Matrix(l):

for i from 1 to l do

X1[i,i]:=simplify(a*q^(i-1)):

X2[i,i]:=simplify(b*q^(i-1)):

X3[i,i]:=simplify(c*q^(2*(i-1))):

end do:

'X1'=X1;



150

'X2'=X2;

'X3'=X3;

# Compute matrices for the representation of A.

T1:=KroneckerProduct(KroneckerProduct(

Y1,IdentityMatrix(l)),IdentityMatrix(l)):

T2:=KroneckerProduct(KroneckerProduct(

X1^(-1),IdentityMatrix(l)),IdentityMatrix(l)):

T3:=KroneckerProduct(KroneckerProduct(

IdentityMatrix(l),Y2),IdentityMatrix(l)):

T4:=KroneckerProduct(KroneckerProduct(

IdentityMatrix(l),X2^(-1)),IdentityMatrix(l)):

T5:=KroneckerProduct(KroneckerProduct(

X1^(-1).Y1^(-1), X2^(-1).Y2^(-1)), X3.Y3):

T6:=KroneckerProduct(KroneckerProduct(

d*IdentityMatrix(l),Y2),IdentityMatrix(l)):

T7:=KroneckerProduct(KroneckerProduct(

e*Y1,IdentityMatrix(l)),IdentityMatrix(l)):

T8:=KroneckerProduct(KroneckerProduct(

X1^(-1), X2^(-1)), X3^(-1)):

# Compute matrices for the representation of R.

X13:=T1: X23:=T2: X31:=T3: X32:=T4: X33:=T5:

X22:=simplify((T8+q*X23.X32).X33^(-1)):

X21:=simplify((T7+q*X22.X31).X32^(-1)):

X12:=simplify((T6+q*X13.X22).X23^(-1)):

X11:=simplify((q*X12.(X21.X33-q*X23.X31)-q^2*X13.T7).T8^(-1)):

# Set q to be a primitive l-th root of unity in the complex numbers.

q:=exp(2*Pi*I/l);

# Output the matrices corresponding to the generators of R.

'X11'=simplify(X11);

'X12'=simplify(X12);

'X13'=simplify(X13);

'X21'=simplify(X21);
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'X22'=simplify(X22);

'X23'=simplify(X23);

'X31'=simplify(X31);

'X32'=simplify(X32);

'X33'=simplify(X33);

In order to verify that the matrices calculated using the code above do indeed give a
representation of Oq(M3(K))/⟨Dq⟩, one must check that the output X11,X12, . . . ,X33 share
the same relations as X̄1,1, X̄1,2, . . . , X̄3,3 ∈ Oq(M3(K))/⟨Dq⟩. For example, for X11 one
should check that

simplify(X11.X12-q*X12.X11)

simplify(X11.X13-q*X13.X11}

simplify(X11.X21-q*X21.X11)

simplify(X11.X22-X22.X11-(q-q^(-1))*X12.X21)

simplify(X11.X23-X23.X11-(q-q^(-1))*X13.X21)

simplify(X11.X31-q*X31.X11)

simplify(X11.X32-X32.X11-(q-q^(-1))*X12.X31)

simplify(X11.X33-X33.X11-(q-q^(-1))*X13.X31)

are all zero.
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