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Abstract

The theory of Poisson Vertex Algebras (PVAs) [4] is a good framework
to treat Hamiltonian partial differential equations. A PVA consists of a
pair (A, {·λ·}) of a differential algebra A and a bilinear operation called
the λ-bracket. We extend the definition to the class of algebras A endowed
with d ≥ 1 commuting derivations. We call this structure a multidimen-

sional PVA: it is a suitable setting to study Hamiltonian PDEs with d

spatial dimensions. We apply this theory to the study of symmetries and
deformations of the Poisson brackets of hydrodynamic type for d = 2.

Keywords Hamiltonian Operator, Hydrodynamic Poisson Bracket, Poisson
Vertex Algebra

MSC 37K05 (primary), 37K25, 17B80

1 Introduction

The main goal of this paper is to extend the formalism of Poisson Vertex Alge-
bras (PVAs) in order to study Hamiltonian evolutionary PDEs with several spa-
tial dimensions. Such PVAs provide efficient techniques to characterize Hamil-
tonian operators of evolutionary PDEs. In particular, we focus on multidi-
mensional Poisson brackets of hydrodynamic type and study their symmetries
and deformations, which correspond to the 1- and 2-cocycles in the Poisson–
Lichnerowicz complex [21, 10]. Let us first briefly present some basic facts in
the theory of Poisson brackets of hydrodynamic type.
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1.1 Poisson brackets of hydrodynamic type and their de-

formations

The notion of Poisson bracket of hydrodynamic type has been introduced in the
early 1980s by Dubrovin and Novikov [12] in order to characterize the Hamilto-
nian structure of a class of equations that describe systems such as ideal fluids
with internal degrees of freedom. Poisson brackets (also called Poisson struc-
tures or Hamiltonian operators by different authors) of this form can be used
to describe, for instance, Euler’s equation [25]. The Hamiltonian structure is,
in these cases, given in term of a first order differential operator

P ij(u(x)) = gij(u(x))
d

dx
+ bijk (u)u

k
x (1.1)

for the maps ui(x) ∈ M : S1 →M . P is a well defined skewsymmetric operator
if and only if the functions gij(u) and bijk (u) are respectively the components
of a (pseudo)Riemannian contravariant metric and the contravariant Christoffel
symbols of a compatible connection. Finally, P is an Hamiltonian operator if
and only if the connection has no torsion and the metric is flat. This means
that there exists a coordinate system {ui} in which the Poisson structure is
constant, the so-called Darboux coordinates. For the 1-dimensional case, they
are obviously the flat coordinates of the contravariant metric g.

Hydrodynamic Poisson brackets for maps u(x), x = {x1, . . . , xd} have been
studied for several years [13, 23]. They are defined by a family of d maps
gijα(u(x)) and bijαk (u(x); in term of a differential operator, they have form

P ij(u(x)) = gijα(u(x))
d

dxα
+ bijαk (u(x))

(
∂αu

k
)

(1.2)

In order for P ij to be a Hamiltonian operator, the functions gijα must be,
for each α = 1, . . . d, the components of a flat contravariant metric, while bijαk

the corresponding Christoffel symbols. These functions, moreover, must satisfy
quite a large set of compatibility conditions, that we present in Theorem 4 [23].
The main difference between the multidimensional brackets of hydrodynamic
type and the monodimensional ones is that, despite each metric is flat, there
do not necessarily exist Darboux coordinates for them: each metric can be
constant, in general, for a different system of coordinates {ui(xz)}ni=1.

Under certain nondegeneracy assumptions there exist coordinate systems
in which the multidimensional Poisson brackets of hydrodynamic type are at
most linear [13]. The Lie–Poisson bracket, namely the one associated to the Lie
algebra of vector fields on a compact manifold [25], is linear. It has the form

Pij(p(x)) = pi(x)
∂

∂xj
+ pj(x)

∂

∂xi
+
∂pj(x)

∂xi
(1.3)

for p : M → Ω1(M), dimM = d.
There exist Hamiltonian operators on the spaceM which are of order greater

than one: one of the first examples to be discovered and probably the most
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celebrated one is the second Hamiltonian structure of KdV equation [22]

P2(u(x)) =
d3

dx3
+ 4u

d

dx
+ 2ux (1.4)

For finite-dimensional Poisson manifolds the celebrated Darboux theorem holds
true, stating that for any Poisson bivector there locally exists a coordinate
system in which it is constant and has a canonical form. The search for a
canonical form of the Hamiltonian operators in the infinite dimensional manifold
M has been independently completed by several authors [19, 10, 14]. In [14]
and [10], this problem takes the name of triviality problem, namely the problem
of classificating all the deformations of a Poisson structures compatible with a
chosed one of hydrodynamic type.

An Hamiltonian operator P0 satisfies the Schouten relation [P0, P0] = 0. We
define a deformation Pǫ of this operator as a formal infinite sum

Pǫ = P0 + ǫP1 + ǫ2P2 + · · ·

such that the Schouten relation is satisfied:

[Pǫ, Pǫ] = 0.

We say that such a deformation is trivial if there exists a general Miura type
transform φǫ =

∑∞
k=0 ǫ

kφk of the map space such that φǫ∗P0 = Pǫ and φk
is homogeneous of degree k. Getzler [19] proved that the infinite dimensional
analogue of the Poisson–Lichnerowicz cohomology is trivial, hence in particular
the second cohomology group (as directly proved also in [10] and [14]) vanishes.
The vanishing of the second cohomology group implies that all the deformations
of a given Poisson bracket of hydrodynamic type are trivial. Then, relying
on Dubrovin and Novikov’s result [12], for a certain coordinate system they
must be trivial deformations of a constant Poisson bracket. Conversely, there
locally exists a system of coordinates in the space of maps for which the Poisson
bracket is constant; such a system of coordinates can be regarded as the infinite
dimensional analogue of the Darboux coordinates.

Example For the case n = 1, the constant Poisson structure of hydrody-
namic type is the total derivative with respect to the spatial variable x. The
second Hamiltonian structure of the KdV equation is easily got after a change
of coordinates in the space M

v = v(u) = u2 + iu′

where {u(x), u(y)} = δ′(x− y) and u′(x) = ux(x). Let us compute {v(x), v(y)}
with the help of the formula (2.24)

{f(u(x)), g(u(y))} =
∑

m,n∈N

∂f

∂u(m)

∂g

∂u(n)
∂mx ∂

n
y {u(x), u(y)}

3



and recalling that f(y)δ(p)(x−y) =
∑p

q=0 f
(q)(x)δ(p−q)(x−y) and ∂xδ(x−y) =

−∂yδ(x − y). We get

{v(x), v(y)} = {u2(x) + iu′(x), u2(y) + iu′}

= 4u(x)u(y)δ′(x− y) + 2iu(y)∂xδ
′(x− y)+

+ 2iu(x)∂yδ
′(x − y)− ∂x∂yδ

′(x− y)

= δ′′′(x− y) + 4(u2(x) + iu′(x))δ′(x− y)+

+ 2∂x(u
2(x) + iu′(x))δ(x − y)

=

(
d3

dx3
+ 4v

d

dx
+ 2v′

)
δ(x− y),

namely the operator (1.4) acting on the Dirac’s delta.

It must be stressed that this analogue of the Darboux theorem holds for the
one-dimensional case. To our knowledge, there do not exist similar results even
in dimension two. The research work by E. Ferapontov and collaborators has
produced a big outcome in the direction of classifying the integrable Hamiltonian
equations of hydrodynamic type with d spatial variables and their deformations
(for instance, in [17, 16]); analogous results in the direction of deformations of
the Poisson structure itself are not available. One of the main reason of this fact
is that the required computations are very cumbersome, and their complexity
increases dramatically with the order of the operators..

1.2 Poisson Vertex Algebras

The theory of Poisson Vertex Algebras [4] provides a very effective framework
to study Hamiltonian operators. The notion of a PVA, that can be seen as
the semiclassical limit of Vertex Algebras [20], has been introduced in order
to deal with evolutionary Hamiltonian PDEs in which the unknown functions
depend on one spatial variable. It provides a good framework for the study of
integrability of such a class of equations, and also gives some insights into the
study of nonlocal Poisson structures [7]. Let us first briefly introduce the notion
of a (monodimensional) PVA.

A Poisson Vertex Algebra [4] is a differential algebra (A, ∂) endowed with a
bilinear operation A × A → R[λ] ⊗A called a λ-bracket and satisfying the set
of properties

1. {fλ∂g} = (λ + ∂){fλg}

2. {∂fλg} = −λ{fλg}

3. {fλgh} = {fλg}h+ {fλh}g

4. {fgλh} = {fλ+∂h}g + {gλ+∂h}f

5. {gλf} = −→{f−λ−∂g}
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6. {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}

Let us explain the notation used in 4. and 5. Expand {fλg} =
∑
Cnλ

n with
Cn ∈ A. Then in each term of the RHS of equation 4 one has

{fλ+∂g}h :=
∑

n

Cn (λ+ ∂)
n
h

Notice that using this convention {fλ+∂g} = {fλ+∂g}1 = {fλg}. The RHS of
the fifth equation is defined by

→{f−λ−∂g} :=
∑

(−λ− ∂)nCn

The main theorem, on which all the theory of PVA in the framework of
Hamiltonian PDEs is based, is that from a λ-bracket of a PVA we can get the
Poisson bracket between local functionals as

{∫
f,

∫
g

}
=

∫
{fλg}

∣∣
λ=0

.

Conversely, given a Poisson structure as a differential operator we can define a
λ-bracket between the generators of a suitable differential algebra as the symbol
of the differential operator; its extension to the full algebra is directly achieved
by using the so called master formula.

In the original paper and even in the more recent literature [9] the theory
of PVAs has been devoloped only for one dimensional Hamiltonian operators
(in the original language, for a differential algebra with one derivation); since
we want to deal with higher dimensional operators, we extend the definitions
and the main theorems of [4] introducing so-called multidimensional Poisson
Vertex Algebras, where the algebra A is endowed with d commuting deriva-
tions. For a suitable A, modelled on the algebra of differential polynomials of
several variables, we show that the same axioms of a standard PVA, conve-
niently rephrased, can be used to characterize Poisson structures on this more
general space of maps. In the paper, we apply the formalism of multidimen-
sional PVAs to the d-dimensional Poisson brackets of hydrodynamic type. As
an illustrative example, we obtain a new derivation of the set of necessary and
sufficient conditions for a homogeneous differential operator of order 1 to be an
Hamiltonian structure described by Mokhov in the late ’80s [23]. Moreover, we
apply the technique of multidimensional PVAs to the study of symmetries and
deformations of such structures.

Definition 1 (Multidimensional PVAs). A d-dimensional PVA is a differential
algebra A endowed with d commuting derivation ∂α, α = 1, . . . , d and with a
bilinear operation {·λ·} : A×A → R[λ1, . . . , λd]⊗A called a λ-bracket of rank d.
The λ-bracket of a multidimensional PVA satisfies the following set of properties

1. {∂αfλg} = −λα{fλg}

2. {fλ∂αg} = (λα + ∂α) {fλg}

5



3. {fλgh} = {fλg}h+ {fλh}g

4. {fgλh} = {fλ+∂h}g + {fλ+∂g}h

5. {gλf} = −→{f−λ−∂g}

6. {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}

The λ-bracket between two elements of A can be expanded as

{fλg} =
∑

n1,...,nd∈Z≥0

Cn1...nd
λn1

1 · · ·λnd

d :=
∑

N∈Z
d
≥0

CNλN

with CN ∈ A. According to this decomposition, the RHS of the fourth property
expands to

{fλ+∂g}h =
∑

N∈Z
d
≥0

CN (λ + ∂)Nh :=
∑

n1,...,nd∈Z≥0

Cn1...nd

(
d∏

α=1

(λα + ∂α)
nα

)
h.

The RHS of the fifth property is given by

→{f−λ−∂g} :=
∑

N∈Z
d
≥0

(−λ− ∂)
N
CN =

∑

n1,...,nd∈Z≥0

d∏

α=1

(−λα − ∂α)
nαCn1...nd

.

For each PVA with A an algebra of differential polynomials, we can define a Lie
bracket among the local functionals with density A (Theorem 2). We have

{∫
f,

∫
g

}
:=

∫
{fλg}|λ=0. (1.5)

Such a Lie bracket is exactly what is called a Poisson structure. We prove
that there is a one-to-one correspondence between Poisson structures on local
functionals and λ-brackets on their densities.

Arnold described the relation between the Lie algebra of vector fields on
a manifold and the Euler’s equations of motion for incompressible fluids [2],
together with their Hamiltonian formulation. Novikov explicitly introduced a
Poisson bracket for the system, which is the Lie–Poisson bracket of the algebra
of vector fields (1.3) [25]. In Section 3 we consider the first order deformations
of the Lie–Poisson structure (1.3), whose equivalent λ-bracket is

{piλpj} = − (piλj + pjλi + ∂ipj) .

We give the set of necessary and sufficient conditions for a generic second or-
der differential operator to be a deformation of the Lie–Poisson hydrodynamic
bracket (Lemma 10).

It has been proved by Mokhov [24] that the Lie–Poisson hydrodynamic
bracket is the normal form of the nondegenerate Poisson brackets of hydro-
dynamic type for d = n = 2; Ferapontov and collaborators have completed the
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classification for the degenerate brackets in [17] and have recently provided the
full classification for d = 2 and n ≤ 4 [15]. The main result in this paper is
stated in Theorem 6. Any second order homogeneous differential operator com-
patible with an arbitrary Poisson bracket of hydrodynamic type for d = n = 2
is a trivial deformation of the bracket itself.

2 Multidimensional Poisson Vertex Algebras

In this section we want to extend the notion of a Poisson Vertex Algebra [4] in the
spirit of the extension of the more general structure of a Lie conformal algebra
into the category of Lie pseudoalgebras [3]. Our ultimate aim is to identify
Poisson brackets between local functionals on a space of maps with some λ-
brackets, in the same way one can achieve this result for Poisson brackets on
loop spaces.

2.1 Formal map space

Let M be a n-dimensional smooth manifold. We want to descrive a class of
Poisson brackets on the space

M = Maps(Σ →M)

where Σ is a compact d-dimensional smooth manifold. In order to avoid the
problems arising from the integration, let us fix Σ to be (S1)d = T d. Anyway,
all the definitions and the theorems of this section are expressed and work at
the formal level. It means that it is not important whether we are considering
functions on the d-torus, or rapidly decaying functions on R

d; in a way, we
are just working in the general space in which integration by parts is allowed
producing no boundary terms.

We describe such a space of maps according to the theory of formal varia-
tional calculus [18]. Our expositon is tightly related to the one of [14]. Let us
define the formal map space M in terms of ring of functions on it.

Let U ⊂M be a chart on M with coordinates (u1, . . . , un) and denote A =
A(U) the space of polynomials in the independent variables uiI for i = 1, . . . , n
and I ∈ Z

d
+ a multiindex (i.e., Iα = 1, 2, . . . with α = 1, . . . , d)

f(x, u;uI) :=
∑

m≥0

fi1I1;...;imIm(x, u)ui1I1 . . . u
im
Im

(2.1)

with coefficients fi1I1;...;imIm(x, u) smooth functions on Σ×M . Such an expres-
sion is called a differential polynomial. The space A, endowed with a family of
operators

∂α : A → A

f 7→
∂f

∂xα
+ uiEα

∂f

∂ui
+ uiI+Eα

∂f

∂uiI

7



(α = 1, . . . , d and Eα = (0, 0, . . . , 1︸︷︷︸
α

, 0, . . . , 0)) satisfying the following com-

mutation properties

[∂α, ∂β ] = 0 ∀α, β (2.2a)
[
∂

∂uiI
, ∂α

]
=

∂

∂uiI−Eα

(= 0 if Iα = 0) (2.2b)

[
∂

∂uiI
,
∂

∂ujJ

]
= 0 ∀ (i, j, I, J) (2.2c)

form what in [4] is called an algebra of differential polynomials.
Since we are interested in local (in the sense of [14]) structures on the space of

maps, we do not have to take into account the explicit dependence on the points
in Σ. This justifies the following definitions, where we will restrict ourselves to
consider the space Â ⊂ A of differential polynomials f that do not depend
explicitly on xα. The ‘total derivatives’ have thus the form

∂α =
∑

i=1,...,n

I∈Z
d
≥0

uiI+Eα

∂

∂uiI
(2.3)

and satisfy the same commutation relations as in (2.2).
Because of the lacking of dependence on the variables on Σ, we are allowed to

identify the space of local functionals F̂ whose densities do not depend explicitly
on x with the quotient Â/

∑
α ∂αÂ. The quotient operation is denoted

∫
.

Let us consider the space X(Â) of vector fields on the formal space of maps.
These are formal infinite sums

ξ =
∑

I∈Z
d
≥0

ξiI(uJ )
∂

∂uiI
(2.4)

with ξiI ∈ Â.

The derivative of a local functional
∫
f ≡ f ∈ F̂ along a vector field ξ reads

ξf =

∫ ∑

I∈Z
d
≥0

ξiI(uJ )
∂f

∂uiI
dx (2.5)

while the Lie bracket between two of such vector fields is obtained in a straight-
forward way by composition of derivations [ξ, η]f = ξ(ηf) − η(ξf). The total
derivatives ∂α can be regarded as vector fields with ξiI = uiI+Eα

.

An evolutionary vector field is a derivation of Â which commutes with all
the derivations ∂α. A simple computation shows that the condition imposes
ξiI = ∂αξ

i
I−Eα

. Applying this relation reculsively we get that an evolutionary
vector field has form

ξ =
∑

i=1,...,n

I∈Z
d
≥0

(∂IX i(uJ))
∂

∂uiI
. (2.6)
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We will adopt a multi-index notation and denote

d∏

α=1

(∂α)
Iα =: ∂I .

for I ∈ Z
d
≥0. Analogue conventions will be adopted also for more general oper-

ators or expressions, always meaning that they must be regarded as “term by
term” powers.

Ân, as a collection of n elements of Â, can be regarded as a vector. We can
introduce a symmetric bilinear pairing Ân × Ân → F̂ given by

(A,B) 7→

∫ n∑

i=1

Ai · Bi (2.7)

and use it to identify Ân with its dual space, namely the one-forms. The
variational derivative, in this setting, is a map F̂ → Ân∗. We can write δf =
δf
δui δu

i, and each component is

δf

δui
:=
∑

I

(−∂)I
∂f

∂uiI
. (2.8)

It is worthy noticing that we are giving as definition a formula which can ac-
tually be regarded as a proposition following by the rigorous construction of a
variational bicomplex, which can be found for instance in [1].

Lemma 1. On elements of Â, the variational derivative of a total derivative
vanishes. Moreover, for any evolutionary vector field ξ ∈ X(A) (2.6) and for
any f ∈ Â, we have ∫

ξf =

∫
X i δf

δui
. (2.9)

Proof. Applying the commutation rule (2.2b) to the definition we get

δ

δui
∂αf =

∑

I

(
(−1)|I|∂I+Eα

∂f

∂uiI
+ (−1)|I|∂I ∂f

∂uiI−Eα

)
. (2.10)

Now it is sufficient to impose I ′ = I − Eα in the second term to get the result

∑

I,I′

(−1)|I|∂I+Eα
∂f

∂uiI
− (−1)|I

′|∂I′+Eα
∂f

∂uiI′

= 0. (2.11)

In order to prove the second part of the lemma it is enough to integrate by parts
the definition (2.6).

9



2.2 Poisson bivector and Poisson bracket

A bivector, in general, is an element of X(Â)∧2. In components, bivectors are
written as infinite sums of expression of the form

α =
1

2
αi1;i2
I1;I2

(u(x1), u(x2); . . .)
∂

∂ui1I1(x1)
∧

∂

∂ui2I2(x2)
(2.12)

antisymmetric with respect to simultaneous exchange of i1, I1, x1 ↔ i2, I2, x2.
The Lie bracket between vector fields and the wedge product allow us to define
the Schouten-Nijenhuis bracket between k-vectors. It is defined by extending the
Lie bracket of vector fields with respect to the product, imposing the Leibniz
rule [α, β ∧ γ] = [α, β] ∧ γ + (−1)(k−1)lβ ∧ [α, γ] if α ∈ Xk and β ∈ Xl. It
turns out that the Schouten-Nijenhuis bracket is the unique extension of Lie
bracket of vector fields which turns the graded algebra of k-vector fields into a
Gerstenhaber algebra. The formulas for the Schouten-Nijenhuis bracket between
generic k- and l- vectors are in general quite involved. We give the formula for
the bracket of a bivector with a vector fields, which is equivalent to the Lie
derivative. Given a vector field ξ = ξiI(x, u(x), . . .)∂/∂u

i
I and β a bivector of

form (2.12) we get

Lξβ
i1,i2
I1,I2

=
∑

l,L

ξlL(ul)
∂

∂ulL(xl)
βi1,i2
I1I2

−
∂ξi1I1

∂ulL(xl)
βl,i2
L,I2

−
∂ξi2I2

∂ulL(xl)
βi1,l
I1,L

. (2.13)

This formula is useful to define translational invariant k-vectors, which satisfy

L∂α
β = 0 (2.14)

for all α = 1, . . . , d. The set of conditions (2.14) imposes relations among the
components of the bivector analogue to the ones we have already given for evo-
lutionary vector fields. Every translational invariant bivector β has coefficients

βi1,i2
I1I2

(uJ(x1), uK(x2)) = (∂x1
)
I1 (∂x2

)
I2 Bi1i2(uJ(x1), uK(x2)) (2.15)

where the differential polynomials Bi1i2 are antisymmetric in the simultaneous
exchange of indices. We call such differential polynomials the components of
the translational invariant bivector β.

A local bivector is a translational invariant bivector such that its dependence
on x1, x2 is given by a distribution with the support on the diagonal x1 = x2,
i.e.

Bij =
∑

P∈Zd
≥0

Cij
P (uJ(x))∂

P
x δ(x− y). (2.16)
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The delta functions and their derivatives are defined by the usual formulae
∫
f(y)δ(x− y)dy = f(x)

∫
f(y)∂I

xδ(x− y)dy =

∫
f(y)(−∂y)

Iδ(x − y)dy = ∂If(x)

∫
f(x1, . . . , xk)∂

I2
x1
δ(x1 − x2) . . .∂

Ik
x1
δ(x1 − xk)dx2 . . . dxk =

= ∂I2
x2
. . .∂Ik

xk
f(x1, . . . , xk)

∣∣
x1=x2=···=xk

.

Where we do not specify the variables on which the derivatives ∂ act, it is meant
that they act on the first ones. The value of a local bivector on two one-forms
φ = φi(x, . . .)δu

i and ψ = ψi(y, . . .)δu
i is

∫
φiB

ij(x, . . .)∂ψjdx (2.17)

which easily follows from simply pairing the one-forms with the bivectors and
integrating in such a way that the derivatives of Dirac’s delta act on the sec-
ond one form. The antisymmetry of the bivector, namely (Bφ,ψ) = −(Bψ, φ)
imposes on the components

Bji
S =

∑

T∈Z
d
≥0

(−1)|T |+1

(
T

S

)
∂T−SBij

T (2.18)

where we denote |T | =
∑

α Tα and use the binomial coefficient for multi-indices

(
A

B

)
=

(
a1
b1

)
· · ·

(
ad
bd

)
(2.19)

and (
a

b

)
=

{
a!

b!(a−b)! 0 ≤ b ≤ a

0 otherwise.
(2.20)

We will occasionally use also the multinomial coefficients
(

A

B1, . . . , Bn

)
, Bn = A−

∑n−1
i=1 Bi

which definition is analogue to the one for binomial coefficients with multi-
indices, given the usual multinomial coefficient

(
a

b1 . . . bn

)
=

a!

b1!b2! . . . bn!
. (2.21)

From the componentwise expression (2.16) we see that each component can be
interpreted as a differential operator acting on the Dirac’s delta

Bij(x, u(x), u(x)I ;
d

dx
)δ(x − y) (2.22)
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with

Bij(x, u(x), u(x)I ;
d

dx
) =

∑
Bij

S ∂S .

A local Poisson structure is a local bivector P ∈ X∧2(M) satisfying the
Schouten relation [P, P ] = 0.

Given a Poisson bivector it is possible to define a bilinear operation (that
we will call a bracket) on the space of local densities f ∈ A. It can be used
to define a bracket on the space F̂ of local functionals, which is usually called
the Poisson bracket of functionals. This name is somehow confusing since the
Poisson bracket of functionals is not the bracket on a Poisson algebra; indeed,
it fails to be a derivation, because of the lack of a product in the space of
functionals.

Given a Poisson structure P , we first define the bracket on Â on the basis
elements ui; we will often refer to them as the generators of Â. We have

{ui(x), uj(y)} =
∑

S

P ij
S (u(x), uI(x))∂

Sδ(x − y). (2.23)

This definition extends to two generic densities f, g ∈ Â according to the formula

{f(x), g(y)} =
∑

L,M

∂f

∂uiL(x)

∂g

∂ujM (y)
∂L
x ∂

M
y {ui(x), uj(y)}. (2.24)

Such a bracket satisfies by definition the Leibniz rule, i.e. {f, gh} = {f, g}h+
g{f, h} and it is obviously bilinear. An important remark is that such a bracket
does not satisfy neither the usual skewsymmetry property nor the Jacobi iden-
tity, thus it is not a Lie bracket and, a fortiori, not even a Poisson bracket. The
reason why the two important properties do not hold is quite natural: we de-
fined a Poisson bivector to be skewsymmetric in the sense (2.18), which means
that the skewsymmetry makes sense only after the integration, i.e. on F̂ . On
F̂ Leibniz property does not hold, but we can give a genuine Lie bracket.

Definition 2 (Poisson bracket). A Poisson bracket {, } in F̂ = Â/dÂ is a
bilinear operation

{·, ·} : F̂ × F̂ → F̂
(∫

f,

∫
g

)
7→

{∫
f,

∫
g

}

satisfying the following two fundamental properties:

1. Skewsymmetry: {
∫
f,
∫
g} = −{

∫
g,
∫
f}

2. Jacobi identity: {
∫
f, {
∫
g,
∫
h}} − {

∫
g, {
∫
f,
∫
h}} = {{

∫
f,
∫
g},
∫
h}

Applying the skewsymmetry property, Jacobi identity can also be written as
the vanishing of the expression {{

∫
f,
∫
g},
∫
h}+ cycl.(f, g, h) = 0 which is the

usual way to write it.

12



Given a Poisson bivector P of form (2.16) satisfying [P, P ] = 0, the Poisson
bracket of two local functionals

∫
f(u(x), uI(x))dx and

∫
g(u(y), uI(y))dy is

given by

{∫
f,

∫
g

}
=

∫ ∫
{f(x), g(y)} dxdy

=

∫ ∫ ∑

L,M

∂f

∂uiL(x)

∂g

∂ujM (y)
∂L
x ∂

M
y {ui(x), uj(y)}dxdy

=

∫ ∫
δf

δui(x)

δg

δuj(y)
{ui(x), uj(y)}dxdy

=
∑

S∈Z
d
≥0

∫
δf

δui(x)
P ij
S (u(x), uI(x))∂

S δg

δuj(x)
dx

(2.25)

where the second equality is given by (2.24), the third one is obtained by inte-
grating by parts and transferring the total derivatives ∂ on the partial deriva-
tives of f and g respectively and the fourth one by performing the integration
with respect to y for the Dirac’s delta.

We do not prove here that the Schouten condition for P is the crucial re-
quirement for the bracket to be Lie, namely to satisfy Jacobi identity. Although
it is possible to get this result with the Dirac’s delta formalism – or even by
regarding the Poisson bracket of densities as a distribution and evaluating it on
test functions – we are going to shift our point of view and consider Barakat,
De Sole and Kac’s approach to Hamiltonian operators on a space of maps in
terms of Poisson Vertex Algebras [4].

2.3 Poisson Vertex Algebras

Let Â be a differential algebra with d commuting derivations. Usually, we
consider the algebra of differential polynomials or an extension thereof.

Definition 3 (λ-bracket). A λ-bracket (of rank d) on Â is a R-linear map

{·λ·} : Â × Â → R[λ1, . . . , λd]⊗ Â

(f, g) 7→ {fλg}

which is sesquilinear, namely

{∂αfλg} = −λα{fλg} (2.26a)

{fλ∂αg} = (∂α + λα) {fλg} (2.26b)

and obeys, respectively, the right and left Leibniz rule

{fλgh} = {fλg}h+ {fλh}g (2.27a)

{fgλh} = {fλ+∂h}g + {gλ+∂h}f (2.27b)
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By definition, the λ-bracket of two elements in Â is a polynomial in λ1, . . . , λd
(we will often refer to the collection of λα as λ) with coefficients in Â. In general,
we can write {fλg} = A(f, g)i1,...,idλ

i1
1 . . . λ

id
d which, using the usual multiindex

notation, is equivalent to writing A(f, g)Iλ
I . When, as in (2.27b), we write

{fλ+∂g} it means that the λ product is A(f, g)I (λ + ∂)I , with the derivation
acting on the right (if nothing is written on the right, it is equivalent to the
derivatives acting on 1 and thus the only term not vanishing is λI).

Definition 4 (Multidimensional Poisson Vertex Algebra). A (d-dimensional)
Poisson Vertex Algebra is a differential algebra Â endowed with a λ-bracket of
rank d which is skewsymmetric

{gλf} = −→{f−λ−∂g} (2.28)

and satisfy the PVA-Jacobi identity

{fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh}. (2.29)

The notation used in (2.28) means that the differential operators (−λ −
∂) must be regarded as acting on the coefficient of the bracket, too; namely

→{f−λ−∂g} = (−λ− ∂)IA(f, g)I .

Theorem 1 (Master formula). Let Â be the algebra of differential polynomials
(or an extension thereof) as defined in Section 2.1. Given two elements (f, g) ∈
Â, their λ-bracket can be expressed in terms of the λ-bracket between the so-
called generators of Â, {ui}i=1,...,n. We have

{fλg} =
∑

i,j=1...,n

M,N∈Z
d
≥0

∂g

∂ujN
(λ+ ∂)N{uiλ+∂u

j}(−λ− ∂)M
∂f

∂uiM
. (2.30)

In particular, the skewsymmetry and the PVA-Jacobi property hold if and only
if the same properties for the generators hold.

We give here only a sketch of the proof of the theorem. The complete
– rather cumbersome – proof extends to the d-dimensional case the Theo-
rem 1.15 of [4] and follows the same ideas, without major technical issues.
Our aim is to prove that the master formula provides the unique bilinear
opeation satisfying the properties of a PVA for any two elements of Â. From
sesquilinearity of the bracket between two generators we have that {uiMλu

j
N} =

(λ+∂)N (−λ)M{uiλu
j}. Moreover, from the right Leibniz property (2.27a) fol-

lows that {fλ·} is a derivation of Â, thus it acts on g only by its derivatives
∂g

∂u
j

N

. We get

{fλg} =
∑

{fλu
j
N}

∂g

∂ujN
. (2.31)

Applying the sesquilinearity (2.26b) we thus obtain

{fλg} =
∑ ∂g

∂ujN
(λ+ ∂)N{fλu

j} (2.32)
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where the partial derivatives pf g have been put on the left to denote that the
total derivatives in the parenthesis act only on the λ-bracket itself, according to
the right Leibniz rule (2.27a).

The way in which the derivatives of the first function f enter into the master
formula, conversely, is dictated by the left Leibniz rule and the sesquilinearity
for the first entry of the bracket. We have

{fλg} =
∑

{uiλ+∂g}(−λ− ∂)M
∂f

∂uiM
. (2.33)

Note that in (2.33) the total derivatives act also on the partial derivatives of
f , as imposed by the left Leibniz rule (2.27b). One can then prove that the
skewsymmetry and the PVA-Jacobi identity for the brackets between the gen-
erators are the only conditions needed for the corresponding properties between
generic elements of Â.

In Section 2.2 we have noticed that there is a remarkable difference between
the bracket defined by the same Poisson bivector in the space of local densities
and the one among local functionals. In short, while the former is not a Lie
bracket but it is a derivation, the latter – despite being an actual Lie bracket
– fails at being the bracket of a Poisson algebra. The main discovery which
establishes a relation between the theory of Hamiltonian PDEs and Poisson
Vertex Algebras has originally been proved in [4] for a PVA of rank 1, namely
that the Poisson bracket (strictly speaking, the bracket defined by a Poisson
bivector) among local densities is related to a λ-bracket by the relation

{f, g} = {fλg}
∣∣
λ=0

f, g ∈ Â. (2.34)

Its extension to the more general case we are dealing with is straightforward.
This fact is summarized by the following

Theorem 2. Let Â be an algebra of differential polynomials with a λ-bracket
and consider the bracket on Â defined in (2.34). Then

(a) The bracket (2.34) induces a well-defined bracket on the quotient space F̂ ;

(b) If the λ-bracket satisfies the axioms of a PVA, then the induced bracket on
F̂ is a Lie bracket.

Proof. Part (a). From the property of sesquilinearity we have that, for any
α = 1, . . . , d,

{f + ∂Eαh, g} =
(
{fλg} − λEα{hλg}

) ∣∣
λ=0

= {f, g} (2.35)

{f, g + ∂Eαh} =
(
{fλg}+ (λ+ ∂)Eα{fλh}

) ∣∣
λ=0

= {f, g}+ ∂Eα{f, h} ∼ {f, g}. (2.36)

Part (b). The Jacobi property for the bracket follows immediately by setting
λ = µ = 0 in PVA-Jacobi, while the skewsymmetry is a consequence of the
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skewsymmetry for the λ-bracket. First, we introduce a notation widely used in
[4], namely (

e∂
d

dλu
)
f(λ) = f(λ+ ∂)u. (2.37)

In words, we use the convention that the ∂ in the exponent acts only on what is
inside the parentheses. This notation is justified by the Taylor expansion of the
exponential, which turns out to be equivalent to the RHS; the most important
part is to always keep track of the terms on which the derivations are acting on.

We have

{g, f} = {gλf}
∣∣
λ=0

= −→{f−λ−∂g}
∣∣
λ=0

(skewsymmetry)

= −
(
e∂

d

dλ {f−λg}
) ∣∣

λ=0
using (2.37)

= −

(
1 + ∂

d

dλ
+ · · ·

)
{f−λg}

∣∣
λ=0

∼ −{f, g}.

(2.38)

Conversely, given a Poisson bracket among local densities, the corresponding
λ-bracket is its formal Fourier transform. The aim of this paragraph is to show
that the Fourier transform of the bracket of local densities is indeed a λ-bracket,
which satisfies the PVA axioms if and only if the bracket is defined by a local
Poisson bivector. This result is very important because working with the λ-
brackets we do not deal with differential operators on a quotient space, but
with simple differential polynomials.

Definition 5 (Formal Fourier transform). Given a Â valued formal distribution
D(x,y) (with x,y ∈M , dimM = d), its formal Fourier transform is the linear
map

D(x,y) 7→

∫
dxeλ·(x−y)D(x,y) =: FD(y,λ)

with values in Â[λ1, . . . , λd]. It is equivalent to the one introduced, in a different
context, by Kac and De Sole in [6]. The symbol of the integral

∫
dx must be

regarded as the quotient operator with respect to
∑

α ∂xα .

Lemma 2. Let us consider a differential operator acting on a Dirac’s delta

P (u(x),∂x)δ(x − y) =
∑

S

P (u(x))S∂
S
x δ(x− y).

Its formal Fourier transform is the symbol of the operator itself, namely

∑

S

P (u(x))Sλ
S . (2.39)
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Proof. Expanding the multiindex notation and keeping the sum implicit we have

FP (u(y),λ) =

∫
eλ·(x−y)Ps1...sd(u(y))∂

s1
y1 . . . ∂

sd
ydδ(x− y)dx

=

∫
eλ·(x−y)Ps1...sd(u(y))(−∂

s1
x1) . . . (−∂

sd
xd)δ(x− y)dx

integrating by parts

=

∫
∂s1
x1 . . . ∂

sd
xde

λ·(x−y)Ps1...sd(u(y))δ(x − y)dx

= λs11 · · ·λsdd Ps1...sd(u(y))

which, using the usual multiindex notation, is

= PS(u(y))λ
S .

In order to prove our claim that the Fourier transform of a Poisson bracket
of densities is a λ-bracket, we proceed as follows: first, we will prove that the
skewsymmetry and the Jacobi property of the bracket among the generators, i.e.
the coordinate functions, imply the skewsymmetyry (2.28) and the PVA-Jacobi
identity (2.29) for λ-bracket. Then we will compute the Fourier transform of
the Poisson bracket between two generic densities and we will prove that it
is expressed in terms of the Fourier transform of the bracket of generators by
the master formula. Hence, the Fourier transform of the Poisson bracket is a
λ-bracket.

The Poisson bracket of two coordinate functions ui(x) and uj(y) is given by

{ui(x), uj(y)} = P ji(u(y))S∂
S
y δ(x− y)

where P ji
S ∂S are the components of the Poisson bivector defining the bracket.

From the lemma 2, its Fourier transform is

{uiλu
j}(y) = P ji(u(y))Sλ

S. (2.40)

Lemma 3. The Lie bracket (2.40) is skewsymmetric in the sense of (2.28).

Proof. From the form of the Poisson brackets of generators we have that

{ui(x), uj(y)} = P ji
S (u(y))∂S

y δ(x− y)

{uj(y), ui(x)} = P ij
S (u(x))∂S

x δ(y − x).

We recall the skewsymmetry relation of the Poisson bivector (2.18), which gives

P ji
S (y) = −

∑

T

(−1)|T |

(
T

S

)
∂T−SP ij

S (x) (2.41)
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and apply it within the Fourier transform. We get

{uiλu
j} =

∫
eλ·(x−y)P ji

S (u(y))∂S
y δ(x− y)dx

= −

∫
eλ·(x−y)(−1)|T |

(
T

S

)
∂T−S(P ij

S (u(x)))(−∂S
x )δ(x − y)dx

= −

∫
(−1)|T |

(
T

S

)
∂S
x

[
eλ·(x−y)∂T−S

x P ij
T (u(x))

]
δ(x− y)dx

= −

∫
(−1)|T |

(
T

S

)(
S

L

)
λL∂S−L+T−SP ij

T (u(x))δ(x − y)dx

= −(−λ− ∂)TP ij
T (u(y))

= −→{uj−λ−∂u
i}.

Lemma 4. The Lie bracket (2.40) satisfies the PVA-Jacobi identity, namely

{uiλ{u
j
µu

k}} − {ujµ{u
i
λu

k}} = {{uiλu
j}µ+λu

k}.

The proof of the lemma is a lenghty computation of the double formal Fourier
transform with respect to eλ·(x−y)eµ·(y−z) for the three terms of the Jacobi iden-
tity, where the dependency of the coordinate functions ui(x), uj(y) and uk(z)
on different independent variables plays a crucial role. The detailed account of
the computations is left to Appendix A.

To conclude this discussion, we want to show that taking the Fourier trans-
form of the Poisson bracket between two densities gives a formula which co-
incides with the master formula for a λ-bracket. The computation is rather
lengthy but in a sense straightforward. We want to compute

∫
eλ·(x−y){f(x), g(y)}dx.

For convenience, we drop the boldface typesetting to denote that the variables
x, y, z are coordinates in R. We expand the Poisson bracket and get

∫
eλ·(x−y)∂f(x)

∂uiM

∂g(y)

∂ujN
∂M
x ∂N

y

(
P ji
S (y)∂S

y δ(x− y)
)
dx.

The derivatives respect to x do not act on the coefficients P ji
S because they

depend on functions of y by definition. Inside the bracket, moreover, we can
trade the derivatives respect to y with the ones respect to x exploiting the
properties of Dirac’s delta, thus obtaining

(−1)|M|

∫
eλ·(x−y)∂f(x)

∂uiM

∂g(y)

∂ujN
∂N
y

(
P ji
S (y)(−∂x)

M+Sδ(x− y)
)
dx.
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Then we perform the derivatives ∂N
y and use the same trick

(−1)|M|

(
N

T

)∫
eλ·(x−y)∂f(x)

∂uiM

∂g(y)

∂ujN
∂T
y (P

ji
S (y)(−∂x)

N−T+M+Sδ(x− y)dx.

We integrate by parts and let the ∂x act properly. Then, we can finally integrate
the Dirac’s delta and get

(−1)|M| ∂g

∂ujN

(
N

T

)(
N − T +M + S

R

)
λN−T+M+S−R∂T (P ji

S )∂R ∂f

∂uiM
.

By applying the Newton’s binomial,

(−1)|M| ∂g

∂ujN

(
N

T

)
λN−T∂T (P ji

S )(λ+ ∂)M+S ∂f

∂uiM

= (−1)|M| ∂g

∂ujN
(λ+ ∂)N (P ji

S (λ+ ∂)M+S ∂f

∂uiM
)

=
∂g

∂ujN
(λ + ∂)N (P ji

S (λ+ ∂)S(−λ− ∂)M
∂f

∂uiM
).

Recalling the form of the λ-bracket between the generators, the last expression
is

∂g

∂ujN
(λ + ∂)N{uiλ+∂u

j}(−λ− ∂)M
∂f

∂uiM
),

namely the master formula.
We have thus proved the following theorem

Theorem 3. Given a local Poisson bivector P on the space of maps Map(Σ,M) ∼=
Â, the Fourier transform of the bracket induced by the bivector is the λ-bracket
of a Poisson Vertex Algebra on Â.

{fλg}(y) :=

∫

Σ

eλ·(x−y){f(x), g(y)}dx. (2.42)

2.4 Cohomology of Poisson Vertex Algebras

In Section 2.3 we have proved the correspondence between local Poisson bivec-
tors and PVAs. It is well known [21] that from the Schouten relation [P, P ] = 0 it
follows that one can define a linear differential dP = [P, ·] which is a coboundary
operator, d2P = 0.

From the properties of the Schouten bracket it follows that dP : Λk(M) →
Λk+1(M), both for the finite and the infinite dimensional setting (for the latter,
see for instance [14]). One can define the cochain complex

0 → Λ0(M)
dP−−→ Λ1(M)

dP−−→ Λ2(M)
dP−−→ · · ·

and its cohomology, which is called the Poisson–Lichnerowicz cohomology ofM .
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It is quite natural to repeat the construction in the context of Poisson Vertex
Algebras. All the details are exposed by De Sole and Kac for one-dimensional
PVAs [8], but the definitions we are interested in are basically the same.

Definition 6 (Variational complex of a PVA). Given an algebra of differential

polynomials Â, let us consider the free commutative superalgebra Ω̃•(Â) over
Â with odd generators δuiM , i = 1, . . . , n, M ∈ Z

d
≥0. We define a grading

on Ω̃•(Â), imposing deg f = 0 for f ∈ Â and deg δuiM = 1, so that we can

decompose Ω̃• =
⊕

k∈Z≥0
Ω̃k. An odd derivation δ : Ω̃k → Ω̃k+1 is defined by

δf :=
∑

i,M

∂f

∂uiM
δuiM f ∈ Â

δ(δuiM ) = 0

Since δ2 = 0, we get a complex (Ω̃, δ) which is called the basic variational

complex. The total derivatives ∂α defined in (2.3) can be extended to Ω̃ by
∂αδu

i
M = δuiM+Eα

. One can easily prove that [∂α, δ] = 0 for any α = 1, . . . , d.
In such a way, we can define the reduced complex (Ω, δ), that is called the
variational complex.

Ω = ⊕k≥0Ω
k, Ωk = Ω̃k/

∑

α

∂αΩ̃
k (2.43)

and δ is the induced differential between the quotient spaces.

The space Ω0(Â) is immediately identified with F̂ the space of local func-
tionals. The derivative δ is the operator of the variational derivative, since we
can use δuiM = ∂Mδui and the quotient map to get exactly (2.8). Ω1(Â) is

the space of evolutionary vector fields and the space Ω2(Â) is isomorphic to the
space of local bivectors (see the proof in [4], which holds for all Ωk and local
k-vectors).

Let us consider an element X ∈ Ωk−1(Â). According to the aforementioned
result, we regard Ωk as the space of local k-vector fields. Given a local bivector
whose symbol is

∑
PSλ

S , we extend to the multidimensional PVA the definition
of [8] for the PVA differential and we get

(dPX)
(
F 0, . . . , F k

)
=

k∑

i=0

(−1)k+i

∫
F i · PS∂

S δ

δu
X(F 0,

i

ˇ. . ., F k)+

+
∑

0≤i<j≤k

(−1)k+i+jX
( δ
δu

∫ (
F i · PS∂

SF j
)
, F 0,

i

ˇ. . .
j

ˇ. . ., F k
)

The differential dP : Ωk−1 → Ωk is in one-to-one correspondence with [P, ·] the
ordinary coboundary operator of the Poisson–Lichnerowicz cohomology, and it
squares to 0 thanks to the PVA-Jacobi identity.
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Exactly as in the classical case, one can then define the cohomology of the
complex: the first cohomology group H1(Â, dP ) is identified with the sym-
metries of the Poisson bivector and the second cohomology group H2(Â, dP )
is identified with the Poisson structures compatible with the structure P . In
the language of the λ-brackets, we say that H2(Â, d{·λ·}0

) is the space of the
λ-brackets which are compatibles with {·λ·}0.

We introduce a grading on Â. We simply define

deg uiI = |I| :=
∑

α

Iα deg f(ui) = 0.

This means that deg ∂αf(u
i;uiI) = deg f(ui;uiI) + 1. Moreover, we assign to λI

the degree |I|. Any λ-bracket can be decomposed, according to this grading,
into homogenous parts. A rigorous way to obtain such a decomposition is to
introduce a formal indeterminate ǫ of degree −1 and rescale the bracket in such
a way that

∑∞
k=−1 ǫ

k+1{uiλu
j}[k] is of degree 0; the reason why {uiλu

j}[k] is in
fact of degree k + 1 is that we want to keep consistency with the notation used
in [14].

We can use this grading to decompose each cohomology group

Hk(Â, d{·λ·}0
) =

⊕

n

Hk
[n](Â, d{·λ·}0

).

We will call each Hk
[n] the k-th cohomology group of n-th order.

3 Multidimensional Poisson brackets of hydro-

dynamic type

In this section we apply the formalism we have discussed in the previous one
to the so-called multidimensional Poisson brackets of hydrodynamic type intro-
duced by Dubrovin and Novikov in [13]. They are brackets on a space of maps
Σ → M defined by a bivector whose components are differential operators of
the first order linear with respect to the first derivatives of the maps; in terms
of λ-bracket among the generators of Â, they have the form

{uiλu
j} =

d∑

α=1

gijα(u)λα +
∑

α=1...d

k=1...n

bijαk (u)∂αu
k. (3.1)

Since the order of derivatives we will deal with is not very high, it is easier to
switch back to a single-index notation, namely λEα = λα and (for instance)
uEα+Eβ

= ∂αβu. Dubrovin and Novikov in [13] have found, generalizing the
result for the one-dimensional case they discovered in [12], a set of necessary
conditions for a differential operator of type (3.1) to define a Poisson bracket
in the space of local functionals, provided gα were nondegenerate. Some years
later Mokhov [23] proved the complete set of axioms the collection of functions
(gijα, bijαk ) must fulfil. They are summarized in the following theorem
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Theorem 4 ([23]). Let P be a differential operator whose symbol is (3.1). The
bracket among local functionals of density f, g defined by

{∫
f,

∫
g

}
:=

∫
δf

δui
P ij δg

δuj

is a Poisson bracket – equivalently, (3.1) is the λ-bracket of a Poisson Vertex
Algebra – if and only if

gijα = gjiα (3.2a)

∂gijα

∂uk
= bijαk + bjiαk (3.2b)

∑

(α,β)

(
gaiαbjkβa − gajβbikαa

)
= 0 (3.2c)

∑

(i,j,k)

(
gaiαbjkβa − gajβbikαa

)
= 0 (3.2d)

∑

(α,β)

[
gaiα

(
∂bjkβa

∂ur
−
∂bjkβr

∂ua

)
+ bijαa bakβr − bikαa bajβr

]
= 0 (3.2e)

gaiβ
∂bjkαr

∂ua
− bijβa bakαr − bikβa bjaαr = gajα

∂bikβr

∂ua
− bjaαa bakβr − bjkαa biaβr (3.2f)

∂

∂us

[
gaiα

(
∂bjkβa

∂ur
−
∂bjkβr

∂ua

)
+ bijαa bakβr − bikαa bajβr

]

+
∂

∂ur

[
gaiβ

(
∂bjkαa

∂us
−
∂bjkαs

∂ua

)
+ bijβa bakαs − bikβa bajαs

]
(3.2g)

+
∑

(i,j,k)

[
baiβr

(
∂bjkαs

∂ua
−
∂bjkαa

∂us

)]
+
∑

(i,j,k)

[
baiαs

(
∂bjkβr

∂ua
−
∂bjkβa

∂ur

)]
= 0

The notation
∑

(a1,a2,...)
used for instance in (3.2c) means the cyclic summation

over the indices. Conditions (3.2a) – (3.2b) are equivalent to the skewsymmetry
of the bracket, while the other ones are equivalent to the validity of the Jacobi
identity.

Proof. We explicitly impose the skewsymmetry condition (2.28) and the PVA-
Jacobi identity (2.29) for the bracket (3.1) among three generators of Â. The
vanishing of the first degree terms in λα for (2.28) are the conditions (3.2a),
while the vanishing of the coefficients of ukα are (3.2b). We then use the master
formula to compute (2.29). It gives a degree 2 differential polynomial in the λ’s
and the µ’s. The remaining conditions are the vanishing of the coefficients for,
respectively, λαλβ , λαµβ (the coefficients for µ ↔ λ are equivalent, provided
the skewsymmetry), urαβ , u

r
αλβ , and u

r
αu

s
β.
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3.1 Symmetries of the Poisson brackets of hydrodynamic

type

Definition 7. A n-th order symmetry of a PVA (Â, {·λ·}) is an evolutionary
vector field ξ ∈ Der(Â), [ξ, ∂α] = 0 ∀α, with the following properties:

1. The components X i of the vector field (see (2.6)) are homogeneous differ-
ential polynomials of order n;

2. ξ ({fλg}) = {ξ(f)λg}+ {fλξ(g)}

Definition 8. A Hamiltonian vector field in the context of PVA [4] is an evo-
lutionary vector field ξH whose components X i are

X i(uJ) = ξH(ui) = {Hλu
i}|λ=0 (3.3)

for H ∈ Â.

In terms of PVA cohomology, a symmetry is a cocycle in Ω1(Â, {·λ·}) and a
Hamiltonian vector field is a coboundary in the same space.

The fact that a Hamiltonian vector field, in the terms we defined it, is
a symmetry of the λ-bracket is easily obtained from the PVA-Jacobi (2.29)
identity after setting λ = 0

{Hλ{fµg}}|λ=0 = ({fµ{Hλg}}+ {{Hλf}λ+µg}) |λ=0

ξH({fµg}) = {fµξH(g)}+ {ξH(f)µg}
(3.4)

On the other hand, the classification of the symmetries of the λ-bracket allows
us to characterize the first PVA-cohomology group and, in the terms of section
2.4, the Poisson-Lichnerowicz cohomology of the associated Poisson bracket.

In the rest of this section, we investigate the first order symmetries of the
Poisson brackets of hydrodynamic type for d = n = 2. We will denote the
generators of the algebra of differential polynomials Â as (p1 ≡ p, p2 ≡ q).
Ferapontov and collaborators provide in [17] a classification, based on Mokhov’s
results [24], of all the undeformed Poisson structures on such a space up to Miura
transformations and linear change of the independent variables. They are, in
terms of λ-brackets,

{piλpj}1 = δijλi (3.5)

{piλpj}2 = δi+j,3λ1 + δijδj2λ2 (3.6)

{piλpj}LP
= − (piλj + pjλi + ∂ipj) . (3.7)

The essential difference, under the point of view of the classification, is that the
two strucures {·λ·}1 and {·λ·}2 are constant, while {·λ·}LP is not. Mokhov ob-
served that the brackets that are essentially nonconstant can always be written
in a coordinate system for which they are of form {·λ·}LP ,a structure that has
been introduced by Novikov in [25] as a Lie–Poisson bracket of hydrodynamic
type.
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Lie–Poisson brackets of hydrodynamic type We consider the Lie algebra
g = X(Σ) of the vector fields on a manifold, let us say a d-dimensional torus.
It has been known for long time that this algebra is tightly related to the
Euler’s equation for ideal fluids ([2]). In some coordinates such vector fields
can be written as X(x) =

∑
X i(x)∂i, i = 1 . . . d; the components of their

commutator are [X,Y ]i(x) =
∑
Xj(x)∂jY

i(x) − Y j(x)∂jX
i(x). This implies

that the structure functions of g must have the form Ci
jk(x,y, z) = δijδ(z −

x)∂kδ(y− z)− δikδ(y− x)∂jδ(z− y). It is well known that, given a Lie algebra
g, it is always possible to endow its dual space g∗ with a Poisson bracket called
the Lie–Poisson bracket. In this setting, the coordinates on g∗ are a set of
functions pi(x) such that ∫

pi(x)v
i(x)dx

behaves as a scalar under change of variables. Here, vi(x) are the components of
a vector field. This means that pi(x) are densities of 1-forms. The Lie–Poisson
bracket is linear in the coordinates and defined by the structure functions as

{pj(y), pk(z)} =

∫
Ci

jk(x,y, z)pi(x)dx. (3.8)

In the same fashion as the general case we dealt with in the previous section,
we define the λ-bracket for the generators of the differential polynomial algebra
C∞(pi)[piI ]. Regarding the p’s and their derivatives in (3.8) as independent
variables, in the spirit of jet bundles and as we defined in Section 2.1, we drop
their dependence on the points of Σ. For d = 2, we get (3.7) as the result.
Notice that the form of the Lie–Poisson λ-bracket would be the same for any
d = n.

Let us consider each of the normal forms for the λ-bracket of hydrodynamic
type. We will compute the action of an evolutionary vector field on the brackets
between two generators in order to characterize the conditions it must satisfy
in order to be a symmetry of the brackets themselves. We restrict ourselves to
consider only first order vector fields, whose components can be written as

ξ(pi) = Xi(p, pI) = Aab(p)∂apb (3.9)

where each index runs from 1 to d = n = 2 and we follow the Einstein convention
for the sum over repeated indices.

The conditions for ξ to be a symmetry can be directly computed and are
summarized in the following lemmas.

Lemma 5. An evolutionary vector field of form (3.9) is a first order symmetry
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of the bracket (3.5) if and only if the following conditions hold:

Aab
j δ

b
i +Aba

j δ
a
i −Aab

i δ
b
j −Aba

i δ
a
j = 0 (3.10a)

∂Abl
i

∂pj
δaj −

∂Aaj
i

∂pl
δbj −

∂Abj
i

∂pl
δaj +

∂Abl
j

∂pi
δai = 0 (3.10b)

∂2Aal
i

∂pj∂pm
δbj +

∂2Abm
i

∂pj∂pl
δaj −

∂2Aaj
i

∂pl∂pm
δbj −

∂2Abj
i

∂pl∂pm
δaj = 0 (3.10c)

∂Aal
i

∂pj
δbj +

∂Abl
i

∂pj
δaj −

∂Aaj
i

∂pl
δbj −

∂Abj
i

∂pl
δaj = 0 (3.10d)

In particular, for the case d = n = 2, the solutions of (3.10) for Aab
i (p, q) are

A11
1 =

∂2K

∂p2
A11

2 = 0

A12
1 =

∂2K

∂p∂q
A12

2 = c1

A21
1 = c2 A21

2 =
∂2K

∂p∂q

A22
1 = 0 A22

2 =
∂2K

∂q2

(3.11)

where c1 and c2 are constants and K = K(p, q) is a generic function of the
coordinates.

Proof. Recalling that ξ(pi) = Aab
i ∂apb and ξ(f) = ∂I

(
Aab

i ∂apb
)
∂f/∂piI we

compute ξ({piλpj}−{Aab
i ∂apbλpj}−{piλA

ab
j ∂apb} and set to 0 the coefficients

of the four terms λaλb, λa∂bpl, ∂apl∂bpm, and ∂abpl. This procedure gives the
set of equations (3.10); for the case d = n = 2 we explicitly write down the
algebraic equations (3.10a) that imply A11

2 = 0, A22
1 = 0, and A12

1 = A21
2 . The

complete solution is then easily found using (3.10b). Indeed, equations (3.10d)
turn out to be equivalent to (3.10b) and (3.10c) are differential consequences of
that.

Lemma 6. An evolutionary vector field of form (3.9) is a first order symmetry
of the bracket (3.6) if and only if the following conditions hold:

A12
2 = A11

1 A22
1 = 0

A12
1 +A21

1 = A22
2

A21
2 −A11

1 = c1 A12
1 −A22

2 = c2

∂A11
2

∂q
−
∂A21

2

∂p
= 0

∂A21
2

∂q
−
∂A22

2

∂p
= 0

(3.12)

Proof. The particular form of the bracket (3.6) makes explicitly computing the
symmetry condition in the case d = n = 2 the most effective approach to
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the problem. As in Lemma 5, the coefficients of the terms λaλb are algebraic
equations, while the coefficients of the other terms are linear PDEs. Hence
we can first reduce the number of unknowns for the differential equations. In
order to simplify the set of the remaining equations, we relied to a powerful
computational tool which is called a Janet basis for the linear system of PDEs
[26]. It provides the normal form for the system, which is unique up to the
ordering of variables, and can be computed using the Maple package Janet

[5].

In this particular case, the original system is not very complicated and could
be simplified also by hand. Nevertheless, the search for a Janet basis of a linear
system of PDEs will be necessary for the more involved systems we will consider
next.

With the same technique used to prove Lemma 5, and then computing the
Janet basis for the explicit formula of the symmetry conditions as we did in
Lemma 6, we can characterize the symmetries of (3.7). The results are summa-
rized in the following lemma.

Lemma 7. An evolutionary vector field of form (3.9) is a first order symmetry
of the bracket (3.7) if and only if the following conditions hold:

Aal
j

∂

∂pb
(pipl)−Aal

i

∂

∂pb
(pjpl) +Abl

j

∂

∂pa
(pipl)−Abl

i

∂

∂pa
(pjpl) = 0 (3.13a)

Aba
j δ

l
i +Aal

j δ
b
i −Abl

i δ
a
j −Aab

i δ
l
j +

∂Abl
i

∂pm

∂

∂pa
(pmpj)+

−
∂Aam

i

∂pl

∂

∂pb
(pmpj)−

∂Abm
i

∂pl

∂

∂pa
(pmpj)−

∂Abl
j

∂pm

∂

∂pa
(pipm) = 0 (3.13b)

(
∂2Aal

i

∂ps∂pm
−

∂2Aas
i

∂pl∂pm

)
psδ

b
j +

(
∂2Abm

i

∂ps∂pl
−

∂2Abs
i

∂pl∂pm

)
psδ

a
j+ (3.13c)

(
∂2Abm

i

∂pa∂pl
−

∂2Aab
i

∂pl∂pm

)
pj +

(
∂2Aal

i

∂pb∂pm
−

∂2Aba
i

∂pl∂pm

)
pj+ (3.13d)

+

(
∂Aal

i

∂pb
−
∂Aab

i

∂pl

)
δmj +

(
∂Abm

i

∂pa
−
∂Aba

i

∂pm

)
δlj = 0

(
∂Aal

i

ps
−
∂Aas

i

∂pl

)
∂

∂pb
(pspj) +

(
∂Abl

i

ps
−
∂Abs

i

∂pl

)
∂

∂pa
(pspj) = 0

For the case d = n = 2, the algebraic equations allow us to express A21
1 , A12

2 ,
and A21

2 in terms of the remaining five functions; we then compute the Janet
basis of the remaining set of linear PDEs. After this procedure, (3.13) in the
two-dimensional case is reduced to the system

A21
1 = A22

2 −
2q

p
A22

1 A12
2 = A11

1 −
2p

q
A11

2

A21
2 =

p3A11
2 + pq2A12

1 − q3A22
1

p2q
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2
∂A22

2

∂q
p+

∂A12
1

∂q
p+ 3

∂A22
1

∂q
q + 5A22

1 = 0 (3.14a)

∂A22
1

∂p
p+ 2

∂A22
1

∂q
q + 2A22

1 −
∂A22

2

∂q
p = 0 (3.14b)

∂A11
1

∂p
q − 2

∂A11
2

∂p
p−

∂A11
2

∂q
q − 2A11

2 = 0 (3.14c)

∂A11
1

∂q
p2q2 − 2

∂A11
2

∂q
p3q + 2

∂A22
1

∂q
q4 −

∂A22
2

∂q
pq3+ (3.14d)

2A11
2 p

3 + 4A22
1 q

3 −A12
1 pq

2 = 0

4
∂A22

1

∂q
q4 −

∂A11
2

∂q
p3q +

∂A22
2

∂p
p2q2 − 2

∂A22
2

∂q
pq3+ (3.14e)

A11
2 p

3 −A12
1 pq

2 + 7A22
1 q

3 = 0

∂A12
1

∂p
p2q2 − 2

∂A11
2

∂q
p3q + 2

∂A22
1

∂q
p4 −

∂A22
2

∂q
pq3+ (3.14f)

2A11
2 p

3 −A12
1 pq

2 + 4A22
1 q

3 = 0

We shift now into considering the form of the Hamiltonian vector fields for
each normal form of the λ-bracket. From Definition 8 we can explicitly compute
the coefficients Aab

i of a first order Hamiltonian vector field, provided that the
Hamiltonian h is a function of (p, q) only. Hamiltonian functions homogeneous
of differential degree p produce, for brackets of hydrodynamic type, vector fields
of order p+ 1.

The Hamiltonian vector fields of the bracket (3.5) can be immediately com-
pared with (3.11), since for this easy case we have explicitly solved the symmetry
conditions. For a Hamiltonian h(p, q), the associated Hamiltonian vector field
has form

ξh(pi) = Aab
i ∂apb =

∂2h

∂pi∂pb
δai ∂apb. (3.15)

In particular, this means that the first cohomology group for {·λ·}1 is not trivial,
as opposite as what is known for 1-dimensional Poisson brackets of hydrody-
namic type [19]. Indeed, there exists a family of non Hamiltonian symmetry
depending on two arbitrary constants c1 and c2.

The Hamiltonian vector fields of the bracket (3.6) can be easily computed,
too. Their components are given in terms of the coefficients Aab

i , which for an
Hamiltonian h(p, q) are

A11
1 = A12

2 = A21
2 =

∂2h

∂p∂q

A21
1 = A22

1 = 0

A11
2 =

∂2h

∂p2

A12
1 = A22

2 =
∂2h

∂q2

(3.16)
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There exist solutions of (3.12) with c1, c2 6= 0, but such solutions are not
Hamiltonian vector fields. For example, the vector field whose components
are A11

1 = A11
2 = A12

2 = A22
1 = A22

2 = 0, A21
2 = c1, and A

12
1 = −A21

1 = c2 is a
symmetry but cannot be a Hamiltonian vector field. Thus, the first cohomology
group of {·λ·}2 is not trivial.

In order to characterize the first cohomology group for {·λ·}LP we choose
to proceed in a different way. The algebraic equations in the set of conditions
(3.13) allowed us to express the linear PDEs (3.14a) in terms of 5 out of the 8
coefficients Aab

i . We compute these 5 coefficients for a Hamiltonian vector field.
They are

A11
1 = −

(
∂h

∂p
+ 2p

∂2h

∂p2
+ q

∂2h

∂p∂q

)
(3.17a)

A11
2 = −q

∂2h

∂p2
(3.17b)

A12
1 = −

(
2p

∂2h

∂p∂q
+ q

∂2h

∂q2

)
(3.17c)

A22
1 = −p

∂2h

∂q2
(3.17d)

A22
2 = −

(
∂h

∂q
+ 2q

∂2h

∂q2
+

∂2h

∂p∂q

)
(3.17e)

We can regard the five equations (3.17) as an overdetermined system of inhomo-
geneous linear PDEs for the unknown function h. The compatibility conditions
for the functions Aab

i are the conditions that a symmetry of the λ-bracket must
satisfy in order to be Hamiltonian. Indeed, they guarantee that a solution (i.e.,
a Hamiltonian) exists for a generic vector field expressed in terms of the same
coefficients. The compatibility conditions may or may not have the same solu-
tion as the conditions for a vector field to be a symmetry. Of course, all the
solutions of the compatibility conditions are symmetries: they are components
of a Hamiltonian vector field. The converse is in general not true, namely the
solutions of the symmetry conditions may not be solutions of the compatibility
ones. That would mean that there exist non Hamiltonian symmetries.

The compatibility conditions among the parameters in the LHS of the system
(3.17) can be found using the tools of Janet package. We compute the Janet
basis for them, getting exactly the set of equations (3.14a). That means that
all the first order symmetries are Hamiltonian vector fields.

We have proved the following theorem:

Theorem 5. The first cohomology groups of {·λ·}1 and {·λ·}2 are not triv-
ial. In particular, their first order components are isomorphic to R

2. The first
order component of the first cohomology group for the Poisson Vertex Algebra
(Â, {·λ·}LP ) is trivial.
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3.2 Deformations of Poisson brackets of hydrodynamic

type

Definition 9. A n-th order deformation of a PVA (Â, {·λ·}0) is a PVA defined
by a deformed λ-bracket

{·λ·} = {·λ·}0 +

n∑

k=1

ǫk{·λ·}[k] (3.18)

such that {·λ·} is PVA-skewsymmetric and the PVA-Jacobi identity holds up
to order n, namely

{fλ{gµh}} − {gµ{fλh}} − {{fλg}λ+µh} = O(ǫn+1).

A general Miura type transformation is a change of coordinates in the space
of generators of the PVA. Using the grading introduced in 2.4 we can define the
Miura group as the group of transformations of form

ui 7→ ũi =

∞∑

k=0

ǫkF i
[k](u;uI) |I| ≤ k

F i
[k] ∈ Â, degF i

[k] = k

det

(
∂F i

[0](p)

∂uj

)
6= 0.

(3.19)

Definition 10. A deformation is said to be trivial if there exists an element φǫ
of the group (3.19) which pulls back {·λ·} to {·λ·}0,

{φǫ(a)λφǫ(b)}0 = φǫ ({aλb}) , ∀a, b ∈ Â.

In terms of PVA cohomology, a deformed bracket is trivial if it is a coboundary
in Ω2(Â, {·λ·}0).

A first order deformation of (3.5), (3.6) or (3.7) is a second degree homoge-
neous bracket. In general, such a bracket is of the form

{piλpj}[1] = Aab
ij (p)λaλb +Ba,bl

ij (p)∂bplλa+

+ Cal,bm
ij (p)∂apl∂bpm +Dab,l(p)∂abpl (3.20)

in which each index can take values between 1 and d and we adopt the Einstein
convention for the sum over repeated indices; moreover, the commas in the
upper indices are inserted just for the convenience of the reader, namely to
distinguish the different symmetry properties of the indices. Here, A, B, C
and D are arbitrary functions of the p’s only. It should be apparent from the
definition that Aab

ij and Dab,l
ij are symmetric in the exchange of a and b while

Cal,bm
ij must be symmetric in the simultaneous exchange of (a, l) with (b,m).
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The deformation depends on 108 parameters for d = n = 2. The formalism of
the Poisson Vertex Algebras makes finding the conditions on A, B, C and D
for the bracket {·λ·}[1] to the first order deformation of (3.5), (3.6), and (3.7)
relatively simple, and anyhow straightforward. We will prove the following

Theorem 6. The first order second cohomology group for the Poisson Vertex
Algebra associated to a multidimensional Poisson bracket of hydrodynamic type
of form (3.5), (3.6), or (3.7) for d = n = 2 is trivial.

3.3 Proof of the Theorem 6

In order to prove the theorem, we will proceed along two paths that are ulti-
mately going to meet. First, we impose to the deformation (3.20) the constraints
needed to get a first order deformed bracket, namely the skewsymmetry and the
fulfillment of the PVA–Jacobi identity up to order ǫ. Then, we shift to consider
the trivial deformations of (3.5), (3.6) and (3.7), namely the ones which are
obtained by a Miura transformation of the bracket itself. We will show that the
compatibility conditions of the latter ones and the reduced system of the former
coincide. That means that all the compatible deformations of order 1 are trivial.
While the condition of skewsymmetry is independent from the particular form
of the undeformed bracket, both the trivial deformations and the PVA–Jacobi
identities must be computed for each undeformed bracket. Hence, the full proof
of the theorem is split in several lemmas.

Lemma 8. A first order deformation of the λ-bracket of a PVA for d = n is
skewsymmetric if and only if the following conditions hold:

Aab
ij = −Aab

ji (3.21a)

∂Aab
ij

∂pl
=

1

2

(
Ba,bl

ij −Ba,bl
ji

)
=

1

2

(
Bb,al

ij −Bb,al
ji

)
(3.21b)

Ba,bl
ij +Bb,al

ji = Bb,al
ij +Ba,bl

ji = 2Dab,l
ij + 2Dab,l

ji (3.21c)

∂Ba,bm
ij

∂pl
+
∂Bb,al

ji

∂pm
=
∂Bb,al

ij

∂pm
+
∂Ba,bm

ji

∂pl
= 2Cal,bm

ij + 2Cal,bm
ji (3.21d)

Proof. We compute {piλpj}[1] + →{pj−∂−λ
pi}[1] and set equal to zero respec-

tively the coefficients of λaλb, λa∂bpl, ∂apl∂bpm and ∂abpl.

In particular, for the case d = n = 2, the condition of skewsymmetry is
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equivalent to impose the following form for the parameters of (3.20):

Aab
ij(S) =

1

2

(
Aab

ij +Aab
ji

) (3.21a)
= 0 (3.22a)

Aab
12(A) =

1

2

(
Aab

12 −Aab
21

)
= Ãab (3.22b)

Ba,bl

ij(S) =
1

2

(
Ba,bl

ij +Bab,l
ji

)
= B̃a,bl

ij (3.22c)

Ba,bl

12(A) =
1

2

(
Ba,bl

12 −Bab,l
21

)
(3.21b)
=

∂Ãab

∂pl
(3.22d)

Cal,bm

ij(S) =
1

2

(
Cal,bm

ij + Cal,bm
ji

)
(3.22e)

(3.21d)
=

1

4




∂
(
B̃a,bm

ij +Ba,bm

ij(A)

)

∂pl
+
∂
(
B̃b,al

ij −Bb,al

ij(A)

)

∂pm





Cal,bm

12(A) =
1

2

(
Cal,bm

12 − Cal,bm
21

)
= C̃al,bm (3.22f)

Dab,l

ij(S) =
1

2

(
Dab,l

ij +Dab,l
ji

)
(3.22g)

(3.21c)
=

1

4

(
B̃a,bl

ij +Ba,bl

ij(A) + B̃b,al
ij − Bb,al

ij(A)

)

Dab,l

12(A) =
1

2

(
Dab,l

12 −Dab,l
21

)
= D̃ab,l. (3.22h)

Imposing the skewsymmetry condition reduces the number of free parameters
(now they are the functions denoted with the tilde) to 43.

Lemma 9. A homogeneous λ-bracket of degree 2 of form (3.20) is a first order
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deformation of the bracket (3.5) if and only if the following conditions hold:

∑

σ(a,b,c)

[
Dab,i

jk δci −Dab,k
ij δck +

1

2

(
Ba,bk

ij +Ba,bk
ji

)
δck

]
= 0 (3.23a)

Bc,bi
jk δai +Bc,ai

jk δbi −
(
Ba,bj

ik −Ba,bj
ki

)
δcj +

(
Ba,ck

ij − 2Dac,k
ij

)
δbk+

+
(
Bb,ck

ij − 2Dbc,k
ij

)
δak + 2Dab,k

ji δck = 0 (3.23b)

∑

σ(a,b,c)

(
2Cak,bl

ij −
∂Dab,l

ij

∂pk
− ∂∂Dab,k

ij ∂pl

)
δck = 0 (3.23c)

2Cai,cl
jk δbi + 2Cbi,cl

jk δai +

(
∂Ba,ck

ij

∂pl
−
∂Ba,cl

ij

∂pk
− 2

∂Dac,k
ij

∂pl
+ 2Cak,cl

ij

)
δbk+

+

(
∂Bb,ck

ij

∂pl
−
∂Bb,cl

ij

∂pk
− 2

∂Dbc,k
ij

∂pl
+ 2Cbk,cl

ij

)
δak + 2

∂Dab,k
ji

∂pl
δck = 0 (3.23d)

∂Bb,cl
jk

∂pi
δai −

∂Ba,cl
ik

∂pj
δbj + 2

(
Cbk,cl

ij −
∂Dbc,k

ij

∂pl

)
δak − 2

(
Cak,cl

ji −
∂Dac,k

ji

∂pl

)
δbk+

+
∂

∂pl

(
Bab,k

ij − 2Dab,k
ij

)
δck = 0 (3.23e)

2
∂Dbc,l

jk

∂pi
δai +

(
∂Ba,bk

ij

∂pl
−
∂Ba,bl

ij

∂pk
+ 2Cak,bl

ij − 2
∂Dab,k

ij

∂pl

)
δck+

+

(
∂Ba,ck

ij

∂pl
−
∂Ba,cl

ij

∂pk
+ 2Cak,cl

ij − 2
∂Dac,k

ij

∂pl

)
δbk+

+2

(
Cbk,cl

ij + Cck,bl
ij −

∂Dbc,l
ij

∂pk
−
∂Dbc,k

ij

∂pl

)
δak = 0 (3.23f)

∑

σ(al,bm,cn)

(
2
∂2Cak,bm

ij

∂pl∂pn
−
∂2Cal,bm

ij

∂pk∂pn
−

∂3Dab,k
ij

∂pl∂pm∂pn

)
δck = 0 (3.23g)
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2
∂Cbl,cm

ij

∂pi
δai +

(
2
∂Cbl,ck

ij

∂pm
+
∂Ccm,bk

ij

∂pl
− 2

∂2Dbc,k
ij

∂pl∂pm
− 2

∂Cbl,cm
ij

∂pk

)
δak+

+

(
∂2Ba,bk

ij

∂pl∂pm
−
∂2Ba,bl

ij

∂pk∂pm
+ 2

∂Cak,bl
ij

∂pm
− 2

∂2Dab,k
ij

∂pl∂pm

)
δck+

+

(
∂2Ba,ck

ij

∂pl∂pm
−
∂2Ba,cl

ij

∂pk∂pm
+ 2

∂Cak,cl
ij

∂pm
− 2

∂2Dac,k
ij

∂pl∂pm

)
δbk = 0 (3.23h)

(
∂Cak,bl

ij

∂pm
−
∂2Dab,l

ij

∂pm∂pk
+
∂Cbk,al

ij

∂pm
−
∂2Dab,k

ij

∂pm∂pl

)
δck+

+

(
∂Cck,al

ij

∂pm
+
∂Cak,cm

ij

∂pl
−
∂Cal,cm

ij

∂pk
−
∂2Dac,k

ij

∂pm∂pl

)
δbk+

+

(
∂Cck,bl

ij

∂pm
+
∂Cbk,cm

ij

∂pl
−
∂Cbl,cm

ij

∂pk
−
∂2Dbc,k

ij

∂pm∂pl

)
δak = 0 (3.23i)

Repeated indices are summated according to Einstein’s rule;
∑

σ(a,b,c) means the

complete symmetrization with respect to the listed indices (or couples of indices).

Proof. When computing the PVA-Jacobi identity for {·λ·}, we end up with a
degree 0 term in ǫ which is the PVA-Jacobi identity for the undeformed bracket
{·λ·}1, plus a degree 1 term which reads

ǫ

({
piλ

{
pjµpk

}

1

}

[1]
+

{
piλ

{
pjµpk

}

[1]

}

1

+

−
{
pjµ {piλpk}1

}

[1]
−
{
pjµ {piλpk}[1]

}

1
+

−
{
{piλpj}[1]λ+µ

pk

}

1
−
{
{piλpj}1λ+µ

pk

}

[1]

)
(3.24)

and terms of higher order that are discharged. The sets of equations (3.23) are
then obtained collecting the homogeneous terms in λ, µ and derivatives of p, up
to the third degree.

We apply to (3.23) the skewsymmetry conditions (3.22); all the algebraic
relations, that can be found by direct inspection, among the 43 parameters are
given in Appendix B.1. There are still 9 functions (according to our choice, Ã11,
Ã12, Ã22, B̃1,12

11 , B̃1,22
11 , B̃2,11

11 , B̃2,21
22 , B̃2,11

22 , and B̃1,22
22 ) which must satisfy the

following set of linear PDEs in order to be the components of the first order
deformed bracket.

∂B̃2,11
11

∂q
=
∂B̃1,22

11

∂p
+ 2

∂2Ã22

∂p2
(3.25a)

∂B̃1,22
22

∂p
=
∂B̃2,11

22

∂q
− 2

∂2Ã11

∂q2
. (3.25b)
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The same procedure can be repeated for the deformations of (3.6). In this case
we do not start looking for the general set of conditions for any d, but compute
explictly the PVA–Jacobi identity at the first order (3.24) for {·λ·}2 and {·λ·}[1],
having imposed the form (3.22) to the parameters of the deformation. All the
43 parameters can be expressed as linear combinations and derivatives of just
9 of them, namely Ã11, Ã12, Ã22, B̃1,11

11 , B̃1,21
11 , B̃1,12

22 , B̃2,11
22 , B̃2,12

22 , and B̃2,21
22 .

The formulas for the remaining can be found solving linear algebraic equations
and are explicitly given in Appendix B.2. The nine parameters we are left with
must satisfy the following pair of linear PDEs:

∂B̃1,12
22

∂q
+
∂B̃2,11

22

∂q
=
∂B̃2,12

22

∂p
(3.26a)

∂B̃1,11
11

∂q
+ 2

∂2Ã11

∂q2
+
∂2Ã22

∂p2
= 2

∂B̃2,12
22

∂q
+
∂B̃2,21

22

∂q
+
∂B̃1,21

11

∂p
+ 4

∂2Ã12

∂p∂q
. (3.26b)

Finally, we perform the same computation of Lemma 9 for the third class of
λ-brackets.

Lemma 10. A homogeneous λ-bracket of degree 2 of form (3.20) is a first order
deformation of the bracket (3.7) if and only if the following conditions hold:

Dab,c
ji pk +Dab,c

jk pi +
(
Dab,l

ji δck +Dab,l
jk δci

)
pl+ 	 (a, b, c) = 0 (3.27a)

2
(
Abc

ikδ
a
j +Aac

ik δ
b
j

)
+ 2

(
Aab

ji δ
c
k −Aab

ikδ
c
j +Aab

kjδ
c
i

)
+

−
(
Ba,bc

ki −Ba,bc
ik

)
pj −

(
Bc,ab

jk −Bc,ba
jk

)
pi+

−
[(
Ba,bl

ki −Ba,bl
ik

)
δcj +Bc,bl

jk δai +Bc,al
jk δbi

]
pl+ (3.27b)

−
[(

2Dbc,l
ji −Bc,bl

ji

)
δak +

(
2Dca,l

ji −Bc,al
ji

)
δbk + 2Dab,l

ji δck

]
pl+

−
(
2Dcb,a

ji −Bc,ba
ji + 2Dca,b

ji −Bc,ab
ji + 2Dab,c

ji

)
pk = 0

∑

σ(a,b,c)

[(
∂Dab,l

ij

∂pm
+
∂Dab,m

ij

∂pl
− 2Cam,bl

ij

)
pmδ

c
k + (3.27c)

+

(
∂Dab,l

ij

∂pc
+
∂Dab,c

ij

∂pl
− 2Cac,bl

ij

)]
= 0

(
Cba,cl

ji + Cab,cl
ji

)
pk −

(
Cba,cl

jk + Cab,cl
jk

)
pi −

∂

∂pl

(
Dab,c

ji +Dbc,a
ji +Dca,b

ji

)
pk+

−
(
Dbc,a

jk +Dac,b
jk

)
δli −Dab,c

ji δlk −
(
Dbc,l

jk δai +Dca,l
jk δbi +Dab,l

jk δci

)
+

+
[(
Cbm,cl

ji δak + Cam,cl
ji δbk

)
−
(
Cbm,cl

jk δai + Cam,cl
jk δbi

)
+ (3.27d)

−
∂

∂pl

(
Dab,m

ji δck +Dbc,m
ji δak +Dca,m

ji δbk

)]
pm = 0
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Bb,cl
ik δaj −Ba,cl

jk δbi +Bb,clδak −Ba,cl
ij δbk +Bb,al

jk δci+ (3.27e)

+Ba,cb
ik δlj −Bb,ca

jk δli +
(
2Dab,c

ij −Ba,bc
ij

)
++

∂Ba,cl
ik

∂pb
pj −

∂Bb,cl
jk

∂pa
pi+

+

[
2Cab,cl

ji − 2Cba,cl
ij + 2

∂Dcb,a
ij

∂pl
− 2

∂Dca,b
ji

∂pl
+

∂

∂pl

(
2Dab,c

ij −Ba,bc
ij

)]
pk+

+

[
∂Ba,cl

ik

∂pm
δbj −

∂Bb,cl
jk

∂pm
δai + 2

(
∂Dcb,m

ij

∂pl
− Cbm,cl

ij

)
δak+

−2

(
∂Dab,m

ji

∂pl
− Cam,cl

ji

)
δbk +

∂

∂pl

(
2Dab,m

ij −Ba,bm
ij

)
δck

]
= 0

(
Cac,bl

ji + Cab,cl
ji −

∂Dab,c
ji

∂pl
−
∂Dac,b

ji

∂pl
+
∂Dbc,a

ij

∂pl
+
∂Dbc,l

ij

∂pa
− Cba,cl

ij − Cca,bl
ij

)
pk+

−
∂Dbc,l

jk

∂pa
pi −Dbc,a

jk δli −Dab,l
jk δci −Dac,l

jk δbi +Dbc,l
ji δak+ (3.27f)

+

[
−
∂Dbc,l

jk

pm
δai +

(
∂Dbc,l

ij

∂pm
−
∂Dbc,m

ij

∂pl
− Cbm,cl

ij − Ccm,bl
ij

)
δak+

+

(
Cam,bl

ji −
∂Dab,m

ji

∂pl

)
δck +

(
Cam,cl

ji −
∂Dac,m

ji

∂pl

)
δbk

]
pm = 0

−2
∂

∂pa

(
Cbl,cm

jk pi

)
+ 2

∂Cbl,cm
ij

∂pa
pk + 2Cbl,cm

ji δak

+
∂

∂pm

(
2Cac,bl

ji − 2Cca,bl
ij + 2

∂Dbc,a
ij

∂pl
− 2

∂Dab,c
ji

∂pl

)
pk+

+
∂

∂pl

(
2Cab,cm

ji − 2Cba,cm
ij + 2

∂Dbc,a
ij

∂pm
− 2

∂Dac,b
ji

∂pm

)
pk+ (3.27g)

−2Cbl,am
jk δci − 2Ccm,al

jk δbi − 2Cbl,ca
jk δmi − 2Ccm,ba

jk δli+

+2

(
Cac,bl

ji −
∂Dab,c

ji

∂pl

)
δmk + 2

(
Cab,cm

ji −
∂Dac,b

ji

∂pm

)
δlk = 0

∑

σ(al,bm,cn)

[
∂

∂pn

(
∂Cal,bm

ij

∂pc
pk − 2

∂Cac,bm
ij

∂pl
pk +

∂2Dab,c
ij

∂pm∂pl
pk

)
+ (3.27h)

+ps
∂

∂pn

(
∂Cal,bm

ij

∂ps
− 2

∂Cas,bm
ij

∂pl
+
∂2Dab,s

ij

∂pm∂pl

)
δck

]
= 0
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∂

∂pm

[(
∂Dab,l

ij

∂pc
+
∂Dab,c

ij

∂pl
− Cac,bl

ij − Cbc,al
ij

)
pk

]
+

+

(
∂Cal,cm

ij

∂pb
+
∂Cbl,cm

ij

∂pa
−
∂Cab,cm

ij

∂pl
−
∂Cba,cm

ij

∂pl
+

−
∂Cal,cb

ij

∂pm
−
∂Cbl,ca

ij

∂pm
+
∂2Dac,b

ij

∂pl∂pm
+
∂2Dbc,a

ij

∂pl∂pm

)
pk+

+ pn

[(
∂2Dab,l

ij

∂pm∂pn
+
∂2Dab,n

ij

∂pl∂pm
−
∂Can,bl

ij

∂pm
−
∂Cbn,al

ij

∂pm

)
δck+

(
∂2Dac,n

ij

∂pl∂pm
+
∂Cal,cm

ij

∂pn
−
∂Can,cm

ij

∂pl
−
∂Ccn,al

ij

∂pm

)
δbk+

(
∂2Dac,n

ij

∂pl∂pm
+
∂Cal,cm

ij

∂pn
−
∂Can,cm

ij

∂pl
−
∂Ccn,al

ij

∂pm

)
δbk+

(
∂2Dbc,n

ij

∂pl∂pm
+
∂Cbl,cm

ij

∂pn
−
∂Cbn,cm

ij

∂pl
−
∂Ccn,bl

ij

∂pm

)
δak

]
= 0 (3.27i)

The notation 	 (a, b, c) means cyclic permutations of the indices (a, b, c).

Remark Let us consider the trivial case d = 1. The undeformed bracket reads
{pλp}LP = −2pλ − p′ (the prime means the only derivative of p, namely wrt
x), which is the so-called Virasoro-Magri PVA with central charge 0 (see Ex.
1.18 in [4]). We easily get the well known result, shown for instance in [10],
that such deformations do not exist in the scalar case. From the skewsymmetry
conditions we get (now the indices have become useless) A = 0, 2D = B,
2C = B′; moreover, (3.27a) is enough to get D = 0, hence B = C = 0.

We follow the same approach as for the bracket {·λ·}1, setting d = 2 and
expressing the parameters of the deformation according to (3.22). In order to
find the algebraic relations among the 43 parameters of the deformation we use
the Mathematica package SYM [11]. We get an overdetermined system of 45
equations for 9 unknown functions Ã11, Ã12, Ã22, B̃1,22

11 , B̃2,11
11 , B̃1,21

11 , B̃2,11
22 ,

B̃1,22
22 , and B̃2,12

22 . The expressions for the remaining ones in terms of these nine
are left to the Appendix B.3. The Janet basis of the system of PDEs according
which the deformed λ-bracket is a PVA up to the first order are the following
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two equations

−
3

4
p2Ã11 +

3

4
q2Ã22 −

3

4
q3B̃1,22

11 −
3

4
p3B̃2,11

22 −
3

8
q3
∂Ã22

∂q
+

3

8
p3
∂Ã11

∂p
+

−
1

4
p2q2

∂B̃2,11
11

∂p
−

1

2
p3q

∂B̃1,22
22

∂p
−

1

2
pq2B̃2,11

11 −
1

4
pq2B̃1,21

11 −
1

4
p2qB̃2,12

22 +

−
1

2
p2qB̃1,22

22 − p2q2
∂2Ã11

∂q2
−

1

2
p3q

∂2Ã11

∂p∂q
+ p2q2

∂2Ã22

∂p2
+

1

2
pq3

∂2Ã22

∂p∂q
+

+
5

8
p2q

∂Ã11

∂q
+

1

4
p2q2

∂B̃2,12
22

∂q
−

1

4
pq2

∂Ã12

∂q
−

1

2
pq3

∂B̃2,11
11

∂q
+

1

2
p3q

∂B̃2,11
22

∂q
+

+
1

2
pq3

∂B̃1,22
11

∂p
+

1

4
p2q

∂Ã12

∂p
−

1

4
p2q2

∂B̃1,22
22

∂q
+

1

4
p2q2

∂B̃1,21
11

∂p
−

5

8
pq2

∂Ã22

∂p
=

= 0 (3.28a)

and

− 5p2q2
∂2Ã12

∂p∂q
− 2p3q

∂2Ã12

∂p2
+ 6p2q2

∂2Ã11

∂q2
+ 5p3q

∂2Ã11

∂p∂q
+ 2pq3

∂2Ã22

∂p∂q
+

+
11

4
p2Ã11 −

7

4
q2Ã22 +

15

4
q3B̃1,22

11 +
3

4
p3B̃2,11

22 −
1

8
q3
∂Ã22

∂q
−

19

8
p3
∂Ã11

∂p
+

+p4
∂2Ã11

∂p2
+q4

∂2Ã22

∂q2
+

5

4
p2q2

∂B̃2,11
11

∂p
+

1

2
p3q

∂B̃1,22
22

∂p
+

5

2
pq2B̃2,11

11 +
9

4
pq2B̃1,21

11 +

−
3

4
p2qB̃2,12

22 +
1

2
p2qB̃1,22

22 +2q4
∂B̃1,22

11

∂q
+2pq3

∂B̃1,21
11

∂q
−2p3q

∂B̃2,12
22

∂p
−2p4

∂B̃2,11
22

∂p
+

− 2pq3
∂2Ã12

∂q2
−

17

8
p2q

∂Ã11

∂q
−

9

4
p2q2

∂B̃2,12
22

∂q
+

1

4
pq2

∂Ã12

∂q
+

5

2
pq3

∂B̃2,11
11

∂q
+

−
7

2
p3q

∂B̃2,11
22

∂q
+

1

2
pq3

∂B̃1,22
11

∂p
−

5

4
p2q

∂Ã12

∂p
+

1

4
p2q2

∂B̃1,22
22

∂q
+

3

4
p2q2

∂B̃1,21
11

∂p
+

+
13

8
pq2

∂Ã22

∂p
= 0. (3.28b)

Now, let us consider the trivial deformations of (3.5), (3.6), and (3.7), namely
the deformed brackets given by performing a general Miura transformation
(3.19) of the first order to the undeformed brackets. Such a change of coor-
dinates will have the form

pi 7→ Pi = pi +
∑

j,k=1,2

ǫF jk
i (p, q)∂jpk

and thus depends on 8 arbitrary functions of (p1 ≡ p, p2 ≡ q). We compute
{Pi(p)λPj(p)}1,2,LP , which is in all three cases very straightforward. We start
by the expansion to the order ǫ,

{PiλPj}1,2,LP = {piλpj}1,2,LP+ǫ
({
F al
i ∂aplλpj

}
1,2,LP

+
{
piλF

al
j ∂apl

}
1,2,LP

)
+O(ǫ2)
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and then we use the master formula (2.30) for the two latter brackets. The
expression we get is written in terms of the ‘old’ coordinates; up to the first
order, we can invert the transformation by pi = Pi − ǫF al

i (P )∂aPl, getting
the formula for the deformed bracket {Pi(p)λPj(p)}1,2,LP = {PiλPj}1,2,LP +
ǫ{PiλPj}[1]. For convenience, we provide only the 9 parameters of each first
order deformed bracket we have chosen to express all the other ones in terms
of. For deformations of (3.5) we have:

Ã11 = F 11
2 (3.29a)

2Ã12 = F 21
2 − F 12

1 (3.29b)

Ã22 = −F 22
1 (3.29c)

B1,12
11 = 2

∂F 12
1

∂p
− 2

∂F 11
1

∂q
(3.29d)

B1,22
11 = 2

∂F 22
1

∂p
−
∂F 21

1

∂q
(3.29e)

B2,11
11 = −

∂F 21
1

∂p
(3.29f)

B2,21
22 = 2

∂F 11
2

∂q
− 2

∂F 22
2

∂p
(3.29g)

B2,11
22 = 2

∂F 11
2

∂q
−
∂F 12

2

∂p
(3.29h)

B2,12
22 = −

∂F 12
2

∂q
(3.29i)

Following the same procedure, the parameters we chose for the deformations of
(3.6) are

Ã11 = −F 11
1 + F 12

2 (3.30a)

2Ã12 = F 22
2 − F 21

1 − F 12
1 (3.30b)

Ã22 = −F 22
1 (3.30c)

B1,11
11 = 2

∂F 11
1

∂q
− 2

∂F 12
1

∂p
(3.30d)

B1,21
11 = 2

∂F 21
1

∂q
−
∂F 22

1

∂p
(3.30e)

B1,12
22 = 2

∂F 12
2

∂p
− 2

∂F 11
2

∂q
(3.30f)

B2,11
22 = 2

∂F 11
2

∂q
−
∂F 12

2

∂p
−
∂F 21

2

∂p
(3.30g)

B2,12
22 =

∂F 12
2

∂q
−
∂F 21

2

∂q
(3.30h)

B2,21
22 = 2

∂F 21
2

∂q
− 2

∂F 22
2

∂p
(3.30i)
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Finally, for the trivial deformations of (3.7) we get

Ã11 = qF 11
1 − 2pF 11

2 − qF 12
2 (3.31a)

2Ã12 = pF 11
1 + 2qF 12

1 − pF 12
2 + qF 21

2 − 2pF 21
2 − qF 22

2 (3.31b)

Ã22 = pF 21
1 + 2qF 22

1 − pF 22
2 (3.31c)

B1,21
11 = F 12

1 − 2q
∂F 21

1

∂q
+ p

∂F 12
1

∂p
− 2p

∂F 21
1

∂p
+ q

∂F 22
1

∂p
(3.31d)

B12,2
11 = F 22

1 + p
∂F 12

1

∂q
+ 2p

∂F 21
1

∂q
− q

∂F 22
1

∂q
− 4p

∂F 22
1

∂p
(3.31e)

B2,11
11 = −F 12

1 − 2p
∂F 11

1

∂q
+ p

∂F 12
1

∂p
+ 2p

∂F 21
1

∂p
+ q

∂F 22
1

∂p
(3.31f)

B2,12
22 = F 21

2 + p
∂F 11

2

∂q
− 2q

∂F 12
2

∂q
+ q

∂F 21
2

∂q
− 2p

∂F 12
2

∂p
(3.31g)

B2,11
22 = F 11

2 + q
∂F 21

2

∂p
+ 2q

∂F 12
2

∂p
− p

∂F 11
2

∂p
− 4q

∂F 11
2

∂q
(3.31h)

B2,12
22 = −F 21

2 − 2q
∂F 22

2

∂p
+ q

∂F 21
2

∂q
+ 2q

∂F 12
2

∂q
+ p

∂F 11
2

∂q
(3.31i)

In the three sets of equations (3.29), (3.30), and (3.31) we have dropped the tilde

from the parameters B’s because, by definition (3.22), we have B̃a,bc
ii = Ba,bc

ii .
Since the three brackets we have just defined are the Miura transformed of the
undeformed ones, they are a first order deformation of a PVA bracket; the sets
of coefficients satisfy, as it can be easily checked, the corresponding PVA–Jacobi
identities up to the first order.

We can regard each set of equations (3.29), (3.30), and (3.31) as an inhomo-
geneous linear system of 9 PDEs for the 8 unknown functions F ’s. A solution
of the system, if there exists, is the set of the eight parameters of a Miura
transformation which produces a given coboundary.

The compatibility conditions for (3.29) are (3.25); the compatibility condi-
tions for (3.30) are (3.26). Computing the compatibility conditions for (3.31)
we get a system of two second order differential equations, whose Janet basis is
exactly (3.28a) and (3.28b).

That means that a generic first order cocycle, i.e. a first order deformed
bracket, can be written in terms of the nine parameters if and only if they
satisfy the corresponding pair of linear PDEs (3.25), (3.26) or (3.28). On the
other hand, the same conditions allow to find the eight parameters of a Miura
transformations for which we get that cocycle. It follows that every cocycle
in Ω2

[1](Â, {·λ·}) is a coboundary, so that H2
[1](Â, {·λ·}) = 0, for (Â, {·λ·}) a

2-dimensional Poisson Vertex Algebra of hydrodynamic type with 2 derivations.
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4 Concluding remarks

In this paper we have formulated the theory of multidimensional Poisson Vertex
Algebras, showing how it can be applied to the study of evolutionary Hamil-
tonian PDEs. In particular, we have proved a first result in the theory of de-
formations of multidimensional Poisson brackets of hydrodynamic type, namely
the characterization of the first order first and second cohomology groups for
the d = n = 2 normal forms of the bracket, according to the classification by
Ferapontov and collaborators [17].

We have proved that only the Lie-Poisson λ-bracket can have a trivial first
cohomology group, while the second cohomology group is trivial for all the first
order deformations of the normal forms of λ-brackets of hydrodynamic type. We
will devote further investigations to higher order deformations of the λ-brackets,
aiming to characterize the full second cohomology group, in the spirit of [19],
[10] and [14]. A deeper analysis of the classification of the normal forms of
the Poisson brackets of hydrodynamic type seems to be an important task in
order to provide general results. For example, we notice that a constant Poisson
bracket with generating metrics g2 = λg1 cannot be reduced to either (3.5) or
(3.6).

A Proof of Lemma 4

Let us consider the three generators ui(x), uj(y) and uk(z). For convenience,
we drop the boldface typesetting used in Section 2.3 to denote that the variables
x, y, z are coordinates in R

d. Let us consider the double Fourier-like transform

∫
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dxdy (A.1)

The first step is to expand the outer bracket , which gives

∫
eλ·(x−z)eµ·(y−z)

(
∂L
z {u

i(x), ul(z)}
) ∂{uj(y), uk(z)}

∂ulL
dxdy

=

∫
eλ·(x−z) ∂

∂ulL

(
eµ·(y−z){uj(y), uk(z)}

)(
∂L
z {u

i(x), ul(z)}
)
dxdy.

If we perform the integration with respect to y, which appears only in the first
parenthesis, we get by definition the λ-bracket (with parameter µ) of the two
generators uj and uk. Thus, we have got the partial result

∫
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dxdy

=

∫
eλ·(x−z){ui(x), {ujµu

k}(z)}dx.
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Let us for simplicity denote {ujµu
k}(z) = g(z). A step backwards in the com-

putation brings us back to

∫
eλ·(x−z) ∂g(z)

∂ulL

(
∂L
z {u

i(x), ul(z)}
)
dx

=

(
L

T

)∫
∂g(z)

∂ulL
eλ·(x−z)

(
∂T
z P

li
S (z)

)
∂L−T+S
z δ(x− z)dx

where the second line is obtained by simply expanding the derivations of the
bracket. By substituting as usual ∂zδ(x−z) with (−∂x)δ(x−z) and integrating
by parts we get

(
L

T

)
∂g(z)

∂ulL
λL−T+S

(
∂T
z P

li
S (z)

)

=
∂g(z)

∂ulL
(λ+ ∂z)

TP li
S (z)λS

= {uiλg}

where the last equality is given by (2.32). Summarizing, we have

∫
eλ·(x−z)eµ·(y−z){ui(x), {uj(y), uk(z)}}dxdy = {uiλ{u

j
µu

k}}. (A.2)

The second term for the Jacobi identity among three coordinate functions is the
same with ui(x) replaced by uj(y). The same computations hold provided the
switching, and this gives as second term of the Fourier transform of the Jacobi
identity

∫
eλ·(x−z)eµ·(y−z){uj(y), {ui(x), uk(z)}}dxdy = {ujµ{u

j
λu

k}}. (A.3)

The RHS term of the PVA-Jacobi identity is more complicated to achieve. As
before, let us start from expanding the usual formula for the Poisson bracket

∫
eλ·(x−z)eµ·(y−z){{ui(x), uj(y)}, uk(z)}

=

∫
eλ·(x−z)eµ·(y−z)∂{u

i(x), uj(y)}

∂ulL(y)
∂L
y {u

l(y), uk(z)}dxdy

=

∫
eλ·(x−z)eµ·(y−z)∂{u

i(x), uj(y)}

∂ulL(y)
∂L
y

(
P kl
M (z)∂M

z δ(y − z)
)
dxdy

=

∫
eλ·(x−z)eµ·(y−z) ∂{u

i(x), uj(y)}

∂ulL(y)
P kl
M (z)∂L

y ∂
M
z δ(y − z)dxdy

The derivative with respect to y in the third does not act on P kl
M (z), so we

could move it further. Moreover, for convenience we can trade ∂L
y ∂

M
z δ(y − z)
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for (−1)|L|(−∂y)
M+Lδ(y − z) exchanging two times the variables respect to

which we derive the Dirac’s delta. It allows us to integrate by parts the delta’s
derivatives, in order to get

= (−1)|L|

∫
∂L+M
y

(
eµ·(y−z)∂{u

i(x), uj(y)}

∂ulL(y)

)
eλ·(x−z)P kl

M (z)δ(y − z)dxdy

= (−1)|L|

(
L+M

T

)∫
∂T
y

(
∂{ui(x), uj(y)}

∂ulL(y)

)
µL+M−T eµ·(y−z)eλ·(x−z)·

· P kl
M (z)δ(y − z)dxdy

= (−1)|L|

(
L+M

T

)∫
∂T
z

(
∂{ui(x), uj(z)}

∂ulL(z)

)
µL+M−T eλ·(x−z)P kl

M (z)dx.

From the form for {ui(x), uj(z)} we see that the partial derivatives act only on
the coefficients P ji

N . So, we get that our expression is equal to

(−1)|L|

(
L+M

T

)
µL+M−T ·

·

∫
∂T
z

(
∂P ji

N (z)

∂ulL(z)
∂N
z δ(x− z)

)
eλ·(x−z)P kl

M (z)dx

Basically we repeat the computation applying the same rules for multiderivatives
of product and the integration by parts of the Dirac’s delta and we end, after
the integration, with

(−1)|L|

(
L+M

T

)(
T

R

)
P kl
M (z)µL+M−TλT−R+N∂R

z

∂P ji
N (z)

∂ulL(z)
.

The rules for the product of binomials hold also in the multiindices case, since
they are only a product of ordinary binomials. It means, by slightly abusing
the notation, that

(
A

B

)(
B

C

)
=

A!

B!(A −B)!

B!

C!(B − C)!
=

(
A

A−B,C

)

In our case, calling L+M − T = Q, we get

(−1)|L|

(
L+M

Q,R

)
P kl
M (z)µQλL+M−Q−R∂R ∂P

ji
N (z)

∂ulL(z)
λN

= (−1)|L|P kl
M (z)(λ+ µ+ ∂)L+M ∂P ji

N (z)

∂ulL(z)
λN .

Finally, we can adsorb the sign in front of the expression, and we get

P kl
M (z)(λ+ µ+ ∂)M (−λ− µ− ∂)L

∂P ji
N (z)

∂ulL(z)
λN
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which is clearly the expression in terms of (2.33) of {uiλu
j}λ+µu

k}, the RHS of
the PVA-Jacobi identity. We have finally proved that taking the double Fourier
transform with respect to eλ·(x−z)+µ·(y−z) of the Jacobi identity for the Poisson
bracket of the generators gives the PVA-Jacobi identity among them.

B Components of the 1st order deformation of

the λ-bracket for d = 2

B.1 Deformation of (3.5)

B1,11
11 = 0 B2,22

22 = 0

B2,22
11 = 0 B1,11

22 = 0

B2,21
11 = 0 B1,12

22 = 0

B̃1,11
12 = 0 B̃2,22

12 = 0

B1,21
11 = −B2,11

11 B2,12
22 = −B1,22

22

B̃1,12
12 = −B2,11

22 +
∂Ã11

∂q
B̃2,21

12 = −B1,22
11 −

∂Ã22

∂p

B̃2,11
12 = −

1

2
B1,12

11 −
∂Ã12

∂p
B̃1,22

12 = −
1

2
B2,21

22 +
∂Ã12

∂q

B̃1,21
12 =

∂Ã12

∂p
B̃2,12

12 = −
∂Ã12

∂q

B2,12
11 = B1,22

11 + 2
∂Ã22

∂q
B1,21

22 = B2,11
22 − 2

∂Ã11

∂p

D̃11,1 = 0 D̃22,2 = 0

D̃12,1 = −
1

8
B1,12

11 D̃12,2 =
1

8
B2,21

22

D̃22,1 =
1

2

(
B2,11

22 −
∂Ã11

∂q

)
D̃22,2 = −

1

2

(
B1,22

11 +
∂Ã22

∂q

)
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C̃11,11 = 0 C̃22,22 = 0

C̃11,12 =
1

4

(
∂B2,11

22

∂p
−
∂2Ã11

∂p∂q

)
C̃21,22 = −

1

4

(
∂B1,22

11

∂q
+
∂2Ã22

∂p∂q

)

C̃11,21 = −
1

8

∂B1,12
11

∂p
C̃12,22 =

1

8

∂B2,21
22

∂p

C̃12,12 =
1

2

(
∂B2,11

22

∂q
−
∂2Ã11

∂q2

)
C̃21,21 = −

1

2

(
∂B1,22

11

∂p
+
∂2Ã22

∂p2

)

C̃12,21 = 0 C̃11,22 =
1

8

(
∂B2,21

22

∂p
−
∂B2,12

11

∂q

)

B.2 Deformation of (3.6)

B1,11
22 = 0 B2,21

11 = 0

B1,12
11 = 0 B2,22

11 = 0

B2,22
22 = 0 B1,21

22 = −
(
B1,12

22 +B2,11
22

)

B1,22
11 = −

∂Ã22

∂q
B2,11

11 =
∂Ã22

∂p

B2,12
11 =

∂Ã22

∂q
B1,22

22 −
(
B2,12

22 +B2,21
22

)

B̃2,21
11 = 0 B̃2,22

12 = 0

B̃1,12
12 = −

1

2
B1,11

11 B̃1,11
12 = −

1

2
B1,12

22

B̃1,22
12 = −B2,11

11 +
∂Ã12

∂q
B̃2,21

12 =
1

2

(
B1,21

11 +
∂Ã22

∂p

)

B̃2,11
12 = B2,12

22 +
1

2
B2,21

22 −
∂Ã11

∂q
+
∂Ã12

∂p
B̃2,12

12 = B2,11
22 −

1

2
B1,21

11 −
∂Ã12

∂q
−

1

2

∂Ã22

∂p

D̃11,1 =
1

4
B1,12

22 D̃11,2 = −
1

4
B1,11

11

D̃12,1 =
1

8

(
B1,11

11 −B2,21
22

)
D̃12,2 = −

1

8

(
B1,21

11 +
∂Ã22

∂p

)

D̃22,1 = −
1

2

(
B1,21

11 +
∂Ã22

∂p

)
D̃22,2 = 0
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C̃11,11 =
1

4

∂B1,12
22

∂p
C̃12,22 = −

1

8

(
∂B1,21

11

∂q
+
∂2Ã22

∂p∂q

)

C̃21,22 =
1

8

(
∂B1,21

11

∂q
+
∂2Ã22

∂p∂q

)
C̃22,22 = 0

C̃11,21 =
1

8

(
∂B1,11

11

∂p
−
∂B2,21

22

∂p

)
C̃11,12 =

1

8

(
∂B1,12

22

∂q
−
∂B1,11

11

∂p

)

C̃12,12 = −
1

4

∂B1,11
11

∂q
C̃21,21 =

1

4

(
∂B1,21

11

∂p
+
∂2Ã22

∂p2

)

C̃11,22 =
1

8

(
2
∂B1,11

11

∂q
− 2

∂B2,12
22

∂q
−
∂B2,21

22

∂q
− 2

∂B1,21
11

∂p
+ 2

∂2Ã11

∂q2
− 4

∂2Ã12

∂p∂q

)

C̃12,21 = −
1

8

(
2
∂B2,12

22

∂q
+
∂B1,11

11

∂q
−
∂B1,21

11

∂p
+ 2

∂2Ã22

∂p2
+ 2

∂2Ã11

∂q2
− 4

∂2Ã12

∂p∂q

)

B.3 Deformation of (3.7)

B1,11
11 =

q2

p2

(
∂Ã22

∂q
+ 2B1,22

11

)
+
q

p

(
−2

∂Ã12

∂q
+

5

2

∂Ã22

∂p
+ 2B1,21

11 +B2,11
11

)
+

−

(
−
∂Ã11

∂q
+
∂Ã12

∂p
+ B1,22

22 +B2,12
22

)
+
p
(

∂Ã11

∂p
− 2B2,11

22

)

2q
+

+
Ã12

p
−

2qÃ22

p2
−
Ã11

q

B2,22
22 =

p2

q2

(
−
∂Ã11

∂p
+ 2B2,11

22

)
+
p

q

(
−
5

2

∂Ã11

∂q
+ 2

∂Ã12

∂p
+B1,22

22 + 2B2,12
22

)
+

−

(
∂Ã22

∂p
−
∂Ã12

∂q
+B1,21

11 +B2,11
11

)
+
q
(
−∂Ã22

∂q
− 2B1,22

11

)

2p
+

+
2pÃ11

q2
−
Ã12

q
+
Ã22

p
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B1,11
22 = B2,22

11 = 0

B1,12
11 = −

2p

q
B1,11

11

B2,21
22 = −

2q

p
B2,22

22

B2,12
11 = 2

p2

q2
B1,11

11 −
p

q

(
2B1,21

11 + 2B2,11
11

)
−B1,22

11

B1,21
22 = 2

q2

p2
B2,22

22 −
q

p

(
2B1,22

22 + 2B2,12
22

)
−B2,11

22

B2,21
11 =

p

q

(
B1,21

11 +B2,11
11

)
−
p2

q2
B1,11

11

B1,12
22 =

q

p

(
B1,22

22 +B2,12
22

)
−
q2

p2
B2,22

22

B̃1,11
12 = −

1

2

(
q

p

(
B1,22

22 +B2,12
22

)
−
q2

p2
B2,22

22

)

B̃2,22
12 = −

1

2

(
p

q
(B1,21

11 +B2,11
11 )−

p2

q2
B1,11

11

)

B̃1,12
12 =

1

2

(
−
2q

p
B2,22

22 −B1,11
11 + 2B1,22

22 + 2B2,12
22

)

B̃2,21
12 =

1

2

(
−
2p

q
B1,11

11 + 2B1,21
11 + 2B2,11

11 −B2,22
22

)

B̃1,22
12 = −

∂Ã12

∂q
+ 2

∂Ã22

∂p
+
q

p

∂Ã22

∂q
−

2

p
Ã22 + (2B1,21

11 +B2,11
11 )−

3p

2q
B1,11

11 +
2q

p
B1,22

11

B̃2,11
12 = −2

∂Ã11

∂q
+
∂Ã12

∂p
−
p

q

∂Ã11

∂p
+

2

q
Ã11 + (B1,22

22 + 2B2,12
22 ) +

2p

q
B2,11

22 −
3q

2p
B2,22

22

B̃1,21
12 =

1

2

(
−
4Ã11

q
+ 4

∂Ã11

∂q
− 2

∂Ã12

∂p
+

2p∂Ã11

∂p

q
−

4pB2,11
22

q
+

3qB2,22
22

p
+ 2B1,11

11 − 3B1,22
22 − 5B2,12

22

)

B̃2,12
12 =

1

2

(
4Ã22

p
+ 2

∂Ã12

∂q
− 4

∂Ã22

∂p
−

2q ∂Ã22

∂q

p
+

3pB1,11
11

q
−

4qB1,22
11

p
− 5B1,21

11 − 3B2,11
11 + 2B2,22

22

)
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C̃11,11
12 =

1

4

∂

∂p

(
q(B1,22

22 +B2,12
22 )

p
−

(
q

p

)2

B2,22
22

)

C̃22,22
12 = −

1

4

∂

∂q

(
p(B1,21

11 +B2,11
11 )

q
−

(
p

q

)2

B1,11
11

)

C̃11,12
12 = −

1

8

(
∂

∂q

((
q

p

)2

B2,22
22 −

q(B1,22
22 +B2,12

22 )

p

)
+

∂

∂p

(
−
2qB2,22

22

p
+B1,11

11 + 2B1,22
22 + 2B2,12

22

))

C̃21,22
12 =

1

8

(
∂

∂q

(
−
2pB1,11

11

q
+ 2B1,21

11 + 2B2,11
11 +B2,22

22

)
+

∂

∂p

((
p

q

)2

B1,11
11 −

p(B1,21
11 +B2,11

11 )

q

))

C̃12,12
12 = −

1

4

∂

∂q

(
−
2qB2,22

22

p
+B1,11

11 + 2B1,22
22 + 2B2,12

22

)

C̃21,21
12 =

1

4

∂

∂p

(
−
2pB1,11

11

q
+ 2B1,21

11 + 2B2,11
11 +B2,22

22

)

C̃12,22
12 = −

1

8

∂(B1,21
11 +B2,11

11 + 2B2,22
22 )

∂q

C̃11,21
12 =

1

8

∂(2B1,11
11 +B1,22

22 +B2,12
22 )

∂p

C̃11,22
12 =

1

4



2

(
∂2Ã11

∂q2
−
∂2Ã22

∂p2

)
−

∂

∂p




q
(

∂Ã22

∂q
+ 2B1,22

11

)

p
−

2Ã22

p
−

3pB1,11
11

2q
+ 3B1,21

11 + 2B2,11
11





+
∂

∂q



p
(

∂Ã11

∂p
− 2B2,11

22

)

q
−

2Ã11

q
+

3qB2,22
22

2p
+ 2B1,11

11 −B1,22
22 − 2B2,12

22


+

p

q

∂B1,11
11

∂p




C̃12,21
12 =

1

8

(
4
∂2Ã11

∂q2
− 4

∂2Ã22

∂p2
+

+
∂

∂p


−

2q
(

∂Ã22

∂q
+ 2B1,22

11

)

p
+

4Ã22

p
+

3pB1,11
11

q
− 5B1,21

11 − 3B2,11
11 + 2B2,22

22




+
∂

∂q



2p
(
∂Ã11

∂p
− 2B2,11

22

)

q
−

4Ã11

q
+

3qB2,22
22

p
+ 2B1,11

11 − 3B1,22
22 − 5B2,12

22




+
2q

∂B
2,22
22

∂q

p




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D̃11,1
12 =

1

4

(
q(B1,22

22 +B2,12
22 )

q
−
q2B2,22

22

q2

)

D̃22,2
12 = −

1

4

(
q(B1,21

11 +B2,11
11 )

q
−
q2B1,11

11

q2

)

D̃11,2
12 = −

1

4

(
−
2qB2,22

22

q
+B1,11

11 + 2B1,22
22 + 2B2,12

22

)

D̃22,1
12 =

1

4

(
−
2qB1,11

11

q
+ 2B1,21

11 + 2B2,11
11 +B2,22

22

)

D̃12,1
12 =

1

8
(2B1,11

11 +B1,22
22 +B2,12

22 )

D̃12,2
12 = −

1

8
(B1,21

11 +B2,11
11 + 2B2,22

22 )
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