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Abstract

The advancement of cryptography and cryptanalysis has driven numerous innovations over years. Among
them is the treatment of cryptanalysis on selectively encrypted content as a recovery problem. Recent
research has shown that linear programming is a powerful tool to recover unknown coefficients in DCT-
transformed images. While the time complexity is polynomial, it is still too high for large images so faster
methods are still desired. In this paper, we propose a fast hierarchical DCT coefficients recovery method
by combining image segmentation and linear programming. In theory the proposed method can reduce the
overall time complexity by a linear factor which is the number of image segments used. Our experimental
results showed that, for 100 test images of different sizes and using a naive image segmentation method based
on Otsu’s thresholding algorithm, the proposed method is faster for more than 92% cases and the maximum
improvement observed is more than 19 times faster. While being mostly faster, results also showed that
the proposed method can roughly maintain the visual quality of recovered images in both objective and
subjective terms.

Keywords: DCT transform, image recovery, selective encryption, visual quality, image segmentation,
hierarchical

1. Introduction

Multimedia data have been widely used in today’s digital world. For the purpose of privacy and security,
multimedia data is often encrypted prior to transmission and storage nowadays. In this regard, selective
encryption methods are often deployed to balance computational overhead, format compliance, compression
efficiency and visual security [1, 2]. Among all selective encryption methods, many are proposed for DCT-
transformed images or video because DCT is the most widely used transformation in multimedia coding,
which covers image and video coding standards such as JPEG, MPEG-1/2, MPEG-4 AVC/H.264 and the
more recent HEVC [3].

DCT (Discrete Cosine Transform) is an orthogonal transform that can compact most energy of a highly-
correlated discrete signal into a few coefficients, hence allowing more efficient compression methods to be
developed in the DCT domain [4]. Among these coefficients, the first (i.e., the one with the lowest frequency)
coefficient is called the DC coefficient while the rest are named as AC coefficients. Each coefficient carries
distinct information of the transformed signal, although the DC coefficient is considered the most important
one because it carries the average intensity of transformed signal. Most multimedia coding standards working
in DCT domain apply the DCT transform to smaller blocks sequentially to reduce the overall time complexity
of the transformation. As a result, the assemble of DC coefficients from all transformed blocks resembles
the original signal, but at a lower resolution. Therefore, many selective multimedia encryption methods
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manipulate DC coefficients [5, 6, 7, 8]. Some selective encryption methods also manipulate AC coefficients
to provide a greater protection of the multimedia data. Those selective encryption methods are largely
based on key-dependent substitution [9] and permutation [5, 6] of encrypted DCT coefficients.

In the past, selective encryption was argued to be offering a reasonable level of security because it conceals
important visual information and the original image cannot be easily recovered in ciphertext-only setting.
However, recently researchers have shown that some visual information such as edges of the original image
can be retrieved by manipulating the corresponding ciphertext image [10, 11]. In addition, results reported
in [12, 13, 14] also suggest that the security of selective image encryption in DCT domain had been over-
estimated. In particular, Uehara et al. showed the vulnerabilities of selective image encryption by revealing
the concealed DC coefficients. Specifically, the DC coefficients can be estimated by using the remaining AC
coefficients and the correlations among neighboring blocks [12]. Nevertheless, the method reported in [12]
suffers from pixel value overflows and underflows, which were then addressed by Li et al. in [13] using an
optimization-based approach. Later on, Li et al. further proposed a generic framework to recover unknown
DC and AC coefficients from the remaining coefficients that are available [14]. Specifically, Li et al. [14]
utilize linear programming (LP) to search for an optimal solution in solving the DCT coefficients recovery
problem.

This work aims to achieve faster recovery of unknown DCT coefficients by reducing the complexity of Li
et al.’s LP model in [14] without compromising image quality. Section 2 briefly reviews the LP model in [14].
Section 3 presents the proposed segmentation based method for reducing complexity. Section 4 discusses
the performance of the proposed method when compared to [14], and Section 5 concludes this paper.

2. Review of Li et al.’s Model [14]

In [14], Li et al. model the missing coefficient problem as a linear optimization problem which tries to
minimize the linear sum of absolute differences between all pairs of neighboring pixels in horizontal and
vertical directions.

minimize
∑
hi,j,i′,j′ (1)

subject to x(i, j)− x(i′, j′) ≤ hi,j,i′,j′ , (2)

x(i′, j′)− x(i, j) ≤ hi,j,i′,j′ , (3)

x = A · y, (4)

xmin ≤ x(i, j) ≤ xmax, (5)

y(k, l) = y∗(k, l). (6)

Here, x(i, j) denotes the pixel value at (i, j), and y(k, l) denotes the DCT coefficient at (k, l), while
y∗(k, l) denotes the known coefficient at (k, l). On the other hand, A is the DCT transform matrix and h is
the sum ranging over all pairs of neighboring pixels (i, j) and (i, j). The optimization problem’s objective
Eq. (2) matches the common assumption that the difference between two neighboring pixels in a natural
image obeys the Laplacian distribution with zero mean and small variance. The optimization problem has a
number of constraints which describe the relationship between DCT coefficients and pixel values (Eq. (5)),
and the dynamic range of all pixel values (Eq. (6)). A number of auxiliary variables {hi,j,i′,j′}i,j,i′,j′ and
two more linear constraints (Eqs. (3) and (4)) are added to linearize the sum of absolute values of all pixel
value differences. The model is in principle able to recover any set of unknown DCT coefficients, although
experiments in [14] considered U number of lowest (frequency) DCT coefficients in each block for U ≥ 1.
This model covers the DC recovery problem as a special case where U = 1.1

1The DC recovery problem can also be solved using a much more computationally effective method based on the min-cost
flow algorithm as reported in [15].
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3. Proposed Method

The main idea behind the proposed method is “divide and conquer”, i.e., to split the bigger problem
of recovering DCT coefficients of the whole image into a number of smaller problems of recovering DCT
coefficients of smaller image segments. Since the sum of adding the solutions of all image segments together
is linear (of lower order compared with the polynomial-time linear programming), we expect we can save
the time complexity to some degree. It is also our hope that by segmenting the image properly and merging
the results of all image segments properly, visual quality of the recovered image will not be compromised.
Figure 1 illustrates the process flow of the proposed segmentation based method, where two passes (phases)
are involved to form a hierarchical process.

First Pass –
Recover all miss-
ing coefficients

Array Z Array S

Missing
Coefficient
Image Qmc

Segmented
Image Qe

Recover
Segment 1

Recover
Segment 2

Second
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Adjust DC
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Figure 1: The proposed hierarchical segmentation based method.

3.1. Two-Pass Processes

In the first pass, the input image of size m×n is divided into segments based on known DCT coefficients
only and each segment is processed individually using Li et al.’s model. The image segmentation can be
done this way because it is shown in [16, 17] that an array consisting of the sum of energy of AC coefficients
in all blocks resembles a sketch of the original image. This observation is exploited here to identify different
segments in the image with missing coefficients Qmc. To obtain the sketch image, the sum of energy of the
known DCT coefficients in each N×N block of Qmc is collected into an array Z of size (m/N)×(n/N). The
array Z can be treated as an ordinary image and be segmented using any image segmentation algorithm.
Let bixel refer to the elements in Z, where each bixel corresponds to a block of pixels in the image. All
the segment information are then stored in a container named S which is then utilized to divide Qmc into
different segments and produce the segmented image Qe. Next, each segment in the image is then treated
as an independent DCT coefficients recovery problem to be solved. Then, Li et al.’s method [14] is adapted
to recursively model and solve the smaller problems.

Figure 2 shows the segmentation results of the standard test image “Peppers” of size 512 × 512 when
U is 0 (i.e., original image) and 5. Since the range of Z is larger than that of pixel values (i.e., 0 - 255)
and not all parts of the range is useful for the segmentation task (e.g., values below the first peak Z value
correspond to mostly background pixels), we propose to transform Z values into a smaller range defined by
a starting point zsp and an ending point zep. Specifically, zsp is set as the first peak value in τ , where τ is
the bin count of Z, while zep is computed as follows:

zep = arg min
zep

{∑zep

z=zsp
τ(z) ≥ ω

∑zEmax

z=zsp
τ(z)

}
, (7)
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where zEmax = max{Z(x, y)} and ω ∈ (0, 1]. Next, Z is transformed into a new array Z ′ as follows:

Z ′(x, y) =

 zsp if Z(x, y) < zsp;
zep if Z(x, y) > zep;
Z(x, y) otherwise.

(8)

In addition, Z ′ is binarized using Otsu’s algorithm [18]. The binary image is then segmented into different
connected regions based on 4-connectivity. Note that the segmentation is performed along the boundary
of DCT-transformed blocks. Finally, smaller regions with R number of bixels or less are merged into the
neighboring region with the smallest difference along the region boundary. Here, R is a threshold value
for region size, which determines whether a region should be merged with the neighboring region or left
alone. From the segmentation results in Fig. 2, we can see that even with unknown DCT coefficients the
segmentation can still be done quite accurately.

(a) Original image (b) Segmented image of (a)

(c) Image (a) when U = 5 (d) Segmented image of (c)

Figure 2: Segmentation results of the image “Peppers” when U = 0 (original image) and U = 5, where R = 10 and ω = 0.75.

At the end of the first pass, we get a number of image segments recovered separately and their levels
of brightness are normally not aligned so there will be discontinuing artifacts along boundaries of image
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segments. Therefore, we run a second pass to adjust the average level of brightness of each image segment
to minimize the discontinuing artifacts. This can be modeled as a DC recovery problem for the whole image
by resetting all recovered DC coefficients to 0 and running a DC recovery process for the whole image. Since
the DC recovery problem has a smaller complexity and can also be sped up using the much faster min-cost
flow based algorithm in [15], we consider the computational overhead of the second pass marginal. At the
end of this hierarchical process, the final recovered image QR is obtained.

3.2. Complexity Analysis

As reported in [14], the time complexity of Li et al.’s method is O((nm)2U) and the space complexity is
O(nmU), where U is the number of missing coefficients from each DCT block.

On the other hand, in the proposed method, the image is first divided into s segments. Assuming that
each segment has the same number of pixels, then there are nm/s pixels in each segment. Therefore, the
time complexity of the first pass will be O((nm/s)2U × s) = O((nm)2U/s). Since the second pass is just
a DC recovery process, its time complexity will be O((nm)1.5) if the min-cost flow based method in [15] is
used2. As a whole the overall time complexity will be O((nm)1.5 + (nm)2U/s) = O((nm)2U/s), which when
s ≤
√
nmU the overall time complexity will be O((nm)2U/s) which means a linear reduction by s times; 2)

when s >
√
nmU the overall time complexity will be O((nm)1.5) which means the reduction is exponential.

In either case we can see a significant reduction of the overall complexity. In real-world cases, s is normally
not very large and much smaller than

√
nmU , so the first case will be more common. Please note that the

assumption of all segments having equal size is not normally true, so the above complexity analysis just
gives an optimistic prediction, and we still need to run actual experiments to find out the actual complexity
reduction (if any). In terms of the space complexity, there is no much space for reduction since the original
complexity is linear.

4. Experimental Results

The proposed method and Li et al.’s methods [14] were implemented and tested on an Intel Xeon
Processor E5-2687W with 128GB of main memory. To test the performance, 120 grayscale images of
different sizes were collected from various sources [19, 20, 21, 22, 23, 24, 25]. These images are divided into 6
subsets (i.e., 20 images each) based on their sizes, namely 128×128, 256×256, 256×384, 384×512, 512×512,
and 768×512. These images and the source code are made available online at http://mspih.fsktm.um.

edu.my/resources-spic-shortcom/. For the number of missing coefficients in each DCT block, we chose
U ∈ {3, 5, 7, 10}. For all experiments, R = 10 was used because it was observed to achieve the best quality
across resolutions.3 The performance of the proposed method was compared to that of Li et al.’s [14] in
terms of processing time and quality of the recovered image. To simplify our implementation, for the second
pass, we used Li et al.’s linear programming based model to solve the DC recovery problem rather than the
min-cost flow algorithm.

4.1. Processing Time

The total processing time (i.e., the first pass plus the second pass) of the proposed method and that of
Li et al.’s method were both recorded. Figure 3 shows the proposed method’s improvement over Li et al.’s
method in terms of CPU time speed-up ratio defined as follows for 20 512× 768 test images:

CPU time of Li et al.’s method

CPU time of the proposed method
. (9)

As can be seen, for all images and values of U , the CPU time speed-up ratio is larger than 1 and in the best
case a speed-up of nearly 13 times were observed. Similar results were observed for other image sizes.

2It will be O((nm)2) if the linear programming based method is used but the faster method is preferred.
3Experiments were conducted using various values of R. Results suggest that the value of R influences the performance in

terms of speed-up and image quality. Smaller R leads to better speed-up but lower image quality, and vice versa. R = 10 is
considered in this work to achieve speed-up while suppressing image quality degradation.
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Figure 3: CPU time speed-up ratios achieved by the proposed method over Li et al.’s method for 20 512×768 images.

Table 1: Average CPU time improvement the proposed method achieved over Li et al.’s method.

Image Size 128× 128 256× 256 256× 384 384× 512 512× 512 768× 512
U = 3 1.44 1.69 1.74 1.59 1.70 2.06
U = 5 1.07 2.12 1.94 3.39 4.72 4.82
U = 7 0.90 2.90 2.83 6.82 7.12 6.92
U = 10 1.54 3.80 3.41 4.44 5.95 5.82

Table 1 presents the average performance of the proposed method in terms of CPU time improvement
for different values of U and different image sizes. The table shows that the average performance has a
minimum value of 0.9 (i.e., slightly slower than [14]) but improvement is observed for all other cases, and
improvement has a tendency to further increase as the image size and U increase. In total for 37 cases our
proposed method failed to achieve any speed-up, representing ∼7.8% of all 480 cases. Notably, the best
improvement is observed when U = 7 and for 512× 512 test images, in which the proposed method was on
average ∼7.12 times faster than Li et al.’s method.

Most inferior cases are observed in images with lower resolutions, ranging from 128× 128 to 384× 512,
where 78% are of resolution 128 × 128. While the time for solving the LP models is faster in smaller size
image, the time taken to create the models for each smaller problems becomes dominant. Nevertheless,
while the improvement is smaller for some test images, for each image size there are always images with
very significant improvements, e.g., there is one 512 × 512 image giving an improvement of more than 19
times. More results are shown in the Appendix.

4.2. Recovered Image Quality

Table 2 shows the average PSNR difference (dB) of recovered images between the proposed method and
Li et al.’s method for different values of U and different image sizes. On average, the absolute difference for
all 120 test images is −0.435dB, which suggests that our image quality closely matches that of [14]. The raw
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Figure 4: Visual quality differences of images recovered by the proposed method and Li et al.’s for 20 512 × 768 test images.

Table 2: Image quality performance improvement (PSNR, dB) achieved by the proposed method over Li et al.’s.

Image Size 128× 128 256× 256 256× 384 384× 512 512× 512 768× 512
U = 3 -0.210 -0.260 -0.647 -0.283 -0.154 -0.476
U = 5 -0.190 -0.305 -0.308 -0.097 -0.161 -0.500
U = 7 -0.281 -0.284 -0.193 -0.097 -0.176 -0.281
U = 10 -0.289 -0.058 -0.109 -0.143 -0.068 -0.410

Table 3: Image quality performance improvement (SSIM) achieved by the proposed method over Li et al.’s.

Image Size 128× 128 256× 256 256× 384 384× 512 512× 512 768× 512
U = 3 -0.009 -0.011 -0.013 -0.008 -0.008 -0.008
U = 5 -0.007 -0.011 -0.010 -0.005 -0.008 -0.009
U = 7 -0.010 -0.010 -0.010 -0.007 -0.009 -0.010
U = 10 -0.014 -0.008 -0.009 -0.007 -0.007 -0.010

differences range from −2.266 to 0.187dB, indicating that the quality of some images are slightly improved
while some other images have a lower PSNR value. Similar results can be observed in Table 3 for the case
of SSIM [26], with an average absolute difference of −0.010. Although the average results for both metrics
are negative, the subjective quality of the images recovered by the proposed method and of those by Li et
al.’s method are almost identical.

For further comparison, the graph of PSNR vs. SSIM differences is plotted in Fig. 4 for 20 512 × 768
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images. This figure shows the differences are largely clustered around (−0.5dB,−0.01) with some bias toward
the negative sides for both PSNR and SSIM axes, but the negative values are small in magnitude. As a
representative example, the recovered images using the proposed method and Li et al.’s method are shown
in Fig. 5, from which one can hardly see any noticeable quality differences (which largely holds for all test
images).

From the above results, we are confident to say that the proposed method exhibits its competency
in achieving faster recovery (i.e., lower complexity) while maintaining the recovery quality of the model
proposed by Li et al. in [14]. More results are shown in the Appendix.

(a) [14] U = 3 (b) [14] U = 5 (c) [14] U = 7

(d) Proposed U = 3 (e) Proposed U = 5 (f) Proposed U = 7

Figure 5: Recovered images by Li et al.’s method (a)-(c) and by the proposed method (d)-(f) for different values of U .

5. Conclusion

A hierarchical segmentation method is proposed in this paper to achieve faster recovery of unknown DCT
coefficients in DCT-transformed images, which improves the performance of the state-of-the-art method
proposed by Li et al. in [14]. In particular, the input image with unknown coefficients are segmented and
processed in two passes to reduce the time complexity of Li et al.’s method. Our experimental results con-
firmed that, without compromising on image quality, the proposed method can improve the time complexity
and the improvement tends to increase when the number of unknown coefficients increase. The average time
was reduced by a factor of 3.45 times as we observed in experiments.

The effect of more advanced image segmentation techniques and automated identification of images which
can benefit from the proposed method will be our future work.
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Appendix

(a) 128×128 images (b) 256×256 images

(c) 256×384 images (d) 384×512 images

(e) 512×512 images (f) 512×768 images

Figure 6: CPU time speed-up ratios achieved by the proposed method over Li et al.’s method for R = 0 images.
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Table 4: Average result the proposed method achieved over Li et al.’s method in R = 0.

Image Size
U = 3 U = 5

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 1.39 -0.272 -0.014 1.22 -0.151 -0.011
256×256 1.64 -0.335 -0.014 1.92 -0.407 -0.014
256×384 1.72 -0.670 -0.018 2.00 -0.318 -0.015
384×512 1.66 -0.306 -0.011 3.56 -0.173 -0.009
512×512 1.80 -0.272 -0.014 5.41 -0.160 -0.013
512×768 2.05 -0.599 -0.012 6.18 -0.478 -0.012

Image Size
U = 7 U = 10

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 1.09 -0.239 -0.012 1.47 -0.353 -0.019
256×256 3.35 -0.501 -0.015 3.92 -0.156 -0.012
256×384 3.28 -0.224 -0.017 5.36 -0.149 -0.016
384×512 7.39 -0.068 -0.011 6.22 -0.207 -0.013
512×512 8.11 -0.246 -0.015 8.50 -0.174 -0.014
512×768 9.74 -0.324 -0.013 8.01 -0.488 -0.014

Table 5: Average result the proposed method achieved over Li et al.’s method in R = 1.

Image Size
U = 3 U = 5

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 1.42 -0.202 -0.012 1.18 -0.119 -0.009
256×256 1.59 -0.396 -0.013 2.04 -0.347 -0.012
256×384 1.67 -0.623 -0.015 1.97 -0.278 -0.013
384×512 1.66 -0.314 -0.011 3.84 -0.148 -0.008
512×512 1.69 -0.196 -0.011 5.07 -0.188 -0.011
512×768 2.02 -0.570 -0.011 5.35 -0.429 -0.010

Image Size
U = 7 U = 10

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 0.98 -0.259 -0.012 1.47 -0.289 -0.014
256×256 2.95 -0.493 -0.014 3.87 -0.111 -0.010
256×384 3.04 -0.198 -0.014 5.10 -0.119 -0.013
384×512 7.03 -0.056 -0.009 6.78 -0.157 -0.011
512×512 8.63 -0.243 -0.013 8.22 -0.145 -0.012
512×768 7.96 -0.346 -0.012 7.10 -0.480 -0.013
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(f) 512×768 images

Figure 7: Visual quality differences of images recovered by the proposed method and Li et al.’s for R = 0 images.
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(a) 128×128 images (b) 256×256 images

(c) 256×384 images (d) 384×512 images

(e) 512×512 images (f) 512×768 images

Figure 8: CPU time speed-up ratios achieved by the proposed method over Li et al.’s method for R = 1 images.
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(c) 256×384 images
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(f) 512×768 images

Figure 9: Visual quality differences of images recovered by the proposed method and Li et al.’s for R = 1 images.
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(a) 128×128 images (b) 256×256 images

(c) 256×384 images (d) 384×512 images

(e) 512×512 images (f) 512×768 images

Figure 10: CPU time speed-up ratios achieved by the proposed method over Li et al.’s method for R = 5 images.
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(a) 128×128 images
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(c) 256×384 images
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(f) 512×768 images

Figure 11: Visual quality differences of images recovered by the proposed method and Li et al.’s for R = 5 images.

16



(a) 128×128 images (b) 256×256 images

(c) 256×384 images (d) 384×512 images

(e) 512×512 images

Figure 12: CPU time speed-up ratios achieved by the proposed method over Li et al.’s method for R = 10 images.
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(a) 128×128 images

SSIM

-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01

P
S

N
R

(d
B

)

-3

-2

-1

0

1

2

U=3

U=5

U=7

U=10

(b) 256×256 images

SSIM

-0.04 -0.03 -0.02 -0.01 0 0.01

P
S

N
R

(d
B

)

-2

-1

0

1

2

U=3

U=5

U=7

U=10

(c) 256×384 images

SSIM

-0.02 -0.01 0 0.01 0.02

P
S

N
R

(d
B

)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

U=3

U=5

U=7

U=10

(d) 384×512 images

SSIM

-0.04 -0.03 -0.02 -0.01 0

P
S

N
R

(d
B

)

-2

-1.5

-1

-0.5

0

0.5

1

U=3

U=5

U=7

U=10

(e) 512×512 images

Figure 13: Visual quality differences of images recovered by the proposed method and Li et al.’s for R = 10 images.
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Table 6: Average result the proposed method achieved over Li et al.’s method in R = 5.

Image Size
U = 3 U = 5

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 1.37 -0.155 -0.009 1.12 -0.172 -0.008
256×256 1.56 -0.302 -0.012 1.90 -0.321 -0.011
256×384 1.63 -0.627 -0.013 1.84 -0.263 -0.011
384×512 1.59 -0.280 -0.009 3.12 -0.131 -0.006
512×512 1.72 -0.160 -0.009 4.28 -0.176 -0.009
512×768 1.99 -0.513 -0.009 5.43 -0.442 -0.009

Image Size
U = 7 U = 10

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

Mean CPU
Time (times)

Mean
PSNR (dB)

Mean
SSIM

128×128 0.98 -0.296 -0.010 1.47 -0.323 -0.016
256×256 2.78 -0.367 -0.011 3.90 -0.076 -0.009
256×384 2.93 -0.228 -0.012 4.04 -0.085 -0.011
384×512 6.03 -0.107 -0.008 4.77 -0.195 -0.009
512×512 7.74 -0.171 -0.010 6.61 -0.098 -0.008
512×768 6.92 -0.299 -0.010 6.13 -0.441 -0.015
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